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PREFACE

This book aims to provide up-to-date insight into key aspects of methodological re-
search for comparative surveys. In conveying information about cross-national and
cross-cultural research methods, we have often had to assume our readers are
comfortable with the essentials of basic survey methodology. Most chapters
emphasize multinational research projects. We hope that in dealing with more
complex and larger studies, we address many of the needs of researchers engaged
in within-country research.

The book both precedes and follows a conference on Multinational,
Multicultural, and Multiregional Survey Methods (3MC) held at the Berlin
Brandenburg Academy of Sciences and Humanities in Berlin, June 25-28, 2008.
The conference was the first international conference to focus explicitly on survey
methodology for comparative research (http://www.3mc2008.de/). With the
conference and monograph, we seek to draw attention to important recent changes
in the comparative methodology landscape, to identify new methodological
research and to help point the way forward in areas where research needs
identified in earlier literature have still not been adequately addressed.

The members of the Editorial Committee for the book, chaired by Janet
Harkness, were: Michael Braun, Brad Edwards, Timothy P. Johnson, Lars Lyberg,
Peter Ph. Mohler, Beth-Ellen Pennell, and Tom W. Smith. Fons van de Vijver
joined this team to complete the conference Organizing Committee. The German
Federal Minister of Education and Research, Frau Dr. Annette Schavan, was
patron of the conference, and we were fortunate to have Denise Lievesley, Lars
Lyberg, and Sidney Verba as keynote speakers for the opening session in the
splendid Konzerthaus Berlin.

The conference and book would not have been possible without funding from
sponsors and donors we acknowledge here and on the conference website.

Five organizations sponsored the conference and the preparation of the mono-
graph. They are, in alphabetical order: the American Association for Public Opinion
Research; the American Statistical Association (Survey Research Methods
Section); Deutsche Forschungsgemeinschaft [German Science Foundation]; what
was then Gesis-ZUMA (The Centre for Survey Research and Methodology,
Mannheim); and Survey Research Operations, Institute for Social Research, at the
University of Michigan. These organizations variously provided funds, personnel,
and services to support the development of the conference and the monograph.

Additional financial support for the conference and book was provided by, in
alphabetical order:

Eurostat Radio Regenbogen Horfunk in Baden
GfK Group The Roper Center

Interuniversity Consortium for Political ~ SAP

and Social Research (ICPSR) Statistics Sweden

(U.S.) National Agricultural Statistics TNS Political & Social
Services U.S. Census Bureau

xiii
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Nielsen University of Nebraska at Lincoln
NORC at the University of Chicago Westat
PEW Research Center

We must also thank the WeierstraB Institute, Berlin, for donating the use of its
lecture room for conference sessions, the Studienstiftung des Deutschen Volkes
[German National Academic Foundation] for providing a room within the Berlin
Brandenburg Academy for the conference logistics, and colleagues from the then
Gesis-Aussenstelle, Berlin, for their support at the conference.

Planning for the book and the conference began in 2006. Calls for papers for
consideration for the monograph were circulated early in 2007. A large number of
proposals were received; some 60% of the book is derived from these. At the same
time, submissions in some topic areas were sparse. We subsequently sought
contributions for these underrepresented areas, also drawing from the ranks of the
editors. In this way, the book came to consist both of stand-alone chapters which
aim to treat important topics in a global fashion and sets of chapters that illustrate
different facets of a topic area. The result, we believe, reflects current
developments in multinational, multilingual, and multicultural research.

The book is divided into eight parts:

I Setting the Stage
IT Questionnaire Development
III Translation, Adaptation, and Assessment
IV Culture, Cognition, and Response
V Key Process Components and Quality
VI Nonresponse
VII Analyzing Data
VIII Global Survey Programs

Chapter 1 looks at comparative survey methodology for today and tomorrow, and
Chapter 2 discusses fundamental aspects of this comparative methodology.
Chapters 3 and 4 consider question and questionnaire design, Chapter 3 from a
global perspective and Chapter 4 from a study-specific standpoint. Chapters 5 and
6 discuss developments in pretesting translated materials. Chapter 5 moves toward
some guidelines on the basis of lessons learned, and Chapter 6 applies discourse
analysis techniques in pretesting. Chapters 7, 8, and 9 focus on producing and
evaluating survey translations and instrument adaptations. Chapter 7 is on survey
translation and adaptation; Chapter 8 presents a multistep procedure for survey
translation assessment; and Chapter 9 describes translation verification strategies
for international educational testing instruments. Chapters 10 and 11 consider
cultural differences in how information in questions and in response categories is
perceived and processed and the relevance for survey response. Together with
Chapter 12, on response styles in cultural contexts, they complement and expand
on points made in earlier parts.

Part V presents a series of chapters that deal with cornerstone components of
the survey process. Chapter 13 outlines the quality framework needed for
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multipopulation research; Chapter 14 discusses cross-national sampling in terms of
design and implementation; Chapter 15 is a comprehensive overview of data
collection challenges; and Chapter 16 discusses the role of documentation in
multipopulation surveys and emerging documentation standards and tools for such
surveys. Chapter 17 treats input and output variable harmonization. Each of these
chapters emphasizes issues of survey quality from their particular perspective. Part
VI consists of two chapters on nonresponse in comparative contexts: Chapter 18 is
on unit nonresponse in cross-national research and Chapter 19 is on item
nonresponse in longitudinal panel studies. Both these contribute further to the
discussion of comparative data quality emphasized in contributions in Part V.

Chapter 20 introduces Part VII, which contains five chapters on analysis in
comparative contexts. Chapter 20 demonstrates the potential of various techniques
by applying them to a single multipopulation dataset; Chapter 21 treats multigroup
and multilevel structural equation modeling and multilevel latent class analysis;
Chapter 22 discusses polytomous item response theory; Chapter 23 explores
categorization problems and a Multitrait Multimethods (MTMM) design, and the
last chapter in the section, Chapter 24, discusses mixed methods designs that
combine quantitative and qualitative components.

Part VIII is on global survey research and programs. It opens in Chapter 25
with an overview of developments in global survey research. Chapters 26-31
present profiles and achievements in a variety of global research programs.
Chapter 26 is on the European Social Survey; Chapter 27 presents the International
Social Survey Programme; Chapter 28 deals with the Survey of Health, Ageing,
and Retirement in Europe. Chapter 29 discusses developments in two international
education assessment studies, the Trends in International Mathematics and Science
Study and the Progress in International Reading Literacy Study. Chapter 30
profiles the Comparative Study of Electoral Systems, and the concluding chapter
in the volume, Chapter 31, describes the Gallup World Poll.

Pairs of editors or individual editors served as the primary editors for invited
chapters: Edwards and Harkness for Chapters 4, 5, and 6; Harkness and Edwards
for Chapters 8 and 9; Braun and Harkness for Chapters 10 and 11; Johnson for
Chapter 12; Lyberg for Chapters 14, 18, and 19; Lyberg, Pennell, and Harkness for
Chapter 17; Braun and Johnson for Chapters 21-24; Smith for Chapters 26-31.
The editorial team also served as the primary reviewers of chapters in which
editors are only or first author (Chapters 2, 3, 7, 13, 15, 16, 20, and 25).

The editors have many people to thank and acknowledge. First, we thank our
authors for their contributions, their perseverance, and their patience. We also
thank those who helped produce the technical aspects of the book, in particular
Gail Armold at ISR, University of Michigan, who formatted the book, Linda Beatty
at Westat who designed the cover, Peter Mohler, who produced the subject index,
and An Lui, Mathew Stange, Clarissa Steele, and, last but not least, Ana Villar, all
at the University of Nebraska-Lincoln, who aided Harkness in the last phases of
completing the volume. In addition, we would like to thank Fons van de Vijver,
University of Tilburg, Netherlands, for reviewing Chapter 12 and students from
Harkness’ UNL spring 2009 course for their input on Chapters 13 and 15. We are
grateful to our home organizations and institutions for enabling us to work on the
volume and, as relevant, to host or attend editorial meetings. Finally, we thank
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Steven Quigley and Jacqueline Palmieri at Wiley for their support throughout the
production process and their always prompt attendance to our numerous requests.

Janet A. Harkness
Michael Braun
Timothy P. Johnson
Lars Lyberg

Peter Ph. Mohler
Beth-Ellen Pennell
Tom W. Smith
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1
Comparative Survey Methodology

Janet A. Harkness, Michael Braun, Brad Edwards,
Timothy P. Johnson, Lars Lyberg, Peter Ph. Mohler,
Beth-Ellen Pennell, and Tom W. Smith

1.1 INTRODUCTION

This volume discusses methodological considerations for surveys that are
deliberately designed for comparative research such as multinational surveys. As
explained below, such surveys set out to develop instruments and possibly a
number of the other components of the study specifically in order to collect data
and compare findings from two or more populations.

As a number of chapters in this volume demonstrate, multinational survey
research is typically (though not always) more complex and more complicated to
undertake successfully than are within-country cross-cultural surveys. Many
chapters focus on this more complicated case, discussing multinational projects
such as the annual International Social Survey Programme (ISSP), the
epidemiologic World Mental Health Initiative survey (WMH), the 41-country
World Fertility Survey (WFS), or the triennial and worldwide scholastic
assessment Programme for International Student Assessment (PISA). Examples of
challenges and solutions presented in the volume are often drawn from such large
projects.

At the same time, we expect many of the methodological features discussed
here also to apply for within-country comparative research as well. Thus we
envisage chapters discussing question design, pretesting, translation, adaptation,
data collection, documentation, harmonization, quality frameworks, and analysis
to provide much of importance for within-country comparative researchers as well
as for those involved in cross-national studies.

This introductory chapter is organized as follows. Section 1.2 briefly treats the
growth and standing of comparative surveys. Section 1.3 indicates overlaps
between multinational, multilingual, multicultural, and multiregional survey

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.



4 Comparative Survey Methodology

research and distinguishes between comparative research and surveys deliberately
designed for comparative purposes. Section 1.4 considers the special nature of
comparative surveys, and Section 1.5 how comparability may drive design
decisions. Section 1.6 considers recent changes in comparative survey research
methods and practice. The final section, 1.7, considers ongoing challenges and the
current outlook.

1.2 COMPARATIVE SURVEY RESEARCH: GROWTH AND STANDING

Almost without exception, those writing about comparative survey research—
whether from the perspective of marketing, the social, economic and behavioral
sciences, policy-making, educational testing, or health research—remark upon its
“rapid,” “ongoing,” or “burgeoning” growth. And in each decade since World War
II, a marked “wave” of interest in conducting cross-national and cross-cultural
survey research can be noted in one discipline or another (see contributions in
Bulmer, 1998; Bulmer & Warwick, 1983/1993; Gauthier, 2002; Hantrais, 2009;
Hantrais & Mangen, 2007; Oyen, 1990; and Chapters 2 and 25, this volume).

Within the short span of some 50 years, multipopulation survey research has
become accepted as not only useful and desirable but, indeed, as indispensable. In
as much as international institutions and organizations—such as the European
Commission, the Organization for Economic Co-operation and Development
(OECD), the United Nations (UN), the United Nations Educational, Scientific and
Cultural Organization (UNESCO), the World Bank, the International Monetary
Fund (IMF), and the World Health Organization (WHO)—depend on
multinational data to inform numerous activities, it has become ubiquitous and, in
some senses, also commonplace.

1.3 TERMINOLOGY AND TYPES OF RESEARCH

In this section we make a distinction which is useful for the special methodological
focus of many chapters in this volume—between comparative research in general
and deliberately designed comparative surveys.

1.3.1 Multipopulation Surveys: Multilingual, Multicultural, Multinational,
and Multiregional

Multipopulation studies can be conducted in one language; but most
multipopulation research is nonetheless also multilingual. At the same time,
cultural differences exist between groups that share a first language both within a
country (e.g., the Welsh, Scots, Northern Irish, and English in the United
Kingdom) and across countries (e.g., French-speaking nations/populations).
Language difference (Czech versus Slovakian, Russian versus Ukrainian) is,
therefore, not a necessary prerequisite for cultural difference, but it is a likely
indicator of cultural difference.
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Within-country research can be multilingual, as reflected in national research
conducted in countries as different as the Philippines, the United States,
Switzerland, Nigeria, or in French-speaking countries in Africa. Cross-national
projects may thus often need to address within-country differences in language and
culture in addition to across-country differences, both with respect to instrument
versions and norms of communication.

Multiregional research may be either within- or across-country research and
the term is used flexibly. Cross-national multiregional research may group
countries considered to “belong together” in some respect, such as geographical
location (the countries of Meso and Latin America), in demographical features
(high or low birth or death rates, rural or urban populations), in terms of
developmental theory (see Chapter 4, this volume) or in terms of income
variability. Other multiregional research might be intent on covering a variety of
specific populations in different locations or on ensuring application in a multitude
of regions and countries. Within-country multiregional research might compare
differences among populations in terms of north-south, east-west or urban-rural
divisions.

1.3.2 Comparative by Design

This volume focuses on methodological considerations for surveys that are delib-
erately planned for comparative research. These are to be understood as projects
that deliberately design their instruments and possibly other components of the sur-
vey in order to compare different populations and that collect data from two or more
different populations. In 1969, Stein Rokkan commented on the rarity of “deliberate-
ly designed cross-national surveys” (p. 20). Comparative survey research has
grown tremendously over the last four decades and is ubiquitous rather than rare.
However, Rokkan’s warning that these surveys are not “surefire investments” still
holds true; the success of any comparative survey requires to be demonstrated and
cannot be assumed simply on the basis of protocols or specifications followed.
Numerous chapters in this volume address how best to construct and assess
different aspects of surveys designed for comparative research.

Comparative instruments are manifold in format and purpose: educational or
psychological tests, diagnostic instruments for health, sports performance, needs or
usability assessment tools; social science attitudinal, opinion and behavioral
questionnaires; and market research instruments to investigate preferences in such
things as size, shape, color, or texture. Several chapters also present comparative
methodological studies.

Comparative surveys are conducted in a wide variety of modes, can be
longitudinal, can compare different populations across countries or within
countries, and can be any mix of these. Some of the studies referred to in the
volume are longitudinal in terms of populations studied (panels) or in terms of the
contents of the research project (programs of replication). Most of the
methodological discussion here, however, focuses on synchronic, across-
population research rather than on across-time perspectives (but see Lynn, 2009;
Duncan, Kalton, Kasprzyk, & Singh, 1989; Smith, 2005).
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Comparative surveys may differ considerably in the extent to which the
deliberate design includes such aspects as sampling, the data collection process,
documentation, or harmonization. In some cases, the instrument is the main
component “designed” to result in comparable data, while many other aspects are
decided at the local level (e.g., mode, sample design, interviewer assignment, and
contact protocols). Even when much is decided at the local level, those involved in
the project must implicitly consider these decisions compatible with the
comparative goals of the study.

If we examine a range of large-scale cross-national studies conducted in the
last few decades (see, for example, Chapters 25-31, this volume), marked
differences can also be found in study design and implementation. Studies vary
greatly in the level of coordination and standardization across the phases of the
survey life cycle, for example, in their transparency and documentation of
methods, and in their data collection requirements and approaches.

1.3.3 Comparative Uses of National Data

Comparative research (of populations and locations) need not be based on data
derived from surveys deliberately designed for that purpose.

A large body of comparative research in official statistics, for instance, is
carried out using data from national studies designed for domestic purposes which
are then also used in analyses across samples/populations/countries. Early cross-
national social science research often consisted of such comparisons (cf. Gauthier,
2002; Mohler & Johnson, this volume; Rokkan, 1969; Scheuch, 1973; Verba,
1969). Official statistics agencies working at national and international levels
(UNESCO Statistics; the European statistical agency, Eurostat; and national
statistical agencies such as the German Statistisches Bundesamt and Statistics
Canada) often utilize such national data for comparative purposes, as do agencies
producing international data on labor force statistics (International Labour
Organization; ILO), on income, wealth, and poverty (Luxembourg Income Study;
LIS), and on employment status (Luxembourg Employment Study; LES). Such
agencies harmonize data from national studies and other sources because
adequately rich and reliable data from surveys that were deliberately designed to
produce cross-national datasets are not available for many topics. The
harmonization strategies used to render outputs from national data comparable (ex-
post output harmonization) are deliberately designed for that purpose (see, for
example, Ehling, 2003); it is the national surveys themselves which are not
comparative by design. A partnership between Eurostat and many national
statistical offices has resulted in the European Statistical System, an initiative
which aims to provide reliable and comparable statistics for all the European
Union and the European Free Trade Association Member States on the basis of
national data.

Instruments designed for a given population are also frequently translated and
fielded with other populations. Such translated versions can be tested for
suitability with the populations requiring the translations (see Chapters 5, 6, and 7,
this volume) and may produce data that permit comparison. Nonetheless, the
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original (source) instrument was not comparative by design. Publications arguing
the validity and reliability of “translated/adapted” instruments abound, particularly
in health, opinion, and psychological research. While the suitability of these
procedures and instruments is sometimes contested (e.g., Greenfield, 1997), such
instruments may be translated into many languages and used extensively
worldwide. In some cases, feedback from implementations in other languages can
lead to adjustments to the original instrument. One prominent example is the
development of the SF-36 Health Survey, a short (36-question) survey that has
been translated and adapted in over 50 languages. The development of translated
versions led to related modifications in the original English questionnaire (cf.
Ware, undated, at http://www.sf-36.org/tools/SF36.shtml/).

Finally, we note that the distinction between comparative research and
research that is comparative by design used here is not one always made. Lynn,
Japec, and Lyberg (2006), for example, use the term “cross-national surveys” to
refer to “all types of surveys where efforts are made to achieve comparability
across countries. Efforts to achieve comparability vary on a wide spectrum from
opportunistic adjustment of data after they have been collected to deliberate design
of each step in the survey process to achieve functional equivalence” (p. 7). The
latter of these would fall under our definition of “surveys comparative by design;”
those based on “opportunistic adjustment of data after they have been collected”
would not.

1.4 WHAT IS (SO) SPECIAL ABOUT COMPARATIVE SURVEY
RESEARCH?

Many discussions of comparative survey research note at some point that all social
science research is comparative (cf. Armer, 1973; Jowell, 1998; Lipset, 1986;
Smith, forthcoming).

Some also suggest that there is nothing really special about comparative
(survey) research. Verba (1971 and 1969) and Armer (1973) seem to take this
position—but simultaneously also document difference. Verba (1969) states, for
example: “The problems of design for within-nation studies apply for across-
nation studies. If the above sentence seems to say there is nothing unique about
cross-cultural studies, it is intended. The difference is that the problems are more
severe and more easily recognizable” (p. 313). Armer (1973) goes a step further:
“My argument is that while the problems involved are no different in kind from
those involved in domestic research, they are of such great magnitude as to
constitute an almost qualitative difference for comparative as compared to
noncomparative research” (p. 4).

Later researchers, focusing more on the design and organization of
comparative surveys, point to what they consider to be unique aspects. Lynn,
Japec, and Lyberg (2006) suggest “Cross-national surveys can be considered to
have an extra layer of survey design, in addition to the aspects that must be
considered for any survey carried out in a single country” (p. 17). Harkness,
Mohler, and van de Vijver (2003) suggest that different kinds of surveys call for
different tools and strategies. Certain design strategies, such as decentering,
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certainly have their origin and purpose in the context of developing comparative
instruments (cf. Wemner & Campbell, 1970). The distinction between comparative
research and surveys that are comparative by design accommodates the view that
all social science research is comparative and that national data can be used in
comparative research, while also allowing for the need for special strategies and
procedures in designing and implementing surveys directly intended for
comparative research.

There 1s considerable consensus that multinational research is valuable and
also more complex than single-country research (Kohn, 1987; Jowell, 1998;
Kuechler, 1998; Lynn, Japec, & Lyberg, 2006; Rokkan, 1969). The special
difficulties often emphasized include challenges to “equivalence,” multiple
language and meaning difficulties, conceptual and indicator issues, obtaining good
sample frames, practical problems in data collection, as well as the sheer expense
and effort involved. A number of authors in the present volume also point to the
organizational demands as well as challenges faced in dealing with the varying
levels of expertise and the different modi operandi, standards, and perceptions
likely to be encountered in different locations.

1.5 HOW COMPARABILITY MAY DRIVE DESIGN

The comparative goals of a study may call for special design, process, and tool
requirements not needed in other research. Examples are such unique requirements
as decentering, or ex ante input harmonization (cf. Ehling, 2003). But deliberately
designed comparative surveys may also simply bring to the foreground concerns
and procedures that are not a prime focus of attention in assumed single-
population studies (communication channels, shared understanding of meaning,
complex organizational issues, researcher expertise, training, and documentation).
What Lynn and colleagues (2006) conceptualize as a layer can usefully be
seen as a central motivation for design and procedures followed, a research and
output objective at the hub of the survey life cycle that shapes decisions about any
number of the components and procedures of a survey from its organizational
structure, funding, working language(s), researcher training, and quality
frameworks to instrument design, sample design, data collection modes, data
processing, analysis, documentation, and data dissemination. Figure 1.1 is a
simplified representation of this notion of comparability driving design decisions.
For improved legibility, we display only four major components in the circle
quadrants, instead of all the life-cycle stages actually involved. The comment
boxes outside also indicate only a very few examples of the many trade-offs and
other decisions to be made for each component in a comparative-by-design survey.

1.6 RECENT CHANGES IN PRACTICE, PRINCIPLES, AND PERSPEC-
TIVES

The practices followed and tools employed in the design, implementation, and
analysis of general (noncomparative) survey-based research have evolved rapidly
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Figure 1.1. “Comparative-by-Design” Surveys

in recent decades. Albeit with some delay, these developments in general survey
research methodology are carrying over into comparative survey research. A field
of “survey methodology” has emerged, with standardized definitions and
(dynamic) benchmarks of good and best practice (cf. Groves et al., 2009, pp. 1-
37). Techniques and strategies emerging in the field have altered the way survey
research is conceptualized, undertaken, and (now) taught at Masters and PhD
level, quietly putting the lie to Scheuch’s (1989) claim (for comparative surveys)
that “in terms of methodology in abstracto and on issues of research technology,
most of all that needed to be said has already been published” (p. 147).

The size and complexity of cross-national and cross-cultural survey research
have themselves changed noticeably in the last 15-20 years, as have perspectives
on practices and expectations for quality. Large-scale comparative research has
become a basic source of information for governments, international organizations,
and individual researchers. As those involved in research and analysis have
amassed experience, the field has become increasingly self-reflective of
procedures, products, and assumptions about good practice. In keeping with this, a
number of recent publications discuss the implementation of specific projects
across countries. These include Borsch-Supan, Jirges, and Lipps (2003) on the
Survey on Health, Ageing and Retirement in Europe; Brancato (2006) on the
European Statistical System; Jowell, Roberts, Fitzgerald, and Eva (2007b) on the
European Social Survey (ESS); and Kessler and Ustiin (2008) on the World
Mental Health Initiative (WMH). Manuals and technical reports are available on
the implementation of specific studies. Examples are Barth, Gonzalez, and
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Neuschmidt (2004) on the Trends in International Mathematics and Science Study
(TIMSS); Fisher, Gershuny, and Gauthier (2009) on the Multinational Time Use
Study; Grosh and Muiioz (1996) on the Living Standards Measurement Study
Survey; IDASA, CDD-Ghana, and IREEP (2007) on the Afrobarometer; ORC
Macro (2005) on the Malaria Indicator Survey; and, on the PISA study, the
Programme for International Student Assessment (2005).

Comparative methodological research in recent years has turned to questions
of implementation, harmonization and, borrowing from cross-cultural psychology,
examination of bias. Methodological innovations have come from within the
comparative field; evidence-based improvements in cross-cultural pretesting,
survey translation, sampling, contact protocols, and data harmonization are a few
examples. Recent pretesting research addresses not just the need for more
pretesting, but for pretesting tailored to meet cross-cultural needs (see
contributions in Harkness, 2006; Hoffmeyer-Zlotnik & Harkness, 2005; Chapters 5
and 6, this volume). Sometimes the methodological issues have long been
recognized—Verba (1969, pp. 80-99) and Scheuch (1993, 1968, pp. 110, 119)
could hardly have been clearer, for example, on the importance of context—but
only now is methodological research providing theoretical insights into how
culture and context affect perception (see, for example, Chapters 10-12, this
volume). Design procedures have come under some review; scholars working in
Quality of Life research, for instance, have emphasized the need to orchestrate
cross-cultural involvement in instrument design (Fox-Rushby & Parker, 1995;
Skevington, 2002).

The increased attention paid to quality frameworks in official statistics
comprising, among others, dimensions such as relevance, timeliness, accuracy,
comparability, and coherence (Biemer & Lyberg, 2003; Chapter 13, this volume),
combined with the “total survey error” (TSE) paradigm (Groves, 1989) in survey
research, is clearly carrying over into comparative survey research, despite the
challenges this involves (cf. Chapter 13, this volume). Obviously, the
comparability dimension has a different meaning in a 3M context than in a
national survey and could replace the TSE paradigm as the main planning criterion
in such a context, as Figure 1.1 also suggests.

Jowell (1998) remarked on quality discrepancies between standards
maintained in what he called “national” research and the practices and standards
followed in cross-national research. Jowell’s comments coincided with new
initiatives in the International Social Survey Programme to monitor study quality
and comparability (cf. Park & Jowell, 1997a) as well as the beginning of a series
of publications on comparative survey methods (e.g., Harkness, 1998; Saris &
Kaase, 1997) and the development of a European Science Foundation blueprint
(ESF, 1999) for the European Social Survey (ESS). The ISSP and the ESS have
incorporated study monitoring and methodological research in their programs;
both of these ongoing surveys have also contributed to the emergence of a body of
researchers whose work often concentrates on comparative survey methods.

Particular attention has been directed recently to compiling guidelines and
evidence-based benchmarks, developing standardization schemes, and establishing
specifications and tools for quality assurance and quality control in comparative
survey research. The cross-cultural survey guidelines at http:/www.ccsg.isr.
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umich.edu/ are a prominent example. Numerous chapters in the volume treat such
developments from the perspective of their given topics.

Initiatives to improve comparability and ensure quality are found in other
disciplines too. The International Test Commission has, for example, compiled
guidelines on instrument translation, adaptation, and test use (http:/www.
intestcom.org/itc_projects.htm/); and the International Society for Quality of Life
Research (ISQoL) has a special interest group on translation and cultural
adaptation of instruments (http://www.isoqol.org/). The European Commission has
developed guidelines for health research (Tafforeau, Lopez Cobo, Tolonen,
Scheidt-Nave, Tinto, 2005). The International Standards Organization (ISO) has
developed the ISO Standard 20252 on Market, Opinion, and Social Research (ISO,
2006). One of the purposes with this global standard is to enhance comparability in
international surveys. We already mentioned the cooperation between Eurostat and
national agencies on the European Statistical System (http://epp.eurostat.ec.portal/
page/portal/about_eurostat/european_framework/ESS/).

New technologies are increasingly being applied to meet the challenges of
conducting surveys in remote or inhospitable locations: laptops with extended
batteries, “smart” hand-held phones and personal digital assistants (PDAs) that
allow transmission of e-mail and data, phones with built-in global positioning
systems (GPS), pinpointing an interviewer's location at all times, digital recorders
the size of thumb drives, and geographic information systems (GIS) combined
with aerial photography that facilitate sampling in remote regions, to name but a
few. It is easy to envision a future when these technologies become affordable and
can be used much more widely for quality monitoring in cross-national research.

Both the software tools and the related strategies for analysis have also
changed radically for both testing and substantive applications. Statistical
applications and models such as Item Response Theory (IRT) and Differential
Item Functioning (DIF) have gained popularity as tests for bias, as have, in some
instances, Multitrait Multimethod (MTMM) models. The increased availability of
courses in instruction, also online, makes it easier for researchers to gain expertise
in the new and increasingly sophisticated software and in analytical techniques.

Documentation strategies, tools, and expectations have greatly advanced. One
needs only to compare the half-page study reports for the ISSP in the late 1980s
with the web-based study monitoring report now required to recognize that a sea
change in requirements and transparency is underway. Proprietary and open access
databanks help improve consistency within surveys across versions and speed up
instrument production, even if the benchmarks for question or translation quality
remain to be addressed.

The improved access to data—which itself tends to be better documented than
before—is also resulting in a generation of primary and secondary analysts who
are better equipped, have plentiful data, and have very different needs and
expectations about data quality, analysis, and documentation than researchers of
even a decade ago.

Critical mass can make an important difference; the current volume serves as
one example: In 2002, regular attendees at cross-cultural survey methods symposia
held through the 1990s in ZUMA, Mannheim, Germany, decided to form an
annual workshop on “comparative survey design and implementation.” This is
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now the International Workshop on Comparative Survey Design and
Implementation (CSDI; http://www.csdiworkshop.org/). CSDI’s organizing
committee was, in turn, responsible for organizing the 2008 international
conference on Multinational, Multicultural and Multiregional Survey Methods
referred to throughout this volume as “3IMC” (http://www.3mc2008.de/) and were
also the prime movers for this present volume. Moreover, work groups at CSDI
were the primary contributors to the University of Michigan and University of
Nebraska CSDI initiative on cross-cultural survey guidelines mentioned earlier
(http://www.ccsg.isr.umich.edu/). Finally, although the survey landscape has
changed radically in recent years (see Table 1.1), readers not familiar with vintage
literature will find much of benefit there and an annotated bibliography is under
construction at CDSI (http://www.csdiworkshop.org/).

Table 1.1 outlines some of the major developments that have changed or are
changing how comparative survey research is conceptualized and undertaken. The
abbreviations used in the table are provided at the end of the chapter.

Some of these changes are a natural consequence of developments in the
general survey research field. As more modes become available, for example,
comparative research avails itself of them as best possible (see Chapter 15, this
volume). Other changes are a consequence of the growth in large-scale
multipopulation surveys on high-stake research (health, education, policy planning
data). The need to address the organizational and quality needs of such surveys has
in part been accompanied by funding to allow for more than make-do, ad hoc
solutions. Developments there can in turn serve as models for other projects.
Finally, the increasing numbers of players in this large field of research and the
now quite marked efforts to accumulate and share expertise within programs and
across programs are contributing to the creation of a body of information and
informed researchers.

1.7 CHALLENGES AND OUTLOOK

3M survey research remains challenging to fund, to organize and monitor, to
design, to conduct, and to analyze adequately than research conducted in just one
or even two countries. We can mention only a few examples of challenges related
to ethical requirements by way of illustration. For example, countries vary widely
in official permissions and requirements, as well as in informal rules and customs
pertaining to data collection and data access. Heath, Fisher, and Smith (2005) note
that North Korea and Myanmar officially prohibited survey research (at the time of
reporting), while other countries severely restricted data collection on certain
topics or allowed collection but restricted the publication of results (e.g., Iran).
Regulations pertaining to informed consent also vary greatly. American
Institutional Review Boards (IRBs) stipulate conditions to be met to ensure
respondent consent is both informed and documented. IRB specifications of this
particular kind are unusual in parts of Europe, although as Singer (2008) indicates,
European regulations on ethical practice can be rigorous. Some European survey
practice standards recognize that refusals to participate must be respected, but
definitions of what counts as a reluctant or refusing respondent differ
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TABLE 1.1. Changes in Comparative Survey Research

Developments

Programs & Projects

Size, number, ubiquity of 3M
survey projects

See Chapters 25-31

Frameworks
Organizational structures
See Chapters 13, 15, 25-31

Quality assurance & control
See Chapters 13, 16

Question Design &
Translation

See Chapters 2-9

Sampling
See Chapteri4

Data Collection
See Chapter 15

Kinds of information
collected in addition to
answers

Where data are collected

How data are collected

Documentation
See Chapters 16, 17

Kinds of data; documentation
standards; related tools

Examples

ESS; ISSP; WHO-WMH;
SHARE; PISA; PIRLS;
PIACC; TIMSS; Barometer
survey families; WVS/EVS

Top-down, bottom-up models;
centralized & decentralized
models, specifications and
organization

Quality movement
(conferences); SHARE central
monitoring system

Deliberate procedures & steps;
teams; tailored pretesting;
translation protocols based on
theory and practice

Proof for probability samples;
notion of effective sample size;
sampling expert panels

Biomarkers; physical
measurements; performances;
collateral data to enrich
analysis; metadata; paradata

Almost everywhere in the
world

Emerging, new & mixed
modes; C-A modes; responsive
designs

C-A documentation; integral
documentation of survey data,
metadata, paradata

Effects

Critical mass of (1) researchers
engaged in ongoing programs,
(2) methods research, (3) or-
ganizational experience results
in capacity building

Shared ownership; public
access; cumulative knowledge
& capacity-building for all
involved

Application of quality
frameworks & total survey
error paradigm; continuous
quality improvement

Improved designs, testing, and
versions; improved
comparability

Cumulative knowledge about
efficacy of sample designs &
implementations; improved
comparability

Simpler, more affordable; also
on general populations,
contributing to prevalence
information, policy planning,
and so forth.

Theoretically founded selection
of populations possible

Rapid technological advances
enhance options for isolated
locations; integrated QA/QC;
real-time monitoring &
responsive designs possible

Required standards, user
expectations and access, &
survey practice all change.
Documentation better and
easier; new research &
interventions facilitated
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TABLE 1.1. Continued

Comparative Survey Methodology

Developments

Tools

Simple & sophisticated tools
for phases of survey life cycle
and activities

Analysis
See Chapters 20-24

Examples

Sample management systems;
CARI; control charts;
documentation tools like
SMDS; DDI structure & codes;
data wizards; translation tools;
question databanks; data bank
systems for version production;
procedural guidelines

Forms of analysis to test &
analyze; training options; soft-
and hardware

Effects

Diverse tools enhance
implementation and QA/QC;
shorter production time;
enhanced version consistency
and documentation

Tailored analyses possible;
more choice of procedures;
software improved and more

accessible, user know-how and
options increased

Worldwide access to better
documented & easier to use
data & to better software;
growth in scientific
competition & review

Access to data
See CSDI website

Online; download low cost or
free; metadata & paradata
included

Initiatives CSDI, CCSG, DDI; ZUMA Growth in methodological
See Section 1.6 & CSDI symposia, ESS, ECQOS knowledge & critical mass,
website conferences, ISO 20252; ITC initiatives, & evidence-based
Guidelines methods research
User/research expertise ESSi & EU PACO courses, Improved research

ESF QMSS seminars; 3MC,
ECQOS conferences; MA and
PhD degrees

across countries and this affects options for “refusal conversion.” Multinational
panels or longitudinal studies are a further special case. Challenges met here
include variation across countries in stipulations regulating access to documents
and to data that would enable a respondent to be tracked from wave to wave.
Although much remains to be done, expectations about quality are rightly
increasing and these call for greater efforts at every level. At the same time, tools
to help deal with the complexity of 3M surveys are evolving and experience in
dealing with large-scale projects is growing. Some of the challenges once seen as
basic—such as translation—can be much better handled today, provided projects
decide to do so. Even the core issues underlying “translation”—those of meaning,
meaning in context, and comparability—are being approached differently (see
Chapters 2, 3, 10, and 11, this volume). In numerous areas, research from other
disciplines is being brought to bear on surveys. Such cross-disciplinary work
typically reveals a multitude of new considerations and may seem to complicate
the picture. Much in the way the cognitive aspects of survey methods movement
once seemed overwhelming to some, researchers may not relish embracing fields
such as discourse analysis, linguistics, sociolinguistics, cultural theories, or content
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analysis into question design. Ultimately, however, the expectation is that these
will help identify both problems and viable solutions.

At national and supranational levels of funding and research planning,
recognition of the need for global research is strong. Recent initiatives at national
and international level specifically target training and capacity-building courses, as
well as research into how better to deal with cross-national and within-country
cross-cultural research (see Table 1.1). Much “national” research is rightly seen as
comparative at both subnational and supranational levels (cf. Smith, forthcoming).
We are thus cautiously optimistic that it will become easier to find funding for
methodological cross-cultural and 3M research than in the past, when funders at the
national level were less aware of the national benefits and need for such research.

APPENDIX

Table 1.1 refers to surveys, initiatives, tools, organizations, and other entities often
in abbreviated forms which could not be explained within the framework of the
table. In the alphabetical list below we provide the full form of abbreviated terms
and, as relevant, a few words of explanation or a website for further information.

Abbreviation  Full form Additional information

C-A Computer-assisted As in CAPI (computer-assisted personal
interview) and CATI (computer-assisted
telephone interview)

CARI Computer Audio-Recorded Interviewing

CCSG Cross Cultural Survey Guidelines The guidelines posted at
http://ccsg.isr.umich.edu/ are designed
specifically for cross-cultural research,
aiming to support and develop best
practice for comparative surveys.

CSDI The International Workshop on An annual workshop on comparative
Comparative Survey Design and survey methodology;
Implementation http://www.csdiworkshop.org/

DDI1 Data Documentation Initiative An initiative to provide a generic

structure and codes for documenting
surveys; http://www.icpsr.com/DDI/

ECQOS European Conference on Quality in These conferences are held about every
Official Statistics (e.g., “q2006”) two years, the latest in Finland in 2010.
EFTA European Free Trade Association The association was set up in 1960;

http://www efta.int/.

ESS European Social Survey An EU-supported biennial survey which
covers between 25 and 30 countries;
http://www.europeansocialsurvey.org/

Eurostat The European Statistical Agency http://ec.europa.euw/eurostat/
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Abbreviation
EU PACO

IMF
ISSP

I1SQoL

ISO
OECD

PISA

QA
QC
SHARE

TIMSS

LSMS

MIS

MTUS
ITC
UNESCO

WHO
WMH

WEFS

ZUMA

3IMC

M

Full form

The European Union Panel
Comparability

International Monetary Fund

International Social Survey
Programme

International Society for Quality of
Life Research

International Standards Organization

Organization for Economic Co-
operation and Development

Programme for International Student
Assessment

quality assurance

quality control

Survey on Health, Ageing and
Retirement in Europe

Trends in International Mathematics
and Science Study

Living Standards Measurement Study

Malaria Indicator Survey

Multinational Time Use Study

International Test Commission

The United Nations Educational,
Scientific and Cultural Organization
UNESCO Statistics

World Health Organization

World Mental Health Initiative Survey

World Fertility Survey

The Center for Survey Research and
Methodology (Zentrum fiir Umfragen,
Methoden, und Analysen),
Mannheim, Germany.

International Conference on
Multinational, Multiregional, and
Multicultural Contexts

Multilingual,
national

multicultural, multi-

Comparative Survey Methodology

Additional information

Training workshops organized in
connection with longitudinal cross-
national panels; ftp:/ftp.cordis.europa.
ewpub/tmr/docs/socecolong970252.pdf

http://www.imf.org/external/index.htm

An ongoing annual survey on five
continents; http://www.issp.org/

http://www.isoqol.org/

http://www.iso.org/iso/home.htm/
http://www.oecd.org/

This interational triennial survey began
in 2000; http://nces.ed.gov/surveys/pisa/

http://www.share-project.org/

http://timss.bc.edw/

The survey was set up by the World
Bank in 1980;
http://www.worldbank.org/Isms/

http://www.searo.who.int/EN/Section10
/Section21/Section1365_11100.htm/

This survey started in the early 1980s;
http://www.timeuse.org/mtus/
http://www.intestcom.org/
http://:www .unesco.org/

http://www.uis.unesco.org/
http://www.who.int/en/

A global survey begun in the late 1990s
http://www .hcp.med.harvard.edw/wmh/
An international survey in 41 countries
in the late 1970s—early 1980s.

Now part of GESIS-Leibniz Institute for
the Social Sciences.

http://www.3mc2008.de/

A more economic way to refer to
multilingual,  multicultural,  multi-
national surveys.
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Equivalence, Comparability, and
Methodological Progress

Peter Ph. Mohler and Timothy P. Johnson

2.1 INTRODUCTION

This chapter discusses the development of comparative surveys from a
methodological standpoint. Section 2.2 looks at the rise of cross-national survey
research as this pertains to methods and methodological challenges. In Section 2.3
we present five methodological landmarks for comparative survey research and in
Section 2.4 consider the terminology of comparability and propose a simplified
terminology for cross-national and cross-cultural survey research. Our discussion
focuses on standardized, closed-ended questionnaires in surveys following the
most common model of a source questionnaire and translated versions for other
languages and locations, (see Chapter 3, this volume).

2.2 SIXTY YEARS OF COMPARATIVE SURVEY METHODOLOGY

2.2.1 The Rise of Comparative Survey Research Methods

As with many other technological advances, World War II served as a catalyst for
the development of survey research methods. It perhaps comes as no great
surprise, therefore, that the earliest known attempts to conduct survey research
beyond a single cultural context took place during that terrible conflict, when the
U.S. government established the Morale Division within the United States
Strategic Bombing Survey. The immediate purpose of this division was to
understand the psychological effects of allied bombing on the morale of civilians
in occupied countries (United States Strategic Bombing Survey, 1947a, 1947b), a
mission that required modification of domestic survey research techniques for

1Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
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administration in cultural and geographic environments unfamiliar to the
researchers (Converse, 1987). Subsequent analyses employed these data to
compare the effects of bombing on civilians in Germany, Great Britain, and Japan
(Janis, 1951).

An important motive for cross-national research in the immediate post-war
years was the need to study the effectiveness of international communications and
Cold War propaganda (Lazarsfeld, 1952—53). During most of the Cold War era,
for example, the U.S.-funded Radio Free Europe regularly conducted population
surveys across Eastern and Western Europe, relying on “independent opinion
research institutes in a number of West European countries” (Radio Free Europe-
Radio Liberty, 1979). A sampling of the numerous survey reports generated by
Radio Free Europe revealed no examples in which issues of measurement
comparability across nations was discussed or otherwise considered (Radio Free
Europe, 1968; Radio Free Europe-Radio Liberty, 1979; 198S5).

Non-governmental funding also became more readily available to undertake
expensive cross-national surveys in the post-war years. An early academic collab-
oration, supported by the Ford Foundation, was the Organization for Comparative
Social Research (OCSR; Katz & Hyman, 1954), which was concerned with
comparing the social and psychological effects of international (i.e., Cold War)
tensions and threats on individuals within seven European nations. Another
important early study was the 1948 Buchanan and Cantril (1953) survey funded by
UNESCO that compared public perceptions of other nations across 9 countries.
Privately financed cross-national work also became common. In 1948, Time
magazine funded and published findings from a 10-nation survey of international
public opinion conducted by Elmo Roper (Wallace & Woodward, 1948).

In general, this interest in and demand for cross-national survey research
during the early post-war years grew at a far quicker pace than did the method-
ologies necessary to conduct comparative work. Frustrations were expressed
regarding the lack of methodological experience with which to conquer this new
frontier (Duijker & Rokkan, 1954; Wallace & Woodward, 1948), with Lowenthal
(1952: vii) suggesting that researchers (including himself) were “fumbling and
stumbling.” These early pioneers also confessed to the difficulties and
asymmetries that emerged from language difficulties among investigators
representing various participating nations. Duijker and Rokkan (1954, p. 19), in
discussing differential English language (the “working” language for OCSR)
proficiencies of the researchers, noted that:

Some of the team leaders were clearly handicapped by their language,
they felt that they did not succeed in making their points as they should
and they felt frustrated because they were not able to influence decisions
the way they would have wanted.

The hazards of properly translating survey questionnaires was also quickly
recognized (Buchanan & Cantril, 1953; Ervin & Bower, 1952-53; Stern, 1948), as
were other methodological challenges to collecting “equivalent” measurements
across nations.
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Within the United States, recognition that the quality of data being collected
from survey questionnaires might vary by the racial background of respondents
was also becoming evident. One of the most pressing domestic problems in the
United States during this period was the public health crisis triggered by the
increasing rates of poliomyelitis among children (Oshinsky, 2005). Research
focused on this crisis also recognized the potential problem posed by
noncomparable survey data. One epidemiologic study investigating the incidence
of this disease, upon finding considerable variation between black and white
families, commented that “there is the possibility...that reports from the colored
were not as complete or in other respects were not comparable with those from the
white” (Collins, p. 345). Practical solutions to these measurement disparities,
though, remained unexplored (or at least went unreported).

Despite these serious methodological challenges, cross-national surveys
became relatively commonplace during the ensuing decades. By 1968, more than
1,600 academic research papers reporting findings from cross-national surveys
and/or surveys conducted in developing nations had been published (Frey,
Stephenson, & Smith, 1969). A landmark academic study, based on parallel data
collection activities in five countries, was published early in that decade by
Almond and Verba (1963) in The Civic Culture: Political Attitudes and
Democracy in Five Nations. Although later criticized in design and
implementation (see Verba, 1980) this study reflected what was then considered
state-of-the-art survey methodologies for the conduct of cross-national research. In
the published presentation of their study, Almond and Verba considered at length
the “problem of equivalence” and the possibility of measurement artifacts, noting:
“differences that are found in response patterns from nation to nation or group to
group within nations have little meaning if they are artifacts of the interview
situation” (Almond & Verba, 1963, p. 57). Almond and Verba’s accomplishment
has in many ways served as an exemplar for conducting cross-cultural survey
research in the decades that have followed, as researchers from numerous
academic disciplines and cultures have grown to recognize the methodological
challenges of comparative survey research. Many of the current cross-national and
cross-national initiatives reviewed in the last section of this volume can be seen as
intellectual products of this pioneering work.

2.2.2 The Development of Programs of Comparative Survey Research

A series of surveys oriented toward replication began during the three decades of
the 20th century with the establishment of the Eurobarometer and the International
Social Survey Programme (ISSP). The Eurobarometer program celebrated its 35th
anniversary in 2008 and thus is the longest running continuous cross-national
survey program. Despite its academic roots and ongoing accomplishments, it is a
governmental survey under the auspices of the European Union (EU) Commission.
The ISSP is the longest running cross-national academic survey program. The aim
of the ISSP was to establish such a long-term program on a lean budget. This
collaborative program of research began with four countries but grew rapidly.
Methodological questions quickly followed, partly related to attaining compar-
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ability in the common set of questions and the socio-demographic questions used
as background variables in the studies. Other issues related to organizational
aspects of a growing membership and diverse target populations. Originally
devised as a self-completion survey, for example, literacy problems in new
member countries soon resulted in a change in ISSP rules to permit face-to-face
interviews. Developments within the ISSP, today the largest worldwide academic
survey, have resulted in individual and (ISSP) group reflections on best practices
in the conduct and analysis of multicultural, multilingual, and multiregional
surveys (hereafter 3M).

As early as 1987, Kuechler proposed several principles of practice based on
experiences with the first round of ISSP data collection involving the first four
countries. He recommended that participating nations should have similar
experience with and exposure to attitude surveys. He later commented that “a
country must recognize freedom of speech as a basic human right, and all its
citizens, not just those in specific strata, must routinely exercise this right without
fear of prosecution or discrimination” and that “cultural norms must favor the
expression of individualism and tolerance toward variations in opinion and
behavior” (Kuechler, 1998, p. 194). The subsequent expansion of the ISSP to 45
member countries by 2009 almost certainly contradicts these recommendations.

Kuechler (1987) also recommended that the specific tasks associated with
instrument development be shared across all participating countries and more
generally that each nation be represented by at least one local researcher. For
methodological reasons, he advocated collecting survey data at more than one time
point—in order to be able to assess the potential effects of sampling fluctuations
and nation-specific events. Kuechler suggested that cross-national survey data
should first be analyzed separately at the national level in order to establish
contingency patterns; these could then be subsequently compared using survey
data pooled across nations (see, too, Scheuch, 1968).

Additional early lessons were identified by Jowell (1998, pp. 174—176), who
expressed concern that the ISSP and other cross-national survey projects of that
time failed to recognize “just how fundamentally survey norms (standards)...
differ between countries” and provided multiple examples of how these differing
norms influence measurement comparability. To confront these problems, he
proposed 10 general “rules of thumb™:

1. Do not interpret survey data relating to a country about which the analyst
knows little or nothing.

2. When analyzing survey data, resist the temptation to compare too many
countries at once.

3. Pay as much attention to the choice and compilation of aggregate-level
contextual variables as to individual-level variables.

4.Be as open about the limitations of cross-national surveys as you are
enthusiastic about their explanatory powers.

5. Stringent and well-policed ground rules from comparable survey methods
should become much more common in comparative studies than they are
now.
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6. When analyzing survey data, suspend belief initially in any major inter-
country differences observed.

7. Confine cross-national surveys to the smallest number of countries
consistent with their aims.

8. Collective development work, experimentation, scale construction, and
piloting should be undertaken in all participating nations.

9. Provide detailed methodological reports about each participating nation’s
procedures, methods, and success rates, highlighting rather than suppress-
ing variations.

10. Routinely include methodological experiments in cross-national research.

By the late 1990s, the ISSP had established numerous work groups to address
methodological issues of 3M survey research (see Chapter 27, this volume). A
number of the recommendations made by Kuechler and Jowell find an echo in the
European Science Foundation Blueprint (European Science Foundation, 1999) for
the development of the European Social Survey (ESS), first fielded in 2002 (see
Chapter 26, this volume). In both the ISSP and the ESS, instrument design is based
on an “ask-the-same question” model (see Chapter 3, this volume). This model
requires that the common questions asked everywhere result in data which permits
comparison. In the next section we turn to consider major methodological
landmarks related to comparability.

2.3 FIVE METHODOLOGICAL LANDMARKS IN COMPARATIVE
SURVEY RESEARCH

Certain methodological challenges for 3M survey research have been evident from
the outset—such as collecting data in different languages and organizing project
cooperation in a lingua franca in different cultural and institutional settings.
Others, as just indicated, have emerged and been elaborated as 3M and within-
country cross-cultural research expanded. In this section, we briefly review five
methodological landmarks in 3M research. These are:

1. The use of indicators as the basis for comparison

2. The recognition of context as a relevant determinant for comparison

3. The application of translation theory and theories of meaning to the
adaptation/translation of survey instruments

4. The acknowledgment of probability multipopulation sampling as the
statistical prerequisite for comparison

5. Advances in statistical methods allowing for complex modeling such as
multilevel analysis or identification of measurement invariance

The first three of these are directly related to the indicators and questions
used. The last three (translation, sampling, and statistics) are discussed at length
elsewhere in this volume. Qur remarks below are thus directed more to the first
two topics.
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As we see it, each of these landmarks is an essential factor in conducting 3M
survey research. In theoretical terms, we consider them in essence already
addressed. Kish (1994), for instance, established the theoretical basis for
comparative sampling; Gabler, Hidder, and Lahiri (1999) demonstrated the
correctness of his theory. Harkness (2003) and elsewhere demonstrated the
relevance of a theoretical basis and a quality assurance framework for conducting
survey translations (see also Chapter 7, this volume). Scheuch (1968) was quite
explicit about the probabilistic nature of indicators, emphasizing that the
equivalence of indicators across populations must be assessed statistically. We
return to this below. Verba (1969) and Scheuch (1968) both demonstrated the
unavoidable and pervading relevance of context (micro and macro) for
interpretation and analysis, making it clear that nominally “comparable” questions
at the level of language might be understood quite differently in different
locations. Several chapters in this volume elaborate on this insight.

While each of these topics may have been directly addressed in prior litera-
ture, survey research is still challenged to address them in design and implementa-
tion, It is also by no means certain that these “principles” are known or, if known,
accepted everywhere. Thus it happens that translation is often done as cheaply as
possible with naive ideas about expected outcomes and procedures; quota samples
and unclearly defined and documented samples are by no means uncommon in
international research. Indicators are often confused with question wording; and
questions are used in multiple contexts without prior investigation as to their
perceived meaning and discourse functions in a given location and language.

In our discussion of indicators and of context in Sections 2.3.2 and 2.3.3, we
refer frequently to the sociologist Erwin Scheuch and the political scientist Sidney
Verba. This is not to say the ideas they expounded are to be found nowhere else.
However, Scheuch and Verba both focus in their writing on comparative survey
research rather than comparative social research. They are also both theorists who
were also heavily involved as practitioners in comparative survey research. They
thus came to know survey methods and understand questions of methodology. Their
writings foreshadow much of what is now common knowledge in survey research
but also reflect insights either not yet shared by all or simply ignored in practice.

2.3.1 The Role of Indicators

Scheuch (1968) has this to say about indicators and questions:

By now social scientists should have become accustomed to looking at
questions as indicators—indicators that have a probabilistic relationship
to a property one intends to measure. Indicators are interchangeable in
terms of their functions, which are to express the property we want to
ascertain. Hence, the criterion for maintaining that questions are
comparable is not whether they are identical or equivalent in their
commonsense meaning, but whether they are functionally equivalent for
the purposes of analysis. Scheuch (1968, p. 113, italics added).
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We note here that Scheuch talks about questions as indicators but implicitly
draws a distinction between the wording of questions and their function for the
purpose of analysis. Another and often useful perspective is to distinguish between
the two. Indicators need not be questions, they can be actions such as weight-
taking. In addition, different formulations (questions) can aim to address the same
indicator (see Chapter 3, this volume). In addition, different indicators might prove
to be functionally equivalent in the sense described by Scheuch. Different
indicators for environmental behavior (whether one tried to conserve one or the
other natural resource) would normally be clothed in different questions. The
important point Scheuch makes is that what matters is the indicator’s functioning
in a statistical model and not, as he puts, the “commonsense meaning” of a
question. Thus, if the questions (or indicators) used are not functionally equivalent
Jor the purposes of analysis, we cannot justifiably compare the data collected.

2.3.2 Functionally Equivalent Indicators

What are functionally equivalent indicators as intended by Scheuch? How do we
know they are that? Functionally equivalent indicators are revealed in analysis,
they cannot be judged on the basis of face value similarity. This notwithstanding,
contextual (cultural) knowledge can provide some insight into proposing
indicators that might function similarly. Scheuch, Verba, and others talk about
differences in who, for example, might qualify for the descriptor “friend” in
different cultures. Differences that existed would mean that the relationships
counting as a “friend/freund/amigo/ami” cannot properly be compared across
groups. Such examples abound. Scheuch (1968, p. 114) reports how a question
from the Bogardus (1925) social distance scale needed to be adapted for Germany.
The Bogardus question asked about the extent to which a respondent would accept
certain (ethnic and religious) groups of people in given degrees of social distance.
One of these degrees was “have as a neighbor in the same street.” In order to
convey the same degree of social distance for Germany, the response category
offered was “have as a greeting acquaintance (GruBBbekanntschaft; we might say
‘nodding acquaintance’).” This category proved to work well for German
respondents in the social distance scale.

Functionally equivalent indicators as Scheuch intended them to be understood,
therefore, should behave in a similar manner in statistical analysis. To identify
such indicators is not trivial, as it involves at a minimum a sequence of instrument
design, pretesting, redesign and so forth in each participating country. In addition,
statistical associations could be spurious. Scheuch emphasizes that substantial
theoretical predictions are necessary, accompanied, if possible, with further
empirical evidence (Scheuch, 1968, p. 114; see also Van Belle, 2008, p. 58).

As reflected throughout this volume, many comparative surveys do not
undertake intensive quantitative and qualitative testing of source questions or
indicators for multiple new locations. Budget and time constraints are common
motivations. Verba (1969) reminds us that intensive development of equivalent
indicators can be a cumulative task. We will return to this suggestion shortly.
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2.3.3 The Significance of Context

In the social distance scale discussed earlier, the neighbor question had to be
changed for Germany because of differences in social patterns of interaction and
in the social meaning of “neighbor.” Even if respondents are asked the same
questions everywhere, as Verba notes (1969, p. 69), “The problem remains of
interpreting the meaning of these results. The problem derives from the fact that
the questions have been asked within different social and cultural context.” This is
a fundamental point.

2.3.4 Principles of Practice for Comparative Survey Research

Verba’s emphasis on the importance of considering context in analysis and
Scheuch’s insistence on ensuring that indicators are comparable can be combined
to identify three important principles of practice for comparative research in
general and comparative survey research in particular:

1. The theoretical design and design implementation of comparative surveys
needs to accommodate the realities of multiple contexts.

2. Instrument design must focus on ensuring comparable indicators are used.
Here we suggest it is useful to distinguish between indicators and questions
and to require that both are functionally equivalent in Scheuch’s sense,
while they may be nominally different (see Chapter 3, this volume).

3. Theoretical assumptions must guide indicator and question development,
and statistical assessment employed to evaluate their merit before
questionnaires are finalized.

This interplay between theory and statistics translates in survey terms into
instrument design, qualitative/quantitative pretesting, and instrument refinement.
At the same time, as Verba (1969; footnote 28) mentions, “at times we conduct the
research simply in order to learn about those structural and cultural features that
we need to understand in order to design the research.” Thornton and colleagues
(Chapter 4, this volume) state that it was their preliminary research in different
contexts that enabled them to develop comparative questions at a much later date.
In both instances, an argument for cumulative research can be found; learning
from past experience, successes, mistakes, and solutions inherited or invented. Or,
as Verba put it: “it is only after it has been done that one knows what one ought to
have done, and the obvious conclusion is that research programs must build their
store of understandings of the meanings of the variables that they measure” (1969,
footnote 28). From a more explicitly concerned perspective, this interest in
cumulative research also preoccupied Scheuch, to whom we now return.
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2.3.5 Reinventing the Wheel?

In 1989, Scheuch complained with some emphasis that comparative surveys kept
re-inventing the wheel instead of learning from previous research and that
knowledge gained in one or the other project did not seem to become cumulative
or shared knowledge, of advantage to the scientific community: “in terms of
methodology in abstract and on issues of research technology, most of all that
needed to be said has already been published” (Scheuch, 1989, p. 147).

One of Scheuch’s major concerns was how to make knowledge cumulative so
as to advance the field and the quality of research undertaken, given the compart-
mentalization of information and know-how within disciplines and the time lags in
transfer of knowledge across disciplines. Even conceding that Scheuch was over-
optimistic about everything already being available, these are concerns with a very
modern ring. Methodological progress has been made in the meantime, as evident
in the chapters on analysis, sampling, and translation procedures in this volume. In
addition, the landscape of data collection modes and the technological tools to
administer, monitor, document, and adjust procedures have all changed quite
radically in recent decades, bringing with them potential challenges unthought of
even 20 or 30 years ago. At the same time, Scheuch’s clear statements about the
status of indicators and his and Verba’s insistence on the importance of context
have had less impact on comparative survey methods than might be desired.

As comparative research grew, the design model to gain most favor was one
that advocated keeping as much the same as possible in terms of question wording,
modes, and samples, rather than in terms of what Scheuch would consider
functionally equivalent (probabilistic) indicators and questions As several chapters
in this volume reflect, innovation in comparative survey methods is hampered by a
lack of overarching theoretical underpinnings and a lack of research either based
on such theories or designed to test them.

2.4 COMPARABILITY IN SURVEY RESEARCH

In the foregoing sections, we repeated the terminology of earlier researchers
without much explication. An ongoing issue for comparative research is obviously
that of essential “comparability,” whether this is discussed in terms of equivalence,
functional equivalence, similarity, or some other frame of reference. It is to this
that we now turn.

Much of the literature concerned with cross-cultural survey methodology has
focused on the challenge of developing “equivalent” measures. In this section, we
propose a paradigm and terminology. At the same time, to explicate our model, we
must return to the roots of comparative methodology.

2.4.1 Establishing Equivalence?

While models of error and total survey error were emerging in general (noncom-
parative) survey research, models of equivalence including functional equivalence,
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often developed in other disciplines, gained currency in comparative research. The
terms “equivalence” and “functional equivalence” have certainly gained huge
currency in survey research and in diverse related disciplines. In a review of
definitions of “equivalence,” Johnson (1998) identified more than 50 different uses
with and without extensive definitions. In many cases a variety of terms are
employed to refer to one and the same concept while one and the same term is
elsewhere frequently used to refer to different concepts.

In addition, “functional equivalence” is usually not intended in the way
Scheuch described; the notion of (probabilistic) functionally equivalent indicators
has found little uptake in comparative survey practice. In some instances, the
models have leaned heavily on discussions in cross-cultural psychology and
educational testing of “bias and equivalence.” These may then distinguish between
metric equivalence; construct (or structural) equivalence; measurement unit
equivalence, and scalar or full score equivalence, aligned against construct,
method, and item bias (see van de Vijver & Leung, 1997, p. 8ff). The methods and
concepts used in comparative psychology and testing to demonstrate comparability
(or in their terminology, “equivalence”) rely on an abundance of items. This
differs greatly from the situation in social survey research where the number of
items measuring one attitude, trait, behavior, etc. is almost always very limited.
Often only one item is used. This means that comparability has to be approached
quite differently.

In addition, both the behavioral and socio-economic background information
required in social science surveys is typically not measured using scaling
techniques. Events, behaviors, or respondent characteristics are often counted
rather than measured: years of schooling, personal income, number of persons in a
household, visits to a doctor, voting, occurrences of buying products, etc. Very
often single items or a cascading sequence of filter items are used for such
reporting. This single-item approach is a serious challenge for any statistical
assessment of reliability, validity, or similarity. Special efforts have to be made to
establish conceptual comparability and statistical similarity (Saris, 1997, Saris &
Gallhofer, 2007b).

Thus a one-to-one transfer of methods and concepts used in comparative
psychology and testing is not possible. This situation should be reflected in the
terminology used. Moreover, discussions of equivalence inherently assume or at
least imply that it is possible to find two “fully equivalent” or “identical” objects
with the “same” meaning. Empirically we consider this unlikely. Although we
acknowledge that many investigators continue to search for equivalent measures,
we view discussions of equivalent concepts as largely philosophical. This view is
consistent with Verba, Nie, and Kim (1978), who referred to complete equivalence
as a hypothetical achievement that will never be attainable in practice. Earlier, in
discussing the comparability of the survey data they collected across five nations
as part of their Civic Culture study, Almond and Verba (1963, p. 60) observed that
“equivalent questionnaires—that one is sure are equivalent—appear impossible to
obtain™ (italics original). Since the concept of equivalence seems empirically
unattainable, we propose below to focus on the more realistic goals of conceptual
comparability and measurement similarity.
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2.4.2 Comparability and Similarity

Equivalence or identity (identicality), are ideal concepts. They entail the notion of
complete or full equivalence or identity. Frustrating as this might be for our
conceptualizations, there are no completely equivalent entities in our empirical
world. Instead, we propose to use comparability as our heuristic concept in any
discussion of whether concepts are comparable or not. We further propose to use
the term similarity for investigations of how alike measurement components—
constructs, indicators, and items—may be across groups. In this way, we avoid
using one word at both the conceptual and the measurement levels and can
usefully distinguish between them when this is necessary. We conceptualize
comparability as a property of a concept across a multitude of populations
(cultures, nations, etc.). We conceptualize similarity as the degree of overlap
measures have in their representation of a given social construct, whether these are
measures used in two or more cultural contexts or in a single cultural context.

Our approach follows the strategy of measuring latent constructs representing
theoretical concepts via (probabilistic) indicators (see Figure 2.1). It seeks to
establish the extent of similarity in two or more measures taken as indicators of a
latent construct. In this approach, it is usual to ask how similar two objects are in
respect to a set of well-defined characteristics. It has much in common with
comparisons of two wooden tables in terms of their length, width, or height in
meters or yards, and with measuring the intensity of starlight using magnitude
scales. No list of characteristics will be exhaustive. It will never represent the “true
nature” or “gestalt” of a given table or star (Popper, 1972). It will always be a
specific take or perspective on the objects under observation. In this way
comparability entails the possibility of measuring the similarity (or dissimilarity)
of well-defined characteristics of two or more objects under observation using
scientific methods.

Thinking about theory and methodology for comparative surveys will always
require consideration of the notion of the similarity of the metric in question.
Positive definitions of similar features may result in infinitely long lists. An
alternative approach is to give priority to negative (not similar) statements. It is
easier to falsify a hypothesis than to confirm one (Popper, 1935); in like fashion, it
is easier to demonstrate scientifically that an object is not square, orange, large, or
complex than it is to verify its positive counterpart. In statistical analysis,
therefore, the null hypothesis is by far the most typically used approach for this
kind of scientific statement.

In line with a null-hypothesis approach, general similarity scales can be
constructed that range from zero (0) to infinity (ec), where zero indicates “not
similar” (null hypothesis) and infinity indicates “highly similar, but not identical.”
The zero-to-infinitesimal similarity scales have useful formal properties. Similarity
is conceptualized as unidimensional, unidirectional, and unbounded. The zero-
point, which is “not similar,” is taken as the theoretical anchor or statistical null-
hypothesis definition. The notion of infinitesimal similarity, (unbounded similar-
ity) is also important, because it allows for continual increases in gradations of
similarity. Measurements are thus conceived of as having a degree of cross-
cultural “similarity,” from zero upwards.
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Figure 2.1. Comparable Concepts and
Similarity of Statistical Models

In analysis, it could also be useful to define a range for a similarity measure
function, with 0-1 as the defined range. In this case zero (0) would be the origin
and the similarity function would asymptotically converge toward one (1).
Figure 2.2, in which the x-axis represents the number of characteristics/variables,
and the y-axis represents similarity, illustrates such a function. High levels or
similarity, for example, would enable us to compare Macintosh apples with Red
Delicious apples, but not to compare Macintosh apples across cultures.

2.4.3 Applying the Similarity/Comparability Approach

If we define the set of characteristics in terms of which we wish to assess
similarity, then the assessment can be applied to any measure. This offers an
opportunity to consider more items from a possible universe of items than those
produced on the basis of translation. It also means that the instrument design
process aims to achieve the best available comparative measurement at a given
point in time in each culture or nation. The measures chosen as “optimal” would
then be those that provided this. This measurement could be based on multi-item
scales if available or single items. A crucial step would be to identify and define
thresholds of similarity that must be met to determine that a given degree of simi-
larity is indeed present. If the latent constructs in the locations under observation,
as well as the indicators and questions, prove to be sufficiently similar and no
better items from the universe of items in a given culture are available (i.e., with
demonstrably better measurement properties), translated items would be approved.
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2.5 SUMMARY AND OUTLOOK

Considerable advancements have been made in comparative survey research
procedures over the past 60 years. Five major insights were acknowledged in this
chapter. Our chapter has focused on the importance of context and the relation
between indicators and comparability in ways that complement discussions of
context in other chapters in this volume (see, for example, Chapters 3, 7, 14, and
20).

For the purposes of comparative research, we see indicators as having
probabilistic relationships with the constructs they measure. And, because cultural
context can influence the meaning of constructs, we also see it as essential that
comparative researchers proactively design their surveys to account for the varied
contexts within which data will be collected. This is best done by using theory to
guide indicator development and the design of instruments, so that functionally
comparable indicators can be employed within each context, and the subsequent
use of statistical assessment to identify optimal indicators of each.

Although many methodological challenges have been addressed and solutions
continue to be refined, much work remains to be done, particularly at the
measurement level of constructs, indicators, and questions. Conceptually, we
believe that emphasizing the comparability of concepts and the similarity of
survey measures is a more fruitful approach for comparative research. We
encourage cross-cultural researchers to continue to explore new approaches to
developing highly comparable concepts while at the same time taking advantage
of up-to-date statistical strategies to test for measurement similarity.
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Designing Questionnaires for Multipopulation
Research

Janet A. Harkness, Brad Edwards, Sue Ellen Hansen,
Debra R. Miller, and Ana Villar

3.1 INTRODUCTION

This chapter presents an overview of current practice and options for designing
survey questionnaires for implementation in multiple cultures and languages. We
aim to help readers make informed choices about developing such questionnaires
and provide pointers to assist in evaluating existing instruments. Toward this, we
identify the potential and limitations of various options and identify areas in which
research is needed. The chapter focuses on comparative design and thus has little
to say about the “ordinary” business of questionnaire design, important as that is in
any context. We remind readers only that irrespective of the design chosen for a
comparative instrument, all the matters of “ordinary” questionnaire development
must also be considered.

Harkness (1999) identified lack of documentation as an obstacle to
methodological progress and research. While documentation of comparative
studies is improving (see Chapter 16, this volume), publicly available material on
instrument design provides only fragmented treatment of isolated specific details
on the strategies, rationales, and protocols followed or recommended in designing
comparative instruments. Although publications abound that discuss the validity
and reliability of questionnaires used in comparative studies, very little is available
on designing comparative instruments. It is therefore neither easy to learn about
design options available for cross-cultural or cross-national survey research nor to
find comprehensive and detailed information about procedures used in existing
surveys.

Instrument design strategies differ quite strikingly across disciplines;
approaches popular in one discipline may be quite unfamiliar in another. In part
such differences can be understood historically, and in part they relate to the focus

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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of a given discipline (e.g., on social structures, on traits at the individual level, or
on skills and knowledge acquired). The goals of specific measurements also differ
(testing ability, counting incidences, evaluating health, or exploring values and
attitudes) as do the sample types and sample sizes commonly used in different
fields (patient or student lists, convenience samples, or probability samples of the
general public, etc.). Given our own expertise, more examples are presented here
for questionnaires as developed in the social and behavioral sciences than in
educational and psychological testing. We expect nonetheless that many points
raised in this chapter will also be relevant for other fields.

In Section 3.1.1, we distinguish between comparative instruments and compar-
ative research and in Section 3.1.2 consider areas of research relevant for design
and available literature. In Section 3.2, we discuss the general challenges faced in
comparative questionnaire design. Section 3.3 briefly discusses teams and manage-
ment issues. Section 3.4 examines design fundamentals. Section 3.5 presents the
key decisions faced and Section 3.6 introduces the principal models for cross-
cultural, cross-lingual designs. In Section 3.7, we discuss a few particular aspects
of design from a comparative perspective: answer scales, technical implementa-
tion, factual and socio-demographic questions, and vignettes. Section 3.8 considers
pretesting procedures to assess questionnaire quality and suitability, with the empha-
sis on qualitative procedures. Section 3.9 closes the chapter with brief considera-
tion of areas in which we feel research is needed and summary conclusions.

3.1.1 Comparative Instruments versus Comparative Research

Comparative instruments, as the term is used in this chapter, are instruments delib-
erately designed for use with multiple populations. Such instrument design must ad-
dress a wide range of features, including conceptual coverage, selection of indica-
tors, development of questions, level and choice of vocabulary used, adaptations
of wording, format or mode, design of response categories, and technical features
which are related in part to language issues and chosen mode(s) of application.

Many questionnaires used in comparative projects are not comparative by
design in the sense just described (see Chapter 1, this volume). They may, for
example, be designed with a single general population in mind but be fielded with
other populations. The needs of these new populations might be nominally
addressed through translation, inadequate as this might prove to be (see Chapter 7,
this volume). In such cases, too, as implied earlier, cultural constraints on levels of
language, on question and answer scale formats, on adaptations, and on viable
modes all need to be addressed.

In any project, comparative in purpose or not, the most frequent approach
used in developing questionnaires is to re-use questions which seem suitable that
have already been used in other surveys. The next most popular strategy is to adapt
questions which have been developed for other purposes to suit new needs or
populations. The approach taken least is to write entirely new questions. The
advantages and disadvantages of each of these strategies (adapt, adopt, create new
questions) for comparative purposes is discussed in Harkness, van de Vijver and
Johnson (2003).
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Most surveys end up combining all three strategies to meet the requirements
of a specific study. Irrespective of which strategies are chosen to arrive at question
formulations, questions should be tested before use.

A number of the challenges encountered in multinational, multicultural, and
multilingual (hereafter 3M) research result directly from implementing questions
without testing whether they can provide comparable data across the populations
sampled. Problems can arise at any of multiple levels. They may, for instance,
stem from inadequate conceptual coverage, from inappropriate indicators, or from
the formulations chosen for source items in a source-and-translation (see Section
3.6.1) design model. The 2001 Supplement to Mental Health (U.S. Department of
Health and Human Services, 2001) documents the damaging effect inadequate
measurement of different populations can have on large-scale data collections,
even in only one country (see also Harkness, 2004).

Harkness, van de Vijver, and Johnson (2003) note that questions that have
worked well in one or more studies gradually acquire a “pedigree of use.” These
may be selected for further studies without evaluation of whether they are truly
suitable for new contexts. Since a pedigree encourages replication of existing
wording, there may also be resistance on the part of design teams or clients to
change the wording of such “pedigreed” questions even if this would make them
more suitable for new contexts.

Even when researchers do attempt to develop a comparative instrument, the
procedures followed may be inadequate from the start or may not be realized as
originally (and adequately) planned. The results will then be suboptimal. Not only
studies on a modest budget are subject to mishaps. For instance, LeTendre (2002)
discusses planning and communication problems which prevented the interactive
development intended for qualitative and quantitative components of the Trends in
International Mathematics and Science Study (TIMSS) from being realized. Karg
(2005) reports on problems in the implementation of the Organisation for
Economic Co-operation and Development (OECD) Programme for International
Student Assessment (PISA) study; Lyberg and Stukel (Chapter 13, this volume)
report on problems in the design and realization of the International Adult Literacy
Study (1ALS).

When questions do not function as expected, measurement is compromised. In
a World Health Organization (WHO) study conducted in Ethiopia in the mid-
1980s, a question commonly used in Western contexts as a measurement of
depression — Is your appetite poor — went awry in what, with hindsight, seems
to have been a predictable manner. “Appetite,” in contrast to “hunger,” implies the
availability of food. Given that food was in scarce supply at the time, Kortmann
(1987) reports Ethiopian respondents interpreted the Ambharic translation to be
about the availability of food.

3.1.2 Literature on Comparative Questionnaire Design
As indicated, the literature dealing specifically with cross-cultural questionnaire

design is quite small, despite both the burgeoning methodological literature on
instrument design in noncomparative contexts and the ever-growing number of
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3M research projects and accompanying substantive publications. Articles and
book chapters on substantive research interests mention design aspects only briefly
or in very general terms. Technical reports vary greatly in detail; they may provide
specific information but generally give little space to methodological debate,
design choices, or illustrative examples. Literature with a methodological focus on
instrument design often advocates use of single population procedure(s) in a multi-
population study or experiment. This is not surprising since it is not the kind of
information normally recorded in detail in “documentation” or in substantive
articles, nor, indeed, in technical reports. Where it would be found is in
methodological handbooks. However, the field has long had only weakly
developed methods on comparative questionnaire design.

At the same time, publications such as Georgas, Weiss, van de Vijver, and
Saklofske (2003), Hambleton, Merenda, and Spielberger (2005), Harkness, van de
Vijver, and Mohler (2003), Jowell, Roberts, Fitzgerald, and Eva (2007b), Karg
(2005), Porter and Gamoran (2002), and Suzuki, Ponterotto, and Meller (2008) are
indicative of a renewed interest in 3M research methods in general.

Comparative literature from the 1960s and 1970s, often reprinted later, places
considerable emphasis on problems with conceptual coverage (e.g., Elder, 1976;
Sechrest, Fay, & Zaidi, 1972; Smelser, 1973), functional equivalence and
comparability (e.g., Berry, 1969; Verba, 1969, 1971; contributions in Warwick &
Osherson, 1973), as well as the challenges raised by working across languages
(e.g., Scheuch 1968,1989; Sechrest, Fay, & Zaidi, 1972; Verba, 1971; Werner &
Campbell, 1970). Recommendations advanced, such as rules (of varying number)
for writing questions to make them easier to translate, are repeatedly cited or
presented in the literature without much critical review (e.g., Brislin, 1986; Brislin,
Lonner, & Thorndike, 1973b; Smith, 2003; van de Vijver & Leung, 1997). Some
of the topics raised in older literature, such as the drawbacks of targeting
“equivalence” at question wording levels, remain highly relevant.

However, the conceptual and theoretical frameworks for survey question
design and thus also for (pre)testing have changed considerably in recent decades.
In addition, technological developments in Web, telephone, and other computer-
assisted applications have revolutionized instrument design and testing in ways
older literature could not envisage.

Current literature in cross-cultural psychology and in 3M educational and
psychological testing continue to investigate challenges to conceptual coverage
and to suggest how these might be addressed. They also discuss cultural adaptation
of instruments to improve measurement (e.g., contributions in Georgas et al.,
2003; in Hambleton, Merenda, & Spielberger, 2005; in Porter & Gamoran, 2002;
and in Suzuki, Ponterotto, & Meller, 2008). From a social science perspective,
Smith (2003, 2004b) provides examples of the many aspects of general question
design to be considered in producing instruments in multiple languages and
provides copious further references. Harkness, van de Vijver, and Johnson (2003)
discuss advantages and disadvantages of major design options and offer a general
framework for design decisions, a framework further developed here. An
emerging literature on cultural patterns, cognition, and perception as these relate to
survey research is reflected in Schwarz, Oyserman, and Peytcheva (Chapter 10,
this volume) and in Uskul, Oyserman, and Schwarz (Chapter 11, this volume);
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Yang, Chin, Harkness, and Villar (2008), and Yang, Harkness, Chin, and Villar
(Chapter 12, this volume) consider possible connections between response styles
and question design.

Time lags in knowledge transfer and in the reception of findings across
disciplines are not unusual. Nonetheless, it is unfortunate that major recent
advances in general survey methods research have had little effect on how
comparative instruments are designed. There are, however, some notable
exceptions, including the field of cognitive testing (see Section 3.8).

Research and theoretical frameworks in a variety of disciplines would be
highly relevant for developing cross-cultural instruments but have to date received
scant attention. Relevant fields include cognitive linguistics; comparative
linguistics; sociolinguistics; semantics and pragmatics; intercultural communication
and cultural competence, the cultural embedding of discourse norms and
conventions; text and genre analysis; readability; and visual perception.

3.2 CHALLENGES FOR COMPARATIVE RESEARCHERS

Researchers setting out to design for comparative contexts face a number of
special challenges; we identify six which seem especially important and discuss
these in a thematically logical order.

3.2.1 Basic Question Design Principles

Question and questionnaire design in general survey research terms has developed
from an “art” (Payne, 1951), through handcrafting and a set of techniques
(Converse & Presser, 1986), toward a quality and survey error-oriented
methodology (Groves et al., 2009; contributions in Biemer, Groves, Lyberg,
Mathiowetz, & Sudman, 2004) and quantification of problems (Saris & Gallhofer,
2007b). Understanding question design challenges even in general terms is no
small undertaking. Design recommendations have emerged for different kinds of
questions and, increasingly, for different survey modes. Depending on the type of
information sought, questions are sometimes classified into four categories
(Bradburn, Sudman, & Wansink, 2004):

¢ Questions asking about behaviors or facts

e Questions asking about psychological states or attitudes

e  Questions asking about knowledge and competencies

e Questions asking respondents to recollect autobiographical data

In each case, special strategies may be required to address such issues as social
desirability, memory requirements, order effects, sensitivity of content, response
styles, and the analysis planned.

In comparative research, comparability becomes a major design requirement.
Any design chosen must ensure comparability across languages and contexts. As



38 Designing Questionnaires for Multipopulation Research

such, it should include a scheme for producing other language versions consistent
with whichever principles of instrument design are followed, as well as any
adaptation procedures envisaged.

As mentioned earlier, different disciplines prefer particular instrument formats
and strategies. Psychological instruments may have long batteries of questions;
opinion and attitudinal research often make do with one or two questions per
construct. Educational tests must evaluate and calibrate comparable difficulty of
questions across cultures and languages. This may involve calibration of the
difficulty of knowledge items, but also include cognitive burden involving
possibly sounds, alphabet letters, pictorial material, numerals, or, as in the PISA
study, the reading and interpretation of textual passages. Ueno and Nakatani
(2003, p. 216) discuss cultural sensitivities in the Picture Completion section of
the Wechsler Intelligence Scale for Children (WISC-III), in which missing parts of
people and animals (e.g., ear and foot) were replaced in the Japanese test with
inanimate elements (vehicle tire and stocking). Educational test developers must
also engage in extensive “alignment” procedures to ensure that questions are
matched to curricula standards and curricula standards matched to questions (see
contributions in Herman & Web, 2007). In the comparative context, alignment
may be an arduous task (see contributions in Porter & Gamoran, 2002).

3.2.2 Knowing When to Supplement or Alter Design Procedures

Knowing the relevant literature in general survey methods does not sufficiently
equip one to design successful comparative instruments. The second challenge is
to be able to identify whether practices that have been useful in other contexts
should be replaced or augmented. Examples sometimes mentioned in the literature
are the “best” length of answer scales and whether forced choice questions and
hypothetical questions are advisable in certain cultures.

3.2.3 Finding Guidance

The third and related challenge is that researchers find little guidance on how to
identify strengths and weaknesses of procedures, or on how to select an optimal
approach for given design needs. This holds for more general aspects of compara-
tive questionnaire design, such as identifying and testing constructs, indicators,
and items, as well as for such technical aspects as deciding on open or closed
question formats, answer scales, or such visual arrangements and how to appropri-
ately emphasize parts of a questionnaire for different languages and cultures. These
decisions call for cultural knowledge. For instance, in order to decide whether
respondents should be provided with the possibility to answer covertly (without
the interviewer being told the response directly), researchers must understand
sensitivity issues in each cultural context in which data will be collected.

At the same time, cultural knowledge will not always provide solutions.
Cleland (1996) reports on demographers’ early strategies to accommodate the
needs of respondents in “less developed” countries asked to report on births,
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pregnancies, and deaths. Aware that birthdays did not have the same significance
or paper trail in every culture and that recollection of such life cycle events can be
complicated, demographers tried unsuccessfully to collect better statistical data on
the basis of vernacular or personally oriented time lines instead of numerical
period notation (e.g., “before weaning” versus “at age 3”). In the same article,
after reporting on various strategies used with only mediocre success to elicit
reliable data, Cleland ultimately suggests that good interviewers are more
important than instrument design.

3.2.4 Establishing a Framework and Team

Fourth, in order to identify additional design needs, researchers need to create a
design framework and infrastructure and recruit a design team. They must identify
team members and create protocols of interaction and decision making for these
members. Strategies will be needed to enable the team to go beyond the
boundaries of their own perceptions, cultural patterns, and perceived wisdom. We
return to this in Section 3.3.

3.2.5 Creating a Quality Assurance and Monitoring Framework

Fifth, the development of the questionnaire and its technical application(s) should
be embedded in a quality assurance and monitoring framework. Lyberg and Stukel
(Chapter 13, this volume) point to difficulties of establishing stringent quality
assurance (QA) and quality control (QC) programs in cross-national studies; much
work remains in this respect for multilingual instrument design.

The framework must extend to all instruments or any translated versions of a
source instrument used in a project. It is not always possible to know in advance
all the languages and cultures which may be involved in a study. Nonetheless, a
design that includes consideration of the needs of a fair number of diverse cultures
and languages stands a reasonable chance of being able to be adapted to
accommodate further new needs that might emerge. At present, some studies
employ multiple procedures without a clear rationale, while others skimp on such
basic necessities as pretesting. Too often the testing undertaken focuses either on
“translation” issues or on statistical analysis, both of which are concerned with the
output end of development, rather than the developmental process itself.

3.2.6 Establishing Comparability

Lastly, and importantly, the need for comparable data across implementations in
different languages and locations is a central concern in comparative instrument
design. Some studies start from the premise that comparability can be best targeted
by standardizing as much as possible. Standardizing is then usually understood as
keeping formal aspects of design as much the same as possible. This may lead
designers to promote replication of question wording, close translation, and
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repetition of other design features such as filter techniques, formatting, and
diagrams. There is some support for such standardization. Smith (1995) points out
how a changed diagram in a Dutch module of the International Social Survey
Program (ISSP) affected respondents’ answers, and Harkness (2003) illustrates
how an adapted question in a German ISSP module radically affected respondents’
answers. On the other hand, a number of authors (and disciplines) explicitly
recognize that adaptation may be essential and that standardized replication in
other languages may be a chimera (cf. Chapter 17, this volume, on socio-
demographic variables; Hambleton, 2002; contributions in Hambleton, Merenda,
& Spielberger, 2005, on educational and psychological test questions; Scheuch,
1968; and Verba, 1969, both on questions in the sociological and political science
domains). Others again point to the negative consequences associated with
inappropriate standardization (Harkness, 2008a; Lynn, Japec, & Lyberg, 2006).

3.3 INSTRUMENT DESIGN EXPERTS AND TEAMS

An array of expertise is called for to ensure a 3M design is viable and appropriate.
In each phase of development cultural input may be necessary.

First important steps include (a) identifying the array of skills expected to be
required; (b) deciding the language(s) and communication mediums to be used;
(c) recruiting collaborators from the different populations involved to ensure both
skills needed and local knowledge are available; and (d) establishing a community
of cooperation and trust.

Cross-cultural input in instrument development should be procedurally
determined, not left to chance, otherwise input and engagement may be
suboptimal. Linn (2002), for example, comments on uneven input in the develop-
ment of 3M assessment tests: “Contributions of potential items were also far from
uniform across countries. The uneven distribution has been characteristic of all the
international assessments” (p. 40). Participation can be stimulated by sharing
comments and by specifically asking for comments on particular aspects. Specific
quality assurance (QA) and quality monitoring (QM) strategies can thus be used to
ensure that adequate input and exchange do indeed take place.

Teams supply the human capacity and range of expertise unable to be
provided by one individual (cf. Mohler, 2006). At the same time, the degree of
common ground (shared understanding) between members may be limited in the
beginning. Project planning should therefore budget time for explanation and
reiteration to ensure that relevant experience and knowledge can be shared among,
say, those with a strong understanding of local potential and requirements, those
with substantive research expertise, and those with experience in question design,
technical implementation, or pretesting. To facilitate discussion and accelerate
understanding, some degree of capacity building may also be necessary. Team
membership will probably expand and contract at different phases; to avoid
misunderstandings, such plans should be transparent to all involved. Especially
when norms regarding communication forms and content differ, it is important to
have agreement and transparency with regard to expectations and basic needs.
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Organizational literature discusses relevant aspects of intercultural communication
likely in 3M collaborations (see, for example, contributions in Gudykunst, 2005).

There are obvious advantages to having a common language (lingua franca) in
which groups can discuss ideas and questions in real time. Using a lingua franca
can have drawbacks, however. If questions are developed in a language foreign to
most of the team, for example, conceptual and technical weaknesses can go
unnoticed. There are strategies to counteract possible drawbacks, however. Draft
versions of indicators or questions can be appraised in terms of cultures and
languages beyond the lingua franca. “Advance translation”-—a procedure by which
draft translations are used to look afresh at source questions in terms of content,
implications, and possible target language formulation—could be useful here (cf.
Braun & Harkness, 2005; Harkness, 1995; Harkness & Schoua-Glusberg, 1998;
and Harkness et al., 2007).

Team members whose first language happens to be the lingua franca may
unintentionally dominate discussion. Moreover, without a strong understanding of
linguistic and measurement features of a source instrument, a design group may
not be well equipped to specify procedures and/or provide aids (such as
annotations) for producing other language versions.

Importantly, too, the language in which studies and questions are developed
also shapes the conceptual and cultural frame of reference. Irrespective of design
chosen, collaborators will thus often need to acquire and maintain a duality of
cultural awareness in developing and reviewing their design suggestions. This
competence is something akin to skills acquired by cross-cultural mediators and
intercultural communicators; it can be coached and developed over time.
Procedures to promote and check understanding and to appraise cross-cultural
viability should also be part of the developmental protocol.

3.4 INSTRUMENT DESIGN FUNDAMENTALS

Section 3.4 addresses comparative aspects of basic considerations for question-
naire design; Section 3.4.1 presents the concept-construct-indicator-question
chain; 3.4.2 looks at whether questions can be asked and answered; 3.4.3 discusses
intended meaning and perceived meaning; and 3.4.4 considers mode and design
issues in the comparative context.

3.4.1 From Concept to Questions

A distinction can be made between theoretical concepts (which cannot be
measured), latent constructs (which can be only indirectly measured), manifest
indicators (which can be measured) and the questions themselves. These are useful
distinctions in considering comparability and possible adaptation at different levels
of design (cf. Harkness, Mohler, & van de Vijver, 2003b). Figure 3.1 characterizes
survey questions as measurement tools and language vehicles used by researchers
to formulate enquiries about indicators chosen to measure specific latent
conmstructs, so as to gain insight into theoretical concepis.
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(Theoretical) (Latent) (Manifest) (Manifest)

Concepts Constructs L. Indicators Questions

Measurement
Tools

Measurable
via questions

Not
measurable

Indirectly
measurable

Figure 3.1. Concepts, Constructs, Indicators, and Questions

Once potential indicators for a given construct have been identified and
assessed, it becomes clearer whether or not common indicators across populations
are possible. The analyses intended also influence these decisions. Van Deth
(1998b) discusses various options and constraints in relation to analysis and
common or different indicators.

If the aim is to use common indicators for each population, then indicators
must be found that provide adequate representation of a construct for all the
populations under investigation. If only a few shared indicators are available to
measure complex constructs, the questions presented may not provide an adequate
representation of a given construct for certain populations. For example, in a
religiously homogenous population, the latent construct of religiosity might be
adequately captured by a few questions on key manifested aspects. In a population
with several prominent religions of diverse character, a greater number of
indicators or of questions regarding an indicator might be needed to adequately
understand a variety of important aspects. Inadequate comparability of concepts or
inadequate conceptual coverage could either disguise real differences or conceal
real similarities.

In studies that plan to develop a source questionnaire and translate for other
versions, language issues should be considered early enough to inform source
question design (see Chapter 7, this volume).

3.4.2 Can Questions Be Asked and Answered?

It is always important to know whether questions can be asked and answered and
whether they validly and reliably measure what they are intended to measure. We
cannot assume questions that work well in one location will function well
elsewhere. Questions may not be relevant or salient for a given population, a group
may not have the information necessary to answer, or questions innocuous in some
contexts may be threatening or taboo in others. Having a thorough understanding
of local conditions and cultural contexts early in the design stage can help identify
problems and simplify solutions.

For example, questions which are threatening or sensitive for one population
might need to be presented differently, explained, or possibly avoided altogether.
Questions about a respondent’s children might be threatening or misinterpreted.
Chinese respondents, for instance, might associate such questions with the one-
child-per-family policy. Some populations may consider identifying children to
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strangers as risky, for reasons ranging from cultural beliefs associated with naming
people to the prevalence of child trafficking. Cultural beliefs may complicate the
collection of biospecimens: Hair, nail clippings, and blood could be perceived as
giving others power over the person from whom the specimens stem.

3.4.3 Is the Perceived Meaning the Intended Meaning?

In developing questions, the aim is to ensure that respondents understand
questions as they were intended to be understood. Research has illustrated well
how misunderstandings arise, even when respondents and researchers, broadly
speaking, share language usage and knowledge of the world (e.g., Belson, 1981).
Misunderstandings can affect data quality: Statistics New Zealand (2002) states
“Respondent misunderstanding could potentially be one of the largest sources of
non-sampling error in our surveys” (para. 7).

Respondents® social reality and cultural framework shape their perceptions
and survey responses in a variety of ways. In cross-cultural research we must espe-
cially expect that realities and cultural frameworks will differ from one population
to another and that this may pose very much increased threats to a shared under-
standing across populations of what questions ask and what answer options mean.

Several contributions in this volume discuss facets of culture and
communication: Schwarz, Oyserman, and Peytcheva (Chapter 10), as well as
Uskul, Oyserman, and Schwarz (Chapter 11) discuss ways in which cultural
grounding and established habits of attention influence perception and processing
in American and Chinese populations. Yang et al. (2008) and Yang and colleagues
(Chapter 12, this volume) discuss how response styles associated with certain
cultural groups may introduce response bias. Braun (2003) interprets different
responses to “the same questions” in western and eastern parts of Germany as
reflections of the different social realities framing respondents’ interpretations and
response choices. It is thus becoming increasingly apparent that perceived
meaning and culturally preferred patterns of response need to be carefully
investigated.

3.4.4 Mode, Design, and Response

Modern survey studies may deliberately use a mix of modes or other tailored
strategies to accommodate respondent preference or needs and thereby enhance
response (see, for example, Dillman, Smyth, & Christian, 2008 on modes and
design; on responsive study strategies, see Groves & Heeringa, 2006; Groves,
Lepkowski, Van Hoewyk, & Schulz, 2009).

Pennell, Harkness, Levenstein, and Quaglia (Chapter 15, this volume) discuss
modes in the context of cross-national data collection and the sparse research
available. We simply note that the implementation originally envisaged may not
always prove viable and that this can affect the realization of the design. Certainly,
this might happen in any context but in comparative research, literacy,
innumeracy, and language can pose special and frequent problems. Moreover, not
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all languages have a standard written form. If bilingual interviewers or interpreters
are employed, this affects standardization of wording and stimulus (Harkness,
Schoebi, et al., 2008; Harkness et al., 2009c). It could also mean that answers
intended to be provided covertly (for example by using a code letter or a written
reply rather than stating the reply verbally to the interviewer) are no longer covert.
If such eventualities are considered in advance, alternative forms of response can
be sought.

3.5 KEY DECISIONS ON INSTRUMENT DESIGN

In producing questions for multinational implementation, question design teams
make three basic and interrelated decisions about commonality of questions, origin
of questions; and how the project plans to ensure comparability and viability of
instruments used in each location and language. The following discussion builds
on the framework presented in Harkness, van de Vijver, and Johnson (2003).

3.5.1 Commonality of Questions

Many comparative studies in the social and behavioral sciences aim to ask the
same questions of every population from which data is collected. The underlying
model is thus one of common (shared) latent constructs, common indicators, and
common questions (see Section 3.6.1). Alternatively a study might ask different
questions of each population. Here the underlying model is that latent constructs
are common, indicators might be common or different, and the questions used can
differ in content (see Section 3.6.3). A mixed approach combines a set of common
questions across locations/populations with other questions that are location- or
population-specific (see Section 3.6.5).

3.5.2 Origin of Questions

A second key decision is whether researchers plan to adopt (replicate) existing
questions, adapt (modify) existing questions, or develop new questions. In many
instances, all three strategies may be used in one study. These decisions then
determine which options are available for developing versions in other languages,
what kind of adaptation, if any, is planned for any given version, and the timing
and form of pretesting of items needed.

3.5.3 Degree and Timing of Cultural Input

In planning the design of an instrument—deciding the teams to be involved, the
various design milestones and strategies to be used, and the testing and assessment
procedures to be followed—researchers implicitly or explicitly decide on the form
and degree of cross-cultural input in their study. Such input is usually seen as a
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means to help ensure comparability and viability of the instruments developed.
Studies differ greatly on how they target and assess cross-cultural viability.
Quality of life (QoL) researchers in particular have argued for including cross-
cultural input at every stage of development and also outline elaborate schemes to
do this (e.g., Bullinger, Schmidt, & Naber, 2007; Skevington, 2002; Skevington,
Sartorius, Amir, & the WHOQOL group, 2004; and the WHOQOL Group, 1994;
for psychological research see van Widenfelt, Treffers, de Beurs, Siebelink, &
Koudijs, 2005).

QoL literature often distinguishes between what it calls sequential, parallel,
and simultaneous approaches to question design. Differences can be found in the
way these terms are used and explained in the QoL literature and in literature
drawing on these (see, for example, Bullinger, Schmidt, & Naber, 2007; MOT,
1997; Skevington, 2002). We do not attempt to resolve these differences here.
Generally speaking, the terms reflect something about the emphasis placed on
cross-cultural input, the stages of development at which cultural considerations are
addressed, and the strategies employed.

Sequential development approaches, as described in the QoL literature, place
little emphasis on cross-cultural input during question development and basically
only address multicultural considerations at the translation stage. The term
assumes a source questionnaire is developed and other versions produced on the
basis of translation.

Parallel development, as used in the QoL literature, targets cross-cultural
input early in the conceptual and question development stages of a common source
questionnaire. This can involve consultation with local experts, having a multi-
cultural drafting group develop a set of questions then vetted by a larger cross-
national group of researchers, or including items from all the participating
countries in the pool of items for consideration.

Linn (2002) points to difficulties encountered in trying to realize common
development of educational test items and an item pool drawn from all
participating countries. The fact that the United States had greater resources to
develop and test such items ultimately led to more items being supplied by U.S.
educational agencies.

Simultaneous development, as the term is used in the QoL literature, targets
the highest degree of cross-cultural involvement, with cultural input at every stage
contributing to development and to assessment. Developmental strategies used
include cognitive interviewing, focus groups, participatory community involve-
ment, and expert group review. Although the literature mentions a wide range of
procedures in describing simultaneous development, little insight is offered into
the relative merit of the various techniques. Studies on a modest budget would
need more parsimonious strategies.

3.6 MAJOR COMPARATIVE DESIGN MODELS

This section presents the most widely recognized approaches to comparative
design: asking the same questions; asking different questions; and combining both
approaches.
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3.6.1 Asking the Same Questions: Source Questionnaire and Translations

By far the most commonly used method to develop survey questions for
comparative research creates a source questionnaire in one language and then
produces other language versions from this on the basis of translation. The success
or failure of this ask-the-same-question (ASQ) approach is largely determined by
the suitability of the source questions for all the cultures for which versions will be
produced (cf. Harkness, van de Vijver, & Johnson, 2003).

One of the chief attractions of the ASQ approach is the potential power of
analysis offered, namely full score comparability. Thus comparisons can be made
across populations, question by question, or item battery by item battery. Source
questionnaire and translation ASQ models also allow questions to be replicated;
the source questionnaire can include questions from other studies and these may
be “replicated” (within the constraints of translation) in different locations. ASQ
models are relatively easy to implement: first the source is produced and then the
translations. They also follow a traditionally endorsed (although ultimately
questionable) “common-sense” model of enhancing comparability by keeping
things the same.

One potential drawback in trying to develop shared questions for multiple
populations is that the questions may become less specific in topic or formulation
than would questions designed for a national study. This may result in inadequate
coverage of the construct to be measured and in construct bias. One way to
counteract conceptual undercoverage is to add country-specific questions, as
described in Section 6.5.

A serious and related challenge to using source-and-translate ASQ is that the
questions are required to “mean” the same thing and convey the same stimulus in
different contexts, populations, and languages. As illustrated earlier, meaning is by
no means determined by words alone. Development procedures for source
questions must therefore ensure that the questions selected are understood
similarly in the various languages and locations of the study. At the same time, the
very limited pretesting practices currently followed in important 3M studies do not
ensure this. In addition, Jowell (1998) reminds us that locations sharing the
language of the source questionnaire also need to review the instrument for local
suitability (e.g., the United States versus the United Kingdom).

The least elaborate form of a source-and-translate ASQ model consists of two
distinct steps: (a) develop a source questionnaire, and (b) translate this to produce
the other language versions needed. This procedure receives the most criticism
from researchers advocating intense cross-cultural input during question
development (e.g., Camfield, 2004; Skevington, 2002). However, a well-designed
source-and-translate model can accommodate considerable cross-cultural input:
drafting groups can be multicultural in composition; questions can be drawn from
studies conducted with various populations and suggested by different cultural
groups; cross-cultural discussion of adaptation can be incorporated; and pretesting
of the draft source questionnaire can be multilingual and multicultural. An ASQ
model that ensures adequate cross-cultural input at the conceptualization, drafting,
and testing stages can offer a viable and affordable model for many projects.
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In practice, however, the potential for multilateral input is badly underutilized.
This may stem from practical issues such as time pressures but may also be encour-
aged by over-confidence in the suitability and immutability of pedigreed questions,
a misjudgment of the (limited) potential of translation, and a lack of awareness of
how context shapes interpretation and of the frequent need for adaptation.

3.6.2 Ask the Same Question by Decentering

A second strategy for keeping questions the same is decentering, which develops
two questionnaires simultaneously for two populations and languages, an iterative
process of translation-cum-paraphrase.

Our outline below describes only one basic form of how decentering can work.
Even so it allows for two alternatives. One employs something like a Ping-Pong
exchange: an item in language A leads to an item in language B and this leads to a
further version in language A, and so forth. Alternatively, one item in language A
can lead to sets of alternative versions in language B and also in language A. The
steps identified below begin at the stage when questions are formulated.

1. First, a question is devised or chosen in language A.

2. The question is translated into language B so as to convey the essence of
the measurement targeted in the language A question. The focus in
translation is on conveying the conceptual essence of the questions, not on
close translation.

3. Multiple paraphrases or further translations may be generated for the trans-
lated item in language B, providing a set of possible versions in language B.
Whether one or several language B versions are produced is a matter of ap-
proach. Whatever is produced for language B is translated into language A.

4. As versions are produced and compared across the two languages, anything
that causes problems is altered or removed. In this way, culturally or
linguistically anchored obstacles are eliminated for each language.

5. 1f a Ping-Pong procedure is followed, modifications made in one language
can immediately inform the next version produced in the other language. If
a set of versions is produced in each language, developers can combine
removal of perceived “obstacles” with matching up whichever version in
language A best fits a version in language B.

6. At some stage, a version is reached in each language which is felt to match
the version in the other language.

Decentering and similar procedures have been advocated as a way of avoiding
cultural and linguistic bias and a means of enhancing comparability (Erkut,
Alarcén, Garcia Coll, Tropp, & Vazquez Garcia, 1999; Potaka & Cochrane, 2004;
Werner & Campbell, 1970). There are a number of drawbacks nonetheless (cf.
Harkness, 2008a; Harkness, van de Vijver, & Johnson, 2003). Since decentering
removes culturally specific material, specificity and saliency may be low.
Consequently, decentered questions can in some respects be less appropriate for
fielding in either context than questions developed by other means. Decentering is
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incompatible with replication because the wording of questions inevitably
changes. It is also not suitable for simultaneous production of multiple
translations. Apart from the practical difficulty of attempting this process across,
say, 12 languages and cultures, construct coverage, indicator saliency, and
pertinence of measurement would be at risk.

3.6.3 Asking Different Questions

Ask-different-questions (ADQ) approaches aim to provide comparable
measurement of the targeted latent construct by asking questions that may differ in
content across instruments used but are held to produce comparable data. The
indicators chosen might be shared across populations, but different indicators
might also be used if considered to serve the purpose of producing comparable
data. ADQ approaches are sometimes described as “functional equivalence”
strategies (see van Deth, 1998b; Przeworski & Teune, 1970; Triandis, 1976). We
prefer the less ambiguous ADQ (cf. Harkness, 2003, 2008a).

One of the great appeals of asking different questions is that it obviates the
need to translate.” A second attractive feature of ADQ models is that the country-
specific questions used can relate directly to the issues, terminology, and
perspectives salient for a given culture and language. Thirdly, conceptual coverage
for a given location is then likely to be good. A fourth advantage is that the
development of a questionnaire for a population can be undertaken as and when
needed. Countries might therefore develop their instruments at the same time or, if
joining an existing project at a later date, develop their own country-specific and
country-relevant questions when these are required. At the same time, many
researchers intent on across-country comparisons are rightly chary of the design
challenges involved and the possible constraints on analysis.

A basic procedure for an ADQ model could be as follows: First, the design
team decides on the concepts and latent constructs to be investigated and any other
design specifications they might make, such as identifying common indicators or
allowing location-specific indicators, or planning a mixture of both. Then,
country- or population-specific questions are designed to collect locally relevant
information for a given construct as informed by the chosen indicators. Finally,
versions for different countries and languages are produced in a collective effort or
developed by different teams at different times as the need arises.

3.6.4 Combination Approaches

Often enough a combination of ASQ and ADQ is used, in which a core of
questions shared across countries is combined with country-specific questions that
provide better local coverage of the concepts of interest. In various disciplines, the
terms etic and emic are sometimes associated with such combined approaches.

? In actuality at the levels of documentation and data merging some transiation may become essential.
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Discussion of such emic and etic approaches to research is extensive (cf. Sinha,
2004). Sinha criticizes researchers who define emic concepts or questions as being
culture-specific and etic constructs or questions as having universal or across-
country relevance. At the same time, this is how the terms are often actually used
(e.g., Gibbons & Stiles, 2004, p. 14). The terms emic and etic are also used
somewhat differently in various fields (cf. Headland, Pike, & Harris, 1990;
Serpell, 1990; Sinha, 2004). Such differences are very common; uses of terms
develop over time, and not always in the direction of clarity.

Whenever researchers decide to ask the same question of different populations
with the intention of collecting comparable data, they assume the question has etic
status. If this is simply assumed, but not demonstrated beforehand, the literature
speaks of an “imposed etic,” reflecting the top-down approach (Triandis & Marin,
1983). If a study uses emic questions to gather local information on a phenomenon
and the data permits identification of commonalities across cultures, the literature
speaks of a “derived etic.” More discussion can be found, for example, in Berry
(1990), Peterson and Quintanilla (2003), and Sinha (2004).

3.7 SOME SPECIAL DESIGN ASPECTS
3.7.1 Response Options

Ongoing debate about answer category design in the general survey research
context carry over into 3M design decisions. For comparative purposes, there is no
strong body of research on these matters. Thus Smith (2003) reviews many of the
pertinent issues but understandably cannot provide answers. These include the
number of response options, forced choice, open-ended or closed-ended questions,
rating versus ranking, fully versus partially labeled, and verbal versus numerical
scales, visual depictions, visual heuristics, fuzzy measurements (e.g., vague
quantifiers), Likert-type scales, and the statistical analysis permitted by different
kinds of scale measurement (nominal, ordinal, interval, or ratio).

In multilingual research source language answer scales must be conveyed in
other (target) languages. Harkness (2003) discusses how answer scale translation
relates to design (see also Chapter 7, this volume). Again little literature exists on
this topic. Strategies commonly used to produce target language versions are
(a) translate as closely as possible; (b) adapt what cannot be translated, (c) use
preferred local answer option formats and wording. In this last instance,
researchers employ scales with which they are familiar which they consider
comparable to source scales (Harkness, 2003; Harkness et al., 2007).

Szabo, Orley, and Saxena (1997) and Skevington and Tucker (1999) describe
a further strategy. Source questionnaire terms to be translated were identified for
the end points of answer scales. Participating countries then derived labels for
intermittent points of the scale from local research that investigated the magnitude
respondents associated with various verbal labels.

A German-American research project covering similar ground found
differences in the degrees of intensity across populations for what at face value
were “comparable” labels, including the end point labels (Harkness, Mohler,
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Smith, & Davis, 1997; Harkness & Mohler, 1997; Mohler, Smith, & Harkness,
1998). The research was extended to Japan with similar findings (Smith, Mohler,
Harkness, & Onodera, 2009).

Several discussions consider agreement scales used in the ISSP. Examining
ISSP translations of strongly agree/agree/neither agree nor disagree/disagree/
strongly disagree scales in some 10 countries, Harkness and colleagues (2007)
found that the face-value semantics of each scale point are often quite diverse.
Villar (2006, 2008) found differences in response patterns within populations
across modules, depending on how the second and fourth points on the scale were
realized. Sapin, Joye, Leuenberger-Zanetta, Pollien, and Schoebi (2008) also
reported differences in response depending on answer scale translation in data
from the European Social Survey (ESS); Saris and Gallhofer (2002) report on
multitrait-multimethod designs to test ESS questions in the context of modified
answer scales in Dutch and English. South African ISSP researchers reported
problems implementing the same ISSP agreement scale in some rural populations
(Struwig & Roberts, 2006). The authors added Kunin faces to help respondents
consider varying degrees of agreement or disagreement. Unfortunately, many ISSP
questions for which faces were presumably used did not reference topics readily
associated with smiles or frowns (cf. also Dasborough, Sinclair, Russell-Bennett &
Toombs, 2008).

Pictorial or diagram images may indeed not be appropriate for all target
populations. In the 2007 ISSP module on leisure time and sports, an optional
question about body image used drawings of men and women in swimwear
(http://www.issp.org/documents/issp2007.pdf/). The women were depicted in
bikinis. The notion of bathing and the appropriateness of bikinis seem at least
questionable for surveys of the general population in more than 40 countries on
five continents. Bolton and Tang (2002) report greater success in rural Rwanda
and Uganda with visual depictions and also with ADQ components. Locally
developed lists of challenges were created for each community, resulting in some
items being shared across some locations and others not. Pictorial aids helped
participants select an answer scale option for degrees of task burden. The visual
aids depict a person in local dress carrying a bundle on their back. As the bundle
increases in size, the person bows further under its weight to indicate the increased
burden involved.

Culture affects how respondents perceive and select answer options (see
Chapter 11, this volume). On the level of language and culture, bilingual respond-
ents have been found to answer differently when interviewed in their native
language compared to answering in English (e.g., Gibbons, Zellner, & Rudek,
1999; Harzing, 2006). Yang and colleagues (Chapter 12, this volume) document
discussions of answer scales in the response style literature, but also make clear
that solutions for comparative answer scale design are not to be found there.

For 3M projects in particular, the challenges of designing answer scales and
deciding answer options are many: Are specific formats suitable across target
populations? Are 2, 4, 5, or more answer points suitable for all respondent groups?
How will answer option adaptation affect comparability? Any approach chosen
should be tested in a variety of languages and settings, with different populations
and questions. Research in this area is badly lacking.
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3.7.2 Technical Design Realization

The technical realization of a survey instrument is concerned with format, layout,
numbering, and filter strategies, with possible guidance for interviewers and
programmers, documentation requirements, design development tools, and a
variety of other features. Such metadata are an essential part of instrument design.

The issues to be resolved relate to characteristics of a given instrument and to
whatever language versions and mode(s) of administration are planned. Language
and organizational features involved include typographical conventions, visual
norms, and differences in space needed to present text or capture responses, as
well as broader conventions of communication including colors, symbols, and
sequencing of information. These considerations need to be addressed for each
language and cultural system.

Technical design decisions include the locus of control—whether the survey
is self-administered or interviewer-administered—and whether it is computer-
assisted, paper-and-pencil, Web-based, or uses some other format, such as audio
media. Decisions about data output, coding, and documentation also need to be
addressed. Three main technical considerations must be addressed: (a) instrument
usability (for interviewer or respondent navigation and response-capturing);
(b) ease of programming and testing; and (c) ease of coding, data outputting,
analyzing, and documenting survey data. Technical aspects of design often overlap
with those related to question content and formulation, as is the case with answer
scales. Mode decisions shape wording and organization of information.

The Cross-Cultural Survey Guidelines (CCSG, 2008) module on technical
design proposes five guidelines in realizing technical aspects for a 3M design. We
can only briefly explain the relevance of each guideline here; the website provides
a full rationale and procedural steps.

Guideline 1: Ensure that instrument design is appropriate to the method of
administration and the target population: Literacy issues and technological access
limit the modes possible for certain populations; populations differ in familiarity
with survey interviews and their purposes. For example, some populations may
need more or fewer navigational guides than others.

Guideline 2: Develop complete instrument design specifications for the survey
instrument, indicating culture-specific guidelines as necessary. Specifications
outline all the components of the questionnaire and its contents, guide formatting
or programming, ensure design consistency across instruments, provide guidance
on technical adaptation, and facilitate post-production data processing. Formatting
specifications also address language-specific character sets and differences in
alphabetical sorting including diacritics (€), ligatures (@, @, and f3), and character
combinations.

Guideline 3: Develop interface design guidelines for computer-assisted and
Web survey applications: Interface design affects the respondent-computer or
interviewer-computer interaction, influences user performance, and can affect data
quality. In addition to maximizing usability, design should also be consistent
across survey implementations at appropriate levels. For example, design
specifications across language versions should follow the appropriate processing
directionality for a given population (left to right, right to left, top to bottom, etc.)
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Guideline 4: Establish procedures for quality assurance of the survey
instrument that ensure consistency of design, adapting evaluation methods to
specific cultures as necessary: All aspects of design can affect data quality
positively or negatively. For instance, choices of colors should be validated by
experts for particular cultures. This may involve harmonization to a set of
“culture-neutral” colors across instruments, or adaptation of colors as necessary.

Guideline 5: Provide complete documentation of guidelines for development
of source and target language or culture-specific instruments: Documentation
should provide data users with necessary transparency.

3.7.3 Factual and Socio-Demographic Questions

Questions containing reference to facts of the world (an event, practice or
institution) or asking about personal facts (educational or occupational status) may
need to be adapted in ASQ approaches. Granda, Wolf, and Hadorn (Chapter 17,
this volume) discuss designing socio-demographic questions in detail. Questions
asking about medication used, types of cigarettes smoked, or varieties of cooking
oil used, should reference brands or types relevant for a specific population. It is
important that information requested can be provided by all populations. Willis
and colleagues (2008) provide examples related to information available to
smokers in different locations about light and heavy forms of tobacco.

3.7.4 Vignettes and Comparative Research

Vignettes, as used in survey research, are cameo descriptions of hypothetical
situations or individuals. Respondents are asked to make evaluations about these
hypothetical entities. In the context of comparative research, King and Wand
(2007) and King, Murray, Salomon, and Tandon (2004) present vignettes as
anchoring devices to adjust self-assessment responses (see also Chapter 4, this
volume). Vignettes have also been used as pretesting strategies (cf. Gerber,
Wellens, & Keeley, 1996; Goerman & Clifton, 2009; Martin, 2004, 2006).

In multicultural research, the question obviously arises whether vignettes
should be population-specific formulations (ADQ) or developed as ASQ and
translated. Martin (2006) emphasizes the need to ground the content and wording
of vignettes in the respondent’s social context and language. This would seem to
question whether translation is a suitable procedure for producing appropriate
vignette versions.

For example, the names of individuals featured in a vignette could pose com-
parability and perception problems. Associations for names differ across popula-
tions so keeping names identical would alter effects (imagine “William” in a Viet-
namese vignette). Localizing names may be an alternative if cognates exist: Willem,
Wilhelm, Guillaume, and so forth. In vignettes used in stigma research (White,
2008), the names of hypothetical individuals were “translated.” However, it is by
no means certain that the connotations associated with names are stable across
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countries. Even if we assume a prototypical “John” of Great Britain, he need not
be comparable to a “Hans” of Germany or a “Juan” of Spain. Web lists of popular
names (e.g., http://www.babynamefacts.com/) also reflect differing current
popularity, not to mention the status or ethnicity associated with various names.

3.8 PRETESTING DESIGN SUITABILITY
3.8.1 Developments in Pretesting

Pretesting in general is underutilized in comparative research projects. This section
aims to cover developments in pretesting of relevance for 3M studies but must
often take developments in the general survey research context as its starting point,
given the paucity of comparative research on pretesting.

The following definition of pretesting from the pretesting module in the Cross-
Cultural Survey Guidelines (CCSG, 2008) could apply to a single cultural context
or to multiple languages and cultures: “a set of activities designed to evaluate a sur-
vey instrument’s capacity to collect the desired data, the capabilities of the selected
mode of data collection, and/or the overall adequacy of the field procedures” (p.1).
Presser, Rothgeb, et al. (2004) note that question design and statistical modeling
“should work in tandem for survey research to progress” (p. 12). One form of
testing is insufficient; both qualitative and quantitative analyses of instruments are
needed in developmental phases and indeed multiple methods should be utilized.

First and foremost, many well-established 3M source questionnaires are not
extensively pretested in the locations for which they are to be used. This stands in
stark contrast to the oft cited recommendation intended for noncomparative
research: “If you do not have the resources to pilot-test your questionnaire, don’t
do the study” (Sudman & Bradburn, 1982, p. 283).

Second, we note that progress in pretesting in the last decade has been
uneven, both generally, and more recently in application to multicultural surveys.
For example, cognitive interviewing has greatly increased in popularity and is now
widely accepted as an important pretesting tool. It is a valuable tool for identifying
problems related to question wording and for investigating the process of
responding. However, it is much less useful for gaining insight into problems with
metadata, interviewers, or factors not observable in a laboratory setting. Its
methods are also not easily scalable for evaluating survey instruments or
procedures across a number of subgroups.

In particular U.S. researchers have begun to review cognitive procedures in
multicultural applications, even if the focus remains primarily on pretesting
translated versions of existing instruments. Thus in 2002, the U.S. Census Bureau
adopted guidelines for translating instruments and also quickly made pretesting of
Spanish questionnaires mandatory (de la Puente, Pan, & Rose, 2003). Examples
include Blair and Piccinino (2005b), Dean et al. (2007), Fitzgerald and Miller
(2009), Goerman (2006a), Hunter and Landreth (2006), Miller (2004), Miller et al.
(2005b), Miller et al. (2007), Willis (2004), Willis (2009), Willis et al. (2008), and
Willis and Zahnd (2007). At the same time, the sobering comments by Presser,
Rothgeb, et al. (2004) still hold true:
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Although there is now general agreement about the value of cognitive
interviewing, no consensus has emerged about best practices (...) due to
the paucity of methodological research (... ) [and] a lack of attention to
the theoretical foundation for applying cognitive interviews to survey
pretesting (p. 113).

Fourth, an array of additional strategies is now available for assessing instrument
quality. Various kinds of paradata are potentially powerful sources of information
regarding respondent and interviewer behavior and interaction (cf. Couper &
Lyberg, 2005; and Chapter 18, this volume). In addition, at the other end of the
spectrum, statistical analyses such as item response theory, differential item
functioning, multitrait-multimethod models, and latent class analysis, have been
used to explore how different items or versions of an item function for respondents
and across respondent groups (see contributions in Part VII, this volume, and
contributions in Presser, Rothgeb, et al., 2004).

3.8.2 Opportunities for Comparative Pretesting

As recognition of the usefulness of cognitive pretesting has grown, other
pretesting strategies have regrettably received less attention in either general or
3M contexts. They tend to be underutilized and have also received little
methodological refinement.

Split-ballot experiments are one example. These can provide definitive
evidence to support decisions about many issues in question design (Fowler, 2004;
Groves et al., 2004). These are currently not much used; at national level, the U.S.
National Survey of Drug Use in Households (NSDUH) is one notable positive
exception (cf. Groves et al., 2004). At the same time, split-ballot studies among
bilinguals sometimes advocated for multilingual surveys must be treated with
caution. Bilinguals’ response processes and responses may differ from those of
monolinguals for whom translations are mainly intended (on bilinguals see
contributions in Kroll & de Groot, 2005).

Many forms of experiment are underutilized and have unsurprisingly received
little methodological consideration for multilingual application. Experiments may
be expensive in some modes and locations, but can be relatively inexpensive to
mount in Web surveys and in locations where interviewing is comparatively
inexpensive. Low-budget experiments have been used in national contexts to
investigate incentives and response rates in in-person surveys as well as
assessment of human-computer interface in Web and computer-assisted telephone
interviewing (CATI) instruments (Christian et al., 2008; Edwards et al., 2008).
Recent experiments on survey translation and survey interpreting (Harkness,
Villar, Kephart, Schoua-Glusberg, & Behr 2009a; Harkness et al., 2009b) also
reflect the considerable potential for low-budget comparative methods research.

Despite the high interest in new and multiple modes, testing that examines
mode issues remains where it was a decade or more ago (cf. de Leeuw, 2008;
Dillman, 2004). Literature on mode effects in comparative contexts is very sparse
(see Chapters 15, 26, and 27, this volume) and only modest progress has been
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made on pretesting techniques in noncomparative contexts, despite the increased
attention modes receive in general survey design.

Many technological advances have enabled researchers to investigate new
aspects of the response process in survey research. Eye-gaze tracking and response
delay tracking, for example, can provide important insights into user-interface
issues relevant for instrument and application design, but these are rarely used in
pretesting. Given the multiple differences in visual processing for different
languages and differences in cultural perception, this would seem an important
area for multicultural research.

Survey data dissemination has also developed considerably in the past decade,
but dissemination approaches are rarely the subject of pretest activities. Pretesting
typically focuses on the beginning and middle of the survey process; rarely are end-
user needs pretested. However, focus groups and user debriefings could enable a
better fit between survey products and user needs recommended in Section 3.7.2.
Testing must also address technical aspects of design. We also expect differences
across cultures in expectations and possible interface needs. As Section 3.7.2
indicates, pretesting plans must address items in their context. Metadata such as
variable names, item instructions, item types, populations to be asked each item
(i.e., skip patterns), question and answer source, and adaptation from source need
to be carried with the item, and imply a complex item context important for
analysts and methodologists. These aspects will be quite complex in 3M surveys.

Finally, pretesting methods such as usability testing, prototyping, scenario
testing, regression testing, and database testing are rarely mentioned in the current
pretesting literature in any context, despite being appropriate for various phases of
instrument development. Prototyping would seem particularly useful for cross-
cultural instrument development. Testing the performance of one or more small
model boats in a laboratory setting can inform design for a full-size boat at much
reduced cost. Similarly, prototyping permits quick and relatively inexpensive
evaluation of an instrument or instrument section, at a stage before a large
investment has been made in full-scale production.

3.8.3 Toward a Theory of Pretesting

There is currently no basic “science” of pretesting methods for surveys and few
methodologists offer guidance on how a wide range of pretests should be designed
or implemented to ensure all necessary features of an instrument are adequately
assessed. This is a real drawback from comparative research, particularly since
automatic application of methods used in noncomparative research has proved to
be almost as ill-advised as has the prevalent neglect of pretesting.

Lyberg and Stukel (Chapter 13, this volume) summarize several broad quality
concepts appropriate for pretesting, including fitness for use. In addition, literature
on developing and testing computing systems drawn from project management
concepts of risk assessment and cost-benefit analysis offer guidance for testing
automated survey systems such as computer-assisted telephone interviewing
(CATI), computer-assisted personal interviews (CAPI); audio computer-assisted
self interview (ACASI), and computer-assisted Web interviews (CAWTI). Such
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computer-assisted applications are becoming increasingly affordable and are by no
mean restricted to surveys in affluent regions of the world.

In conclusion, we suggest that survey pretesting has proceeded on an uneven
path over the past 80 years. As survey methods adapt to changing cultures and
technologies, a more comprehensive and theoretical approach to pretesting in
general is required. Problems encountered in cross-national and cross-cultural
surveys may well hasten this progress.

3.9 DESIGN OUTLOOK

Survey research methodologists and others working on survey methods in various
disciplines have discovered a great deal about questionnaire design and design
realization in numerous forms and modes. At the same time, a general overarching
theory for instrument design is lacking and much remains to be discovered.

We have valuable but piecemeal insights into the response process and how
and why respondents perceive what they perceive and answer what they answer.
Various chapters in this volume add further pieces to the jigsaw puzzle.
Nonetheless, we have only begun to consider some aspects of interview “context”
in theory-based terms. Few would now comfortably talk about the meaning of a
question. It is increasingly understood that meanings may be multiple, that
meaning is co-constructed in a context, and that whatever meaning is in a given
instance, it is not a unique property of words or questions. At the same time, it is
by no means clear what the consequences of these insights will be for question
design. Perceived meaning is perhaps a much more pressing matter for
comparative research, since it may differ systematically across groups, but it is
obviously relevant for all questionnaire design.

In similar fashion, while there is a growing understanding of the relevance of
context and culture for any design, we are only beginning to consider in a
systematic fashion what the cultural frameworks of different populations of
respondents may signify for design and analysis. Much therefore remains to be
investigated before a comprehensive theory of design can be accomplished.

Design procedures used in comparative research often lag behind best practice
in noncomparative research. Their needs, however, are more complex. As amply
indicated here, comparative design is design for populations with different cultural
orientations, world perceptions, knowledge, and experience, usually involving
multiple languages. Thus issues of comparability are at the heart of cross-cultural
and cross-national design efforts in ways not required for most other research.

In many studies, researchers aim to achieve comparability by using the same
questions. We, like others, have pointed to drawbacks to this approach. At the
same time, if properly developed and tested, ASQ models can offer affordable and
robust strategies for many areas of investigation. Importantly, however, the
research community is not yet able to identify the best (or minimally required)
procedures for any such development. As projects are often under considerable
resource constraints, an optimal but parsimonious model is both practically and
scientifically essential. To complicate matters further, best practice procedures will
differ from discipline to discipline, since the various types of instruments required



Design Outlook 57

also call for appropriate formats and contents and permit and need different
assessment procedures.

Building a robust and adequate theoretical framework for multipopulation
questionnaire design will take time and research. In some areas, nonetheless, the
prospects of quite rapid progress look good. Insight could be gained quickly into
the efficacy of various developmental and assessment procedures, for example. In
this volume, chapters by Pan et al. (Chapter 6), Goerman and Casper (Chapter 5),
Willis et al. (Chapter 8), and Dept, Ferrari, and Wiyrynen (Chapter 9) reflect new
evaluative investigations into instrument and translation materials, while Thornton
et al. (Chapter 4) describe their journey toward workable comparative strategies on
a modest budget.

A strong methodological literature has also yet to develop. At the same time,
research addressing methodological aspects of comparative instrument design is
growing, as documented in recent survey conference and workshop papers, in the
emergence of meetings and interest groups focusing on comparative survey
methods, and in journal articles and other publications. The International
Workshop on Comparative Survey Design and Implementation (CSDI) is one fast
access point for developments in comparative methods research (http://www.
csdiworkshop.org/). The CSDI website also provides links to disseminate
information about activities. Such initiatives afford opportunities to share
knowledge, and to build and sustain critical mass. The CCSG Guidelines website
(http://www.ccsg.isr.umich.edu/) mentioned earlier is a unique source of hands-on
information for researchers. Guidelines on design, translation, testing, and
pretesting of different formats and different survey purposes are indeed emerging
apace in diverse fields, documenting the interest in doing things as well as possible
and, importantly, in spreading knowledge (see Chapter 1, this volume). The Q-
Bank database hosted at the U.S. National Center for Health Statistics
(http://wwwn.cdc.gov/QBANK/Home.aspx/) is a noteworthy national attempt to
provide access to cumulative insights gathered in cognitive pretesting of questions
used in U.S. federal research (Miller, 2005). It is now able to deal with questions
in languages other than English.

This returns us to the topic of documentation, providing details of design, of
testing, of the research intentions and the analysis motivating design, as well as
version production. Instrument designers need information on specifications of
typical (or special) design considerations, guidance on where to find existing
information on technical conventions and their importance, and on answer scale
realizations for various formats, and on up-to-date contextual information about
survey infrastructures and realization potential for locations around the globe. An
important activity for the immediate future will be to gather and share such
information which will be of immense help in planning and executing instrument
design, not only for those new to the field.
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4.1 INTRODUCTION

This chapter describes our journey to create and test procedures and instruments
for use in international comparative research. It describes how we began our work
with no existing measures, even in one country, of our theoretical concepts and
worked to construct and test a battery of measures for use in several diverse
countries. Other researchers sometime embark on comparative research at a
similar starting point, and we hope that this account of our journey may prove
useful to them.

Our research was motivated by a desire to understand people’s knowledge and
perceptions of social and economic development. Our goal was to create and test
questionnaires and protocols for measuring ideas and beliefs about development
that would be appropriate for administration in a variety of countries. In Section
4.2, we briefly explain the developmental model and its basic propositions about
social change. In Section 4.3 we describe our organizational approach and initial
steps in designing projects in several countries. Section 4.4 explains how we used
the experience and knowledge accumulated from our work in individual countries

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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to prepare questionnaires and protocols for use in deliberately comparative
projects. In Section 4.5 we discuss specific problems we encountered, along with
lessons learned. Section 4.6 provides preliminary evidence of the degree to which
we were successful in measuring aspects of developmental thinking. Finally,
Section 4.7 discusses the implications of our experience for other researchers who
may design international data collections.

4.2 DEVELOPMENTAL CONCEPTS AND THEORIES

We began our work with the understanding that a key element of developmental
thinking is the developmental paradigm, which is a model of social change that
posits that all societies progress through the same universal stages of development
(Burrow, 1981; Harris, 1968; Stocking, 1968, 1987; Nisbet, 1969; Smith, 1973;
Sanderson, 1990; Mandelbaum, 1971; Thomton, 2001, 2005). The developmental
paradigm indicates that at any one point in time there is a hierarchy of countries on
a developmental ladder; this amounts to a ranked scale of nations. We do not
present these developmental concepts as true and good here, but as ideas that can
be important for people in everyday life whether or not they are true or good.

Advocates of this paradigm suggest that the most developed or modern
societies are in northwest Europe and the northwest European diasporas, while
other societies are seen as less developed, developing, or traditional. It is relevant
to note that the United Nations currently ranks countries on a numerical Human
Development Index (HDI). One of our research goals was to learn whether
ordinary people know about and endorse this model of a developmental ladder on
which societies are ranked.

Many western scholars using this developmental model associated certain
social and economic characteristics of northwest Europe with modernity and
development. These characteristics included an industrial economic organization
of life, urban living, and high levels of education, as well as technological skill,
high levels of consumption, and low levels of mortality (Millar, 1779; Mill, 1848,
Guizot, 1890; Tylor, 1871). On the other hand, social and economic patterns
predominant elsewhere, including features such as agricultural economic
production, rural living, lack of education, low technological skills, low
consumption levels, and high mortality were defined as traditional or less
developed. A second goal of our research was to establish to what extent, if at all,
ordinary people in diverse cultures used the concepts of developed and less
developed to describe societal attributes in the same way as scholars using the
developmental model.

It has long been accepted that family patterns within and beyond northwest
Europe display considerable heterogeneity but also that certain characteristics of
family life are particularly marked in northwest Europe. These attributes include
individualism, the organization of many activities external to the family, limited
respect for the elderly, nuclear households, an older age at marriage, affection as a
component in the mate selection process, a higher status of women, and low and
controlled fertility. In Western research, these family patterns and attributes have
become associated with modernity or development. Family attributes common in
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other parts of the world have been characterized in this model as traditional or less
developed. Among the family attributes seen as traditional are the organization of
activities around the family, extensive family solidarity, great respect for the
elderly, large and complex households, young age at marriage, arranged marriage,
a low status of women, and high and uncontrolled fertility. The frequent use of
these definitions of traditional and modern families in research and public policy
prompted us to investigate whether ordinary people around the world know and
use similar definitions.

At the same time, we recognized that in some cases models for family and
social life long held outside the West may overlap with the Western models
described above as modern. Indeed, intellectual and religious elites in some
settings outside the West have sought to claim as indigenous certain desirable
family attributes that have been labeled by Westerners as modern by locating the
guiding principles for these family attributes in historical religious texts (e.g.,
Hoodfar, 2008; Yount & Rashad, 2008).

Western scholars have created theories about causal connections between the
northwest European family system and the northwest European social and economic
systems (Thornton, 2001, 2005). Most have viewed this hypothesized causation as
the effect of socioeconomic development on family change, but some have
hypothesized an effect of family change on development. In our research,
therefore, we aimed to investigate the extent to which individuals in everyday life
believe that modern societal attributes causally affect modern familial attributes
and/or that modern family attributes causally influence modern societal
characteristics.

Developmental ideas provide a framework not only for how development hap-
pens, but also for evaluating the value of certain societal and familial traits. The
attributes of family and society specified as modern also are perceived to be
desirable in this framework; it also assumes that the good things of development
are attainable through discipline and hard work. Therefore, our study sets out to
evaluate the extent to which people view certain aspects of modern family and
societal life as better as or worse than traditional dimensions of family and society,
as well as the extent to which people view the good family and societal things as
attainable.

4.3 PROJECT ORGANIZATION AND COUNTRY-SPECIFIC WORK

The organization and implementation strategies international research projects
adopt depend upon many factors, including the source and flow of funds, the
experience and knowledge of the research team, and the availability of
collaborators with the necessary interests and research infrastructure. In the
beginning we had only a very small team.,of researchers and very limited
resources. In addition, the goal of our research was to measure knowledge of and
adherence to a complex and sophisticated set of beliefs and worldviews. This is
potentially quite a different undertaking from asking respondents to answer
questions about behavior, attitudes, or past experience.
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Several design decisions grew out of these considerations. In order to obtain
wide and diverse perspectives on the use of developmental thinking among
ordinary people, we decided to adopt multiple methodological approaches. We
decided to begin our work by utilizing the methodological expertise already
available in our research team. Starting small by necessity and beginning in
individual locations with individual designs, we planned eventually to accrue the
expertise and knowledge necessary for a more ambitious comparative project
across countries. We began by creating measurement procedures, protocols, and
questions suitable for use in one country, without any explicit concern for
international comparability, but expected to be able to use what we learned and
created in one country as a foundation that could be modified and elaborated in
various other locations and languages. Given our considerable constraints, this
incremental approach seemed the most viable. At later points in our research, we
were able to include greater consideration of comparative measurement in our
design and implementation strategies.

This country-specific strategy was implemented in two ways. The first was
the design of individual country studies devoted to the measurement of develop-
mental ideas and beliefs. We conducted such studies in Nepal, Argentina, Egypt,
and the United States. Our second strategy was to add small sets of our
developmental questions into studies conducted for other purposes. We followed
this approach in Vietnam, Taiwan, Iraq, Iran, Egypt, Saudi Arabia, Albania, and
China. In both approaches our goal was to collect country-specific data without
trying to make the data comparable across countries. We now describe the various
individual-country studies using these two approaches, beginning with our first
project in Nepal.

4.3.1 Nepal

A small team of sociologists with expertise in exploratory interviewing, focus
groups, and survey research initiated a small mixed-methods study in Nepal.
Fieldwork began in 2003 with informal exploratory discussions with residents in
Chitwan Valley. These interviews provided insight into how ordinary Nepalese
think about development and the factors associated with it. Informed by these
insights, we next conducted semi-structured interviews and focus group
discussions about developmental thinking and family life. Finally we moved to
face-to-face survey interviews with Nepali adults. For more information, see
Thornton, Ghimire, and Mitchell (2005).

4.3.2 Argentina

Informed by our research in Nepal, a mixed-methods project was launched in
Argentina in 2003-2004. The Argentinean team conducted focus groups among
high school students in the city of Buenos Aires and in rural schools in northern
Santa Fe Province. Before each focus group began, participants were asked to
complete a self-administered paper-and-pencil survey questionnaire. The question-
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naire also was administered to other students in the same Buenos Aires high
schools and in additional rural high schools in northern Santa Fe. For more
information, see Binstock and Thornton (2007).

4.3.3 Egypt

In 2006, a similarly designed study was conducted with adults in Cairo, Egypt.
This time, however, the questionnaire preceding the focus groups included an
explicit sequence of open-ended freelisting questions about modern/tradition
family and development, which were used to explore qualitatively the elements
that constituted these cultural domains locally.

4.3.4. United States

In 2006, a two-phase project was conducted in the United States, beginning with a
set of cognitive (probe) interviews in Washtenaw County, Michigan. In addition, a
set of development questions was fielded as a supplement to the University of
Michigan Survey of Consumers—a national telephone survey of adults. In the
telephone survey we were able to include experiments to evaluate the effects of
question wording and question ordering.

4.3.5 Vietnam, Taiwan, Iraq, Iran, Egypt, Saudi Arabia, Albania, and China

Several opportunities presented themselves in the form of adding small sets of our
developmental questions to studies conducted for other purposes. In this way we
were able to add a small battery of questions about development and family life to
the 2003 Vietnam Red River Delta Family Survey. A new strategy was adopted
here; we randomly probed a sub-sample of respondents, asking open-ended ques-
tions about what they thought modernization was, and what the positive and nega-
tive aspects of modernization were. In 2004, we collected data from Taiwanese
college students by adding a small module to a self-completion questionnaire on
democratic ideas and values. This Taiwanese data collection was embedded in a
panel study that resulted in us having repeated measures of the same questions
from the same respondents over time. In 2004 and 2006 in Iraq, and in 2005 in
Iran, we added a small battery of our development and family questions to World
Values Surveys being conducted in these countries. In 2005, developmental ques-
tions were incorporated into a national United Nations Children’s Fund Survey on
maternal and child health in Albania. Also in 2005, surveys of young adults were
conducted in six large cities, three in Egypt and three in Saudi Arabia; our
questions were added to questionnaires focusing on politics, religion, and gender.
Finally, in 2006 we added a modest number of iteins about development, family,
and inequality to a Family Policy Survey conducted in several Chinese provinces.
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4.4 DESIGNING COMPARATIVE INTERNATIONAL PROTOCOLS AND
QUESTIONS

As we accumulated information and insights from the country-specific projects
mentioned above, we turned to consider producing questions of deliberately
comparative design that would be asked in different countries and languages. The
idea was to design questions useful for researchers working at the national level as
well as those involved in cross-national research. We would also create a
questionnaire that would be asked in surveys in five countries.

An essential requirement to accomplish this goal was a team of experts in
relevant disciplines who brought to the project wide cultural diversity and
expertise. Our project drew together scholars in the fields of anthropology,
demography, political science, psychology, and sociology. The team members also
brought expertise from a range of epistemological approaches, including ethno-
graphy and survey research. Team members had knowledge and experience in
countries as diverse as Argentina, Belgium, China, Egypt, Iran, Nepal, Saudi
Arabia, the United States, and Vietnam. The design team included people of
different nationalities with different first languages. Several members were both
knowledgeable of the research concepts and goals of the project and expert in two
or more languages and cultures.

In designing the questions for the comparative project, we took into account
the conceptual and implementation needs in diverse countries. Instead of designing
questions for one specific country and then adapting those questions to other
countries, we formulated questions that would work for many countries. In this
work we focused specifically on the situations of Argentina, China, Egypt, Iran,
Nepal, and the United States, but also drew on knowledge the team had of other
cultures and populations.

Our task of designing a questionnaire appropriate for many diverse places was
facilitated both by having team members from many places and by the fact that we
had previously conducted country-specific projects in many different settings. We
made both question writing and translation a team project, with translation being
an integral part of the questionnaire design process. The questions were
formulated in English, which served as the team’s lingua franca. Translation of the
questions from English into another language sometimes revealed problems that
could only be resolved by making changes in the English version to facilitate
comparability. Since more than two languages were involved, this required
multiple and coordinated iterations across the various languages. Pretesting of
questions in one setting could also find problems in question wording that required
changes of the questions both in that particular setting as well as in other places.

We designed our study to be administered in a five-country “pilot study.” We
divided the approximately 60-minute questionnaire into two parts: a part consist-
ing of about two-thirds of the questionnaire that was common across all countries
to provide the comparative needs of the project; and a part consisting of about one-
third of the questionnaire to provide relevant country-specific data for each of the
countries. Construction of the country-specific part of the questionnaire was
delegated to the people in charge of the project in a specific country.
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Between 2007 and 2008, the survey instrument was fielded in Argentina,
China, Egypt, Iran, and the United States. Severe budget limitations and method-
ological constraints in various settings resulted in different sampling and
interviewing strategies in the five countries. Except for the United States, the
surveys were conducted face-to-face. The study in Argentina was conducted with
a sample of adults living in urban settings throughout the country; the Chinese data
collection was conducted with adults living in Gansu Province; the Egyptian data
were from samples of adult women and their husbands in one district in Qaliubia
Governorate and one in Fayoum Governorate; the survey in Iran was of adult
women in the city of Yazd. The 2007 U.S. data collection consisted of two
separate 15-minute supplements appended to the Survey of Consumers, a
nationally representative monthly telephone survey of American adults.

Differences in samples and interviewing modes mean that strict comparability
across settings is thus not possible with these data.” Nonetheless, somewhat rough
comparisons of distributions across settings can still be obtained. Although these
data can be used to infer to their respective sampling universes, we consider them
to be pilot studies in the context of our comparative international focus.

4.5 PROBLEMS ENCOUNTERED AND LESSONS LEARNED

We now turn to a discussion of some of the problems encountered and the lessons
learned in our country-specific and comparative international work.

4.5.1 Conceptual Coverage of the Concept of Development

Our studies indicate that the concept of development has been disseminated
broadly around the world, is widely understood by ordinary people, and is
frequently used in everyday discussions. In all the countries studied, one or more
phrases could be found that are very similar to the concept of “developed” or
“modern” in English.* We also found considerable overlap in the meaning of
development in many different countries; it is, for example, generally understood
that development is strongly related to socioeconomic factors. Thus in open-ended
questions about the meaning of modernization, most respondents in Vietnam
defined modernization in economic terms, citing advantages such as having
enough to eat and a good standard of living. Structured interviews and focus
groups in Egypt similarly revealed that development there meant such things as
education, science and technology, a sound economy, job opportunities, and high-
quality and accessible medical services.

¥ Although each of the five data collections interviewed adults, they used different age cut-offs for the
adult population.

* We list here phrases used in some of the languages to denote the English concept of “developed.”
Nepali: "bikas," Spanish: “desarrollado,” Arabic: "tanmiya" and “takadum"; and in Vietnamese, “hién
dai héa” (referring to both modernization and development).
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Our research also indicates that the definition of development used in the
places we have studied is very similar to the one used by the United Nations (UN)
in its Human Development Index (HDI), which is a composite of income,
education, literacy, and health. We ascertained this by asking survey respondents
to rate several countries on their levels of development and found, in general, that
survey respondents rate countries very similarly to the UN HDI. This suggests not
only that people in many places around the world have a common concept of
development but that their conceptualization of it can be successfully studied in
surveys.

4.5.2 Variability Across Geographical Locations

In asking respondents to rate countries on their levels of development, it became
clear that respondents in different parts of the world know different countries. In
our early country-specific work, we had therefore tailored the countries asked about
to fit those that would reasonably be expected to be known in a given location.

We modified this strategy in our comparative project and standardized the
countries rated in each of the surveys. We chose countries to be rated that we
thought would be relatively well known around the world and that also represented
a range of scores on the UN HDI. The selection was then pretested; among those
dropped after pretesting because they were not well known in some places were
Sweden, Somalia, and Zimbabwe. The final list included Japan, Nigeria, India, the
United States, China, Central African Republic, France, Brazil, and Pakistan. The
Central African Republic was not well known in many places, but for those who
said that they did not know the Central African Republic, we instructed
interviewers to tell them that it was a country in the middle of Africa, and this
explanation provided most respondents with sufficient information to rate the
Central African Republic.

In addition to wanting respondents in our comparative surveys to rate the nine
standard countries, we wanted them to rate their own country in order to ascertain
their view of their own country’s standing in the developmental hierarchy. For our
surveys in China and the United States, this was accomplished automatically, as
each of these countries was included in the standard list. To accomplish this in
Argentina, Egypt, and Iran, it was necessary to add the respondent’s own country
at the end of the list.

4.5.3 Concepts, Indicators, and Questions

Cultural Context and Question Meaning. Our work in Argentina taught us about
the importance of cultural context and perceived question meaning for questions
asking about the causes and effects of development. A number of questions that
had worked well in Nepal about how development in Nepal might change family
life and how particular family changes in Nepal might affect the Nepalese standard
of living were originally adapted for Argentina by simply changing the country
reference to Argentina. However, the responses provided in Argentina suggested
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that the questions were perceived differently in Argentina than in Nepal because
respondents were being asked to respond about changes in two different countries
with different attributes—in one case, Argentina, and in the other case, Nepal. By
making the frame of reference in one country Nepal and in the other country
Argentina, we had made the questions incomparable in the two settings, because
development or family change might be perceived as having one effect in Nepal
and another in Argentina.

We therefore adopted a vignette approach which allowed us to standardize
the frame of reference for all respondents in all countries. Vignettes have been
widely and successfully used in the social and health sciences. For example,
Sadana, Mathers, Lopez, Murray, and Iburg (2002) gave respondents in multiple
countries descriptions of people with identical health states and asked them to rate
the level of health among the described people—thereby permitting the
researchers to evaluate differences in rating modes across countries. In another use
of vignettes, King, Murray, Salomon, and Tandon (2004) and King and Wand
(2006) asked respondents to rate a series of fixed vignettes to learn about the ways
in which different respondents used the response categories. Then, the researchers
used this information about differential response patterns to adjust the scores that
respondents gave concerning their own situations and experience. In another use
of vignettes, Correll, Benard, and Paik (2007) evaluated the effects of race, gender,
and parental status on people’s evaluations of job applicants. They did so by
giving respondents descriptions of job applicants who had identical attributes and
experiences except for race, gender, and parental status which were experimentally
manipulated to see their effects on respondent evaluations.

In adopting the vignette approach, we asked respondents to consider a
hypothetical country that had the attributes of being low-income, agricultural, and
having high mortality. Respondents were asked to give their views on (a) how
development would change family life in that country and (b) how certain family
changes would influence development in that same hypothetical country. This
allowed us to specify the baseline of the country that would be undergoing change
and permitted the standardization of the situation in the surveys in different
countries. However, it also made the questions hypothetical and less concrete and
shifted the focus from the respondent’s own country to another situation. This may
be undesirable if perceived consequences of change in the respondent’s country is
the focus of the researcher’s interest.

Measuring Attainability. As noted earlier, our theoretical model suggested the
need to ascertain whether people in different countries thought that certain
socioeconomic and family achievements were, in fact, attainable. However, the
concept of attainability proved to be a challenge to implement in the cross-
national project. Fatalism, the idea that things are outside of people’s control, is
related to attainability. We decided therefore to use culturally specific questions
about fatalistic ideas for some countries using location-specific language and
idioms. As a result, we also moved the section on attainability versus fatalism out
of the shared core section to the optional section.

Conceptualizing Religion and Religiosity. It was important to include questions
on religion and religiosity in our research, since these institutions have sometimes
provided alternatives to developmental models. However, it again proved to be
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difficult to implement appropriate questions cross-culturally. This difficulty
became apparent, for example, as we dealt with the complexity of religion in
China and Vietnam. Historically, there was not one definite term to describe the
phenomenon labeled in the West as “religion.” Religion in China is composed of a
combination of three religious traditions: ancestor worship, Buddhism, and Taoism
(Teiser, 1995). Each of these religious traditions has its own saints, or gods,
including deceased family members, Buddha(s), and locally worshipped god(s)
(Tan, 1983). Chinese religion is also more of a “diffused” religion, where religious
practices are mixed with nonreligious elements (Yang, 1962; Kazuo, 1995; Tan,
1983). The introduction of socialism into China further complicated the conceptual
framework, since religion was afterwards defined as the opposite of science and
contradictory to socialism (Linshu, 1994). Our resolution to this issue was to make
religion and religiosity a country-specific topic rather than part of the core
questionnaire across all countries.

4.5.4 Knowledge of Respondents

Many of the questions we wanted to ask respondents in all phases of the project
focused on worldviews and belief systems rather than the direct experiences and
circumstances of the respondents. As such, they may violate the basic principle that
respondents should only be asked questions that they have the direct knowledge to
answer. For example, we wanted to ask questions about development levels in
places respondents had never visited. We also wanted to ask respondents to compare
family attributes between developed and not developed countries, although their
own experiences were probably limited to a small range of countries.

Informal discussions, structured interviews, and focus groups in several
countries indicated that most people in everyday life can readily express opinions
about development and other countries, even if they lack first-hand knowledge
about them. Most of the people we have interviewed did indeed have ideas about
developmental topics and about other countries and could discuss these things in
interview settings, even when their knowledge was gained from second-hand
channels, such as the media, schools, and word of mouth.

The issue of respondent knowledge arose in a very concrete way when we
decided to adapt a question that we had used in Nepal to use in the United States.
In 2003, we asked Nepalese respondents to compare Nepal and the United States
on several dimensions. Although most Nepalese had never been to the United
States, they had enough knowledge or impressions of the United States to provide
comparisons that were, in general, quite consistent with the known differences
between the two places. In designing questions for the 2006 U.S. data collection,
we wanted Americans to compare Nepal and the United States as the Nepalese had
previously done. However, because Nepal is a small rather than large and
powerful country, it seemed unlikely that Americans would have the same level of
knowledge about Nepal as the Nepalese had about America. This motivated our
research team to supply more information to American respondents to assist them
in making the comparisons. We experimented by telling American respondents
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that Nepal was a mountainous country located in Asia between China and India.
However, this strategy encouraged respondents to base their answers on the
descriptions we provided rather than draw on any impressions they themselves had
of Nepal. Consequently, instead of this effort helping Americans to think about
Nepal as a place, it led many of them to think about Asia, China, India, or
mountainous countries in general. This realization led us to ask Americans to
compare the United States with India—a large and relatively well-known country
with many attributes similar to those in Nepal. This strategy seemed to work well.

4.5.5 Design of Response Categories

In Nepalese pretests, questions using multiple response category formats in which
the respondent was asked to choose one proved difficult to implement. Multiple
probes were often required to procure the information the questions were designed
to elicit, lengthened the interview, and increased respondent burden. Questions
using dichotomous answer options proved easier to administer and reduced
response time and effort required. This approach also made it easier to create
response categories that are consistent across languages (Smith, 2003). Also,
dichotomous response categories have been found to provide greater reliability
than items with multiple categories (Alwin, 2007). The pros and cons of
dichotomous versus multiple response categories in international surveys have
been raised by others, including Smith (2003).

In our 2006 U.S. survey, we asked respondents to choose whether certain
family and societal attributes were more common in developed or less developed
places. While the Nepalese research had suggested a forced choice between these
two categories was the preferred format, for the U.S. survey we decided to include
a split-ballot experiment to assess the effect of using dichotomous and
trichotomous response categories. One half of the sample was offered a middle
category “about the same” and the other half was presented with a dichotomous
forced choice.

Analyses of these data indicate that more respondents chose the middle
category “about the same” when it was explicitly offered than volunteered it as
their preferred choice when it was not explicitly offered This result is expected,
since respondents in surveys in general avail themselves of the response options
that are offered. At the same time, most respondents in each of the U.S.
experimental samples chose one of the two opposing answer options. In addition,
the different response formats in each split did not affect the ratio between the
number of respondents choosing one of the polar categories and the number
choosing the other polar category. Both the dichotomous and trichotomous
versions also produced approximately the same amount of missing data. These
results suggest that the dichotomous approach is acceptable in the United States
and the combined findings from Nepal and the United States were taken to provide
support for using dichotomous response categories in our data collections in the
comparative project.
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4.5.6 Dealing with Limited Variance

Our research was motivated by the desire to understand the distribution of beliefs
and values concerning development and to analyze the correlations of these things
with other dimensions of life. Accomplishing both goals simultaneously has
proven difficult whenever elements we wish to evaluate are endorsed either by an
overwhelming percentage of respondents or by only a very small percentage. For
example, 91% of Nepalese said that increased use of contraceptives would make
Nepal richer. In China, only 10% of respondents said that women’s status will
decline as countries undergo economic development. Our choice to use dichot-
omous answer categories may have contributed to this skewness. For the current
phases of our work, the descriptive goal of estimating levels of beliefs and values
has priority. However, as we move toward estimating how various factors
influence developmental beliefs and values and how these in turn influence
behavior, questions will need to be refined in order to ensure sufficient within-
country variance.

4.6 PRELIMINARY EVIDENCE FROM COUNTRY-SPECIFIC STUDIES

How successful have the strategies described here been in measuring developmen-
tal ideas? The five-country comparative pilot studies have only recently been
completed and are only partially analyzed. Thus in addressing this question, our
comments are limited to data from the earlier country-specific studies, focusing in
particular on data from Argentina, Egypt, Iran, Iraq, Nepal, Saudi Arabia, and the
United States. However, in these instances too, analysis is not yet complete and we
can make only basic conclusions about data quality. As mentioned earlier, the
analyses in some cases are based on small and purposive samples and the research
needs to be replicated with larger and representative samples.

We have utilized several criteria to evaluate the success of our data
collections. One criterion focuses on people’s ability to use and apply
developmental concepts in their responses. A lack of understanding and
knowledge of developmental thinking would be revealed in respondents becoming
frustrated, terminating the survey early, refusing to answer questions, saying that
they do not know how to answer the questions, and providing answers that do not
appear to be related to the questions. We also consider comments provided by
interviewers and respondents on the interviews and comments provided by focus
group moderators. The amount and type of item nonresponse, including break-
offs, in any given survey are examined and we check for response patterns
suggestive of faulty interviewing or response style behavior such as acquiescence.

We could reasonably expect well-designed questions tailored to specific
settings to be understood and answered adequately. There is strong evidence
across all the country-specific studies that questions about developmental ideas
were generally well understood. Despite vast cultural, economic, and geographic
differences, most respondents in each of the countries were comfortable with the
survey, seemed to understand the questions, and answered straightforwardly. The
surveys often contained questions about knowledge and beliefs, with many
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questions being about relatively complex and abstract ideas. Considering that the
surveys ranged from around 17 minutes (United States) to 70 minutes (Nepal) in
length, it is striking that very few respondents terminated the survey early and that
the few terminations encountered were for reasons unrelated to the developmental
questions. For example, the three break-offs in Nepal were because the
respondents could not communicate in Nepali, the national language. We can
conclude that, despite their complexity, the questions on developmental ideas did
not lead respondents to terminate the interview.

The relatively low level of nonresponse suggests that respondents also felt able
to answer the questions. By way of illustration, item nonresponse for the questions
asking respondents to relate family and societal attributes in various places rarely ex-
ceeded 3—5% of the responses, and often remained at or below 1%. The data from
the self-administered questionnaires with high school students in Argentina exem-
plifies the lowest levels of missing data, with most of the questions having only
0.5-1.5% missing data. Iran and Iraq, however, had examples of higher levels of
missing data for these questions with 8-10%. The vast majority of missing data in
our studies are the result of respondents reporting that they “don’t know” the
answer to a question. However, surveys that probed for a response after a “don’t
know” answer were often able to elicit a substantive response and had
substantially lower levels of missing data than surveys that did not probe after a
“don’t know” response.

Scales that asked respondents to rate countries on an I1-point scale on a
particular characteristic such as development, income, gender equality, education,
freedom, or morality had slightly higher levels of missing data. This was primarily
due to the fact that respondents were often asked to rate 5-10 different countries
on specific characteristics and they sometimes said they did not know a country
well enough to rate it on a given characteristic. Reassuringly, respondents tended
to offer “don’t know” less often when rating large countries and countries well
known in their region of the world.

Both cultural patterns and the use or nonuse of probes contributed to the level
of missing data. As reported above, countries in which interviewers did not probe
after “don’t know” responses had substantially higher overall levels of “don’t
know” responses. Data from the 84 Egyptian respondents who participated in the
Cairo area focus groups illustrate some difficulties with questions asking
respondents to rate countries from 1-10 on “economic development,” “education,”
“income/wealth,” and “gender equity.” The percentage of nonresponse ranged
from 1% (questions on Japan and the United States) to 29% (questions on
Zimbabwe). Relatively high percentages of “don’t know” responses also occurred
for Nigeria, Sweden, and Brazil. We did not probe “don’t know” responses for
these questions in this Cairo study. Other Middle Eastern country surveys (Iran,
Iraq, and Saudi Arabia) also usually had higher levels of “don’t know” responses
than other countries in the study, such as United States, Nepal, and Argentina,
even before probes. This might indicate a greater reluctance on the part of
respondents in these countries to answer such questions if they do not think that
they have enough information.

Probing is a good way to reduce nonresponse for such country-rating ques-
tions. The standard probe that we created for use in the surveys was “Even if you
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don’t know exactly, about where would you put [country X]?” One concern with
using this probing procedure is that the quality of the responses solicited through
probing could be of lower quality than the quality of nonprobed data. Neverthe-
less, we found that within countries, the distribution of ratings given after a probe
wasrelatively similar to the ratings offered without a probe. For example, Nepalese
had particular difficulty rating the education and development of Somalia. Ten per-
cent failed to provide an initial answer for Somalia, but after the probe, only 4%
did not provide a response. Notably, the respondents who provided a score after
the probe rated Somalia only slightly lower than those who provided a response
without a probe. For the other 9 countries asked about in the Nepal data collection,
only 0.9-2.2% of respondents failed to provide an estimate of development level
after a follow-up probe to “don’t know” responses. Distributions of the pre- and
post-probe responses were also very similar in the U.S. survey.

Despite difficulties some respondents had rating some countries on
development, they still, on average, rated the countries very similarly to the ratings
provided by the United Nations Human Development Index (UNDP, 2003). It is
notable that this seems to hold for all of the countries investigated in this project.

The quality of the responses was estimated in some countries using methods
to detect response patterns likely to reflect methodological artefacts rather than sub-
stantive information. For example, in Nepal we were able to ask some questions in
the opposite direction of the rest of the questions in a section to see if respondents
were using the same responses to oppositely worded questions. However, most of
the Nepalese answered the reverse-coded questions consistently, providing evidence
of response style bias for only a small number of the respondents (Thornton,
Ghimire, & Mitchell, 2005). This further suggests that the questions asked were
understandable and that the answer categories provided were meaningful to the
vast majority of respondents. It also suggests that acquiescence or satisficing are
not the reason for the low degree of nonresponse for the various questions.

The focus groups and in-depth interviews conducted in various countries also
provide evidence for data quality. Moderators, interviewers, and respondents
reported high engagement and interest in the topic. Discussions in Egypt, the
United States, Argentina, Nepal, and other places suggested that respondents who
did not have a formal name for developmental ideas were nonetheless able to
respond to questions on the topic and rarely had trouble conveying their beliefs
concerning such ideas.

At the same time respondents did find some questions challenging and in fact
different questions proved challenging for respondents in each country. One exam-
ple is particularly informative. In our data collections in the Middle East and some
other places we discovered that respondents made important distinctions between
traits that they considered Western and traits that they considered modern. This
distinction proved to be important because respondents’ evaluations of specific
traits as good or bad appeared to be based partially on whether they considered the
traits to be Western or “modern.” It is also possible that a respondent’s intrinsic
positive or negative evaluation of a trait could influence whether or not he/she
considers that trait to be Western. We are currently working to understand the
ways in which people from different cultures attribute various traits.
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4.7 CONCLUSIONS

This chapter describes our efforts to measure the ideas and beliefs that ordinary
people around the world have about social and economic development. As
described earlier, socioeconomic development involves a sophisticated set of
concepts, beliefs, and values that include theories about many aspects of family
and societal change, along with value judgments concerning the relative merits of
various dimensions of family and social life. When we began this project, we were
unaware of any existing measures of these models and concepts for even one
country; thus formulating and evaluating questions for an international
comparative research program was a major task. Beginning with a small research
team and a modest budget, we worked in one country and then another, allowing
our findings and lessons learned each time to inform our next research phase. The
research strategies adopted in different locations were in part determined by the
expertise available locally, but we also worked incrementally using insights gained
from one project to inform the next.

With a number of studies completed and interest growing in the enterprise, we
turned to the task of creating a pool of questions that could be used to produce a
deliberately comparative questionnaire. In doing so, we drew on the team’s
accumulated wisdom from experiences in a substantial number of diverse settings.
We also used the multinational, multilingual, and interdisciplinary group of
collaborators that had come together with rich substantive and methodological
knowledge of multiple settings around the world.

This multifaceted and incremental approach to questionnaire design was
necessary to accomplish our goals, and it shows many signs of having been
successful. We believe that it would have been exceptionally difficult—perhaps
even impossible—to have skipped the country-specific work and to have moved
directly to the preparation of comparative questions for many cultures around the
world on a topic for which little previous research was available. By beginning
with the design of country-level projects, we learned much about the requirements
for different settings. This also allowed us to establish the international network of
colleagues who then formed part of the collaborative design team for the later
comparative questionnaire. In looking back, we believe that our own initial lack of
country-specific experience measuring developmental concepts would not have
boded well for an immediate comparative design. In addition, without the network
of colleagues now existing across many countries, it would not have been possible
to implement or learn from the research in the ways we did.

We recommend anyone wishing to engage in a similarly complex research
agenda to identify mechanisms to explore and understand research needs at
numerous local levels before engaging in developing a comparative instrument.
Our experience has also shown how invaluable a team of colleagues in each
national location is both for research at the local level and as experts to inform and
support a comparatively designed instrument.

The iterative process of design we were able to use (question design, transla-
tion, question modification) was also very useful. Nonetheless, creating comparable
measures across very different societies with divergent languages is an
exceptionally challenging undertaking. While many things can be measured
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comparably, seeking perfect equivalence is problematic (see also Chapters 2 and 3,
this volume).

In addition, the practicality of project implementation and time schedules can
interfere with standards of perfection. Problems are sometimes discovered in the
last phases of implementation of a project in a particular country. This may require
modest modifications for that country that cannot be iterated back to the other
countries. This problem can, of course, be minimized by generous budgets and
lengthy preparation times.

The difficulties of making questions comparable across all countries in a proj-
ect, of course, increase dramatically as the number and diversity of countries in-
crease. Although we began the comparative part of our project with the ambitious
goal of designing questions for any place in the world, our attention was focused
most intently on the six countries of Argentina, China, Egypt, Iran, Nepal, and the
United States. Our process of working iteratively across question design, transla-
tion, and question modification worked reasonably well for the limited and specified
set of cultures and languages in our research, but in projects with more diversity and
more countries such an iterative approach might well be impractical and a less satis-
factory approach of proceeding sequentially from one country to the next might be
required (see Chapter 3, this volume). Our research was also happily not burdened
by pressures to replicate existing questions from other studies, which would also
have been an obstacle to utilizing an iterative approach to creating questions.

Our plans include ongoing evaluation of the data already collected. We expect
that this analysis will shed important light on the areas where we have succeeded
and failed in producing cross-culturally comparative measures and data. This
analysis also is likely to give us guidance for improvements for future data
collections. Although considerable room for improvement doubtless exists, we
believe that we are currently well positioned to design larger studies to document
the distribution of developmental ideas, beliefs, and values around the world, and
to analyze their determinants as well as their consequences.
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Managing the Cognitive Pretesting of
Multilingual Survey Instruments: A Case Study
of Pretesting of the U.S. Census Bureau
Bilingual Spanish/English Questionnaire

Patricia L. Goerman and Rachel A. Caspar

5.1 INTRODUCTION

With increases in globalization and migration, survey research organizations
around the world are facing a growing need to collect data from respondents of
different cultural and linguistic backgrounds. Historically, due to the high cost of
collecting the data, small and linguistically isolated groups have been excluded
from surveys altogether. Excluding these subgroups from national surveys in the
United States has become less acceptable for two main reasons. There is a marked
increase in interest in topics relevant to these isolated groups (such as their access
to health care, household composition). In addition, there is concern about
declining response rates and the associated risk of nonresponse bias.

As the number of surveys conducted in multiple languages within the United
States has increased, survey organizations have begun to recognize the need to pre-
test different language versions of survey instruments; many have also struggled to
identify best practices for this type of pretesting, particularly in the absence of
large amounts of literature directly addressing this topic. Multilingual pretesting
can be significantly more challenging than monolingual pretesting at nearly every
step of the process. To begin with, pretesting techniques such as cognitive
interviewing do not always transfer directly and work appropriately across cultural
groups without modification (Goerman, 2006b; Pan, Craig, & Scollon, 2005). In
addition, there are also a number of logistical issues involved in the management
of this type of research. Innovative and sometimes unique decisions must be made
regarding matters such as the composition of the research team, the creation of
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interview protocols, interviewer training, respondent recruitment, and the
procedures followed to summarize and analyze data and report results.

Using a bilingual pretesting project conducted in the United States as a case
study, this chapter discusses important aspects to be considered in pretesting a
survey translation and/or a multilingual survey instrument. Through this discus-
sion, we point to lessons learned and areas in need of further research. While not
all multilingual research projects will face identical challenges, this chapter
provides a list of issues and possible solutions that can be adapted for other
multicultural and multilingual research projects.

5.1.1 Background on the Bilingual Questionnaire Pretesting Project

Within the United States, the ever-expanding immigration and the dispersion of
immigrants across the country have highlighted the importance of providing
survey instruments in multiple languages. Results from the 2000 Census revealed
that 47 million people in the United States spoke a language other than English at
home. Spanish was the most commonly spoken non-English language, with 28
million speakers. A large number of Spanish speakers resided in “linguistically
isolated” households in which nobody over the age of 14 spoke English “very
well” (U.S. Bureau of the Census, 2006; Shin & Bruno, 2003).

In about 2003, the Census Bureau began to develop a bilingual questionnaire
for use in the 2010 Census. The questionnaire was created using a “swimlane”
design, in which each page contains two side-by-side columns, one in English and
one in Spanish (see Figure 5.1). Displaying both the source and translated versions
of an instrument side by side in the same document is a somewhat unusual design.
In fact, in early research, the Census Bureau actually considered four different
layout options before choosing the “swimlane” design. The options considered
were (1) the “Swimlane” option, (2) an “Embedded booklet” option, which
contained a Spanish translation of each question directly beneath the English
version of the question, (3) a “Separate forms” option in which respondents would
receive separate English and Spanish forms, and (4) a “Back-to-back™ option in
which the questionnaire contained English on one side of each page and Spanish
on the other side. Based on the results of focus group and cognitive interviewing
research (Caspar, 2003), the Census Bureau ultimately chose to use the
“swimlane” format to develop the questionnaire.

Caspar (2003) focused solely on choosing the format of the bilingual question-
naire. The bilingual questionnaire pretesting project (BQPP) research discussed
here was conducted in order to test the question wording and comprehension.

The BQPP reported here was conducted jointly by a team of U.S. Census
Bureau and RTI International researchers. Using test versions of the bilingual
questionnaire, the team conducted two iterative rounds of cognitive testing. The
initial goal was to test and possibly improve the wording of the Spanish-language
version. The source language wording (in this case, English) had been tested and
finalized prior to beginning work on the Spanish translation, and further testing
of the English text was not a priority (see Goerman & Caspar, 2007 for further
discussion).
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Figure 5.1. Snapshot of Segment of U.S. Census Bureau “Swimlane” Questionnaire

In the first round of testing, cognitive interviews were conducted with 44
Spanish-speaking respondents who spoke little or no English. Respondents were
recruited in approximately equal numbers from four different “national origin”
categories: Mexico, Central and South America (Colombia, El Salvador, Guate-
mala, Honduras, Nicaragua, Peru, Venezuela, and Argentina), and an aggregate
category comprised of Cuba, Puerto Rico, the Dominican Republic, and Spain.
Respondents were recruited to reflect a variety of age and educational levels. They
also varied by gender and by the amount of time they had lived in the United States.

During analysis of the first round of testing, we found that if we only looked
at the Spanish wording in the form, we had no information about possible
equivalency of interpretation. In addition, we lacked information about whether all
types of respondents were able to successfully navigate the form by following the
correct skip patterns. As a result it was sometimes difficult to make
recommendations for improvements to the form as a whole (see Goerman &
Caspar, 2007, for more details on shortcomings of this method).

During the second round of testing, the form was tested in its entirety,
including both the original English wording and the Spanish translation. A total of
66 interviews were conducted in the second round, with approximately equal
numbers of three types of respondents: (1) monolingual Spanish speakers; (2)
bilingual Spanish-dominant respondents; and (3) monolingual English-speaking
respondents. Our Spanish-speaking and bilingual respondents were
demographically similar to those recruited for Round 1. About half of the 25
English speakers were of Hispanic origin and the other half were white and black.
Table 5.1 provides select demographic characteristics of the respondents included
in each round of testing.

In the second round of testing, we focused on Spanish terms that had been
changed on the basis of findings from the first round of testing. In addition, we
were able to examine equivalency between the two language versions and to make
recommendations to improve both the original English text as well as the Spanish
translation.
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TABLE 5.1. Demographic Characteristics of Respondents in the BQPP

Respondent Characteristics Round 1 Round 2 Row Total
(n=44) (n=66) (n=110)

Linguistic Skills

Monolingual Spanish 20 (45.5%) 20 (30.3%) 40 (36.4%)
Bilingual Spanish Dominant 24 (54.5%) 21 (31.8%) 45 (40.9%)
Monolingual English 0 25 (37.9%) 25 (22.7%)
Educational Attainment

College or Advanced Degree 8 (18.2%) 8 (12.1%) 16 (14.5%)
Some College 14 (31.8%)  26(39.4%) 40 (36.4%)
High School/GED 17 (38.6%) 26 (39.4%) 43 (39.1%)
Some Formal Education 5(11.4%) 6(9.1%) 11 (10.0%)
Age

18 -30 9(20.5%)  20(30.3%) 29 (26.4%
31-45 17 (38.6%) 31 (46.9%) 48 (43.6%)
46 — 65 13 (29.5%) 10 (15.2%) 23 (20.9%)
65 or older 5(11.4%) 5 (7.6%) 10 (9.1%)
Region of Origin

(Spanish speakers only) (n=44) (n=41) (n=85)
Mexico . 12 (27.3%) 17 (41.5%) 29 (34.1%)
Central America 14 (31.8%) 8 (19.5%) 22 (25.9%)
South America _ 10 (22.7%) 9 (21.9%) 19 (22.4%)
Cuba, PR, Domin. Rep., Spam 8 (18.2%) 7 (17.1%) 15 (17.6%)

In the remainder of this chapter we discuss our experiences with this project in
contrast to monolingual pretesting projects in order to illustrate some of the issues
that require consideration in a multilingual pretesting project.

5.2 THE RESEARCH TEAM

The formation of the research team is the starting point for every pretesting
project, whether monolingual or multilingual. Special consideration must be given
to forming a team whose skills address all aspects of the research task. With
cognitive testing, the team typically includes researchers with knowledge of the
substantive topic(s) covered by the survey and the specific goals of the survey. In
addition, there is a need for researchers with experience in interview protocol
development, respondent recruitment, conducting cognitive interviews, analysis of
findings, and formulation and reporting of results and recommendations. It can be
difficult to find a single researcher who can fill all of these roles, particularly when
the project involves multiple languages. Forming the team for a multilingual
cognitive testing project brings the added complexity of identifying staff with the
required expertise not only in the areas listed above but also in both the source and
target languages. Ideally all members of the team would be fully fluent in all
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languages included in the testing. However, this is an unrealistic requirement,
particularly when multiple languages are involved.

In the United States, it is not uncommon for a monolingual researcher to serve
as the lead researcher. This person provides the team with substantive expertise
and/or expertise in study design and the development of cognitive interview
protocols. Additional assistance from researchers in the target language(s) is then
needed for protocol translation, respondent recruitment, the conduct of interviews,
analysis of results, and the formulation of recommendations.

In our specific case, the BQPP team was comprised of both bilingual (English
and Spanish) and monolingual (English) staff. The sponsors of the project (and
ultimate users of the pretesting results) were mostly monolingual English speakers.
Reporting had to take this fact into account. In the beginning, the inclusion of
monolingual team members seemed to introduce additional work for the team,
particularly for the first round of testing which was only conducted in Spanish. All
materials (consent forms, the interview protocol, etc.) were initially prepared in
English, reviewed by the team, revised, and then ultimately translated into
Spanish. Had all team members been fluent in Spanish, the need for the English
materials might have been unnecessary. However, in our case many of the project
sponsors were monolingual English speakers and they too wanted to review some
of the interview materials at this point. As a result, the English documents served
an important and necessary function (see, however, Section 5.4).

As the number of languages involved in a given project grows, it is
increasingly unlikely that the entire research team will be fluent in all the
necessary languages. The total number of researchers needed for a given project
will also vary based on whether individual researchers have expertise in multiple
areas. It is nonetheless likely that a common language (a lingua franca) will be
used by all members of the team to communicate with each other.

5.3 COGNITIVE INTERVIEWER CHARACTERISTICS

Interviewer effects are well-documented in the literature on standardized survey
interviewing (see Cleary, Mechanic, & Weiss, 1981; Fowler & Mangione, 1986;
Schnell & Kreuter, 2005; Tucker, 1983). However, the role of the interviewer in
shaping a respondent’s answers in a cognitive interview setting has not been
similarly researched. This is likely due to the nonrandom, small sample sizes
typically used for cognitive testing. It may also be due to the less structured nature
of the cognitive interview and the fact that the focus of the interview is typically
less on what the respondent’s answer to a specific survey question is and more on
issues of comprehension, terminology, recall, and item sensitivity. However, given
that the dialogue between an interviewer and a respondent may be more in depth
during a cognitive interview than in a standardized survey interview, it is
especially important that the interviewer behave in a neutral, nonthreatening, and
professional manner. The ideal demographic characteristics and behaviors of
cognitive interviewers in relation to specific types of respondents is an issue in
need of research. It seems likely that the interaction of traits such as gender, age,
race, cultural and linguistic background, and the style of interaction on the part of
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both the interviewer and the respondent may have an even greater effect in the
context of an in-depth, less structured exchange such as a cognitive interview than
in a standardized field interview.

In all cognitive interviewing, the interviewer must be fully fluent in the
respondent’s preferred language in order to be able to converse easily and, perhaps
more importantly, to be able to understand what may be subtle nuances in how the
respondent comprehends a survey question. Native speakers or those with
extensive formal study of the language that includes cultural immersion are likely
to have a strong grasp of the language. Each interviewer must also be well trained
in how to conduct a cognitive interview. It is often difficult to find researchers
who have expertise in both survey methodology and the languages in question for
a given study.

One possibility for assigning cognitive interviewers to respondents is to have
them only conduct interviews with respondents who match their cultural and
linguistic backgrounds. The benefit of this approach is that the opportunity for the
interviewer to fully understand the respondent’s comments is maximized. In
addition, the respondent may open up more fully to an interviewer with the same
cultural background as his/her own. At the same time, respondents sometimes feel
more comfortable talking about sensitive issues with a person who is more of an
outsider to his or her culture.

When testing a survey translation, it is ideal to have cognitive interviewers
who are fluent in both the source and the target languages. Interviewers who
understand only the target language would be unable to review the source text and
might have difficulty fully understanding the intent of a specific phrase or
question. They may then be at a disadvantage in determining whether a
respondent’s difficulties are due to a poor quality translation or to a fundamental
misunderstanding of the concept of interest. If only a monolingual interviewer
were available, he/she would need to work closely with bilingual team members.
Given these drawbacks, we recommend that a best practice for conducting
multilingual studies is to ensure all interviewers are fluent in the language of the
source instrument as well as at least one additional language in which testing will
be conducted.

For the BQPP, we explicitly chose interviewers who were capable of
conducting cognitive interviews in both English and Spanish. Two interviewers
were native Spanish speakers who had lived in the United States for many years.
One interviewer was a native English speaker who learned Spanish in an academic
setting and then spent time living in Spanish-speaking countries. The fourth
interviewer was a native speaker of a language other than English or Spanish who
had gained knowledge of both Spanish and English through academic study and
cultural immersion. All four interviewers had a strong background in cognitive
interviewing.

Based on debriefings with the interviewers in our project, we found that each
interviewer felt she was able to effectively conduct the cognitive interviews in
both Spanish and English. It was interesting to note, however, that the non-native
Spanish speakers reported that being an “outsider” to the respondent’s culture was
particularly helpful in certain respects. Cognitive interview probes may sound very
strange to respondents. For example, when a respondent hears a question such as
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“What does the term ‘unmarried partner’ mean to you in this question?”, he or she
may feel that the interviewer is being disingenuous. If respondents believe that the
meaning of a term is obvious, they could find this type of question insulting. If,
however, the interviewer is not a member of the respondent’s culture, respondents
may attribute strangeness to this factor and find questions of this nature less
insulting. This effect may also vary by language or cultural group. The non-native
English-speaking interviewers, for example, did not report this phenomenon when
interviewing English-speaking respondents in our project. This may be because the
English-speaking respondents were more familiar with interviewing techniques in
general and were more accustomed to taking surveys and to the types of questions
presented in a survey interview setting. This might have made them less likely to
find cognitive interview probes strange.

On the whole, we found it very effective to have cognitive interviewers who
were fully fluent in both the source and target languages in our study; however, it
should be kept in mind that this was a two-language project. It may not always be
possible to find bilingual researchers in the context of multinational studies that
involve large numbers of languages. In that case, one solution might be to have a
small number of bilingual researchers who can report the findings back for their
monolingual team members. If no bilingual researchers are available, it may also
be necessary to work with monolingual interviewers through interpreters. More
research is needed in terms of how to best handle this issue in the context of
multilingual studies involving large numbers of languages.

5.4 INTERVIEW PROTOCOL DEVELOPMENT

One of the most important decisions that needs to be made in a cognitive interview
study is which type of protocol to employ: either a completely scripted protocol, a
combination protocol containing scripted probes (probes decided and formulated
prior to the interview) and allowances for emergent probes (probes that become
necessary during the course of the interview), or a completely open-ended protocol
where interviewers create their own probes in real time. This becomes an even
more important decision in the context of a multilingual study where it can be
difficult to find team members who are both expert cognitive interviewers or
survey methodologists and have the necessary linguistic knowledge.

A second and equally important issue in a multilingual pretesting project is
that the interview protocol needs to be written in more than one language.
Researchers must therefore decide whether to develop the different language
versions of the protocol simultaneously so that they can inform each other or
whether to develop a protocol in one language first and then translate it into the
other(s). As a part of this process, the researchers must also consider how closely
the different language versions of the protocol will mirror each other in terms of
wording and content. In a two-language project simultaneous development may be
quite feasible, especially if bilingual researchers are available throughout the
development process (see, for example, Potaka & Cochrane, 2004). In a multi-
language project, different developmental strategies and comparability goals will
be needed if, for example, 15 protocols need to be developed simultaneously.
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In the first round of testing for the BQPP, the interviewers used only a
Spanish-language protocol to test the questionnaire with Spanish speakers. In the
second round of testing, they used a protocol in Spanish and also one in English.
For both rounds of testing, a protocol was first developed in English and then
translated into Spanish. We chose to work in English first, because our project
leads were native English speakers and because the English-speaking project
sponsors wished to have input into the process. Budget and timing constraints led
us to develop and circulate the English protocol for comments prior to having it
translated. Our goal was to avoid having to translate multiple drafts of the
protocol.

While there was not sufficient time or budget for simultaneous development
of the two language versions of the protocol, several strategies helped us to ensure
the protocols in Spanish were culturally appropriate. Because the set of
problematic questions might differ by language, we first identified terms and
questions in each language that we anticipated could be problematic. We then
created one master list of issues to probe in both languages and included all of
these in our first draft of the English protocol. Second, in drafting the English
protocol, we kept in mind the need for an appropriate Spanish version and aimed
for ease of translation. A bilingual project manager also reviewed drafts of the
English protocol specifically keeping ease of translation into Spanish in mind.

A third strategy adopted was to aim for natural-sounding Spanish rather than
insisting on close or literal translations, which might sound unnatural. We
instructed our two translators to avoid having the Spanish sound like a translation.
After the translators came to agreement on the translation, the Spanish-speaking
researcher also reviewed it. In essence, an informal committee approach to the
translation was followed (see U.S. Bureau of the Census, 2004, on the team or
committee approach to translation).

Finally, and importantly, the English version of the protocol was not finalized
until after it had been translated into Spanish. As a result, if during translation we
felt something could be better expressed in a different way in Spanish, we were
free to go back and make changes to the English version.

We also identified strengths and weaknesses to our approach. First, the
development process was relatively quick in that we did not spend excessive
amounts of time developing each language version. Far more time was spent
reviewing and revising various drafts of the English version than of the Spanish
version. However, the protocol might have been more appropriate and/or natural
for Spanish-language interviews if it had been developed in Spanish rather than
derived through translation. Making sure that the protocol sounds natural and
covers relevant issues in all languages is of the utmost importance. Because of
this, we recommend simultaneous development of different language versions of a
protocol whenever feasible (on simultaneous development, see Potaka &
Cochrane, 2004).

The other decision that must be made with regard to protocol development is
the extent to which the protocol will be scripted as opposed to allowing for emer-
gent probes and a more unstructured interview. In the field of cognitive interview-
ing there is a lack of consensus regarding the extent to which a cognitive interview
should be scripted and planned in advance (CSDI, 2007). Many researchers point
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to the importance of giving interviewers freedom to explore unexpected issues that
arise through the course of an interview. In addition, an overly scripted interview
may cause the interaction to seem unnatural and/or repetitive (Goerman, 2006b).
More scripted cognitive interview protocols are typically used when interviewers
have less experience. At the same time, researchers must exercise caution to avoid
the use of unnatural-sounding, scripted probes that are translated too literally or
read as worded without any interviewer discretion.

The risk in using a completely unscripted protocol with experienced interview-
ers is that individual interviewers may go off in different directions, making it im-
possible to compare findings on a particular term, issue, or concept across cases.
Since cognitive interviewing usually involves a relatively small number of inter-
views, it is ideal to be able to compare findings on a particular issue across all cases.

Protocol development was handled differently for each round of testing in the
BQPP. In the first round of testing we developed a protocol that included the
survey questions along with suggested probes to examine respondents’
understanding of particular terms and questions. We planned to allow for emergent
probes and also not to require the interviewers to read each probe exactly as
worded with each respondent. This worked well during the course of the
interviews themselves and interviewers picked up on different issues across the
cases as they worked. However, in analysis we found that when we wanted to look
at a particular term or question across the 44 cases, there were points on which not
all interviewers had gathered the same type of information.

For our second round of cognitive testing, therefore, the protocol was similar
but greater effort was made to use the same probes across cases. We again did not
require the probe wording to be read exactly as scripted, but we did emphasize that
we wanted the same issues to be probed across cases. We also allowed
interviewers to add probes and pursue issues that came up in individual interviews.
We found that this second approach made data analysis much easier.

Regarding the extent to which a protocol should be structured in a multi-
lingual research project and the place of emergent probes, our findings suggest that
it is best to have experienced interviewers in each language, because they are best
equipped to conduct emergent probing. We recommend providing sample scripted
probes and clear instructions for interviewers to probe on particular terms and
issues that are of concern, regardless of how they actually word their probes or go
about getting that information. When experienced interviewers are not available,
we recommend including as much assistance as possible within the protocol (in
the form of sample or scripted probes) and spending an adequate amount of time
on interviewer training. The amount of time needed for training will vary
according to the experience level of the interviewers in a given project.

5.5 COGNITIVE INTERVIEWER TRAINING FOR A MULTILINGUAL
PROJECT

As with any cognitive interviewing project, it is important to train all interviewers
in a multilingual project carefully. The training should consist of four components.
First of all, novice interviewers should receive general training on cognitive
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interviewing methods. Secondly, all interviewers should receive project-specific
training in which the protocol for the project is reviewed and details regarding
correct completion of study materials (consent forms, incentive payments,
methods of recording the interview, etc.) are discussed. A third segment of the
training should address any issues of linguistic or cultural sensitivity that should
be considered to ensure that respondents feel comfortable with the interview and
that meaningful data are collected. A part of this cultural sensitivity training
should also address how best to encourage specific cultural groups to respond (see
Chapter 6, this volume). In the event that the lead researchers are not familiar with
all cultures and languages to be included in the study, it is valuable to have
cognitive interviewers spend time brainstorming and attempting to anticipate
issues that might come up and possible solutions during the training. Finally, some
time should be set aside for the fourth component: practice interviews in each of
the languages of interest in the study. Such mock interviews, conducted with the
trainer or other interviewers taking on the role of the respondent, are an excellent
way to provide interviewers with hands-on experience with the protocol before
they begin their interviewing assignments. It can also be useful to have new
interviewers observe interviews conducted by an experienced interviewer prior to
going into the field themselves. When using novice cognitive interviewers, we
recommend a general training course of two to three days to be able to cover all of
the basic techniques and to provide some hands-on practice.

In the case of the BQPP, all the interviewers involved had previous
experience with cognitive interviewing; general cognitive interview training was
therefore unnecessary. We did, however, provide each interviewer with a list of
general, neutral probes that could be used to elicit additional details from
respondents. Interviewers were instructed to review the list and become familiar
with the probes so that they could be used in conjunction with the more specific
probes included in the protocol.

The project-specific training for the BQPP involved having all the
interviewers meet as a group with the protocol developers to review the goals for
each round of testing. We found that the most useful protocol training method for
our project was to go through each item in the protocol and discuss the goals of
each question and suggested probe with the interviewers. We also found it best to
let the interviewers know that while the exact probe wordings did not have to be
followed, the intent of each probe did need to be reflected in the interview in order
to have comparable findings about terms and questions across cases. We also
instructed the interviewers to feel free to follow up on new leads or information
that arose during their interviews and to inform the team about them so that other
interviewers could probe on those issues as well.

All interviewer training in the BQPP was conducted in English to
accommodate the monolingual team member who led the training. The
interviewers kept the Spanish version of the protocol with them so that as each
item was discussed in English they could also refer to the translation and raise any
questions regarding the Spanish wording if needed. Because some potential
Spanish language issues may have been overlooked this way, we recommend
conducting interviewer training in the language in which the interview will be
administered whenever possible.
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With regard to issues of cultural sensitivity, one key area discussed was the
possibility that undocumented immigrants might be especially concerned about
how the information they provided during the interview would be used and with
whom it would be shared. Interviewers were prepared for this possibility and were
able to reassure and gain the participation of most of the small number of reluctant
respondents they encountered.

Since all of our interviewers were experienced at conducting cognitive
interviews in Spanish, we did not spend time talking about cultural issues related
to probe wording or about conducting the interviews in Spanish. Had we started
with inexperienced cognitive interviewers, we would have gone through the
wording of the different probes in Spanish and talked to interviewers about ways
in which we had experienced respondents to have difficulty with particular
probing techniques. In addition we would have offered strategies to resolve those
difficulties. If the lead researchers do not have experience with a particular
language or culture, we would advise talking to interviewers about problems that
interviewers anticipate and allowing them time during the training to come up with
strategies that they might employ if they encounter difficulties.

In sum, we recommend three days of training for interviewers new to
cognitive interviewing to learn general cognitive interviewing techniques,
including time for practice through simulated interviews. Project-specific training
can usually be completed in about a day, depending on the length of the interview
protocol. An additional session of 1-2 hours should be devoted to cultural or
linguistic issues specific to a given culture, and at least half a day should be
devoted to practice interviews including feedback on how the interviewers are
doing.

5.6 RESPONDENT RECRUITMENT

Cognitive interviewing is generally conducted with small numbers of respondents
and the intent is not to create a representative sample. Nevertheless, respondent
recruitment is an extremely important component of a cognitive interviewing
project. Since only a small number of respondents are involved, it is especially
important to verify that each individual accurately represents the population of
interest. One challenge for recruitment is identifying efficient ways of screening
for eligible participants without revealing the criteria that define eligibility. Since
cognitive interview respondents are often paid to participate, masking the
eligibility criteria is important to ensure that individuals are not selected who are
interested in receiving the monetary reward but do not actually meet the criteria.
This can be a complicated undertaking, especially if recruitment is by word-of-
mouth and one participant may pass information on to others regarding how to be
selected.

With multilingual projects it is necessary to have a recruiting team that
includes linguistic and cultural competence for each language involved, so that
someone is able to interact appropriately with each prospective respondent. In
addition, when one of the primary goals of a project is to assess difficulties
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respondents have with a translated questionnaire, it becomes especially important
that the respondents recruited are monolinguals, the people most likely to be
interviewed with the translated instrument in the field. It is also essential to test a
translation with monolingual respondents, since bilingual respondents are often
able to compensate for a poor translation by bringing their knowledge of the
source language to bear on their understanding of the translated questions. If
respondents are bilingual the researchers may have a more difficult time
identifying problematic translations through the cognitive interview results.

A particular challenge for the BQPP was developing a method for identifying
eligible monolingual English speakers, monolingual Spanish speakers, and
bilingual, Spanish-dominant speakers. We chose to interview these three types of
respondents because these were the types of people who would receive the
bilingual questionnaire as a part of the 2010 Census. In our bilingual category we
chose to seek out Spanish-dominant bilinguals because the Spanish version of the
form had previously received less testing and we wanted to focus more attention
on the Spanish wording.

With interviewing taking place in four sites across the United States, the
project team relied on staff familiar with each site to determine where eligible
participants could be found. Nonetheless, it was still important to have an effective
means of verifying the appropriate language group classification for each
participant. During a telephone screening, potential respondents were asked
whether they spoke English as well as Spanish and if so in which language they
were most comfortable communicating. Once language proficiency was
determined, additional questions were asked to classify the participant with regard
to dimensions such as educational attainment, country of origin, gender, age,
tenure in the United States, and household size in order to maximize the diversity
of the group of cognitive interviewing respondents.

Our approach worked reasonably well for identifying monolingual English
speakers. It worked less well with Spanish-speaking respondents. On several
occasions, a participant who self-identified during screening as a monolingual
Spanish speaker was found to speak reasonably good English upon arrival at the
interview. These people would have been more appropriately assigned to the
bilingual Spanish-dominant group. In a few cases participants clearly reported less
proficiency in English because they were unsure what the interview would require
and did not want to put themselves in the position of having to communicate in
English if the task was too complex. A very small number of participants appeared
to have “gamed” the screening process in order to qualify for the study. The
overall result of these misclassifications was that more bilingual respondents and
fewer monolingual Spanish speakers participated in the study than originally
planned.

On the whole, we recommend that careful attention be paid to identifying the
types of respondents best suited to test a particular survey instrument. When
testing a translation, it is extremely important to interview monolingual
respondents so that they will not be able to bring knowledge of the source
language to bear on their interpretation of the translation, possibly masking
problems with the translation. To this end, staff assigned to recruit participants
must be carefully trained to assess language proficiency.
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5.7 ANALYZING AND REPORTING OF RESULTS

In a cognitive interview project, it is common practice to write a summary of each
individual interview. To analyze the results, researchers often use these summaries
to make comparisons across cases. When a project involves data collected in more
than one language, a number of decisions need to be made. Will the interview
summaries all be written in a common language or will they be written in the
languages in which the interviews were conducted? Having interviews written and
analyzed in the interview language(s) provides a complete record of the
terminology used by interviewers and respondents. In addition, not all terms or
concepts will be directly translatable across cultures or languages, so it is best to
examine each issue in the language in which it originates whenever possible. But
findings may then need to be considered and reported in the project lingua franca,
too, and this involves decisions that need to be made. When summaries need to be
in a common language, will they be written first in the language in which they
were conducted and then translated, or will they be written directly into the lingua
franca? Many of the decisions will depend on the language skills of the research
team and the intended audience(s) for the results.

For the BQPP, the interview summaries ultimately needed to be written in
English because English-speaking researchers and project sponsors needed to be
able to read them. In the first round of testing, summaries of the Spanish
interviews were written directly in English rather than written first in Spanish and
then translated into English, due to time and resource limitations. Each interviewer
listened to her interview tapes in Spanish and summarized the interviews in
English. This proved to be a reasonably efficient method, but some problems were
encountered along the way, which we describe below.

The first summaries that were produced contained very little Spanish, and this
reduced their utility because the words actually used by the respondents were
missing. During the cognitive interviews, respondents were asked how they would
express a concept in their own words, particularly in situations where they did not
understand a term on the questionnaire. When these discussions were translated
into English in the summaries, the alternative terms in Spanish recommended by
respondents were lost.

In the second round of testing, we again needed all summaries to be in
English. However this time the interviewers making the summaries were
instructed to include key terms, phrases, and respondent quotes in Spanish. In
order to permit non-Spanish speakers to read and analyze the summaries, they
were also asked to provide an English translation for any Spanish text that they
included. Interviewers were instructed to include all key Spanish terms
respondents used that were different from those used in the questionnaire, and to
include any quotes, stories, or explanations that might be helpful. This second
method worked well and had the added benefit that interviewers did not need to
review the audiotapes again during data analysis or report writing.

Once the interview summaries were written, analysis across cases could
begin. Because there were four interviewers, we needed to develop a way to
synthesize our results. We also needed to accommodate the fact that some results
were in English and some were in Spanish. A coding scheme was developed to
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allow interviewers to compare results across cases. Each interview was coded for
things such as the demographic characteristics of the respondent, whether he/she
had interpreted a given term or question as intended, what type of
misinterpretation had occurred (if any), along with any new terms the respondent
had offered as alternative wording. Tracking these new terms, in both English and
Spanish, enabled us to examine easily the frequency of particular problems across
languages and other demographic characteristics of respondents. Especially in
situations that require the completion of a large number of cognitive interviews,
we recommend the development of some type of coding scheme.

The summary of results from our testing included in the final report contained
many recommendations for alternative wording in Spanish. The term “foster
child,” which proved problematic in our cognitive testing in Spanish, provides a
good illustration of the challenges and decision-making processes necessary in this
type of project. In the United States, foster care is a system in which the local
government places a child under age 18 in a household to receive parental-like
care. The foster parents receive financial support from the state to help with the
expenses of caring for the child. Foster children may live in a household for a brief
time or for several years. In some cases the children are eventually returned to
their biological parents or previous guardians and in other instances they are
ultimately adopted.

The Spanish translation for “foster child” initially used in Census Bureau
materials was “hijo de crianza.” Testing revealed that almost none of our Spanish-
speaking respondents associated this term with the U.S. government Foster Care
Program. In fact, in Round 2, when we had 41 Spanish-speaking respondents from
various countries, only three of them understood the term “hijo de crianza” to refer
to a child placed with a family through an official government program. Puerto
Rico does have a Foster Care type of program, but the three Puerto Rican
respondents in Round 2 all interpreted the term “hijo de crianza” in an unintended
manner. Two of the three Spanish speakers who interpreted the term as intended
were from Mexico and the third was from Chile. Two of them said that they had
heard people talking about the program, on television or through acquaintances
who had participated in the program. One of them was bilingual and offered the
English term “foster” herself.

The term “hijo de crianza” in fact has a salient meaning in Spanish, namely
“child by upbringing or care,” as opposed to a child related to someone by birth.
However, this usage of the term is unrelated to any government-sponsored
program. On the whole, we found that respondents who were from other countries
and were unfamiliar with U.S. government programs had no idea that “hijo de
crianza” was meant to refer to an official Foster Care Program. Many respondents
related it to the situation of caring for the child of a relative, such as a sibling or
cousin. The care situations they discussed were informal, to help out temporarily
when a relative was experiencing hard times, or in the case of immigrants, often to
supervise or care for the child of a relative who was still in the home country.

In reporting these results to the monolingual English-speaking project
sponsors, we explained the meaning of this term and the contexts in which it is
normally used in Spanish. We recommended that the translation be changed to
refer explicitly to the government program in question: “Hijo de crianza del
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programa Foster del gobierno” (child by upbringing through the government
Foster program).”

Ideally, interview summaries and reports should be written in the language in
which the interviews were conducted. However, it is often necessary to provide all
results in one common language in order to ensure that all relevant parties, such as
monolingual project sponsors, have access to the reported information. If all
project sponsors do not share a common language, it may be necessary to translate
reports into one or more languages. In this type of case, it is also advisable to
include terms and phrases in the other languages tested. Terms that have proven to
be problematic in each translated version should be presented verbatim and then
explained in the main report language. The over-arching goal is to report results in
a way that will allow all relevant parties to participate in the decision-making
process with regard to the implementation of results and recommendations.

As the BQPP data were collected in both Spanish and English but most of the
project sponsors were monolingual English speakers, all results were reported in
English. On the whole, in reporting results on Spanish terms, we found it
necessary to include (a) the Spanish term, (b) a literal translation of its semantic
meaning, along with its usage or cultural significance, (c) an explanation of how
and why respondents were interpreting it in a certain way, (d) a recommendation
for alternative wording, (e) an English translation of that new wording, and finally
(f) an explanation of why we thought that the new wording would work better.
Such information enables project sponsors, survey methodologists, and linguists to
work together in deciding which recommendations to implement after pretesting
research is completed.

In the case of multinational projects with sponsors from different countries, it
will be necessary to think about the target audience(s) for research reports and the
accompanying decisions that are required. It may be that reports need to contain
multiple languages or entire reports might need to be translated or adapted into
different languages. If the main components listed above are maintained in the
different language versions, project sponsors should be able to work together to
make decisions based on research results and recommendations.

5.8 AREAS FOR FUTURE RESEARCH

This chapter has highlighted a number of areas where further research is desirable.
First of all, a great deal of literature exists on interviewer effects; however, very
little has been undertaken specifically related to interviewer effects in the
cognitive interview setting. This issue is of particular interest in a multilingual
cognitive testing project where the same researchers may conduct interviews in
more than one language and with respondents with varying degrees of
acculturation. Some important research questions are: What are the ideal
demographic and social characteristics of an interviewer in relation to specific
types of respondents? What different kinds of techniques are successful when an

2 Ultimately, space constraints led the project sponsor to decide to include the original translation, with
the English term in parenthesis: “Hijo de crianza (Foster).”
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interviewer belongs to the respondent’s cultural group and what techniques are
useful when the respondent and interviewer are from different groups? Are
different social status issues at play between people from the same or different
cultural groups? How might any of this affect interviewer/respondent interaction?

A second issue is the extent to which cognitive testing protocols should be
scripted for use in multicultural and/or multilingual pretesting projects. Empirical
research should be conducted that identifies and evaluates the types of results
obtained from fully scripted protocols versus more open-ended protocols (cf.
Edgar & Downey, 2008). This is of particular interest when a cognitive interview
protocol has been created in one language and translated into another. It may be
difficult to create culturally appropriate probes through literal translation.
Similarly, open-ended protocols may allow for a more culturally appropriate
cognitive interview that would uncover more issues specific to a given culture.
However, Pan and colleagues (Chapter 6, this volume) find that open-ended
protocols do not work well for every cultural group.

A final area for future research relates to the comparison of cognitive
interview findings and data across languages in terms of strategies, tools and
comparability challenges. The more languages involved in testing and reporting,
the more pressing the need for careful procedures and budgeting of resources.
Additional research could uncover new ways in which to analyze, compare, and
report on multilingual data. This will be particularly relevant to large multinational
studies in which data is being collected across languages and cultures (see, for
example, Miller et al., 2008).
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Cognitive Interviewing in Non-English
Languages: A Cross-Cultural Perspective

Yuling Pan, Ashley Landreth, Hyunjoo Park,
Marjorie Hinsdale-Shouse, and Alisti Schoua-Glusberg

6.1 INTRODUCTION

One of the pretesting methods used in survey research is cognitive interviewing.
This is an in-depth interview procedure in which researchers “study the manner in
which targeted audiences understand, mentally process, and respond to the
materials we present—with a special emphasis on breakdowns in this process”
(Willis, 2005, p. 3). Cognitive interviewing typically uses probing questions to tap
into respondents’ thinking processes and their response formulation processes in
response to survey questions.

The usual procedure in U.S. survey research to conduct cognitive interviews
in languages other than English is to develop cognitive interview probes in English
and then have these translated into the target languages. In doing so, translators are
requested to follow the English original wording and structure, within the
constraints of the target language. This practice has met with some criticism.
Previous studies (e.g., Pan, 2004, 2008; Pan et al., 2005; Goerman, 2006b) have
documented some difficulties encountered in administering cognitive interview
probes translated from English into Chinese and Spanish, and have observed some
puzzling phenomena. Recent studies found that if Chinese-speaking and Spanish-
speaking respondents were asked to paraphrase questions, they tended to repeat
questions verbatim, almost as if they did not understand the concept of paraphrase
(Coronado & Earle, 2002; Pan, 2004).

To date there has been little research that (a) systematically examines how
cognitive interview probes perform across language groups and (b) explores how
effective translated probes are for generating informative data for cross-cultural
research. This chapter aims to contribute to the knowledge gap in this research.

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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The study reported here focused on seven cognitive interviewing techniques in
four non-English languages (Chinese, Korean, Russian, and Spanish). Taking
English data as a baseline for comparison, we examine respondents’ linguistic
behavior in cognitive interviews, investigating their use of certain words,
expressions, and the syntactic structures favored in their responses. The specific
research goals of this study were as follows: (1) to investigate how cognitive
interviewing techniques that are routinely used in the U.S. English context perform
in languages other than English; (2) to examine how effective translated probes are
in gathering data from non-English-speaking groups; (3) to investigate cultural and
linguistic barriers for interviews conducted according to (noncomparative) U.S.
standards for non-English cognitive respondents; and (4) to identify potential
strategies to address any barriers found.

6.2 COMMUNICATION NORMS FOR COGNITIVE INTERVIEWING

The Cognitive Aspects of Survey Methodology movement, sometimes called
CASM (cf. Jabine, Straf, Tanur, & Tourangeau, 1984) introduced cognitive inter-
viewing techniques to survey research. The fundamentals of these procedures are
as follows: Depending on the specific issues under investigation, survey researchers
prepare an interview protocol containing scripted probe questions. The probe ques-
tions are used to ask respondents to provide detailed information on how they
understand survey questions, recall information to provide an answer, decide on
the relevance of the answer, and formulate answers (cf. DeMaio & Rothgeb,
1996). The aim of the interview is to identify problems in the questionnaire on the
basis of information respondents consciously or unconsciously provide (their
verbal answers, their body language, and such details as hesitation). It is therefore
critical for the outcome of a cognitive interview that the respondent is capable of
articulating his/her thoughts, opinions, and feelings during the interview.

Some typical examples of U.S. probing questions are: What do you think they
meant by this question/statement? (an example of a meaning-oriented probe);
Please tell me in your own words what this question is asking (an example of a
paraphrasing probe); and How did you arrive at that answer? (an example of a
process-oriented probe).

Each of these probing questions is respondent-centered (“you”). They each
request the respondent to participate in self-reporting and expect the respondent to
articulate his/her thinking processes and to provide feedback on the issue.
Syntactically, such questions are direct and straightforward. They are a key
component of cognitive interviewing. Given that cognitive interviewing is a
speech event that uses language to achieve a purpose, understanding the impact of
a speech community’s preferred communication norms in such a speech
event is critical. In order to examine how cognitive interviewing techniques work
in U.S. survey research, we need to examine some underlying assumptions for
language use in the cultural context of American English.

Hall’s concepts (Hall, 1959, 1976) of high and low context communication is
helpful here for us to explore differences in communication styles among the five
language groups studied. Hall used the term high-context cultures to refer to those
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he identified as relying heavily on contextual elements, background information,
and interpersonal relationships for communication, and correspondingly relying less
on the words or texts themselves. In low-context cultures, communication focuses
more on the factual and informational aspects of an exchange. Meaning is
determined then more by the factual content of the message and less on when,
how, and by whom it is expressed.

Although Hall’s concept of high- and low-context communication has its
limitations, such as not exploring contextual or situational differences, it has
proved influential and useful for cross-cultural comparisons of communication
styles. As Shaules (2007) notes: “it acted as a criterion by which communication
styles or cultural groups could be compared” (p. 28). For example, in terms of
these distinctions, Japanese communication has been described as high context in
tendency and Anglo-American communication patterns as tending more toward
low context (Hall & Hall, 1987). In Japanese communication, therefore, a
preference for an indirect style is reported, while a more direct and explicit style is
ascribed to U.S. discourse (Hall & Hall, 1987). In comparing linguistic directness
among cultures based on Hall’s ideas of high- and low-context communication,
Storti (1999) finds that cultures can be placed on a continuum of directness and
indirectness with regard to expressing opinions, as indicated in Figure 6.1.

Storti (1999) grouped Asian cultures toward the indirectness end of the
continuum and placed the “American culture” toward the directness end, while
Russian and Spanish cultures were located somewhere in between in terms of
directness in expressing opinions.

Cultural factors, including cultural value systems and social circumstances of
personal experience, have been recognized as strong influences on survey quality
and survey participation. However, much of the discussion of cultural factors is
confined to the immediate interaction surrounding question-and-answer exchanges
in a survey questionnaire. For example, Johnson et al. (1997) investigated how cul-
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Figure 6.1. Cultures and Continuum of Directness (Based on Storti, 1999, p. 99)
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tural norms, values, and experiences influence the processing of the four tasks of
the response process, which are: question comprehension, retrieval of relevant
information, use of that information to make required judgments, and selecting and
reporting an answer (Tourangeau et al., 2000). Other studies specifically look at
how cultural context affects question interpretation (e.g., Chapters 10 and 11, this
volume; Braun, 2003; Schwarz, 2003a).

There is, however, little literature on how cultural differences in
communication styles affect respondent behavior in either a survey field interview
or a cognitive interview setting. In particular we lack empirical data on the
possible tension between the Anglo-Saxon model of communication which
underlies survey interviewing and the communication styles of other cultures.
Although survey interviews are not everyday communication in American
English, the design of survey interviews is based upon the preferred norms of
communication in American English, which aims for clarity-brevity-sincerity or
C-B-S style in professional communication (cf. Lanham, 1974; Scollon & Scollon,
2001). The research reported here uses empirical data on cultural differences to
develop an adaptive approach to cognitive interviewing.

Hall’s concepts of high-context and low-context communication prompted us
to ask whether cognitive interviewing techniques, as developed in English in
America, can be successfully transferred to other languages through a “direct
translation” process. (As used here, direct translation refers to a word-for-word
translation approach.) We also postulated that differences in communication styles
could hinder data collection. For example, if the questions we ask our respondents
to answer violate their communicative norms, can they and will they answer our
questions as we intend? Will their responses to such questions give us the
pretesting data we need to assess the adequacy of the questionnaires?

6.3 DATA FOR THE STUDY

Our research is based on a multilingual cognitive testing project undertaken at the
U.S. Census Bureau to pretest translations of the advance letters and informational
brochures for the American Community Survey (ACS). The translated ACS mate-
rials tested include: (a) an Introduction Letter that introduces the survey and in-
cludes important informed consent information; (b) a Thank You letter for respond-
ents who completed an interview; (c) a short informational brochure; and (d) a more
detailed brochure with Frequently Asked Questions about the survey. These docu-
ments were developed in English and translated into Chinese, Korean, Russian,
and Spanish in order to better address the increased diversity of the U.S. population
and the accompanying need to conduct surveys in languages other than English.

The cognitive testing project was designed to assess the adequacy and appro-
priateness of the translated versions of the ACS survey documents and, as relevant,
to identify changes needed. A total of 113 respondents were selected for the proj-
ect, comprised of 24 monolingual speakers each for Chinese, Korean, and Spanish
groups, 25 monolingual speakers of Russian, and 16 monolingual English speakers.
Table 6.1 summarizes respondent characteristics by each language group.
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TABLE 6.1. Respondent Characteristics by Language Group

Characteristic English Chinese Korean Spanish Russian

Educational attainment
Less than high

school graduate 2 16 4 18 1
High school
Graduate, less than 10 4 9 6 12
college graduate
College graduate 4 4 11 0 12
Year of Entry
Since 2000 N/A 8 7 13 9
1990-1999 N/A 12 8 4 15
1980-1989 N/A 5 6 0
Before 1980 N/A 0 4
Gender
Male 6 9 9 12 11
Female 10 15 15 12 14
Age
18-24 0 1 1 6 0
25-34 3 0 3 5 1
35-44 5 5 5 8 4
45-54 5 5 5 2 3
55-64 3 8 4 2 3
65+ 0 5 6 1 14
Total number of
respondents 16 24 24 24 25°

*The Russian group conducted one additional interview above the goal of 24 total.

The respondents’ demographic distribution mirrored those derived from the
most recent ACS data at the time. Demographic characteristics included
educational attainment, place of birth, year of entry to the United States, gender,
age, country of origin for Spanish speakers, and also dialect for Chinese speakers.
All respondents were monolingual speakers of the target languages. Technically,
this assigns them to “linguistically isolated subpopulations” within the United
States (Bureau of the U.S. Census, 2007a, 2007b, 2007c). Bilinguals were
excluded from this study since the materials were primarily intended for such
monolingual speakers. The study required specific demographic targets for each
language group, and thus the demographics for each language groups were unique
to that group For example, the Chinese- and Spanish-speaking respondents tended
to have less than a high school education, while the Korean- and Russian-speaking
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respondents tended to have completed a college education. The Spanish-speaking
respondents were predominantly younger and more recent immigrants (arrived in
the United States in 2000 or later); the other language groups were older, most also
having arrived in the United States prior to 1999. These differences match
characteristics of actual respondents in the ACS who requested translated
materials, since we aimed to recruit respondents who matched the demographics
of people that, based on the American Community Survey data, could be expected
to need translated materials. As a result, the groups recruited could provide good
information for within-culture understanding but could not permit good compari-
sons across the groups. We recognize this may be a limitation of our study.

Bilingual researchers in the four language teams conducted the cognitive inter-
views. Each language team consisted of three bilingual researchers: one survey meth-
odologist leading the team, and two language experts. Language team members were
selected based on their language proficiency (native speaker’s proficiency), cultur-
al knowledge (education and work experience in the target culture), and translation
experience. Based on these qualifications, the three bilingual researchers worked
as a team to translate the interview protocol, analyze cognitive testing results, and
recommend alternative wordings for the translation in each target language.

The cognitive interview protocol was developed in English and then translated
into the four target languages, following the Modified Committee Approach?
(Schoua-Glusberg, 1992). Thus, we were able to administer the interview protocol
across all 113 cognitive interviews in five languages. A set of questions probing
on the same concepts and messages was asked to speakers of five languages. In
translation, the teams phrased the probes in ways their prior experience (both as
native speakers and as cognitive interviewers) suggested was most appropriate for
each specific language. Administering a protocol that probed on the same concepts
and message gave us a rare opportunity to compare and contrast respondents’
linguistic behaviors across language groups. Since the aim of the current study was
to examine how cognitive interviewing techniques work in non-English languages,
our analysis focused on the Spanish, Chinese, Korean, and Russian interviews.

6.4 ANALYTICAL FRAMEWORK AND METHODOLOGY

The study presented here examined cognitive interviewing techniques in four
languages from a cross-cultural perspective. As explained below, we adopted an
ethnography of communication framework for our discussion of respondents’
linguistic behaviors and applied techniques developed in field of discourse
analysis to analyze our data.

%A team of three language experts worked independently for each language, each translator translating
one third of the protocol. After translations, team members met to review each translated item. Each
translator contributed to the discussion with the aim of improving and refining the first translation,
making sure that it reflected the intent of the English original probing questions and flowed well in the
target language. The intent of the English probing questions was specified by research specifications set
out in the cognitive testing research plan (see Pan et al., 2006).
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6.4.1 An Ethnography of Communication Framework

Ethnography of communication (Saville-Troike, 1989) research draws on the an-
thropological field of ethnography in analyzing discourse. Within this field, a com-
municative event is defined as a bounded entity with the purpose of communicating
a message. As understood in the ethnography of communication, a communicative
event consists of the following salient components:

Scene (setting, topic, purpose, genre)

Key (tone or mood)

Participants (who they are, roles they take)

Message form (speaking, writing, other media)

Message content (what is communicated)

Act sequence (order of communicative acts)

Rules for interaction and norms of interpretation (common knowledge,
cultural knowledge, shared understandings)

Given that it uses language to obtain information from respondents, cognitive
interviewing can usefully be viewed as a communicative event. Cognitive
interviewing communicative events involve a particular social setting (research
lab, respondent’s home, or some other place), participants (interviewers and
respondents), a message form (mode of interview), message content (subject
matter of the interview), act sequence (question-answer), and a shared under-
standing of roles and interaction norms in a cognitive interview.

Each culture has its own set of norms and conventions that influence
individual behaviors. When respondents participate in a survey interaction, they
bring to the event their cultural knowledge, perceptions, and behavior norms about
how to act. Communication can go awry if participants do not share the same
perceptions, or if they have different expectations regarding individual compo-
nents of the interview and their functions.

An ethnography of communication framework helps us to explore these
characteristics. In the discussion that follows we focus on three components of this
framework: sequence, participants, and rules of interaction. Each is an essential
part of a cognitive interview act.

6.4.2 Discourse Analysis Techniques

We used analytical techniques developed in the field of discourse analysis to
examine the data collected. Although there are different views of discourse
analysis, it is basically concerned with language at the level of text and language
in use (Paltridge, 2006). Discourse analysis (DA) considers how people manage
interactions with each other, how people use language to achieve communicative
goals, and how people communicate within and among groups.

DA has been successfully used as an analytical tool for studying verbal inter-
change of ideas in various social settings. Many of these have centered on “inter-
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views” understood as question and answering exchanges, including courtroom
interrogations, medical counseling sessions, educational environments, and gate-
keeping situations. A variety of issues relevant for the success or failure of inter-
action and communication have been identified, such as mismatch of communica-
tion styles in gate-keeping interviews (Gumperz, 1982), use and abuse of language
evidence in the courtroom (Shuy, 1993), and gender differences in communication
preferences in medical interviews (e.g., Wake, 2006; Seale et al., 2008).

Of particular interest for our purposes is the use of DA techniques to describe
the characteristics of interactions in interview settings and to reveal covert social
or cultural issues, such as power struggles, social inequality, or miscommunication
due to differences in cultural values and beliefs. Examining courtroom discourse
in Australia, Eades (2006), for example, identified “gratuitous concurrence” as a
feature of the Australian Aboriginal English communication style. “Gratuitous
concurrence” is characterized by a speaker’s tendency to say “yes” in answer to
questions, regardless of whether or not he/she actually agrees with the proposition
of a question. In survey terms, this comes very close to acquiescence response
behavior (cf. Krosnick et al., 1996b). Eades (2006) reports that this behavior in the
courtroom context resulted in inappropriate court judgments.

We used discourse analysis techniques, such as examining the relevance and
informativeness of responses to probing questions, to identify linguistic character-
istics of respondents’ contributions to the interview in the four language groups.
Our goal was to examine how cultural knowledge and aspects of interaction might
influence their answers to survey questions and their behavior in a cognitive
interview setting. As stated, we also wish to evaluate the effectiveness of specific
interview probes for each language group.

6.4.3 Methods and Procedures

Our procedures consisted of two main components. One was an analysis of inter-
view transcripts and the second was debriefing with cognitive interviewers in the
target languages to obtain their input on cultural appropriateness and effectiveness
of cognitive interviewing techniques.

In the first phase, all the cognitive interviews were transcribed using broad tran-
scription conventions (Ochs, 1979). In analyzing the interview transcripts, three
specific strategies were followed to improve comparability of the data. These strate-
gies were then employed to analyze the transcripts across the four language groups.

First, seven types of specified cognitive interviewing tasks were analyzed for
all interviews to look for patterns in respondents’ responses, then four interviews
were randomly selected and analyzed in detail. This analysis is time-consuming
and labor-intensive work. An additional four interviews were then randomly selected
and analyzed to see if the same features occurred as already found in the first four
interviews. By sampling and reviewing these further interviews, we were able to gain
more evidence to better warrant generalizations on the basis of our initial findings.

In the second phase of analysis, we investigated cultural norms of
communication that govern an interview setting or question-answer sequence. We
designed debriefing questions to obtain feedback from the language experts in our
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four language teams, each of whom were native speakers of the respective target
languages. Interviewers were debriefed concerning their experience in conducting
the interviews and their impressions of respondents’ reactions to being inter-
viewed. The debriefing sessions focused on topics that would elicit their input on
cultural views regarding norms of speaking, norms of being polite, social distance
between strangers, preferred style for communication, and power structure in
interpersonal as well as institutional discourse. Qualitative methods such as these
are extremely useful for identifying phenomena that have yet to be fully explored;
they allow exploration into aspects and patterns that are less understood, and they
help lay the groundwork for future quantitative studies.

6.5 SUMMARY OF FINDINGS

This section reports the main findings from the discourse analysis of interview
transcripts and debriefing carried out with the interviewers about how speakers of
the four target languages behaved in the cognitive interviews. The findings include
information on the effectiveness of probing questions and linguistic behaviors of
respondents across the four language groups. “Linguistic behaviors” here refers to
how respondents answered a particular probing question, how they provided
personal opinions, and how they defended their position in the interview process.

6.5.1 Question-and-Answer Sequence: Responses to Probing Questions Across
Languages

From the perspective of the ethnography of communication, if participants of a
communication event have a mutual understanding of what is expected in each
turn of the exchange, communication will go smoothly. When participants do not
share the same expectations, the communicative event may not have the expected
outcome. To analyze the question-answer sequence in our cognitive interviews
from this perspective, we focused on the effectiveness of the probing questions in
generating the information sought and what responses the four language groups
gave to these probing questions.

Effectiveness refers to whether a probing question can generate the right
information to satisfy the research objectives of cognitive interviewing. We first
examined seven types of probing questions across the language groups. Table 6.2
shows the example probes used in the interview protocol and the overall
effectiveness by language group.

Based on the specific interviews analyzed, we rated how effective the types of
probes were. Each type of probe was categorized as being “effective” (the probe gene-
rated the right information and the right amount of information), “somewhat effec-
tive” (the probe generated some information, but not sufficient detail, or partial infor-
mation), or as “not effective” (the probe did not produce any relevant information).

Among the seven specific probes analyzed, only two types of probes were
categorized consistently across the four language groups: the comparison probe
and the paraphrasing probe. The comparison probe was both effective and easy for
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TABLE 6.2. Effectiveness of Types of Probes by Language Group

Effectiveness in Language Groups

Type of Example Probe from
Probe Interview Protocols Chinese Korean Russian Spanish
Paraphrase What do you think they are o o o o
probe saying in this paragraph?
Interpretation ~ What does the term ) ) ° o
of terms “confidential” mean to you
in this sentence?
Evaluative Do the words, terms, and . . o 1)
probe ideas used in this letter

sound right or appropriate
in your language or to your
culture? Are there any that
do not seem right or

appropriate?
Preference Was there anything you o . . o
probe liked about the letter?
Sensitivity Was there anything that . . . °
probe caused you concern?
Comparison Do you think there is any . . . °
probe real difference in the mes-

sage among all three ver-
sions? If so, what do you
think the difference is?

Hypothetical  Let’s pretend you were se- o o . °

probe lected to participate in this
survey and an interviewer
handed you these materials.
After you read them, do
you think you would agree
to participate in the survey?
What things did you think
about while making your
decision just now?

[e] Effective ; [0] Somewhat effective; [*] Not effective

the participants to answer. However, despite the overall effectiveness, there were
still subgroups among some of the languages that had difficulty articulating the
reason for selecting the option they chose. This meant that the interviewer had to
probe further to determine the justification for the selection. For the paraphrasing
probe, respondents were asked to explain a short paragraph (two to three
sentences) in their own words. Across language groups, respondents tended to



Summary of Findings 101

repeat the original message or to comment on only one aspect of the message,
rather than demonstrate that they fully understood the meaning of the paragraph.

As evidenced in Table 6.2, five other types of probes (interpretation of terms,
evaluative, preference, sensitivity, and hypothetical probes) were effective for
some language groups but not for all. With six out of seven probes being evaluated
with similar effectiveness ratings, the Chinese and Korean respondents tended to
react in a similar manner to the different types of probes. Likewise, with five out
of seven probes having the same effectiveness, the Russian and Spanish
respondents tended to demonstrate a similar pattern in response to the categories
of probes. In contrast, the number of effective types of probes in common between
the Chinese or Korean respondents, compared with the Russian or Spanish
respondents, was only two or three types of probes, including the probes that
worked equally well for all groups. Three probes aimed to elicit opinions and
reactions from respondents on issues under discussion (evaluative, sensitivity, and
hypothetical) all worked better for the Russian and Spanish groups than for the
Chinese and Korean groups. The Chinese and Korean groups showed exactly the
same pattern on these three types of probes; these probes were not a very effective
means to elicit comments from the Chinese and Korean respondents.

Hall’s distinction of high- and low-context communication may help explain
the findings summarized in Table 6.2. The Chinese and Korean groups tended
more toward high-context and indirect communication, and the Russian and
Spanish groups tended more toward low-context and direct communication. As a
result, probes that aim to elicit direct responses and opinion-oriented comments
may not work well for Chinese and Korean groups, but could function relatively
well for Russian and Spanish groups. The following sections look at the linguistic
features of this communication style in more detail.

6.5.2 Common Findings for Chinese and Korean Groups

Discourse analysis of linguistic features of Chinese and Korean respondents in our
data set shows that the Chinese and Korean respondents in our study shared some
common behaviors when presented with a set of direct and focused questions.
These behaviors can be summarized as (1) limited response, (2) avoidance of
personal view, (3) ambiguous and vague answers, and (4) answering without
confidence. Each of the examples presented in the following begins after the
respondent has read the ACS introductory letter.

Limited Response. A striking feature of the Chinese and Korean respondents’
linguistic behavior was that their responses to probing questions were very limited
in length and scope, often consisting of one word, or a few words or one phrase.
The respondents did not elaborate on their responses, nor did they provide detailed
or specific reasons to explain their points of view. The following example from the
Chinese interview data illustrates this point.
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Example 1. Chinese interview’
ID#14, female; age: 18-24; college graduate; year of entry to the US: after 2000
Dialect preference: Mandarin

1. INT: OK, let me take this (letter) back. What was this letter about?

2. R: American population survey, right?

3. INT: OK, I'll give the letter back to you. Was there anything in this letter
that you liked?

4. R: Do you mean its content or ...?

5. INT: Anything, be it the content or the form. Was there anything that was
appealing? Was there anything that left you a deep impression, or do you
think it’s meaningful, or well written? You can comment on anything.

6. R: Maybe this paragraph, this second paragraph. It’s about the survey
content, help something. And the last point, (one) can go online.

7. INT: If you were selected to participate in the American Community Survey,
what parts in this letter made you want to participate in this survey?

8. R: It will help our community, it will improve our life environment, right?

This example demonstrates some characteristics of a high-context communi-
cation style. In it, the respondent used a short phrase “American population
survey” to answer the first probing question, “What was this letter about?” (Turn
1). She also added a question word “right” to qualify her answer. In Turn 4, when
being asked what she liked about the letter, the respondent asked for more
clarification. The interviewer provided a series of probes to meet the respondent’s
request for clarification (Turn 5). In Turn 6, the respondent indicated parts in the
letter that contained information that she liked, briefly suggesting what she liked
about each. For example, referring to the second paragraph, she said “it’s about the
survey content, help something.” She did not give a detailed explanation as to why
she liked this paragraph and didn’t specify what she thought the survey content
was about. She used a word corresponding to “something,” indicating vagueness
in her response. She also indicates that she liked the last point (of the letter)—the
fact that one can go online to check more information about the results of the
ACS. But she does not directly state this; it can only be inferred from her
contribution in context.

In contrast, let us now consider an example from an English interview.

Example 2. English interview
ID#1, male, age: 35-44, some college, black.

1. INT: Okay, alright. Was there anything that you liked about the letter?

2. R: It seemed pretty simple, I mean, basically telling me what’s going to
happen. Basically telling you something as far as trying to get some data to
decide where these new schools, hospitals, as I said, emergency things are
needed. But it seemed basically pretty simple. (Short pause) I don’t

3 Due to space constraints, examplies in languages other than English are presented in English without
including the original transcriptions.
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know... I mean, | know they say you are required by the law to respond to
the survey, but I don’t know if this down here is Title 13 Section 9 of what
they are showing up here...

. INT: [Unintelligible]

. R: As far as this title, or this code, I don’t see it unless this is it right here

5. INT: Oh, okay, okay, okay. You don’t see the (...) of what the title says. Is

that it?

6. R: Let me see, let me see... Okay, so this is telling you what that Title is as
far as them doing the Census Bureau, but I don’t... (pause) I guess this is
the Title here. The section, the code. Section 141, 193, 221. I wouldn’t
know what it is; you know what I am saying?

. INT: Okay.

8. R: I guess the only thing I would be wondering is...What codes are those?

But other than that, it seems pretty simple.

oW

~J

Three features differ markedly here from the Chinese example just consid-
ered. First, the English-speaking respondent was concrete and detailed in reporting
his thought processes. He used the first-person pronoun “I” and verbs that indicate
thought processes, such as “I mean,” “I guess,” “I don’t know,” “what I'm
saying,” and “I would be wondering.” These linguistic terms report some of his
(perceived) mental processing. The first-person pronoun indicates his position as
an individual and identifies that he was stating his opinions and reporting his
position in regard to the letter that he had reviewed. The verbs he used describe his
mental state as to how much he understood of the letter.

Second, this respondent not only answered the probing, but also volunteered
some details to back up his reply. For example, in Turn 4, he gave a direct answer
to what he liked about the letter—the letter seemed pretty simple. He went on to
describe what he meant by that (“basically telling you something as far as trying to
get some data to decide where these new schools, hospitals, as I said, emergency
things are needed”). He then talked about the part of the letter he had trouble with,
the section discussing legal requirements and the citation of laws.

Third, he provided some evaluative comments that showed his reaction to and
interpretation of the materials under review. For example, in Turn 2, he said that
the letter “seemed pretty simple” and he repeated that statement twice in the same
turn (“‘it seemed basically pretty simple”) and in Turn 8 (“But other than that, it
seems pretty simple”). The discourse markers in his response such as “I mean,”
and “you know what I’'m saying,” indicate his perception of the interview as an
informal event, in which he could express his views freely.

These two examples are illustrative of how our Chinese and English-speaking
respondents answer questions in an interview. Data analysis shows that the
English-speaking respondents tended to focus on the task at hand and to talk at
length about the issues under discussion. In considerable contrast, the Chinese-
speaking respondents did not provide elaborate responses to the questions asked.

Avoidance of Personal View (Community-Based Argumentation). Chinese- and
Korean-speaking respondents tended to avoid providing personal views or clearly
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stating their positions relating to issues under discussion. The Chinese group often
reported their opinions in the voice of “vague other”—someone not specified by
the respondent. The Korean group tended to provide group views rather than
personal views in a manner similar to that of the Chinese respondents. When asked
about their opinions or comments concerning the materials under review, both
populations often shifted away from the use of the singular first person pronoun (I)
to the plural form (we). In discourse analytical terms, they used a community-
based argumentation style to present their views by making statements such as:
“We think...,” “We Chinese residents have....,” or “Chinese/Korean people do not
say this in this way.” They also tended to repeat the words or phrases provided in
the survey materials that they had just read or from the cognitive interviewer’s
questions.
The following example is from the Korean interview data.

Example 3. Korean interview*

[The interviewer asked a scripted probe to determine what, if anything caused
concern. The Korean translation of the word “confidentiality” was the same as the
Korean word for “secrecy.” The discourse follows:]

1. INT: Was there any part of the brochure that caused you to become
concerned?

2. R: This “secrecy” or this sort of thing should be left out. In other words,
even though American people may think this (“secrecy”/confidentiality) is
important, Korean people, may not read this carefully and if (they are)
skimming through it quickly, it (the statement about secrecy/
confidentiality) would arouse negative feelings.

3.INT: Okay. Do you think there is too much talk about “secrecy”/
confidentiality?

4. R: There is nothing like this in Korean society in general.

This scripted probe was written to elicit respondents' personal reactions to the
materials under review by emphasizing “you” in the question. The respondent’s
answers, however, are not framed as a personal view at all. Instead, he used
generic noun phrases, “American people,” “Korean people,” and “Korean society”
to contrast between two perspectives without involving reference to his own view.

Ambiguous and Vague Answers. Chinese-speaking respondents tended not to
provide an overt or focused answer to a question. Their immediate responses to a
question may have no direct relationship to the question. For example, one probing
question asked for the paraphrase of a statement on the survey data uses (“The
American Community Survey produces critical up-to-date information that is used
to meet the needs of communities across the United States. What does this
statement mean to you here?”’). When asked what the statement meant, one

* Due to space constraints, examples in languages other than English are presented in English without
including the original transcriptions.
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respondent spoke of the highway noise in her neighborhood and the need to build
a wall along the highway, an illustration of a generally noticeable tendency to
provide nonrelevant information in the place of the requested direct response.

The term “pragmatic ambiguity” is used here to refer to a phenomenon in
which the respondent provided a response that can be interpreted in many ways.
Such responses did not contain the information or comments that the question was
trying to elicit. Vagueness and ambiguity are typical of responses from the
Chinese group. The following illustrates this well:

Example 4. Chinese interview’
ID#10, female, Age: 45-54, Less than high school graduate, Year of entry to US:
1990-1999, Dialect preference: Shanghai

1. INT: Were there any parts in the brochure that were particularly good, that
made you want to participate?

2. R: (It) doesn’t matter.

3. INT: What do you think of the design and the layout of the brochure? For
example, do you think the cover page looks good? How about the inside
cover, and the back cover?

4. R: (It) doesn’t matter.

5. INT: So, if a census representative gave you these materials, after you read
them, would you agree to participate?

6. R: (It) doesn’t matter to me, so long as it doesn’t involve [inaudible] ....

The respondent’s response to the interviewer’s three questions is the same short
phrase “(it) doesn’t matter.” This phrase serves two pragmatic functions. First, it
formally satisfies the interviewer’s request for an answer, and, second, it enables
the respondent to avoid providing a direct answer to the question. The phrase can
be interpreted in many ways; it thus provides a response, but not an answer.

Huddleston and Pullum (2005) discuss the distinction between responses and
answers (see also Sun, 2008). A response is an utterance produced “as a result of
being asked some question.” It is defined by its position in the question-answer
sequence, but not defined by its semantic content. An answer, in comparison,
provides the specific information in light of the question asked” (p. 162). In other
words, responses “respond” to questions by filling the answering slot in the
question-answer adjacency pair,® but they may well not actually answer what the
questions are asking.

* Due to space constraints, examples in languages other than English are presented in English without
including the original transcriptions.

¢ An adjacency pair (cf. Schegloff, 1972) is a unit of conversation consisting of one turn each by two
speakers. The turns are functionally related to each other in that the first turn requires a certain type or
range of types of second turn. Question-and-answer sequences are typical examples of adjacency pairs.
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Responses instead of answers are obstacles to the main purpose of cognitive
interviews which is to collect answers containing substantially relevant informa-
tion for analysis.

Answering Without Confidence. A tendency could be noticed in the Korean group
to respond to the questions with questions or make statements that implied a lack
of confidence when answering the questions. While the interviewers uniformly pro-
vided explicit statements that there were no right or wrong answers, responses from
Korean respondents were suggestive of a lack of confidence. This was especially the
case for older, female, and lower-educated respondents. They often said “I don’t
know” or “I don’t understand this.” Even those relatively well educated (high
school graduate or more) tended to give their responses by saying “It seems/
sounds like...” or “I’m not sure about it but I guess...,” showing lack of confidence
in their comments. Some of the Korean-speaking respondents tried to elicit confir-
mation whether their answers were correct after each question. Others did not
directly ask for confirmation at each question, but asked the interviewer at various
points during the interview whether they were answering correctly in general. This
could show Korean cultures which highly value modesty, or could be “satis-
ficing”’ tendency for the Korean respondents in cognitive interviews in this study.

Analysis of the transcripts revealed that the Chinese and Korean groups
shared a number of linguistic features in their response patterns. When compared
to the data for the Russian and Spanish groups, it seems that the probing questions
based on translations from English constituted greater communicative challenges
for the Chinese and Korean groups. For these two language groups, the probing
questions did not perform as well.

Summary of Debriefing Sessions with Chinese and Korean Cognitive
Interviewers.
In summarizing debriefing discussions with the Chinese and Korean cognitive
interviewers from an ethnography of communication perspective, several striking
features emerged. First is the perception of the cognitive interviewing as a
communicative event. Most of our respondents in these language groups
completely lacked survey or interview experience. All the Chinese- and Korean-
speaking respondents reported they had not participated in a survey interview or
ever filled in a survey questionnaire in their home country. In the United States,
they tended to be excluded from ongoing surveys or interviews because they could
not be interviewed in languages they knew.

This lack of survey or interview experience meant the Chinese and Korean
respondents were not familiar with the exchange expectations and “rules” of such

7 Satisficing refers to a tendency of respondents to engage in the answering activity with sufficient
attention to provide a nominally plausible answer to the given question but not to expend any further
effort (which might be needed to fully process and respond optimally). See Tourangeau et al. (2000)
and Krosnick et al. (1996b) for detailed discussion.
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communicative events. For them, from their perception of the interaction, other
frames of interaction may have been salient. By frame of interaction, we mean the
frame of reference and behavior based on cultural knowledge and expectations
about people, objects, events, settings, and ways to interact that influence language
use in terms of comprehension and language production (Tannen & Wallat, 1993).
Differences in frames of interaction pose a challenge to cognitive interviewing
because respondents seemed to be quite confused by the event of the interview and
the documents tested in the cognitive interview. They tended to use their usual
indirect communication style in providing responses. The consequences for
cognitive survey researchers are responses or data that may deviate from what the
study is designed to investigate.

The second issue is the perception of the participant relationship in a commu-
nicative event. During the debriefing discussion, the Chinese cognitive inter-
viewers commented on how Chinese tended to keep their personal opinions to the
inner circle, not to reveal much about their personal view to the outside circle.
According to Li (2003), the 40-year-long political oppression in contemporary
China under the Communist rule led to the development of two distinct psycho-
logical spheres and two separate zones of expression in the minds of Chinese
people. One is the public sphere for talking in public and one is the private sphere
for talking with one’s friends. When people are in their public persona, they do not
reveal their own opinions, they only talk “standard political talk.” They reveal
more of their true “self” through the private persona. In the context of a survey
interview, therefore, it is essential to determine whether people are responding to
survey questions using “standard political talk” or according to their own views. Li
(2003) also suggests it is very often difficult to make that determination.

This helps to explain why the Chinese-speaking respondents might come
across as very passive or evasive in the cognitive interviews. Many of our
Chinese-speaking respondents expressed surprise that the U.S. government wanted
to listen to citizens’ voices (a very different practice from the Chinese govern-
ment). Some of them felt happy after the interview but were uncertain during it.
They commented on this and often compared their cognitive interview experience
with their experiences in China or their expectation of the Chinese government.
They said that things like a government agency interviewing common citizens for
feedback would never happen in China.

The third issue is the dimension of interpersonal relationships. Cross-cultural
studies (e.g., Shaules, 2007) maintain that East Asian cultures tend to place a high
value on maintaining harmony in social relationships. The concept of “self” is de-
fined as fundamentally related to others and the self is identified by human relation-
ships and social roles (Schwarz, 2003b). This is reflected and communicated in the
frequent use of “we” rather “I” among the Chinese and Korean respondents.

In addition, we found that the Korean respondents tended to place a high value
on politeness; one of the standard ways to show politeness is to be modest and acqui-
esce to others’ opinions. This is particularly true for older generations. During the in-
terviews with the low-educated older women, we often observed respondents tend-
ed to agree with the interviewer irrespective of the content of the question (acquies-
cence bias). One of the main challenges in such interviews was to elicit answers from
the respondents who almost always responded “yes” or “don’t know” to questions.
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6.5.3 Common Findings for Russian and Spanish Groups

Both the Russian and the Spanish groups in our data set shared more features in
their response patterns with the English group than the Chinese and Korean groups
did when compared to the English. This agrees with the ratings of effectiveness of
probing questions across language groups presented in Table 6.2 and follows the
theory of cultures and continuum of directness presented in Figure 6.1. In other
words, for language groups that are closer to English in communication styles (i.e.,
Russian and Spanish), the translated questions and probes performed better in
terms of effectiveness. There were, however, two marked differences in response
patterns for both the Russian and the Spanish groups, as discussed below.

Providing an Opinion Even If Uncertain: Russian Group. In contrast to Korean
and Chinese participants, the Russian group seemed confident, readily providing
their personal views, usually at some length. At the same time, they often provided
vague or unrelated answers or answered in ways that clearly indicated that they
had misunderstood either the materials or the probes. Analysis revealed a frequent
tendency to answer with the same words as used in the materials, without
providing the requested response rephrased “in their own words.” This general
tendency could be interpreted as a strategy to avoid admitting that they did not
understand a given statement.

Example 5. Russian Interview®
ID#3, Female, Age: 65+, High School Graduate, Year of Entry to US: 1990-1999

1. INT: Look, please, at the sentence: “You are required by U.S. law to
respond to this survey (Title 13, United States Code, such and such
Sections).” What do you think is the meaning of this statement. Again, in
your own words, please.

2.R: I think that they must clarify what I need to pay attention to, what
remarks I must make, what I'm satisfied and dissatisfied with. And, in
general, I think these clauses must clarify what [ must do and what is
required of me.

The probing question requested the Russian respondent’s own paraphrase in order
to assess whether she had understood the message. The respondent gave a
relatively lengthy response to the question but focused on what “they” (the U.S.
government) should do or what they should clarify (Turn 2), not how she
understood the statement. It is possible that she did not understand the statement.
At the same, she did not state that she had trouble understanding it.

& Due to space constraints, examples in languages other than English are presented in English without
including the original transcriptions.
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Providing an Opinion Even If Uncertain: Spanish Group. Of all the groups, the
Spanish-speaking cognitive interview respondents behaved most similarly to
English-speaking respondents. They usually elaborated on responses, focused on
the questions, and tried to provide answers to the specific questions asked.
Although at times they moved from “I” to “we” in giving their answers, they only
did so when they wanted to speak for the Latino community as a whole, not to
deflect focus from themselves as individuals.

However, one question reveals a clear-cut difference between them and the
English language respondents. The probe on the ACS introductory letter that asked
“What is this letter about?” elicited responses from Spanish respondents that over-
whelmingly focused on mentioning the uses of the ACS data that were mentioned
in the letter. This is, in fact, the question in which the Spanish respondents differed
most from the English respondents in this project. The English-speaking
respondents recognized the intention of the question was to elicit their opinions on
how the letter was formulated. As a result, they commented on what they liked or
disliked about the letter. For example, when asked the question, “Can you tell me
what the letter is generally about?” one Spanish-speaking respondent did not
respond to the question and focused instead on the ACS uses of the data. She
responded that “It talks about ... they will do the Census, they will take random
samples to ask or find out about community needs, whether it is because with this
information they want to know if there is a need for more schools, medical
aspects, transportation. Basically to see the needs of the community.” This
tendency to focus on the uses of the ACS data was found among Spanish-speaking
respondents irrespective of level of education.

Summary of Debriefing Discussions with Russian and Spanish Interviewers.
Debriefing discussions with the Russian interviewers revealed that Russian
respondents did not behave deferentially toward the interviewers and were not shy
or quiet about expressing their views and opinions. The Russian respondents were
openly critical about what they felt was good or bad in the documents and were
not reluctant to offer personal opinions. Interestingly, they seemed to expect their
suggestions could directly lead to changes in the materials. According to the
interviewers, in most situations, social position or wealth does not influence
expression of opinion in the former Soviet Union. This might differ in the
authority contexts they felt; people would be less open with superiors at work and
with government officials. In other contexts, people would only shy away from
being candid when doing so could hurt their own position.

Another unique feature of the Russian respondents for this study is that they
tended to have been in the United States longer than respondents in the other
groups and to be older than other groups. The impact of this difference on their
acculturation is not known. At the same time these were monolingual Russian
speakers and this would hinder acculturation, since they could not speak or
understand English and they tended to associate with other speakers of Russian.
Because they had come to the United States later in life, they were not, or were
only briefly part, of the U.S. workforce.
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Most Russian immigrants we interviewed had not lived in their country of
origin in the last two decades. This population was generally comfortable
expressing personal opinions or viewpoints in the interviews. However, as our
team of Russian language experts reported that in the former Soviet Union, people
usually disclosed true opinions around trusted people, very close friends, or
family, and never to government officials or their representatives.

Different nationalities in Latin America exhibit different styles with regard to
expressing their views and opinions freely. As a result, for what we call here the
Spanish group, it is difficult to characterize the perceived participant relationship
and rules of interaction. In the debriefing discussion, the Spanish interviewers
indicated that depending on their nation of origin and the circumstances in their
home country when they left, respondents could be more or less reluctant to give
opinions about politics or economics openly.

The Spanish interviewers also felt that if respondents perceived social
distance with an interviewer (higher status or more power for the interviewer), this
could have an impact on open communication, as the respondent could feel
intimidated. However, the interviewers did not feel this was the case in the
cognitive interviews they conducted. In addition, interviewers reported that age
will make a difference in the perceived participant relationship and interaction.
They reported that the young and educated are more open with each other than
they are with the older generations. Among lower education immigrants, a wife
often asks her husband before responding, even in younger couples, and
particularly among immigrants from rural areas. The interviewers also felt that the
younger generations may be less intimidated about giving opinions, especially
after being in the United States some time.

6.6 DISCUSSION

This study shows that when the same set of cognitive interviewing techniques or
questions was administered to four language groups, there were remarkable differ-
ences in the ways members of these language groups provided responses. Through
discourse analysis and debriefing sessions, we identified some patterns of linguistic
behaviors for respondents of these language groups. For example, the Chinese and
Korean groups tended to provide limited responses and their answers were not fo-
cused on topic, while the Russian group showed a tendency to give “confident” an-
swers which nonetheless might or might not be pertinent. These different response
patterns reflect preferred styles of communication and cultural norms of interac-
tion in a respondent’s culture. Respondents’ linguistic behaviors are a reflection of
how history, social practices, and cultural norms are crystallized in language use.

Effective cognitive interviewing depends, to a large extent, on the respond-
ent’s cooperation and active participation. It is quite possible that the respondents
from the language groups investigated here all intended to be cooperative, but the
patterns in their answers and responses are very different from the expected norms
of English cognitive interview behavior. Such behavior may be perceived as either
uncooperative or evasive within the context of western cultural norms and
expectations.
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Our results also raise questions about the data quality collected through
cognitive interviewing and the comparability of data across language groups.
Differential linguistic behaviors across language groups make it a challenge to
draw comparisons on the dimension of how respondents perceive questions and
materials presented to them in a cognitive interview. We are not sure if probing
questions serve their intended function, including if they effectively elicit
information. It is therefore important to have a good understanding of the
linguistic behaviors non-English-speaking respondents in an interview setting and
the sociocultural paradigms that govern these behaviors. Based on this
understanding, we can find ways to design interview questions that can be
effective and appropriate in eliciting the desired information.

Findings from this research provide first insights into which cultural and lin-
guistic issues are worthy of attention prior to and during cognitive interviewing,
and what techniques may be applied to address these issues. For cultural barriers
of communication style, we need to consider culturally appropriate ways to engage
non-English-speaking respondents in an interview, including practice sessions, prop-
er introduction and grounding of the task, explicit explanations and instructions,
adjusting interviewer’s communication style based on the target population, and
providing feedback in an appropriate way to encourage respondents.

For linguistic issues, we need to pay closer attention to the types of questions
asked in an interview and carefully craft questions to offset perceived potential
problems. The current research documents and sheds some light on the nature of
(problematic) responses generated by cognitive interviewing. Further research is
needed to investigate response behavior more and to test various approaches to
solving these issues with alternative types of probing. For now, however, we offer
these a priori suggestions for developing alternative probes:

e  Provide follow-up probes to reduce limited response or unrelated answers.

e  Craft probes that focus on the issues under discussion. Remove the focus on
the respondent (e.g., What part of the letter left you a deep impression?
What part of the letter does not sound natural to Chinese people?).

e Move away from the focus on “you” as an individual when interviewing
Asian language groups; instead, focus on “you” as a group (e.g., Korean
people, Chinese people like you, or everybody) to make the interview less
intimating.

e Develop more specific questions asking certain concepts/terms rather
than general questions and prepare follow-up probes for anticipated
ambiguous answers.

e Narrow the scope and focus or start with specifics to reduce vagueness or
evasiveness.

e Provide a set of alternative probes on one task so that if one probe fails,
the interviewer could try the next one.

e Avoid “yes/no” questions to reduce the tendency of short and brief
answers. Instead, craft questions that can induce an answer rich in details.

e For paraphrasing probes, focus on the message such as “what’s the
intention of this statement?” instead of the direct questions such as “what
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does this statement mean to you?” This will reduce the respondents’
tendency to borrow words or text from materials under review and could
be more likely to elicit their own thinking.

e Avoid asking for likes/dislikes on (say) government documents. Instead,
ask what is good/positive and bad/negative in a letter or brochure.

6.7 IMPLICATIONS AND FUTURE STUDY

The examination of cross-cultural and cross-language cognitive interviews through
the lenses of discourse analysis and the ethnography of communication focuses on
detailed analysis of issues being studied. Other pretesting methods in multilingual
studies, such as behavior coding, can be informed by our findings about
communicative styles and cultural norms. For instance, in our transcript analysis
we looked at the extent to which respondents across different cultures challenge
interviewers or their questions. We identified patterns of differences across
language groups. This has strong implications for behavior coding because many
behavior-coding studies assume that respondents behave in the same way when a
question is problematic, regardless of the language of the interview.

Our study is limited in scope and in magnitude; we have only touched upon
one type of questionnaire pretesting method. In order to validate findings from this
study or to apply the same approach to other language groups, we need to consider
combining this approach with other methods. Once the patterns of the effect of
communication styles and cultural norms on cognitive interviewing are identified
and explained through the discourse analysis process, a coding scheme for
quantitative analysis can be developed to code the linguistic characteristics
described by discourse analysis. Quantitative analysis, then, can provide evidence
on the magnitude of issues we reported in this chapter.

Additionally, because our study sample was a purposive sample, it did not
allow us to investigate the impact of social factors such as education and
acculturation level. These are doubtless important. Future study is needed to look
into the relationship between the respondents’ social and demographic
characteristics and the quality of their responses in structured survey interviews.

The ultimate goal of research along these lines is to exploit empirical evidence
to improve cognitive interviewing in cross-cultural studies. One essential research
question is whether we need to argue for a more universal design of cognitive
interview protocols or for culture-specific tailoring probes and techniques. Our
study is limited in the data available and it is too early to suggest any conclusive
approach. But we believe this is area that deserves attention and needs further
study. We close with our first recommendations for multicultural cognitive
interviewing studies.

1. Conduct an expert review of the survey questions and materials to be pre-
tested to identify issues, and pinpoint potential problems, which includes
cultural experts’ input on the appropriateness of how to ask questions in a
target language.



Implications and Future Study 113

2. Design a cross-cultural interview introduction that takes into consideration
sociolinguistic conventions of question-answer sequences as a speech
event. Make necessary adjustments on how to introduce the topic, what to
include in the introduction, and how to explain the purpose of the interview.

3. Develop a universal interview protocol as a general guide. Then develop
probing questions in the target language instead of translating from “source
probes.”

4. Use tailored probes and techniques for each language to address culture-
specific issues, provided these serve the intended purpose and achieve the
objectives of the cognitive interview.
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Translation, Adaptation, and Design

Janet A. Harkness, Ana Villar, and Brad Edwards

7.1. INTRODUCTION

The opening chapter in this volume discusses the extent to which deficits in
practice, awareness, and theoretical underpinnings can be major obstacles to
making progress in developing suitable methods and benchmarks for comparative
survey research. Such deficits have certainly created obstacles to improving
translation practice and translation outputs in survey research.

This is not because researchers have considered translation unimportant. In
decades of writing about cross-national and multinational research, language and
translation issues are almost inevitably presented as serious challenges. In addition,
a quite large body of literature on the validity and reliability of individual translated
instruments references instances and sometimes procedures of survey translation.
These publications occasionally provide general recommendations on translation
strategies or on translation assessment procedures. More commonly, they cite
other authors as justification for the procedures followed to produce and test the
translated instruments whose validity and reliability they examine (cf. Harkness,
Villar, Kephart et al., 2009a, 2009b). A prime example of such citation practice is
found in articles that cite publications by Richard Brislin (1970, 1976, 1986) to
justify using back-translation procedures.

A successful survey translation is expected to do all of the following: keep the
content of the questions semantically similar; within the bounds of the target
language, keep the question format similar; retain measurement properties,
including the range of response options offered; and maintain the same stimulus.
Such matters as burden and form of disclosure are also meant to be kept constant.
The question design stage determines whether most of these have any chance of
being realized in translation (see Chapter 3, this volume). Even with an appropriate
source design, however, this is a fairly tall order for translation. For example,
survey translation generally aims to render the semantic content of a question in

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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one language in another language, and this goal may stand in conflict with some
other expectations for translation, such as maintaining the stimulus.

An informed understanding of what translation involves is the basis for setting
translation goals and specifications. Any translation quality framework and any
assessment of translations in terms of this framework beg the question of a theory
of translation and expectations derived from this theory for a given translation (cf.
Honig, 1997).

Nonetheless, survey translation is often undertaken and discussed without a
strong understanding of either the principles of translation or of current theories of
meaning. As a result, there continues to be a disjoint between theories, practice,
and benchmarks acknowledged in the admittedly diverse translation sciences and
the various approaches taken to translations and to assessment of translation in
survey research. “Established” translation practice in survey research, in the sense
of what is commonly done, is, we argue, by no means good practice.

One of the goals of this chapter is to make clear what may happen in survey
translations. Another is to describe current best practice in survey translation in a
manner that explains the motivations and strengths of certain strategies against the
drawbacks of others. Further goals are to point to areas in which we believe
improvements can be made and where changed tactics and policies are required.
Although the chapter presents theory-based as well as practical perspectives, we
aim to be as nontechnical as possible. For all aspects of this chapter and some
considered only briefly or not at all (such as translator training or language
harmonization), readers may also wish to consult the translation modules in the
Cross-Cultural Survey Guidelines at http://ccsg.isr.umich.edu/. Harkness was the
lead author of these.

7.1.1. Implicit Assumptions About Translation and Languages

All translation guidelines, expectations, assessments, and translation outputs are
based on explicit or implicit assumptions about the goals and potential of
translation. In survey translation, both translation and assessment are commonly
shaped by implicit assumptions about language, translation, and quality. An
example can illustrate this quickly. In a survey manual laudable in that it identifies
the translation and adaptation tasks for a project and what preparation is involved,
we find translation assessment “guidelines” such as the following:

e “Translated text should have the same register (language level, degree of
formality) as the source text;

e Translated text should neither clarify nor omit text from the source text,
nor add additional information;

e Translated text should contain equivalent qualifiers and modifiers, in the
order appropriate for the target language” (AIR, 2002, p. 16).


http://ccsg.isr.umich.edu/

Survey Translation: Forms and Terminology 119

Each of these statements assumes quite complex things about language which we
will not elaborate here. They also reflect implicit assumptions about the character
of translated instruments; we explore only a few of these in brief.

The first statement assumes, for example, that register can be matched across
source and target language and, moreover, that register should be matched.
Populations with lower literacy levels might, however, require simpler vocabulary
than in the source questionnaire. The second statement assumes it is possible not to
omit source “text” and not to add additional “information,” and that this is indeed
the course to follow. Again, leaving the complex implications about language and
translation aside, we merely note that it seems feasible that one population might
need an explanation that another would not. The third statement assumes that
“equivalent” is a meaningful term to use with reference to quantifiers and
modifiers and, in addition, that there will be quantifiers and modifiers in target
languages that meet the intended criteria in relation to source language
components. Researchers in both translatology and in survey-based research
disagree on the suitability and scope of “‘equivalence” vocabulary and frameworks.
Kenny’s (2009) brief review of uses in translation studies makes the diversity of
meanings associated with the term clear. Herdman, Fox-Rushby, and Badia (1998)
and Johnson (1998) demonstrate the diversity of uses of the term in respect to
survey research. We opt not to use it here, preferring in different contexts the
terms “appropriate” and “adequate” with reference to translations.

7.2. SURVEY TRANSLATION: FORMS AND TERMINOLOGY

Correctly or not—and we emphasize that discussion of this needs to intensify in
the social and behavioral sciences—survey translations are largely expected to stay
close to the source text, as the “guidelines” just discussed reflect. This section
therefore aims to illustrate different forms of “staying close” to a source text and to
identify terms sometimes used for these forms in survey research. Hopefully, this
will provide more insight into options and results than currently available.

A number of these approaches (such as word-for-word translation as used
here) are usually unsuitable for questionnaire translations; researchers sometimes
mention them in the sense of disclaimers—to indicate what they are not aiming to
do. At the same time, we note that most survey publications do not clarify how
terms used are to be understood and do not actually demonstrate the form of target
language version attempted or produced. The distinctions below are developed
specifically in relation to survey research. Many of these terms have, in addition,
multiple uses in the translation sciences which we do not cover here.

7.2.1. Translation Distinctions and Terminology

Source and Target. Throughout the chapter we use the term “source language” to
refer to the language translated out of and “target language” for the language
translated info, hence also related references to “source questionnaire” and “target
questionnaire.” Apart from such frequently used terms, a common vocabulary has
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still to be found for talking about different kinds of translation or translation
problems in survey research, as is, indeed, a framework for defining survey
translation quality. Below we assign a given form of translation to a term that is
often used for it. The discussion reflects, however, that some of the terms are
sometimes used indiscriminately for any of several translation approaches.

Transparent or Covert Translations. Various terms are used in different
theoretical frameworks to indicate, in simple terms, that a translation “comes
across” like an original text in the target language and does not signal that it is a
translation. The usual aim in survey translation is that translations do not reflect
that they are translations. In the translation sciences, this is a more complex
discussion than we need go into here (see, for example, House, 1977/1981 and
1997 on “covert” and “overt” translation, and Venuti, 1995, on “foreignization”
and “domesticization”).

Word-for-Word Translation. This is translation that operates at the level of words®
and the most salient “meanings” or senses associated with these words. The
translation closely follows the sentence structure and semantic content of the source
text, not the target text.

Example 1. Geben Sie dem Befragten die Liste 15: Give you (to) the
respondent the list 15.

The English version does not have normal English sentence structure (syntax),
nor is “list” the appropriate English term to render what is intended. “List” is,
instead, the etymologically cognate term to what is used in the German (Liste). A
suitable corresponding English term would be something like “showcard.” The
determiner obligatory in German (die), translated here with “the,” would normally
not be needed in English. Word-for-word translations can also be acceptable
translations for given contexts provided an absolute match of elements is possible
across the languages and conveys the intended meaning. This is usually not possible
across large stretches of text.

Example 2. Sein Name ist Paul: His name is Paul.

Word-for-word translation can be useful to reveal how the grammatical and
semantic features of a source text are organized. Phillips (1996) made word-for-
word English translations of songs by famous German composers alongside a
further English translation that observed English style, vocabulary, and syntax
needs. The three texts could thus help non-German singers know which words
corresponded to which (or did not correspond to anything), so they could phrase
their vocal interpretation better.

Close or “Faithful” Translation. If we distinguish between word-for-word and
close translation (as we propose to do here), then in close translation the translator

2 . . . . . .
‘We point out that what constitutes a word in one language might involve several words in another.
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tries to remain close to the semantic import, the vocabulary, and the structure of
the source text but also to meet target language requirements regarding
vocabulary, idiom, and sentence structure.

Example 3. Geben Sie dem Befragten die Liste 15: Give the respondent
showcard 15.

The English translation uses appropriate English words and English syntax but
stays closer structurally to the German than the alternative and also acceptable
translations in (4i—ii) and it stays closer to the German vocabulary (“give”: geben)
than 4iii.

Example 4i. Give showcard 15 to the respondent.

4ii. Present showcard/flashcard/card 15.
4iii. Hand the respondent showcard 15.

It is possible for a semantically and structurally close translation as defined
here to be fully appropriate and idiomatic in terms of target language purposes.
However, since the focus of close translation is more to convey the source text in
another language and less to meet the needs of a target language respondent, close
translation might not address pragmatic needs of a new target population. Omission
or addition of material, even if pragmatically justified, for example, would not
conform to the demands of a close translation.

Too Close Translation. Too close translation is a term we propose for translation
that disregards normal usage in the target language, usually inadvertently (poor
translation), or possibly in order to stay “close” to the source text for some reason.
In this way it may verge on word-for-word translation and not be appropriate for
questions to be fielded. Example (5) below relates to vocabulary (see example 1).
However, sentence structure can equally be "too close” to the source text, then
sounding odd or stilted for the target language, at best.

Example 5. Geben Sie dem Befragten die Liste 15: Give the respondent list 15.

The English translation stays close to the German in sentence organization, as
in the acceptable translation of example 3, but breaks with normal English idiom
by using “list.” For interviewers working in English, therefore, the translation is
suboptimal. Karg (2005) presents striking examples of too close translations from
the Programme for International Student Assessment (PISA) educational test
translations.

Idiomatic Translation. 1diomatic translation conforms to the familiar expression,
usage, and form of the target language/culture. It does nof need to contain phrases
themselves considered to be idioms.

A close translation and even a word-for-word translation may or may not be
idiomatic, depending on how much various elements of the source and target
languages match up directly. Every word matches in the following:

Example 6. Ich bin sehr zufrieden: I am very satisfied.

We remind readers that matching and idiomatic source and target questions do
not necessarily achieve comparable measurement.
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Literal Translation. This term is frequently used for either close/faithful
translation but also for word-for-word translation as this is described above. In the
translation sciences it is sometimes used for straightforward translation with a
focus on information (as in technical translation) but also in various other ways
(cf. Roberts, 2002, p. 435).

Direct Translation. The translation researcher Gutt (1991) defines direct
translation in terms of an intention to convey the communicative choices of the
source text in the target language. Direct translation in this sense therefore reflects
the characteristics and “flavor” of the source text with available target language
means. McKay and colleagues (1996) use “direct” to describe a single source to
target translation (cf. Harkness & Schoua-Glusberg, 1998). Others seem to be
using it for close or faithful as described above or, alternatively, for word-for-word
translation.

Conceptual Translation. 1t is not easy to know what survey researchers mean
when they use this term. It may be being used in contrast to translations that
operate at the level of words. It is sometimes juxtaposed to “linguistic translation,”
which again might be understood as either translation at the level of words or as a
reference to translation approaches that focus on grammatical and lexical aspects
of a language and less, for example, on pragmatics and meaning in context (cf.
Catford, 1965; Saldanha, 2009; Snell Hornby, 2006, p.151).

Adaptation Versus Translation. The aim of adaptation in survey instruments is to
tailor questions better to the needs of a given audience but still retain the stimulus
or measurement properties of the source. Adapted questions might be called for in
a one-language context (e.g., adapting questions for children). At the same time,
the need to produce a new language version often brings with it the need to tailor
(adapt) for a new population and context. Two examples in English, the first as
source, the second as adapted, demonstrate the principle:

Example 7. Do you have difficulty walking several blocks? (U.S. source
question): Do you have difficulty walking 100 yards? (U K. adaptation)

British towns are not organized in blocks and adapting the U.S. indication of
distance makes the intended distance (if “100 yards” is indeed this) clearer to
British respondents.

Translation, Adaptation, and Design. Translation as intended here is interlingual,
that is, across languages; it enables an instrument to be used with new linguistic
groups. Adaptation may be interlingual or intralingual, that is, also concerned with
changes required to tailor materials within a language. Adaptation may change
instrument design on one level to maintain it on another.

The relationship between design, adaptation, and translation can be close. A
population that requires translation may well require changes to accommodate new
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social realities, cultural norms, or respondent needs (e.g., level of vocabulary). In
some instances, the dividing line between changes undertaken to accommodate
cultural or social realities and those required for reasons related to language cannot
be neatly drawn. Answer scales provide a variety of examples. For example, if by
translating a scale as closely as possible, a bipolar scale becomes unipolar,
translation has altered the design. All changes need to be tested before use.

7.3. CURRENT THINKING, PRACTICE, AND RESEARCH

In some respects, thinking and practice regarding survey translation have changed
noticeably over the last decade. There is an increased acceptance that survey
translation practice needs serious concrete attention and that there are specific
ways to improve translation outputs. In both older and recent literature on survey
translation, there is some agreement that planning for translation should be part of
the study design. Whenever possible, it should also be an integral part of
questionnaire design rather than something separate and subsequent to it (Erkut,
Alarcon, Garcia-Coll, Tropp, & Vazquez-Garcia, 1999; Potaka & Cochrane, 2004;
Werner & Campbell, 1970). These are welcome developments. Emerging research
considered in Section 7.4 suggests that numerous further insights and related
changes in perspective and practice can be expected.

7.3.1. Current Thinking and Theory

Despite this progress, there is still not a strong understanding among survey
researchers of the theory and practice of doing translations, nor of the special
needs in this respect of survey translations. Equally, there is still not a strong
understanding of the needs of survey research among those trained in the
translation sciences.

As indicated earlier, the vocabulary used to discuss survey translation is often
under-defined and in part contradictory. Moreover, standard starting points in the
translation sciences such as a definition of the translation goal (purpose or
function), genre, medium (audio-visual, paper, aural), and the intended audience
are rarely explicit szarting points in survey research translation.

Instead, discussion often focuses on translation challenges at the level of
words. "There's no word for ..." debates are typical of this, as we see it, misguided
focus on words and their assumed meanings. For example, authors have described
the depression item Have you felt blue or down recently as hard to translate
because there is no word for “blue” (as sometimes stated about Welsh) or because
“blue” is not used to convey the sense of “somewhat depressed” in a given
language and in fact may be used to convey something quite different (such as
“drunk” in German). This is discussed at the level of words and is unlikely to take
us far in survey translation. Instead, we suggest, the focus should be on
ascertaining intended meaning and intended measurement and trying to convey
those (cf. Chapter 3, this volume).
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The role of context in shaping the meaning respondents perceive also requires
more informed discussion with regard to design, translation, and adaptation.
Certainly, a number of publications take note of the importance of context in how
questions are interpreted, that is, how context affects the way respondents perceive
information presented and assign readings or “meanings” (e.g., Sudman, Bradburn,
& Schwarz, 1996; Schober & Conrad, 1997; Suchman & Jordan, 1991;
Tourangeau, Rips, & Rasinski, 2000). At the same time, survey research has not
yet developed a comprehensive theoretical framework that fully accommodates
context. As a result, there are no established systematic procedures to take context
into account in developing questions for comparative research or in translating
them for multiple linguistic groups.

Evaluative research is sparse on the translation procedures frequently used in
survey research. In addition, survey research understanding of translation issues
lags well behind developments in the translation and interpreting sciences, even
accepting that translatology is a young and evolving field (cf. the historical over-
view of developments and trends in Snell Hornby, 2006, and accounts of different
national schools and traditions in Baker & Saldanha, 2009). Thus, although the use
of oral translations (bilingual interviewers or interpreters) complicates the survey
interview process and may compromise data quality, little research has appeared
on either the practice or consequences of using these forms of translation (cf.
Harkness, Schoebi, et al., 2008; Harkness, Villar, Kruse, et al., 2009a, 2009b).
Similarly, although the term “back translation” seems inevitably to occur in any
discussion of survey translation (as documented in Harkness, Villar, Kephart, et
al., 2009b), very little basic or applied research looks at back translation as a
method of assessment or compares the effectiveness of this assessment procedure
to other forms of translation assessment (but see Brislin, 1970; Cantor et al., 2005;
Forsyth et al., 2007; Harkness, 1996, Harkness, Villar, Kruse, et al., 2009a, 2009b;
Kim & Lim, 1999, See also Section 7.3.3 on back translation).

7.3.2. Current Practice

This and the following sections in 7.3 present questions that practitioners may
have about those involved in a translation effort and their individual contribution,
about how efforts can be organized, and about various options on the form of
translation. More detailed discussion of many of the points covered below can be
found at the Cross-Cultural Survey Guidelines website (http://ccsg.isr.umich.edu/).

Who Should Translate?

Machines? Machine translation (MT) is a re-energized subfield of computational
linguistics able to capitalize on sophisticated technology and huge language
databases to reduce the involvement of humans in translated text production.
Interest in using machine translation is related to costs, speed, and ease, and to
providing access for all. MT is a complex field with numerous issues we cannot
discuss here. Its potential lies currently in highly standardized and constrained
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fields of discourse where word-based matches can be identified and, it is assumed,
cultural and dynamic aspects of meaning are reduced. This is obviously not the
case for survey research, where we still lack even basic consensus on what needs
to be conveyed in other language versions.

Nonetheless, we do expect software tools such as translation memory and
databanks to play useful roles in survey translations in coming years.

Do It Yourself? Projects commonly utilize people without training in translation
but who (presumably) have language competence in both the source and target
languages. Language competence is certainly a prerequisite for translation, but not
a sufficient condition for working as a translator. Nor is previous experience in
translation—*having done it before”—a guarantee of quality or competence.

Professional Translators? Trained translators, on the other hand, will not necessar-
ily know how to tackle survey translations. One part of the problem is that while
survey researchers may not understand enough about the potential of translation to
ask for and explain the right things, translators may not understand enough about
surveys to deliver the right things. Inappropriate presuppositions translators bring
to the task about what is required may go unrecognized and uncorrected.

Teams? Well-organized team translation is an ordered and multistage process with
built-in quality checks and integrated refinement. With different team members
engaged at different stages, a team can provide the various kinds of expertise
needed to arrive at a good translation. Committee translation is another term used
for team translation (cf. Schoua-Glusberg, 1992), but this sense should then be
distinguished from procedures in which a group of people get together to translate
as a committee.

Don’t Translate—Use a Lingua Franca? Some surveys use a language that all
respondents of a basically multilingual survey population can follow (a lingua
franca). This strategy has been used in cross-national and within-country research.
Hofstede (2001, p. 43) reports on a 26-country study from 1967 using 4 languages
(English, Spanish, Japanese, and Portuguese) to interview IBM employees. In
countries with highly diverse linguistic groups, surveys may be fielded in the
language(s) most target populations can understand and whatever other languages
can be budgeted for. Little research has specifically addressed the effects on
survey estimates of using a lingua franca. However, research on how bilinguals
respond to surveys when interviewed in their several languages finds that people
respond differently depending on the language they answer in (e.g., Erwin Tripp,
1964; Harzing, 2006; Richard & Toffoli, 2008). In therapeutic counseling, similar
findings have been reported Lijtmaer, 1999; Ramos-Sanchez, 2007).

People using more than one language may use or prefer one of the languages
for certain contexts or topics. They might, for example, use one language at work
and another at home, or one with parents and another with their children. If in such
contexts the survey topic is not usually spoken about in the language of the
interview, various effects are likely, including language switching (Lijtmaer, 1999;
Ramos-Sanchez, 2007).
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7.3.3. Options for Target and Source Instruments

Written Translations. Good practice in survey research calls for written
translations; they can be reviewed, refined, pretested, documented, distributed, and
used again. The quality assurance and control measures available for oral
translations (see below) are very much weaker than for written translations
(Harkness, Schoebi, et al., 2008).

Double Draft Target Translations. Best practice also advocates having more than
one draft translation. In team efforts, these foster a rich discussion in the review to
produce a final version (Harkness 2008b). However, double drafts cost more than
one draft. To reduce costs, the source text can be divided (split) between
translators as described next.

Splitting up the Source Text: Splitting a questionnaire between translators can save
time and effort, particularly if a questionnaire is long (cf. Harkness & Schoua-
Glusberg, 1998; Schoua-Glusberg, 1992). This procedure assumes a team translation
review and finalization. Split procedures are less recommended for novice teams
(see Harkness, 2008b). If splitting is used, the source text is divided up between
translators more or less in the alternating fashion used to deal cards in card games.
By thus sharing material from one section between translators, possible translator
bias is reduced and translator input is maximized evenly across the questionnaire.
Each translator translates his/her own section in preparation for a review session.

Care is always needed to ensure that material or terms which re-occur across a
questionnaire are translated consistently provided they refer to the same entity or
notion. Split questionnaires may require particular care and checking in this regard
(Harkness & Schoua-Glusberg, 1998; see Cross-Cultural Survey Guidelines website
http://cesg.isr.umich.edw/).

Oral Translation: Oral translation takes two forms in survey research: an
interviewer translates as he/she conducts the interview or a bilingual interpreter
acts as a intermediary between the interviewer speaking language A and the
respondent speaking language B. Harkness, Schoebi, et al. (2008) and Harkness,
Villar, Kruse, et al. (2009d) indicate the considerable risks and drawbacks of using
oral instead of written translations. When oral translation is unavoidable, it should
therefore be accompanied by extensive preparation and training. This in turn
involves considerable expertise, time, and budget allocations. The more usual
motivation for oral translations is, however, to reduce, time, effort, and/or costs.

Double Source Text. Sometimes two “source” instruments are made available for
translating countries, as is the case in Eurobarometer surveys and in the
Organisation for Economic Co-operation and Development (OECD) Programme
for International Student Assessment (PISA).

The sparse literature on double source questionnaires leads to many questions
and few conclusions. Various relationships could exist between the two “source”
documents, as could differing specifications toward “comparability.” Decentering
(see Chapter 3, this volume) does not seem to be the basis of development. Fetzer
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(2000) states that Eurobarometer source questionnaires are in English and the
second "source" French version produced through translation. Eurobarometer
“Flash” surveys (http://ec.europa.eu/public_opinion/flash/FL162en.pdf/) present a
“bilingual questionnaire” in their technical reports without further explication.
Also referring to Eurobarometer surveys, Duch (1994) speaks merely of
developing “equivalent questionnaires” in English and French. Our own
examination of Eurobarometer questionnaires suggests that occasional oddities in
English and French “source” versions might be explained if some questions are
developed in English and others in French.

Citing Reif and Melich (1991), Fetzer (2000, p. 36) also points to differences
between the two FEurobarometer source versions—and further versions—in
questions asking about acceptance of immigrants in one’s “neighborhood.” In
English (for the United Kingdom), reference is made to “neighborhood,” in French
to “quartier” (not a match for “neighborhood”), and in German to ‘“Nachbarschaft
(a cognate term with the English but substantively different). Fetzer suggests that
the conceptual differences are likely to affect respondents’ responses.

Countries participating in PISA were requested to work from two “source”
texts in a particular fashion, choosing one as a source text and the other as a check.
Grisay (2003) speaks positively of these. Karg (2005), however, criticizes the logic
and theoretical basis of PISA double source documents, the resulting quality and
appropriateness of the two source versions, as well as the procedures followed by
various countries to translate and the quality of resulting translations.

Iterative Procedures. A number of surveys in different disciplines report using
“iterative” and multistage translation procedures, most commonly in connection
with back translation (see below). A fairly basic iterative procedure in this sense
would be translation into a target language, translation back to the source language,
comparison of the source text and the (source language) back translated text, and
adjustment. How adjustment needs are ascertained, what questionnaires are in-
volved, what changes are made, how often the procedures are repeated and also
why, is often unclear (Harkness, Villar, Kephart, et al., 2009a, 2009b). Depending
on a number of factors, including whether the source is open to modification, chang-
es made might be to the source or the target texts. If the source is also modified, this
resembles decentering procedures for design described in Chapter 3 (this volume).

The Translation, Review, Adjudication, Pretesting, and Documentation
(TRAPD) model described in Section 7.3.4 is iterative in a different sense. Here
each phase of refinement of the target questionnaire may lead to modifications
which are then reviewed, approved, and documented before the next stage is
attempted.

Back Translation. Countless projects engage in procedures they describe as “back
translation” (cf. review in Harkness, Villar, Kephart, et al., 2009a, 2009b, and
discussion in Section 7.4). In back translation (BT), the target text is translated
back into the source language and differences between the two source language
versions are taken as possible evidence of problems in the target language text.
Harkness (e.g., 1996 and 2003) argues that direct appraisal of the target translation
is both theoretically sounder and practically more valuable than BT.
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Harkness and Schoua-Glusberg (1998) noted that pressures on researchers to
apply BT could inflate its reputation as a “standard.” At the same time, criticism of
the adequacy of BT has grown over the last decade or so (Hambleton, 1993; van
Widenfeldt, Treffers, de Beurs, Siebelink, & Koudijs 2005; Maxwell, 1996;
Harkness, Villar, Kephart, et al., 2009a, 2009b).

7.3.4. Current Best Practice: Team Translations

Strategies currently most favored for survey translations recommend a team
approach, with different players collaborating in ways that serve to maximize their
mix of expertise. Variations of team approaches are described in guidelines such as
those for the European Social Survey (e.g., Harkness, 2008b), for the U.S. Bureau
of Census (Pan & de la Puente, 2005), and on the Cross-Cultural Survey
Guidelines website (http://ccsg.isr.umich.edu/). In the TRAPD team translation
model (Translation, Review, Adjudication, Pretesting, and Documentation; Figure
7.1) translators provide the draft materials for the first discussion and review with
an expanded team. Pretesting is an integral part of the translation development.
Documentation of each step is used as a quality assurance and monitoring tool. In
this way, notes on problems faced and their resolution are kept at each stage and
consulted at the next step to inform decisions (Harkness, 2003, 2008b).

Team approaches usually exploit a direct and iterative exchange between
various team members. For example, substantive reviewers or those responsible
for signing off on a translation may return to translators with queries even at late
stages of translation completion. At the same time, it would be counterproductive
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Figure 7.1. The Translation, Review, Adjudication, Pretesting, and Documentation Model
(TRAPD)
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to engage every team member in every decision, and this is certainly not the intent
in a team approach. Proper planning can ensure that input from relevant players is
available at various stages. All instruments should be pretested before use, once
the translations have reached an advanced enough stage to warrant pretesting.

Team Composition, Briefing, and Training. Good procedures cannot remedy lack
of competence but built-in quality assurance and monitoring steps are
essentialcomponents and are useful in helping train less experienced members in a
team. Within a quality assurance and monitoring framework, the suitability of
anyone involved should be checked before they are engaged in the effort.
Everyone should be briefed and trained as necessary on their required roles and on
the procedures and schedule envisaged. In addition, output and performance (e.g.,
of translators and reviewers) should be checked at early stages in order to address
any problems found (see the Cross-Cultural Survey Guidelines website
http://ccsg.isr.umich.edu/ for more detail).

Translation Production and Review. Translators can produce draft translations
and reviewers prepare for review meetings wherever they have access to the
project materials and tools. Given the increasing potential to meet in virtual
workspaces, review discussions need not always call for face-to-face meetings
between those involved in the translation effort. However, if players have little
experience of review procedures, managing review feedback and discussion can be
more challenging in virtual meetings than in face-to-face meetings. In all
instances, review meetings must be carefully prepared and moderated. Extended
meetings only by telephone are problematic. For instance, participants and
moderators only have oral/aural exchanges to guide their discussion.

Budgeting for Translations. Good translations do not ensure a good survey but
bad translations do guarantee a bad survey. Despite the essential role translations
play, projects sometimes speak of translations as costly and look for ways to
reduce expenditure on translation and assessment in an often unprofessional
manner. In fact, translation costs usually make up only a very small part of total
survey costs. If this is not the case, project planning and implementation should be
reviewed (see, too, guidelines at /http://ccsg.isr.umich.edu/).

Most projects cannot afford multiple assessment procedures but must
nonetheless find robust ways to assess quality. Careful allocation of funds dictates
that surveys use effective ways to produce, assess, and refine translation quality.
Modest budgets are a strong reason to invest at the outset in robust translation and
assessment procedures, guided by an appropriate theoretical framework. A
parsimonious choice of procedures, however, assumes an understanding of
options. Costs will inflate if multiple procedures are used indiscriminately.
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7.4. RECENT AND EMERGING RESEARCH

This section concentrates on recent research on survey translation which has
provided new insights. It is not intended as a review of survey translation
literature. A number of publications reflect pronounced efforts to develop
translation procedures and assessment methods that improve survey translation
quality. Some treatments are holistic, dealing with survey translation efforts as a
whole; others focus on particular features or strategies, such as role of pretesting in
developing translated instruments.

7.4.1. Research on Translation Production

Harkness (2008b, 2003) and Harkness, Pennell, and Schoua-Glusberg (2004) have
advocated translation procedures based on quality assessment and control (QA and
QC) frameworks that use documentation at each step as part of the development
and review process. The TRAPD procedure introduced earlier makes review and
pretesting integral to the translation production process. Willis and colleagues
(Chapter 8, this volume) present challenges discovered at each stage in projects
based on TRAPD-like models.

In basic research on the team production process, Harkness and Behr (2008a,
2008b) made transcripts of audio-visual tapes of team translation review
discussions, providing the first data of this kind we are aware of. The research
examines strategies teams use to resolve translation challenges and the dynamics
of such interaction, providing insight into the translation process and informing
team member training. The video-taped reviews of German modules for the
International Social Survey Programme (ISSP) followed TRAPD specifications:
documentation of each stage to inform the next, two separate draft translations,
team review, adjudication in review, and after review, pretesting, and further
refinement. Behr’s dissertation (forthcoming) is a case study using these data to
identify various kinds of problems encountered, resolution strategies used, and the
basis taken for judgments and decisions. This kind of process-oriented, evidence-
based research promises to provide useful practical and theoretical insights into
team translation that can inform training, benchmark development, and practice.

Survey translations are not always produced in written form; bilingual
interviewers or interpreters are sometimes used. There is not yet much research on
these real-time translation situations. Harkness, Schoebi, et al. (2008) investigate
translations produced by bilingual interviewers during telephone interviews. When
bilingual interviewers are used as translators, the interviewer silently reads a
source language questionnaire and conducts the interview in the target language,
translating as he/she proceeds through the interview. Such oral translations in
surveys have usually been seen as a way to save time and money. Harkness and
colleagues (2008) compared participants’ performance and the interaction in orally
translated interviews with those of interviews conducted with written scripts. Their
findings suggest that oral translation threatens data quality within a language and
threatens comparability across languages.
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In a related project, Harkness, Villar, Kruse, and colleagues (2009¢; 2009d)
analyze transcripts from interpreted telephone interviews. Interpreted interviews
are prototypically conducted between three individuals, with a monolingual
interviewer speaking language A, a monolingual respondent speaking language B,
and a bilingual interpreter mediating between these two in each language. The
findings in this project, which used questions from the Harkness, Schoebi, et al.,
(2008) research, mirrored those from the earlier study. The process and outputs
considerably complicated the interview procedure in terms of successful
interviewing and compromised data quality and comparability.

We thus recommend caution in using either bilingual interviewers or
interpreters in survey research. However, sometimes oral translation is the only
option (with unwritten languages, for example) and further research along these
lines is needed to better understand and meet the inherent challenges of
interpretation and oral translation in surveys.

Finally, we note that translation has also been advocated as a refinement tool
for question design (e.g., Harkness, 1995, 1996; Harkness & Schoua-Glusberg,
1998; Harkness et al., 2008; Braun & Harkness, 2005). In essence, this is
motivated by the fact that the deep processing called for in translation helps
developers notice features they might otherwise overlook. Here, too, however,
more research is required to improve strategies to elicit the relevant information.

7.4.2. Research on Translation Assessment

A small number of research projects have looked at current translation assessment
techniques and/or the assessment outputs (that is, the suggestions, queries, etc.,
resulting from the assessment step). Interested in what various assessment steps
might reveal, Willis and colleagues (Chapter 8, this volume) discuss the kind of
mistakes discovered at different stages of translation review and pretesting in
projects more or less based on a TRAPD model. Chapters 5 and 6 (this volume)
discuss insights gained from cognitive pretesting into problems related to
translation. They implicitly underscore the relationship between design and
translation, with relation to questions (Chapter 5, this volume) and to supplemen-
tary materials (Chapter 6, this volume). As we see it, they also prompt questions
about the form pretesting strategies might need to take with different target
populations.

Within the fields of educational assessment, there is considerable discussion
of instrument design, cross-cultural and cross-curriculum viability, and assessment
of translation quality (cf. references in Chapter 3, this volume). Dept, Ferrari, and
Wiyrynen (Chapter 9, this volume) describe centrally controlled review proce-
dures undertaken in international education projects by a company specializing in
such reviews. In contrast to TRAPD, the review input was provided by external
reviewers, independent of the people involved in initial translation production.

In a number of projects, Harkness and colleagues have investigated how
reviewers review; what benchmarks they use in review; how they perceive the
translations they review; and their preferred assessment strategies (Harkness, 1996,
2005; Harkness & Behr, 2008b). Harkness, Villar, Kephart et al., 2009a, 2009b)



132 Translation, Adaptation, and Design

compare the output and usefulness of external reviews of survey translations
against project-internal reviews. They also compare qualitative reviews of
translations by different kinds of survey experts with reviews based on back
translation.

7.4.3. Research on Translation and Answer Scale Design

Answer scales do not lend themselves well to translation (cf. Harkness, 2003;
Harkness et al., 2004; Harkness, Chin, Yang, et al., 2007). Translations are
sometimes not viable (e.g., neither agree nor disagree in Swahili and Hebrew) or
may automatically result in altered designs (Harkness, 2003; Harkness et al.,
2008). Nonetheless, research on alternatives for developing answer scales and on
strategies used to translate answer scales is quite limited. Research on the intensity
respondents associate with answer scale labels in German and English (e.g.,
Harkness, Mohler, Smith, & Davis, 1997), later extended to Japanese (Smith et al.,
2009), indicates that nominally “matched” expressions such as “very good”
(E)/sehr gut” (D)/“trés bon” (F) are assigned different degrees of intensity of
“good” by different populations. We note that this research concentrated on
individual response category labels and that application of the findings to actual
scales and survey questions remains to be conducted.

Szabo, Orley, and Saxena (1997) also investigated the degrees of intensity
populations associated with response category labels, leading the World Health
Organization Quality of Life (WHOQOL) project to adopt a novel strategy for
developing response categories across languages. End labels were fixed for the
source language scales and these were translated for other language versions. Any
intervening response category labels were decided in a country-specific (language
appropriate) manner. In this way, the project hoped to reduce difficulties of
matching up multiple labels across languages. This approach assumes that
endpoint labels could be successfully translated so as to identify comparable cut-
off points across populations and that the intervening labels used would also be
interpreted comparably across languages. Villar’s (2009) research on translated
and adapted answer scales raises some doubts about this, as does findings on
endpoint translation (Harkness, 2003; Harkness et al., 2005).

Obviously, much remains to be investigated regarding answer scale version
production, also in connection with the next topic, response category choice.

7.4.4. Research on Translation and Response Category Choice

Why populations might tend to associate different degrees of intensity with terms
that appear to be “matched expressions” is under debate. Factors identified as
potentially affecting response behavior include features of language, including
differing options for negation (Harkness, 2003; Harkness et al., 2008); response
style tendencies (see Chapter 12, this volume); cultural orientation and associated
habitual perception (see Chapters 10 and 11, this volume); the design of answer
scales (e.g., Schwarz, Hippler, Deutsch et al., 1985; Schwarz, Knéduper, Hippler et
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al., 1991; Chapter 11, this volume; Villar, 2009). For instance, Villar’s (2009)
examination of data and translations from a number of ISSP countries finds that
within- and across-country response preferences differ significantly depending on
whether the agree/disagree source answer scale was translated or adapted.
Different levels of macro-, meso-, and micro-context have also been considered
relevant (Braun, 2003; Braun & Harkness, 2005; Chapter 10, this volume).

A growing body of work considers how culture may mediate response choices.
Haberstroh, Oyserman, & Schwarz (2002), for example, draw on cultural
differences in how people perceive and apply conversational norms to survey
questioning and answering to understand respondents’ interpretation of questions
and their resultant responses. Schwarz, Oyserman. and Peytcheva and Uskul,
Oyserman and Schwarz (Chapters 10 and 11, this volume) demonstrate how
culture may affect respondent perception and response choices in individualist,
collectivist, and “honor”-oriented cultural contexts. In their discussion of response
style research (Chapter 12, this volume), Yang and colleagues suggest that the
habitual propensity a respondent may have toward a given response style is shaped
by both individual characteristics/traits and his/her experience. Cultural context
and exposure to cultural norms are considered to be important contributing factors
to this “experience.”

Finally, the effect of individual respondent motivation and burden on response
behavior is discussed under the rubric of “satisficing,” a combination of “satisfy”
and “suffice” (e.g., Krosnick, 1991; Krosnick, Narayan, & Smith, 1996a). It is also
possible that motivation to respond could differ systematically across populations
(cf. the fear factor encouraging “undecided” responses referred to in Luz Guerrero
& Mangahas, 2004).

7.4.5. Research on Adaptation

The recently re-energized field of adaptation studies focuses in the first instance on
changes required to develop material for other mediums, in particular adaptations
of literature and drama to film (cf. Leitch, 2008). In survey terms, this is modestly
comparable to thinking about changes required when the mode or form of
application of a one-language survey changes or when an instrument for adults is
adapted for use with children. Bastin (2009) provides a brief overview of
adaptation in translation studies disciplines, also identifying some forms of
adaptation and strategies which could be useful in survey research.

Adaptation in the survey context is often concerned with deliberate changes to
source material in order to meet new needs of various kinds. In the first instance, it
involves modification of question content, format, order, or instructions to meet
the needs of a new population, location, mode, or any combination of these.

Smith (2007a), for example, discusses adaptations required to update English
questions in the U.S. General Social Survey (GSS). Maxwell (1996) considers
changes required in educational testing. Contributions in Hambleton, Merenda,
and Spielberger (2005) address adaptation and translation in educational testing.
Contributions in Georgas, Weiss, van de Vijver, and Saklofske (2003) also
document changes made in the WISC-III intelligence test instrument. However,
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changes are not always the result of deliberate decisions to modify. As discussed
earlier, translation may force a design change.

Research on the theory and practice of survey adaptation is nonetheless
meager. In general, detailed documentation on survey adaptations (or inadvertient
changes) is also sparse and not easily located. The U.S. GSS codebooks, which
provide detailed notes for users on changes made in questions from one GSS
survey to the next, are a notable exception. At the same time, we note that
documentation of changes is different from explanation or assessment of changes;
those trying to learn about adaptation strategies or the adequacy of adaptations
would ideally need both.

Table 7.1 presents features which frequently require to be adapted to fit a
given location and population, mostly independent of (interlingual) language
change (cf. Harkness, 2008a; Harkness, van de Vivjer, & Johnson, 2003).

The Cross-Cultural Survey Guidelines website (http://ccsg.isr.umich.edu/)
provides a work in progress toward a typology of instrument adaptation strategies
and rationales; see, too, Maxwell (1996) and Bastin (2009).

Access to any changes made in comparative surveys between source and
target or different versions of a questionnaire may be complicated by the fact that
questionnaires exist in different languages, not all of which researchers and other
users may understand. The likelihood of simply spotting changes across question-
naires is thus reduced. The European Social Survey (ESS), a comparative survey
often praised for its documentation, provides an example. Centrally held records
are available for each round on any changes (including unintended deviations) in
target instruments that participating countries provide. Countries, however, have
been known not to notice or to omit to report differences between the source and
their target version(s). In such instances, no record is available for users.

7.4.6. Research Related to Translation Documentation and Tools

Documentation to inform survey life-cycle QA and QM must be available in a
timely fashion (see Chapters 13 and 16, this volume; Harkness, 1999; Mohler &
Uher, 2003). In the iterative TRAPD model (see Figure 7.1), documentation is
envisaged as a tool to guide decisions throughout the translation process, as well as
to provide documentation for users. However, maintaining documentation can be
burdensome (cf. Mohler & Uher, 2003; Mohler, Pennell, & Hubbard, 2008). The
documentation provided by country teams on the development of ESS translations
was at times meager. This may be because those involved were not familiar with
how and what to document, but it is also likely that the effort involved in manual
documentation played a role. Little is also available publicly on why the answer
scales that Villar (forthcoming) examines in different countries and languages
were adapted in some modules and translated in others, often for one and the same
organization.

"Localization translation" aims to translate and adapt source software text to
ensure that translations fit new locations and languages (cf. Esselink, 2000;
Schéler, 2009). The shared translation tools, project management schedules, and
automatic documentation components used in localization very much structure the
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TABLE 7.1. Examples of Some Adaptation Types and Topics

Topic
Measurements

Components and order
of calendar dates,
names, initials, ad-
dresses

Institutions

Product & food terms,
brand names

Sexual terminology

Emotions and
conditions

Socio-economic
questions

Answer scales

Visual images

Direct and indirect
disclosure formats

Cultural and social
conceptions and
conventions

Details
Distance; temperature; weight;
length/height

Order of day/month/year; order
of first and last names and initials
of these; components of addresses
and their order

Schools; institutionalized services
and practices; government bodies

Cigarettes, cooking oil,
vegetables and fruits

Sexual orientations, sex practices,
parts of the body

Instances and intensities of
feelings or states
Education; income; type of
housing

Endpoints; midpoints; other
points

Saliency, focus, processing
habits; semiotics

Habitual indirect disclosure;
questions sensitive only in some
populations

An extremely wide range of
topics could be involved

Concrete Examples

100 yards; 20°C; 2Ib.
(imperial); 6ft

13/1/2011; Harkness,
Janet; HJ (Hungarian
initials order); street
number, apartment/house
number, zip code, place
name, regional division,
country

Grammar school; VAT;
social security; welfare
benefits; Parliament
Light-tar cigarettes;
names of products

Anxiety; "brain fog"

(See Chapter 17, this
volume)

(See Chapter 3, this
volume and this chapter)
Perceived foreground &
background; direction of
reading/ processing;
socially acceptable
depictions.

Names of children

Hygiene practices; taboos,
health care

entire translation effort for all those involved, also automatically embedding this
development in a QA/QC framework. While the nature of localization translation
work differs from that required for survey translations, such management, project
assignment, and documentation subtools help ensure timely and consistent
production of translations. Technological aids reduce the burden on those
recording information and make it easier for others to access existing records and
decisions on outputs. Tools can also make production faster, which can also
provide an important competitive edge in a cost-conscious market.
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Translators in a growing number of fields increasingly use a variety of tools
which aid them in producing and checking translation outputs. Diverse tools are
available free on websites that translators use. A number of worldwide survey
organizations, in part in collaboration with translation software providers, use
translation technology to speed up and systematize large-scale multiple language
translation projects (cf. Gallup, http://www.sdl.com/en/customers/case-studies/
gallup.asp/; de Voogd, 2008). We expect the use of software tools to grow in
survey research. There is, for example, a growing awareness that tools that
enhance production and incorporate QA and QM documentation features will
simplify process and product documentation for multiple users (cf. Harkness,
1999; Harkness, Dinkelmann, Pennell & Mohler, 2007; and Chapters 13 and 16,
this volume).

In a European Social Survey report to the European Union, Harkness,
Dinkelmann, et al. (2007) identify the components ideally called for in a survey
translation tool which would automatically provide documentation of different
developmental stages and thus support production and end documentation. Their
review of project management and translation tools found that none of those then
available was ideal for survey translation. That report cautions against submitting
unvetted materials to translation memory files. Translation memory (TM) is a
common feature in translation software packages. It can be understood as a
database that stores units (words, phrases, or more) that have been previously
translated alongside the corresponding source text components as “translation
units.” Given the modest research on answer scales, for example, a TM database of
answer scale labels would currently only be a collection of unvetted translations.

Tools can take many forms; even very modest tools help enhance quality. The
procedures described in Chapter 9 (this volume), for instance, could essentially be
maintained on Excel spread sheets (cf. Dept, Ferrari, & Wéyrynen, 2008). The
tables originally used in ESS and ISSP translation work to align source and target
text were only simple Word tables. A number of translation websites that
translators use to advertise their services also offer software tools, tips, and
discussion boards free of charge.

7.5 COMMON MYTHS OR MISCONCEPTIONS

At various points in the chapter, we have implicitly or explicitly referred
misconceptions about survey translation. We briefly review these here:

e That written survey translations are expensive
We noted that translation costs should be small in comparison to other cost factors
of a survey. Good translations support the survey goals. Good translations can also
be considered as candidates for re-use. With appropriate documentation they could

also be stored in a translation memory (TM) database.

e That oral translation procedures can be used with impunity
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The small body of research on oral translation by interviewers and using
interpreters indicates how burdensome the undertaking can be for all those
involved. Better strategies need to be developed for when oral translation is
unavoidable. Written translations are the much preferred option.

e  That back translation (BT) should be a preferred assessment tool

Recent research (Harkness, Villar, Kephart, Schoua-Glusberg et al., 2009b; cf.
Harkness 1996; Chapter 8, this volume) indicates that other forms of translation
review and assessment are more efficient than back translation. The effort, time,
and costs involved in alternative approaches are likely to be the same. Numerous
projects, for example, use BT as only one of several procedures, possibly
reflecting that more have been considered necessary. Multiple procedures
obviously increase outlay.

e That retaining semantic content of questions in translated versions will
retain measurement properties

Meaning is more a property of people than of words. Multiple levels of context
contribute to how we interpret what the words people produce are intended to
mean. We therefore cannot assume that two questions with ostensibly the same
semantic content automatically “ask the same thing” and prompt comparable
responses.

To these we add a further five, again providing brief explanations:

» That good survey questions will be robust in comparative contexts

Precisely the qualities that make a question effective and salient in a given context
for a given population may prevent it from traveling well. It may exactly fit the
conceptual, linguistic, and pragmatic context for which it was designed but fail to
do this elsewhere. Mobility questions asking about “difficulty playing golf” might
work well in contexts in which golf is popular, affordable, and accessible to both
genders. The meaning of “having difficulty” changes, however, in contexts when
the sport is unusual and expensive.

e That anyone can take on survey translation

Questionnaires are, at their best, deceptively simple. Designers often aim for
straightforward language, fairly basic vocabulary, and short sentences. This might
suggest that anyone with a reasonable grasp of source and target languages could
produce good translations. That is not the case. In fact, experience shows that even
trained translators have trouble producing appropriate survey translations. Question-
naires are a complex text type. It is often challenging to produce workable trans-
lations that carry out the required acts of measurement in the guise of questions
and answers. Translations must also take into account that questions are intended
to be offered (said) once and to require only a normal degree of textual processing.
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In various places in this chapter, we also recommend the use of translation
tools; translation checking software, language corpora, and so forth. Translators
are trained in how to translate and also in how to make the best possible use of the
growing array of tools of their trade.

e That translators or survey researchers can decide survey adaptations

In some fields, adapting texts to new mediums or cultures is the business of
translators versed in the constraints and requirements of the mediums. In survey
research, the strategies and forms of adaptation are not well defined and there is no
established protocol for evaluating the merit of selected adaptations. Translators
are often not conversant with survey instruments as measurement tools. As things
currently stand, we suggest team input should decide adaptations and that
adaptations should be tested with target populations.

e  That there is one “right” or “best” translation

First and foremost, the purpose of a translation should determine how one and the
same source text is translated. Differences in purpose can motivate numerous
differences in target versions. Second, pretesting reports consistently demonstrate
that questions can be understood to mean different things. Do you have difficulty
reading a newspaper? is intended to be a question assessing vision. A person with
a low literacy level might indicate they had difficulty reading newspapers because
of that. Questions can be read in multiple ways and can also often be translated in
multiple ways. Arguably any translation that manages effectively to do what it is
intended (collect the required information) and does not do unwanted things (e.g.,
increase burden) is an adequate translation. It is possible that more than one
translation can do this.

o  That statistical analysis will suffice to address translation problems

Elsewhere we emphasize that translations must be subjected to both qualitative and
quantitative assessment (Harkness et al., 2004). The obvious route to take is to
make translations as good as one can using design and translation strategies and
qualitative testing and then test whether statistical analysis verifies qualitative
assessments or not or reveals new aspects not found in qualitative appraisal.
Contributions in Hambleton, Merenda, and Spielberger (2005) discuss various
aspects of implementing and interpreting statistical evaluations of educational
instruments across languages; see too Chapters 20-24 in this volume.

e That documentation can be postponed until “after the event”

Translation is a strongly decision-based undertaking (cf. Wilss, 1998). Good
practice dictates that survey translation products are reviewed before use. If
documentation is available, questions raised about translation and adaptation
decisions can be easily and reliably answered. Given the multiple and many-
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faceted decisions taken, trying to reconstruct them after the event will be error-
prone. In team efforts, each phase of development builds on the decisions of the
foregoing (see also Chapter 16, this volume, on documentation).

7.6. RESEARCH IN OTHER DISCIPLINES

First and foremost, survey translation efforts need to be based on a strong
understanding of translation as a process with an array of useful procedures to
transfer meaning from one language to another. Practitioners need to become more
informed about the nature of translation as variously understood in the translation
sciences and about the numerous options available to render a text in another
language for a given purpose. These are essential steps if survey research is to move
closer to defining in a useful manner the goals of survey translation as well as the
goals of instrument designs which envisage translation. Solid translation sciences
review articles on topics of relevance for survey—such as what the unit of
translation might be or the notion of translatability and what that involves—are
available in up-to-date handbooks and encyclopedias (e.g., the admittedly expensive
Baker & Saldanha, 2009).

At the same time survey translations need to accomplish comparable
measurement. Both researchers and translators need to understand better how and
why aspects of a new context and language might affect measurement. Disciplines
such as ethnography, participatory research, sociolinguistics and corpora research
have insights of value to offer. And outputs need to be tested appropriately. Context
at the level of the instrument includes co-text—the text surrounding the text under
consideration—and the carry-over effects of previous question content and ordering
(cf. Harkness, 2003). It extends to a wide variety of features we could subsume
under “the measurement event” (cf. Yang et al., Chapter 12, this volume}), including
physical details of instrument and the interview. Theories of survey response
already mentioned cover further relevant aspects; but these need to be considered in
the dichotomous situation of target and source instruments and populations. Thus
survey research must also do some groundwork; we need to begin to explore
systematically the potential effects of context in terms of source and target
instruments and populations.

The broad field of pragmatics provides a variety of approaches and theoretical
frameworks to analyze human interaction. Some of these have been used in basic
research on how respondents view and behave in survey interactions (Gricean
maxims, for example) and in studies of interview interaction (such as the principles
and procedures of conversation analysis). Other aspects of linguistic pragmatics,
such as speech act theory, discourse pragmatics, and the negotiation of meaning in
intercultural and intercultural contexts, have so far received less attention. In
addition, it is by no means clear that received wisdom in one area of pragmatics for
one context can be generalized across contexts (see, for example, Klungervik
Greenall, 2009, on Gricean implicature in translation). Moreover, fields
encompassed by “pragmatics” are diverse, dynamic, and in debate with themselves
(cf. Rajagopalan, 2009). Nonetheless, survey research is some way away from
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preparing to bring these diverse streams of knowledge and debate to bear in any
integrated fashion on the design of questions and their translation.

7.7 OUTLOOK

In terms of viable survey translation procedures, there has been important progress
recently. If we can succeed in also defining what it is that translations are meant to
convey and, importantly, if source questions were also designed or adapted so as to
accommodate this, a great deal more will have been accomplished. Before this can
happen, however, disciplines using survey research and translated questionnaires
will need to become cognizant of their options and of the consequences of choice in
terms of perceived question meaning, response categories, and measurement error.

This is a more challenging undertaking than demonstrating that certain
approaches to translation and translation assessment are more useful to survey
research than are others. Full demonstrations of even these are not yet available,
since we are only beginning to collect evidence on the efficacy of one procedure
over another, as illustrated by contributions in this volume.

Translation studies offer us a number of benchmarks and strategies as well as
theoretical perspectives from which to start. Indeed their current debates share
much with topics raised in this chapter; how to incorporate cultural aspects into
translation; how to include findings from other disciplines relevant for translation;
debating the different possible goals of translation and the implications of these;
and, in terms of translator output and careers, a focus on special, somewhat
technical translation. Survey translations can certainly in some respects be
considered technical, although not in any sense that would bring them within the
realm of MT. They are also especially complex in ways we are, encouragingly,
beginning to identify and address—not just at the level of recruiting better
translators, but also in terms of the frameworks adopted for question translation and
its verification. As we see it, the next real challenge is one which holds
transformatory promise: to link a theory and practice of question design to the
specifications made for translation and adaptation.
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8.1 QUESTIONNAIRE TRANSLATION OVERVIEW

The survey world is currently witnessing a surge of interest in multilingual
research. In the United States, this development is propelled by an increasingly
diverse population, and U.S. surveys that track the well-being of the population are
now expanding from one, or a few languages, to an increasingly larger number.
For example, in 2001 the California Health Interview Survey was conducted in six
languages: English, Spanish, Chinese (Mandarin and Cantonese), Khmer,
Vietnamese, and Korean. In Europe, a similar interest is motivated by the growth
of the European Union and its movement toward unification, standardization, and
harmonization of surveys {Alaminos, 2004; Harkness, 2003; Hoffmeyer-Zlotnik,
2008). Studies that base version production on translation assume that by doing so,
the same question can be asked in the different language versions produced.

In terms of standardization and harmonization procedures, this translation pro-
cess can be thought of as “ex amte input” harmonization, in which a common
measure (adapted into multiple languages) is intended to fulfill data objectives
across groups, cultures, or countries (see Chapter 17, this volume). This is
contrasted with output harmonization, in which different measures are developed
across groups, and reconciliation is accomplished after data collection. In order for
the former “one size fits all” approach to achieve success, the source questions to
be translated must meet multiple requirements (see Chapter 3, this volume). As
articulated by the U.S. Bureau of the Census (2004), the resulting translation
should be reliable, complete, accurate, and culturally appropriate, and also
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demonstrate measurement comparability across versions (also see Braun &
Harkness, 2005; Johnson, 1998; Miller, Willis, Eason, Moses, & Canfield, 2005a;
Napoles-Springer, Santoyo-Olsson, O’Brien, & Stewart, 2006; Pan & de la Puente,
2005; Saris, 2004; Schmidt & Bullinger, 2003; Singelis, Yamada, Barrio, et al.,
2006; Yu, Lee, & Woo, 2004).

Despite the seeming logic and simplicity of this approach, there are a number of
obstacles to achieving it, as numerous authors have pointed to pitfalls that arise in
producing questions based on translation of a source version. Some focus on phras-
es that in translation fail to convey the idea or concept intended in the source ver-
sion. For example, Népoles-Springer, Santoyo-Olsson, O’Brien, and Stewart
(2006) found that the phrase “medical tests and procedures” as translated into
Spanish was particularly problematic for Latinos in the United States because it
failed to bring to mind the kind of events intended. They modified both the source
(original) and tar-get (translated) questions to include examples of procedures
(blood test, X-ray, and cancer screening tests) so that the intended construct would
be better understood.

Recent approaches to how to enact a survey translation largely endeavor to
attain linguistic, semantic, and conceptual accuracy, while also avoiding an overly
literal, word-for-word rendition that may fail to communicate the measurement
goals of the question similarly across versions. Team translation procedures in
particular offer a novel approach to both the translation effort itself and to the
protocol used to evaluate the translation. These procedures include the addition of
both rule-based guides to questionnaire appraisal (Dean, Caspar, McAvenchey,
Reed, & Quiroz, 2005) and empirical methods of pretesting translated versions of
a source questionnaire (Blair & Piccinino, 2005a; Carlson, 2000; U.S. Bureau of
the Census, 2004; Harkness, 2008b; Harkness, van de Vijver, & Mohler, 2003;
Harkness & Schoua-Glusberg, 1998; McKay, Breslow, Sangster, et al., 1996;
Willis, Lawrence, Hartman et al., 2008).

Specifically, cross-disciplinary research has assisted in the development of
multistep, team-based translation methodologies. Harkness (2002, 2003, 2007)
describes the framework for a five-step process that involves multiple levels of
review and reconciliation: Translate, Review, Adjudicate, Pretest, and Document
(TRAPD). The TRAPD framework encompasses a multifaceted view, emphasizing
both linguistic and sociocultural elements. Similarly, the five-step process
advanced by the Census Bureau (2004) employs a team approach: Prepare,
Translate, Pretest, Revise, and Document (PTPRD). Both the project guidelines
provided for the European Social Survey and the Census Bureau guidelines
address specific operational issues at a relatively high level of detail, aiding
researchers to organize and execute a methodologically sound translation project.

However, there is currently a paucity of literature that presents actual data on
the contribution of the TRAPD or PTRPD process to the overall quality of the
translated survey instrument. This chapter describes an initial process evaluation
of the Westat—National Cancer Institute (NCI) adaptation of the TRAPD
methodology, presenting the results of five studies in which the translation efforts
were based on the TRAPD framework. An evaluation of the documentation and
outputs available from three specific procedural steps in the TRAPD process was
made, and we report on the types of questionnaire design issues that were
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identified, and potentially remediated. A mixed-method (quantitative and
qualitative) approach was used to develop conclusions concerning the effec-
tiveness of the methodology in the translation process.

8.2 THE WESTAT-NCI TRAPD TRANSLATION PROCESS

The current TRAPD application generally entails a five-step process that affords
opportunities at each step for evaluating and revising translated materials (see
Forsyth, Kudela, Lawrence, Levin, & Willis, 2007). The revisions that derive from
a given step and any relevant documentation are used as inputs for the following
step (see Table 8.1). Although “D” appears last in the acronym, documentation is
an ongoing component of each step.

The applications of TRAPD described in this chapter were executed as follows:

Step 1. Translation. In general, TRAPD incorporates team-based organization,
translation production, and documentation. In the surveys considered here, a
variety of specific procedures were in fact used, largely depending on the
languages involved. The English-language source questionnaires were translated
by either an in-house team of translators, by a translation vendor, or by a
consultant (one individual or a team working in concert). Instructions to the
translators varied by project. We do not view this variance in translation procedure
as a serious limitation to the research given that our focus was not on the exact
activities used within that step, but rather on the effectiveness of a multistep
process that included features beyond simply translating the questionnaire. It is
also important to note that for these projects in this study, translators generally
conducted the translation process without producing supporting documentation
describing problems within the source questions. Hence, later developmental steps
relied solely on a critique of the translation by both the reviewers and the
adjudicators (although each of those steps produced its own documentation).

Steps 2 and 3. Review and Adjudication. At each of these steps, bilingual staff
reviewed the initial translations, in conjunction with the source (English) version,
and suggested modifications based on their judgment and expertise. Adjudicators
had the additional task of selecting between the version suggested by the original
translator(s) or the reviewer, or deciding in favor of yet another version.
Reviewers and adjudicators came to decisions on the basis of their (a) fluency in
the source and target languages, (b) familiarity with cultural norms, (c) knowledge
of survey measurement goals, and (d) experience in questionnaire design and
survey methods. Having a team that fulfilled all elements of this skill set was seen
as essential to arrive at decisions based on relevant survey considerations that are
often beyond the expertise of the initial translator(s). Reviewers and adjudicators
were required to document the anticipated defects in the translated items and their
rationale for specific suggested revisions. In some cases, reviewers/adjudicators
worked with a template that aligned the source and target text, thereby facilitating
simultaneous note-taking. In other projects, they recorded their comments and
suggestions in a format of their choice. In those cases, the documentation was not
available in a readily accessible and comparable form. Given that the reviewer and
adjudicator in each instance mainly focused on the quality of the translation, we
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TABLE 8.1. Description of the Westat-NCI TRAPD Survey Translation Process

1. Translation Development of a survey translation using a team approach.

2. Review* Expert review of the translation(s) to identify problems and

additional translation options.

3. Adjudication* The adjudicator makes decisions to reconcile options from the

preceding two steps.

4. Pretesting: Intensive interviews of language-appropriate respondents to
cognitive identify difficulties in understanding and answering the
interviewing* questions and to identify translation issues that impede

comparability.
Behavior Field test of the survey translation and use of observational
coding of methods to identify potential problems with translated versions.

survey pretest
5. Documentation At each step, compilation of qualitative and quantitative data that
may be reviewed and further coded for purposes of report
writing, quality control assessment, and evaluation research.

* Indicates the step was evaluated in the current investigation.

expected that their focus would principally be on flaws in the target (as opposed to
source) questionnaire; that is, on the extent to which the target version effectively
represents the original version. In the adjudication process, the initial translated
version and the version produced through the review process were reconciled on
the basis of the adjudicator’s assessment of the most workable approach (with
management team concurrence) and the translations were modified accordingly.
For the current studies, qualitative data concerning identified problems with the
items evaluated at both Review and Adjudication steps enabled us to undertake
systematic analysis of the products of each of these steps (examples are provided
in the Results section below).

Step 4. Pretesting. Table 8.1 illustrates a comprehensive pretesting approach
in which cognitive interviewing (described in depth in Willis, 2005) and behavior
coding (Fowler & Cannell, 1996) are applied in turn. Because behavior coding
was used in only one of the studies described here, the current chapter is limited to
evaluating the outcomes of cognitive interviewing, as it constituted the Pretesting
step. Goerman (2006a) provides a description of the application of cognitive
interviewing to translated questionnaires; the procedures she describes were
generally followed for this research (see also Carrasco, 2003).

Step 5. Documentation. Finally, documentation of the potential problems that
were identified was available from the Review, Adjudication, and Cognitive
Testing steps. These three steps were therefore the focus of the current evaluation.

8.3 APPLYING THE TRAPD PROCESS IN FIVE STUDIES

Variants of the five-step process in Table 8.1 to develop questionnaire translations
in five studies were applied. The studies involved different target languages



Applying the TRAPD Process in Five Studies 145

(across all studies: Spanish, Cantonese and Mandarin Chinese, Korean, and
Vietnamese) and varied survey content (tobacco use, diet, acculturation to U.S.
society, and physical activity). Data from the Review, Adjudication, and Cognitive
Interviewing (Pretesting) steps were analyzed to assess the problems identified at
each of these steps, for each study. First, each study will be described briefly:

Study 1. The Tobacco Use Supplement to the Current Population Survey
(TUS-CPS). The Tobacco Use Supplement (TUS) is administered both face-to-
face and over the telephone. The English-language TUS was translated into the
Asian languages by translation vendors and into Spanish by in-house Westat
translation staff. These translators worked independently to produce four target
language questionnaires (Spanish, Chinese, Vietnamese, and Korean). Review of
these translations was conducted by survey language consultants (SLCs) with
proficiency in the respective target languages. The Review step was designed to be
in-depth and intensive, with detailed suggestions for revisions as the outcome of
this process. The SLCs were given a template to assist them in structuring and
documenting their comments. Adjudication was conducted by (tobacco-use)
subject-matter experts having both translation expertise and a strong survey
methods background. Cognitive interviews were then conducted with 41
respondents (see Willis, Lawrence, Hartman, et al., 2008).

Study 2. The National Health Interview Survey (NHIS), Cancer Control Module.
The NHIS Cancer Control Module collects data on a wide array of cancer risk fac-
tors (Pleis & Lethbridge-Cejku, 2006) and was translated from English into Spanish.
Professional translators from the Library of Congress produced an initial Spanish
translation, using previously translated questions as a guide. The Review step was
then conducted by a multiagency bilingual review team with content, language, and
methodological expertise. Adjudication was conducted by an independent bilin-
gual staff member at NCI who had extensive knowledge of the measurement objec-
tives of the NHIS. This person also made the final decisions about revisions prior
to cognitive testing. The current study focused on a subset of dietary questions
within the NHIS for which bilingual survey methodologists conducted two rounds
of cognitive interviews (nine respondents per round); the instruments were revised
between the two rounds of cognitive testing and again after the second round.

Study 3. California Health Interview Survey (CHIS). The CHIS is a population-
based telephone general health survey. Although it is translated into several lan-
guages, we focus on the translation process for a subset of items on diet and nutrition
for the Chinese version. A professional translation vendor produced one Chinese-
language questionnaire (intended for both Mandarin and Cantonese speakers) that
was delivered to Westat for review. Review was conducted by external bilingual
(Mandarin-Cantonese) experts hired and trained by Westat project staff.
Adjudication was then conducted by an in-house expert who was fluent in both
dialects and who had experience translating surveys from English into Chinese. In
her role as the adjudicator, she made the final decisions about changes to the
instrument. Subsequently, two rounds of cognitive testing were conducted (nine
respondents in Round 1 and four respondents in Round 2) by bilingual staff with
varying degrees of survey research experience. Respondents were of varying ages,
income levels, countries of origin, and education levels. The questionnaire was
revised between the two rounds of cognitive testing and after the second round.
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Studies 4 and 5: Acculturation and Physical Activity. Westat simultaneously
tested two independent sets of questions for the NCI: one centered on accultura-
tion of various Hispanic groups to U.S. society and the other on questions on phys-
ical activity in everyday life. Although these two sets of questions were translated,
reviewed, adjudicated, and pretested together, we treat them as separate studies for
the purposes of this chapter, given the very different natures of the two topics and
potential for fundamentally disparate varieties of problems to emerge. Translation
was initially done by a single native Spanish speaker of Mexican origin who had
prior survey translation experience. Review was carried out by two independent
bilingual specialists with survey research experience and Latin-American Spanish
language backgrounds. Adjudication was conducted by an independent expert who
had prior experience as an adjudicator and a strong background in survey methods;
this person made the final decisions regarding all revisions prior to the Pretesting
step. A total of 18 cognitive interviews were conducted with Latinos by three
bilingual survey methodologists, one of whom also had extensive translation
experience. An additional nine interviews were conducted by both monolingual
and bilingual interviewers. The respondents varied by mono- versus bilingualism
and length of domicile in the United States. One respondent group consisted of 18
individuals who were interviewed in Spanish; and the other was composed of nine
who were interviewed in English and who did not speak Spanish.

8.4 METHOD

For this evaluation study, we reviewed the documentation relating to the Review,
Adjudication, and Pretesting steps for each project, to characterize the types of find-
ings that emerged at each step. We documented the outcomes of each step for each
question and for each study, using a general coding system that has proved useful in
the past in providing a summarization of findings from cross-cultural, multilingual
investigations. The Translation, Cultural Adaptation, Generic Problem (TGC) sys-
tem (Willis & Zahnd, 2006; Willis, et al., 2008) is based on the finding that problems
identified generally fall into three relatively distinct categories, defined as follows:

1. T: Problems that are linguistic in nature and due to defects in the
Translation process (e.g., a term that is mistranslated or the presence of
grammatical errors in the translated or target version).

2. C: Problems that transcend language in the structural sense, but represent
problems of Cultural adaptation in which questions do not function
appropriately in one or more groups due to specific features of that group
(e.g., problems of worldview or structural differences between societies that
create logical defects in the item).

3. G: Generic problems of question design that are found or judged to affect
multiple cultural groups and are not culturally specific (e.g., general
difficulty in recall of long-ago events); these are, therefore, problems that
are contained in the source version that carry through to target translations.
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8.4.1 Coding Procedures

Our study documentation provided detailed qualitative data that we coded accord-
ing to the TCG coding system. We were able to use as raw material the written jus-
tification for recommendations (i.e., the anticipated or observed problems with each
item) at the Review, Adjudication, and Cognitive Testing steps. To evaluate the
unique contribution of the Review and Adjudication steps, only new problems that
were identified at each step were coded. That is, if the adjudicator simply agreed
with the reviewer that the original translation contained problems, this was not con-
sidered a problem first identified by the adjudicator (as it had already been identified
during review). Similarly, for cognitive interviewing, coding was conducted for all
problems that were first identified as a result of that Pretesting step. In summary,
coding was conducted in a way that endeavored to identify the unique contribu-
tions of each evaluation/pretesting step, independent of the other steps, so that we
could determine the efficacy of a given point in the question evaluation process.

Table 8.2 summarizes the analytic approach and contains information about
the processes and products associated with each step. The heart of the analytic ap-
proach in Table 8.2 involves the identification of problems at each step (that is, the
RAP steps of the total TRAPD process) by systematically coding all problems first
uncovered at each step. Note that we have in all cases collapsed across items; rather
than retaining information about particular survey questions, we chose to quantify
at the code level to reveal the distribution of these codes across step and study.

As depicted in analysis step 2 of Table 8.2, coders identified problems
whenever an item description indicated the potential for misinterpretation or
erroneous answers. Coders were four Westat survey methodologists who had
previous coding experience. Coder training consisted of group review of a training
document to learn the coding system, and then distributing the documents from the
five studies for independent coding. A set of coding rules was applied such that (a)
a questionnaire item could have more than one problem and could, therefore,
receive more than one code; and (b) a recurring problem that was essentially a
single issue was coded only once. For example, an erroneous translation of a term
that was repeated throughout the questionnaire was coded as such once, rather than
every time it occurred. Once coding was completed, the codes were entered into a
spreadsheet where they were aggregated and cross-tabulated.

Final assignment of problems to a T, C, or G code was done through consen-
sus rather than by completely independent coding, largely because coding of this
type was found to be difficult and required considerable discussion of nuance, This
was a level of judgment that we felt was best adjudicated as a group process
whenever coders had doubts about code assignment. In particular, it is sometimes
difficult to judge whether a problem is culturally specific as opposed to generic. If
the questionnaire had been pretested in both the source (English) and target
languages, and there was empirical evidence indicating that a problem affected all
groups, that problem was then classified as generic rather than culturally specific.
However, there were other cases in which source-language testing had been
conducted much earlier or not at all, and we lacked sufficient documentation
concerning the English-language outcomes. In these cases, a decision as to whether
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TABLE 8.2. Overview of the Three-Step Analytic Approach

Analysis Step Process Purpose

1. Review all Identify problems based on To identify problem
documentation and documented evidence in each items in preparation
detect problems document at review, for coding of problem

adjudication, and pretesting types.
steps.

2. Code each identified Apply TCG coding system to To characterize
problem by problem describe types of problems precise issues found in
type found at each step. each study at each

step.

3. Tabulate problem codes ~ Compare frequency and type To explore the simi-
and make comparisons of problems across steps and larities and differences
across steps and across across study, collapsing over of results, across steps
studies tested questions. and studies.

a problem was generic or culturally specific was left to the judgment of the
investigators based on a qualitative analysis of the nature of the problem.

As an example of this critical point, the testing of the TUS-CPS tobacco ques-
tions revealed that a question on how long one waits before smoking the first
cigarette of the day often produced responses that fell outside the codeable range
intended by the researchers. Rather than reporting a precise time such as “20
minutes,” a respondent might answer “as soon as I get out of bed.” This finding was
replicated across each tested group—an empirical indication that it was generic in
nature. On the other hand, for the Study on Acculturation and Physical Activity,
interviews were conducted with Hispanics only. As such, the decision about whether
problems identified were culturally specific versus generic in nature required a judg-
ment about whether the finding represented a phenomenon that was unique to
Hispanics or a more general violation of questionnaire design practice. For a
question on physical activity that included items on “vigorous activity,” “light or
moderate” activities, “leisure” activities, and “physical activities specifically
designed to strengthen your muscles,” cognitive testing revealed that respondents
had problems consistently recalling information and estimating activity frequency
and activity duration. Given that the types of activities commonly reported (e.g.,
walking) were not specific to Hispanics, and because these results are consistent
with those from prior cognitive testing of physical activity questions by different
researchers (e.g., Willis, 2005), we concluded these to be generic in nature.

8.5 RESULTS

8.5.1 Problems Identified at Each Step: Review, Adjudication, and Pretesting

The first issue addressed in the analysis concerned the frequency of coded
problems in translated items that were identified at each of the three evaluation
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steps (collapsed across individual codes). Table 8.3 summarizes the distribution of
these problems for each study, broken down by step. Overall, each of the steps was
generally successful in identifying problems, although the relative frequencies of
these problems varied across studies. In all studies, either the Review or Adjudi-
cation step identified the highest frequency of problems, and the Pretesting step
was either second or third, quantitatively (for example, in the NHIS, the respective
percentages of problems identified at Review, Adjudication, and (cognitive)
Pretesting were fairly even, at 38.6%, 25.3%, and 36.1%, respectively). Given that
the cognitive interviews were done last in the series (as a “catch-all”), it may not
be surprising that they generally produced a smaller number of problems.

8.5.2 Problems Identified by the TCG Coding System

Next, we ascertained the distribution of TCG codes for each of the five studies, to
determine the degree to which these problem categories were common, as opposed
to specific to the study (Table 8.4). Translation was by far the most frequently
applied code in all five studies, and the relative frequencies of cultural and generic
problems varied across the studies (e.g., in the CHIS, we identified a single
generic problem, but nine cultural-adaptation problems; whereas, in the Physical
Activity Study, the pattern was opposite).

8.5.3 Problem Distribution Across Steps

Finally, to examine the extent to which the evaluated steps detected similar types
of coded problems, Table 8.5 reveals the distribution of the TCG codes across the

TABLE 8.3. Distribution of Coded Problems as a Function of Study and Step

Step TUS NHIS CHIS

n % n % n %
Review 188 39.0 32 38.6 33 55.0
Adjudication 228 47.3 21 253 9 15.0
Pretesting 66 13.7 30 36.1 18 30.0
Total 482 100.0 83  100.0 60 100.0
Step Acculturation Physical Activity

n % n %
Review 13 32.5 22 53.7
Adjudication 17 425 14 34.1
Pretesting 10 25.0 5 12.2

Total 40 100.0 41 100.0
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TABLE 8.4. Frequency and Percentage of TCG Problem Type, by Study

TCG Problem TUS NHIS CHIS
Code n % n % n %
Translation 444 92.1 58 69.9 50 83.3
Culture-Related 5 1.0 5 6.0 9 15.0
Generic Design 33 6.9 20 241 1 1.7
Total 482 100.0 83 100.0 60 100.0
TCG Problem Acculturation Physical Activity

Code n % n %

Translation 26 65.0 30 73.2
Culture-Related 6 15.0 0 0.0

Generic Design 8 20.0 11 26.8

Total 40 100.0 41 100.0

TABLE 8.5. Distribution of TCG Problem Codes Identified at Each Evaluation Step

TCG Problem Code Review Adjudication Cognitive
Step Step Interview Step
n % n - % n %
Translation 282 97.9 280 96.9 46 35.6
Culture-Related 1 0.4 2 0.7 22 17.1
Generic Design 5 1.7 7 24 61 473
Total 288 100.0 289 100.0 129 100.0

Review, Adjudication, and Cognitive Interviewing steps, collapsed over study.
The Review and Adjudication steps were found to have focused almost
exclusively on translation problems. This is not surprising as these steps are
nominally designed to locate issues of language translation. In particular,
reviewers and adjudicators are primarily concerned with the degree to which the
translation is a reliable linguistic representation of the source instrument. These
evaluators may also be sensitive to cultural issues that make translation difficult,
but they are generally not led to consider generic problems in the source
questionnaire. Pretesting was much more balanced with respect to the categories
of problems identified; overall, it located more generic questionnaire problems
than either translation or cultural problems, yet the latter two categories were still
fairly frequently represented. In all, almost 85% (83 of 98) of generic and cultural
problems were identified through cognitive testing. As such, cognitive
interviewing appears to provide the widest “net” of any of the evaluated steps in
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terms of variety of problems identified. Interestingly, although cognitive testing
might not be expected to reveal translation issues because earlier steps had already
presumably identified such problems, and because the focus of cognitive testing is
not to identify translation problems, translation problems were, nonetheless,
identified at a nontrivial level.

8.6 QUALITATIVE NATURE OF PROBLEMS DETECTED

In this section, we provide key examples of problems that were identified at each
step.

8.6.1 Problems Identified During the Review Step

1. Translation problem. For the Chinese versions of the CHIS instrument,
reviewers suggested replacing an incorrect translation (the equivalent of
“Did you eat other vegetables?””) with the correct form (in effect: “How
many times did you eat other vegetables?”’); and replaced formal characters
for foods with more common characters.

2. Generic (source instrument) design problem. For the acculturation-related
question “How do you feel about being [Hispanic]? Would you say you
feel very good, good, somewhat good, or not very good?” The review
documented a typographical error in the last English-language response
category, which was originally stated as no very good.

3. Culture-related problem. For the CHIS item: “During the past month, how
many times did you eat other vegetables? Do not include rice or foods you
already told me about,” translators had used examples of foods specific to
the Chinese culture as examples of other vegetables (daikon/turnips, leafy
vegetables, and lotus root) instead of the examples contained in the original
English version (tomatoes, carrots, and broccoli). However, the Review
documentation suggested that inclusion of /eafy vegetables as a cultural
adaptation might produce a further problem because leafy vegetable/salad
was already asked about elsewhere in the questionnaire, and could result in
confusion or in a food being counted twice. As such, an attempt to adjust
for cultural differences, though well-intended, resulted in a further problem
for a particular (Chinese) group.

Overall, the fact that the Review was successful in identifying basic translation
errors, a mistake in the original English version, and a culturally oriented
difficulty, illustrates the value of this step.

8.6.2 Problems Identified During the Adjudication Step

1. Translation problem. To better express in Spanish the intended notion of
the English term describes in the question “Which of the following best de-
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scribes the people in your neighborhood? Would you say all of them are
Hispanic, most of them are Hispanic, half of them are Hispanic, few of them
are Hispanic, or none of them are Hispanic?” translators noted that a clarify-
ing noun needed to be added after the phrase, “the following.” The first
translation added the word declaraciones (i.e., “which of the following
declarations...”). This was replaced after Adjudication with frases
(phrases) because the adjudicator felt that declaraciones was too formal
(i.e., it would be more appropriate for a “Declaration of Independence”).

2. Generic design problem. One problem concerned the distinction between
the words and versus or: For the introduction to the question series, “The
next questions are about physical activities like exercise, sports, and
physically active hobbies that you may do in your LEISURE time,” the
Adjudicator proposed changing the English version and to or, so as to
indicate that the question could be about any of the examples (rather than
all). A corresponding change was made to the Spanish version [replacing y
(and) with o (or): (“Las siguientes...como ejercicio, deportes, o aficiones
fisicamente activas™)].

3. Culture-related problem. The following question presented a problem re-
lated to how commonly a given term might be misunderstood by a particular
group: “How often did you drink 100% FRUIT JUICE or 100% fruit juice
blends, such as orange, mango, apple, and grape juices? Do NOT count
fruit drinks. Read if necessary: INCLUDE only 100% pure juices. Do NOT
include fruit drinks with added sugar, like cranberry cocktail, Hi-C,
lemonade, Kool-aid, Gatorade, Tampico, and Sunny Delight.” The
adjudicator noted that arandano is the correct translation for cranberry, so
there was, in strict terms, no translation problem. However, the fruit is not
likely to be well known in Latin America. The adjudicator therefore
suggested adding the English word cranberry as well, since it is likely that
it would be better recognized by Hispanics residing within the United
States.

We note that the translation problem concerning declaraciones above also
does not represent an actual error, but rather a more subtle issue of nuance of
meaning. Hence, the adjudicator’s role sometimes involved revisiting issues that
involve judgment and choice, instead of identifying outright errors. Interestingly,
for the physical activity item for which and was replaced by or, the adjudicator’s
contribution was to identify a subtle error in the original English version,
demonstrating how a comparison across multiple language versions can result in a
modification to any of these. Presumably, a bilingual expert noticing a potential
issue in a Spanish version is led to the source version to check the original
objective and may conclude that the problem is not one of mistranslation but of
unsuitability of the original (a “garbage-in, garbage-out” phenomenon). Ironically,
translators may be faithful in their use of terms across a questionnaire, without
noticing that this is ultimately counterproductive if the source version contains an
error. Similarly, in deciding that cranberry should be inserted into the Spanish text
alongside arandano, the Adjudicator, as one would hope, made judgments other
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than simply whether the translation was technically correct. Here, the value added
by the Adjudicator is the recognition that a correct but little-known term may
prevent respondents from recognizing what is meant.

8.6.3 Problems Identified During the Pretesting Step

1. Translation problem. Within the Tobacco Use Supplement, the Chinese
translation of one item was found to be clearly incorrect, resulting in a
completely different question. The English version read, “Have you ever
switched from a stronger cigarette to a lighter cigarette for at least 6
months?” However, the Chinese translation was “Has it been more than
half a year since you have switched from regular to light cigarettes?”
reflecting both a serious conceptual error (switching for six months versus
six months since switching) and a more subtle inconsistency (six months
versus half a year).

2. Generic source design problem. For “Which is the MAIN reason you
switched from a stronger to a lighter cigarette—as a way to try to quit smok-
ing, or in order to smoke a less harmful cigarette?” the cognitive testing re-
port indicated that some respondents reported that both less harm to their
health and to help quit smoking were equally important reasons for switch-
ing from stronger to lighter cigarettes. However, the original (and, there-
fore, the translated) response options did not include “both” as a choice.

3. Culture-related problem. The item “Have you EVER SWITCHED from a
stronger cigarette to a lighter cigarette for at least 6 months?” appeared to
pose a problem for respondents who started smoking in their native country
using a Korean brand of cigarettes which does not list tar and nicotine
amounts on the package and then later switched to an American brand
which is labeled.

Notably, and consistent with other reports (Willis et al., 2008), cognitive inter-
viewing identified outright translation errors that should, in theory, have been
identified in previous steps. The fact that the question concerning switching for 6
months was completely mistranslated had slipped by both the reviewers and
adjudicators. The reasons for this are unclear because there is no way to tell from
documentation at these steps why a problem would have been overlooked (even if
the documentation includes specific notes on this item, these notes may not indicate
the reasons that the problem was missed). On the other hand, it is fully understand-
able that generic problems are first identified at this point, as such identifications
of basic errors is one of the fundamental functions of cognitive interviewing.
Similarly, the culturally specific problem that respondents are unable to report on
the strength of Asian-made cigarettes may not be recognized even by culturally
knowledgeable translators, reviewers, or adjudicators (especially if they are non-
smokers), and is precisely the type of problem that is best identified through an
investigative, empirical method such as the cognitive interview.
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8.7 DISCUSSION

Based on the patterns of results we observed, we make several conclusions and
recommendations for translation, in the context of appropriate caveats and
suggestions for further research that will clarify unresolved issues. First, based on
the finding that multiple steps each identified nontrivial levels of problems, we
believe it is useful to rely on a multistep approach. Overall, as suggested by both
the qualitative and quantitative results, a variety of problems were identified, and
each fundamental type of the problem may be identified at any step. This
observation reinforces the notion that a multistep method provides a series of
filters that function in tandem to ferret out both obvious and subtle defects in the
questions, relating to both the source and the target versions.

Given that each of the steps in the TRAPD process serves a useful function, it
is difficult to envision a comprehensive procedure that eliminates any particular
step. It may be possible to combine the steps devoted to expert-based review of the
instrument—e.g., Translation, Review, and Adjudication might all be done by the
same team, as the use of multiple team members may promote some degree of
self-criticism and consideration of a range of options. However, it still seems that a
preferred alternative would be to have separate groups or individuals carry out
these steps, as it is likely that “more eyes are better.” Or, based on the finding that
cognitive testing satisfied multiple objectives, one might consider translating and
then submitting the questionnaire to a cognitive testing process that is designed to
incorporate Review and Adjudication as well as Pretesting. For example, cognitive
interviewing staff could evaluate the translated questionnaire as part of the process
of preparing it for cognitive testing. However, this may be asking too much of
cognitive interviewers, whose expertise may be too specific to fulfill all of these
functions. Or, a combined approach might well prolong the process so that little
cost or time savings result.

Our second basic conclusion is that, despite the prior efforts of the developers,
generic problems of question design that exist within the source questionnaire are
common and difficult to eradicate. Certainly the process of effective translation may
not resolve these problems, as they are simply carried through from the source ver-
sion to each translation. However, the mechanisms used to evaluate the translations—
and especially cognitive interviewing—appear to be useful in identifying these issues.

Significantly, problems of cultural adaptation—where between-group differ-
ences in worldview or social behavior transcend language translation and produce
noncomparability of survey items—appeared to be less frequent than either pure
translation problems or general design issues. This could be because all five studies
took place within the United States and so exhibita greater degree of shared common
ground than is the case in cross-national studies. Of course, one can reasonably argue
that to the extent that culture-related problems do exist, they pose particularly severe
threats to data quality, as they very likely produce nonignorable bias in cross-cultural
comparisons (unlike generic problems, which would be expected to simply introduce
error equally to all contrasted groups). As such, it is reassuring that these problems
are identified, again largely as a function of cognitive interviewing, which may be
especially proficient at bringing a range of otherwise hidden problems to the surface.
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Finally, and in summary, we note that the evaluation steps, within a TRAPD
framework, differ in what they accomplish. Pretesting may be the least productive
quantitatively, as it identified a smaller absolute number of problems in most cases
than either Review or Adjudication [and this finding is consistent with other research
that quantifies the results of pretesting (Presser & Blair, 1994; Willis, 2005)]. From
a qualitative point of view, however, cognitive interviewing may be vital in focusing
on what DeMaio and Rothgeb (1996) have called “silent misinterpretations™ that
are only elucidated through the process of verbal probing of actual test respondents.

8.8 CAVEATS

The conclusions above must be tempered by several limitations of the current
study. First, the current focus involves process evaluation, as opposed to
evaluation of verifiable outcome measures. Therefore, we possessed no absolute
criterion measure of either item quality or response error by which to determine
whether the problems that were recorded and then coded as part of each of the five
studies were real ones or artifacts of our research procedures. However, the types
of problems identified are very similar to those described in previous cross-
cultural studies (e.g., Miller, et al., 2005a), and, therefore, appear to be fairly
ubiquitous in such studies. Future studies would benefit from the inclusion of
criterion data in the form of flaws that are purposely embedded in evaluated
questionnaires; this procedure would provide a metric of the degree to which
known (or at least, expected) problems are identified at each evaluation step.

Second, the basic categorization of the type of problems identified—
translation, cultural, or generic—is very rough; we have not established it as a
reliable coding system (although it is very similar to one developed independently
by Fitzgerald, Widdop, Gray, & Collins, 2008). Rather, we have viewed this as an
initial indicator that leads to viewing problems in translated instruments according
to a broad conceptual model. However, to more systematically and rigorously
evaluate such a system, it is vital to precisely define the coding parameters and
definitions and to empirically assess inter-coder reliability.

A third limitation involves scope: despite the considerable amount of effort
expended in aggregating and then coding results across five investigations, the
current study is limited to one country and to a single testing organization and
involved a single instantiation of the core TRAPD process. It is, therefore, unclear
whether the results extend to the broader environment consisting of multiple
locations (or countries) and across multiple questionnaire design and evaluation
organizations that may implement key procedures in a different manner than we
did. We were also constrained in scope in the sense that our evaluation of the
TRAPD translation and evaluation model focused on only three of the key steps
(Review, Adjudication, and Pretesting). In some ways this may be appropriate to
the extent that the Translation step in particular is viewed as procedural rather than
evaluative, and may not give rise to data of the type that are analyzable using the
current approach. Perhaps this situation could be rectified to the extent that
translators are explicitly instructed to document any problems that they see in the
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source questionnaire or problems they experience in conducting translation, as
recommended in the European Social Survey guidelines (Harkness, 2002, 2007).

Another limitation that should be pointed out concerns the availability of
resources, funding, and time necessary to accomplish each step in our evaluation
process. Although we did not track the specific level of resources required for each
step in any of our five studies, the resources available to adequately accomplish
the Translation, Review, Adjudication, and Pretesting steps were, of course,
limited for any study. We developed the necessary procedures and networks of
contacts to identify experts, but that process required significant time. In
particular, Survey Language Consultants (SLC) needed to identify additional
experts who could provide the necessary level of independent review. Based upon
our experiences, screening criteria for identifying these experts are critical, and the
most important factor for accomplishing this type of work may be reliance upon an
SLC (or other language coordinator) who has survey experience; that is, an
individual who is experienced in survey-oriented translation and understands the
requirements of designing a survey instrument.

The SLC needs to have access to the staff necessary to implement the various
steps in the process. Proper supervision and training of this staff is crucial to the
success of the translation and evaluation project. To complete the project in a
timely fashion, all of the staffing considerations need to be considered prior to the
start of the project. Overall, a network of language experts who are trained in
survey methods is essential to the successful implementation of this approach.

In conclusion, a multistep model such as TRAPD appears to be effective in
identifying potential problems in the translation process, across a range of studies.
This approach may represent an effective broadening of expert review and
pretesting procedures in a way that will lead to enhancements of data quality
across multilingual, multicultural, and cross-national studies.
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Developments in Translation Verification
Procedures in Three Multilingual Assessments:
A Plea for an Integrated Translation and
Adaptation Monitoring Tool

Steve Dept, Andrea Ferrari, and Laura Wiyrynen

9.1 INTRODUCTION—BACKGROUND

In the past two decades, there has been a proliferation of international comparative
studies that assess knowledge and skills in student and adult populations. The data
collection instruments developed for international surveys usually consist of
cognitive tests and background questionnaires: The outcomes of the cognitive tests
are reported on competence scales, while data from the background questionnaires
are reported as sets of variables or indices that may explain differences in
performance. This chapter describes recent developments in verification
procedures used to monitor the quality of translated/adapted versions of cognitive
tests in three international surveys and advocates the use of a single monitoring
tool to document the entire life cycle of each language version of a test item. The
proposed model of such a monitoring tool could be generalized to different types
of multilingual and muiticultural data collection instruments.

The test instruments considered here may assess respondents’ component
skills, their competencies in science or mathematics, and their ability to read,
retrieve information, make inferences, and analyze texts. They are used to
generating indicators, rankings, and international reports that are regarded as
highly sensitive at national and supranational levels. While health status and
intelligence test instruments are sometimes referred to as high-stake instruments
because the outcomes may decide respondents’ access to amenities, life course
opportunities, career and educational benefits, the tests discussed here are only
high-stake at the political level, in that results may be used to inform education
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policies. They are also widely used by economists to measure the human capital in
various regions, or by policy makers to target reforms. Thus every effort must be
made to ensure that the data are reliable, valid, and comparable across countries.
This hinges on four methodological areas of concern: reaching a consensus on the
assessment framework, defining sampling procedures, standardizing test
administration conditions, and ensuring that the translated/adapted instruments are
equivalent across countries (Hambleton, 2002). Recent developments in the fourth
methodological area are examined here.

In briefly describing the translation and adaptation methods and discussing the
verification procedures used, the authors will identify practices in each phase that
(a) have been used to detect problems in translating and adapting the instruments,
(b) resulted in thorough documentation, and (c) provided good proxies for
indicators of quality in translation and adaptation. This will lead to the final
section, in which a model for an integrated monitoring tool is proposed: This is a
file in which every stage of the life cycle of a translated/adapted item is recorded.

Procedures and examples from three international surveys are described in this
chapter to illustrate how translation verification practices evolve toward an increas-
ingly structured process. In all three surveys, (OECD PISA 2006; IEA TIMMS
2007; UNESCO LAMP 2006-2007) the production of national versions of test
instruments relies extensively on translation of one or several international source
versions, which is hence viewed as a high-stakes process. As a result, the central
organizations responsible for producing the instruments have been willing to
finance rigorous assessment of the translations to target stringent quality standards.
The procedures presented here are the result of this investment and include the
verification of the translated/adapted instruments and the documentation of the
verification process. The three studies are multilingual, cross-cultural projects
using complex methodologies to translate and adapt the tests and to document this
process.

OECD/PISA (2006)—The Organization for Economic Cooperation and Develop-
ment (OECD) Programme for International Student Assessment (PISA) measures
reading literacy, scientific literacy, and mathematical literacy in 15-year-old
students. Released sample items are available on http://www.pisa.oecd.org/
dataoecd/30/17/39703267.pdf.
IEA/TIMMS (2007)—The International Association for the Evaluation of
Educational Achievement (IEA) Trends in International Mathematics and Science
Study (TIMMS) aims to measure trends in student achievement in mathematics
and science by collecting data from students in fourth to eight grade at 4-year
intervals. Released sample items are available on http:/timss.bc.edu/TIMSS2007/
frameworks.htm.
UNESCO/LAMP (Pilot test in 2006-2007)—The United Nations Educational,
Scientific, and Cultural Organization (UNESCO) Literacy Assessment and
Monitoring Programme (LAMP) aims to measure a spectrum of literacy levels in
developing countries. The tested populations are adults and young adults (15 or
older) not attending school.

The authors of this chapter were involved in the translation verification of PISA
2000 instruments from 1998 on. Across survey cycles they have gradually devel-
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oped more sophisticated verification frameworks, training modules, and follow-up
instruments. They are currently responsible for the verification of PISA 2009
survey instruments and are preparing the verification of instruments for PIAAC
(Programme for International Assessment of Adult Competencies), TIMSS 2011,
and PIRLS 2011 (Progress in International Reading Literacy Study). They have
also coordinated the translation verification of a number of other multi-lingual
surveys, and lessons drawn from those exercises have greatly impacted veri-fication
practices as well as the preparation and documentation of the same. This chapter
describes these developments and discusses possible uses of verification outcomes.

9.2 QUALITY ASSURANCE AND QUALITY CONTROL

When the PISA survey was launched in 1998, the quality assurance framework for
translations (i.e., the methodology developed to ensure that the translation proce-
dures would be capable of delivering equivalent tests in all languages) hinged on
(i) the double translation procedure rather than the translation/back translation proce-
dure and (ii) the use of two source languages rather than one. In the back translation
procedure, which was widely used before PISA and TIMSS, the first translator was
the only one to focus on the source version and the target version simultaneously. In
a double translation design, equivalence between the source language(s) and the tar-
get language must be achieved by three different players (two translators and a recon-
ciler), who all work on both the source and the target version. The PISA Consortium
produced a set of detailed translation and adaptation guidelines (Grisay, 2003).

The quality control framework (i.e., the methodology developed to ensure that
the result of the double translation and reconciliation procedure was indeed
satisfactory) was practically nonexistent. Since the translators and reconcilers of
the participating countries were requested to follow detailed translation and
adaptation guidelines, quality control had to consist in verifying whether the
translated versions complied with those guidelines. An international team of
independent professional translators with experience in teaching and/or in
psychology, expert knowledge of their mother tongue, and proficiency in both
French and English—the two source languages in PISA—was hired to assess the
target versions and report on their findings. They received a long verification
checklist of aspects that needed to be verified. This key document was based on
the PISA translation and adaptation guidelines.

In essence, the quality assurance framework for translation and adaptation of
the three multilingual surveys described here consists of a well-defined set of stand-
ards, rules, and recommendations. The quality control framework consists of a set
of measures designed to monitor whether the standards were met, whether the rules
were observed, and to what extent recommendations were followed. The relevance
of verification can, in part, be assessed through the quality of the final versions of
the instruments as expressed through item communalities across language versions,
and, in part, through systematic and standardized reporting of the verification work.

In the early days of such translation verification, the deliverables were (i) a
proofread and annotated target version and (ii) a short, subjective, qualitative
report. We describe here developments that led to our proposing a more
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standardized form for the second deliverable, one that is designed before the
translation/adaptation process begins and which can also generate statistics on the
categories of issues identified by verifiers. In this way it adds a quantitative
dimension to the evaluation of the national versions. However, translation
verification is only one set of quality control measures; it needs to be combined
and interconnected with other methods used to assess cross-country and cross-
language comparability.

9.3 THE TERMS “TRANSLATION” AND “ADAPTATION”

The words translation and adaptation are used jointly throughout this chapter
because the term translation was deemed too restrictive to describe the process of
culturally adjusting a test rather than just translating it literally (Joldersma, 2004).
While professional translators can receive specific training to translate test
material and do so successfully if they are made aware of a number of survey-
specific issues (e.g., the relative length of the key and the distracters in multiple
choice items), adaptations typically require the input of domain experts, psycho-
metrists, and/or test developers. The difference between translations and
adaptations is that the latter consist in deviations from the source version(s) that
are deemed necessary to maintain psychometric equivalence.

An adaptation may consist in changing the picture of a stimulus, in changing
the combination of July/summer to July/winter (or, alternatively, January/summer)
for the Southern hemisphere, in changing a coeducational school context to a boys’
or girls’ school context for certain countries, and so forth. It may involve a change
of wording, register, context, currency, measurement unit, or form of address.

One interesting example was found in the LAMP pilot test: A test designed to
measure respondents’ competencies in sentence processing included a set of short
statements, which the respondents had to label as true or false. One of the senten-
ces was “All plants need light to grow.” The Tuareg from sub-Saharan Africa
claimed that, since in the desert there is a lot of light all year and nothing grows at
all, it was less obvious for Tuareg respondents to identify this statement as true
than it was for somebody living in a place where sunlight is at times scarce. Since
the test item was intended to assess sentence-processing skills rather than scientific
literacy, the statement could be adapted to “All plants need water to grow.” In the
same test, the statement “A stranger is someone you know well” was intended to
be labeled as false, but that would not work if the statement were merely translated
into Hausa (West Africa), because in this language the word for stranger is identi-
cal to the word guest, and a guest could be someone you do know well. An “adapta-
tion,” that is, an intentional deviation from the source, was therefore needed. In this
particular case, the test developers were made aware of the problem and proposed

“A guest/stranger you meet for the first time is someone you know well.”

Also, within one language, there may be several speech communities in which
word usage may vary. Therefore, lexical or cultural adaptations may be needed
even when the test language for a given country is the same as the source
language. In the United States, luggage may be stowed in the trunk of a car, but in
Great Britain it would be stowed in the boot of the car.
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9.4 WHAT IS TRANSLATION VERIFICATION?

In the three multilingual surveys referred to in this chapter, every
translated/adapted target version, or national version, was submitted for
verification. The word verification as used in this chapter refers to a combination
of checking the linguistic correctness of the target version and checking the
“equivalence” of that target version against the source version. While the linguists
who perform the verification were trained to be aware of specific aspects that may
affect psychometric properties of test items, the authors are not convinced that it is
actually possible to check the psychometric equivalence of test items merely by
comparing a translated/adapted version to the corresponding source version. Thus
“equivalence” refers to linguistic equivalence, including equivalence in quality
and quantity of information contained in a stimulus or test item, as well as equiva-
lence in register or legibility for a given target audience.

When test instruments are piloted, including cognitive laboratory testing, it is
often the case that some items do not work the way the test developers expected.
Analysis of field test results using, for instance, the Item Response Theory model
(IRT) may reveal cases of Differential Item Functioning (DIF) for certain test
questions in certain countries, and this may lead to identifying residual translation
issues or ambiguities that verifiers may have overlooked. The case analysis has to
be carried out post hoc. When verifiers check equivalence ex ante, they can check
whether all the information contained in the source is also present in the target
version, whether the register remains the same, whether the level of difficulty of
the test items is likely to have been affected by linguistic or syntactical artefacts,
whether hints for the correct responses are not added or removed, and so forth.
The verifiers follow the verification checklist and try to assess as many aspects of
equivalence as possible, but this process has limitations.

However, useful information was derived from each verification exercise
allowing us to develop and refine the translation verification practices. The current
procedures have a predominantly empirical foundation: For example, residual
bugs identified in test items after translation verification have led to reformulation
of the verification guidelines and checklists. Training of verifiers includes hands-
on exercises in the form of target versions in which a number of errors were
introduced by the trainers. In these exercises, verifiers need to identify
translation/adaptation issues that may typically affect item difficulty, and they also
need to report their findings in a standardized way.

9.4.1 Development of an Empirical Typology of Verification Interventions

The authors and their team carried out an in-depth analysis of 5,380 comments
made by verifiers in the course of the PISA 2006 Field Trial verification. Based on
these findings, a set of categories was defined to accommodate all the verifiers’
interventions (“interventions” here covers both corrections and suggestions). The
resulting classification consists of eight intervention categories, whereby every
correction proposed by verifiers from over 40 countries could be assigned to one
category. This empirical typology was drawn up to reduce variability in the way
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verifiers report their findings. It is now integrated in the tools used to document
the verification and provides information on the quality of translated/adapted
versions that can also be interpreted by persons not conversant in the target
language. This framework is currently used in both PISA and LAMP verification.
Table 9.1 presents the eight categories used and their definitions.

A different method was used in verification of TIMSS. Here verifiers had to
use severity codes to qualify their interventions. The verifiers selected a severity
code from four different codes: Code 1 for major deviation or error (likely to
affect item functioning); Code 2 for minor deviation or error (e.g., purely linguistic
error that does not affect content or equivalence); Code 3 for suggestions for
improvement (a translation is adequate but verifier suggests alternative wording);
and Code 4 to record an acceptable change (also known as “appropriate but
undocumented adaptation™). Verifiers were also trained with hands-on exercises to
work with typical examples of issues that would call for each code.

9.4.2 Relevance of Verification Feedback for Item Development

Using the typology developed for PISA, the number of interventions for each
category and in total can be reported per national version, but also per test unit. (A
test unit is a stimulus, one or several questions related to that stimulus, and
possibly a set of coding rules). Reports per national version are certainly
informative, but they must be interpreted with care for a number of reasons: A
very strict verifier, for instance, may choose to comment on very minor issues and
make many suggestions even in a well-translated version. Any resulting high
number of verifier interventions would then not mean that there were actually
serious flaws in the translation.

One of the most interesting aspects of this type of analysis may be the
indicator of “translatability” or “adaptability” of the test material. Researchers and
test developers may find it useful to identify items or parts of items that result in
translation difficulties in several languages. Additional analyses can be carried out
on verifier intervention statistics by unit, after sorting the national versions by
language groups. Item developers and researchers could then identify what items
led to a high number of verifier interventions in a given language group. Such
cases could be further investigated at the country or verifier level to determine
what the nature of the issue involved (translation issue, cultural issue, etc.).

Regrouping the verification outcomes in this way also makes it possible to
identify items that elicited many verifier interventions in almost all language
groups. In these instances, item developers would be prompted to re-examine the
item’s reliability or relevance.

The severity codes used in TIMSS to distinguish between major error, minor
error, and suggestions for improvement have greater operational usefulness than
do intervention categories, but provide much less information. We later propose
that verification monitoring tools should combine both systems to obtain and
centralize as much feedback as possible from each verification exercise.
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TABLE 9.1. Categories and Definitions Used in PISA and LAMP Verification

Added
information

Missing
information

Layout/visual
issues

Grammar/syntax

Consistency

Register/wording

Adaptation

Mistranslation

Any information given by the target version not given by the source
version. It can consist of one word or a group of words, such as an
explanation of a preceding word.

Any information given by the source version not given by the target
version. Can consist of one missing word or a missing group of words

All layout-related aspects: unit formatting including stimulus layout,
item headings and styles, item labels, question numbering, boldface,
underlining, italics, graphs and legibility of captions, tables, answer-
ing lines, and the relative length of multiple choice responses.

Grammar: Grammar mistakes that may affect equivalence, e.g., wrong
subject-verb agreement, wrong case (inflected languages), conjugation
error (wrong mood, wrong verbal aspect).

Syntax: Syntax-related deviations from the source, e.g., a long
(source) sentence is split into two (target) sentences or two (source)
sentences are merged into a single (target) one; different tense is used,
passive voice/active voice. Or syntax-related awkwardness due to

_overly literal translation of the source version(s).

Within-unit consistency: Literal matches and synonymous matches
that occur in the target version must reflect the patfern in the source
versions. If a given word is used several times in the source version of
a unit, the (single) translation of that word should occur several times
in the target version. Conversely, if a synonym is used, the target
version should also use a synonym (and not repeat the word).

Across-unit consistency: Recurring elements that occur in a number of
units should always be translated the same way, measurement units
should be written the same way, etc.

Register: Difference in level of terminology (scientific term ><
familiar term), difference in level of language (elevated >< casual).

Wording: Choice of vocabulary, choice of appropriate wording to
convey the same information as in the source version.

All intentional deviations from the source version made for cultural
reasons or to conform to local usage. An adaptation is needed when
there is a risk that respondents would be disadvantaged or advantaged
if a translated version without adaptation is used.

Mistranslation refers to a wrong translation which seriously alters the
meaning. Mistranslations should always be reported together with a
back-translation that conveys the mistranslation involved. A vague or
slightly inaccurate translation is not a mistranslation in this strict
sense.
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9.5 TRANSLATION AND ADAPTATION GUIDELINES

In both PISA and LAMP, quality assurance for translations was underpinned by the
comprehensive translation and adaptation guidelines, whereas in TIMSS quality
standards were defined but the guidelines were briefer and more general. In the
tension between standardized and customized procedures—an important and on-
going debate within the framework of international surveys--the way TIMSS was
clear rules and recommendations. Conversely, in LAMP, translators had less leeway
to adapt test items, because very detailed item-per-item guidelines were provided.

Due to the sophistication of the procedures required, the PISA Translation and
Adaptation Guidelines are presented to the national centers (NCs) of participating
countries in the form of a comprehensive manual. This document contains general
indications about the type of materials, security requirements, criteria for the selec-
tion of translators and reconcilers, file management, harmonization, and errata. A
section titled “Recommendations about translation traps in test materials” provides
a list of translation problems that are specific to assessment material together with
advice on how to address them. It also includes real examples drawn from previous
survey material. It provides the translators with instructions on layout and graphics
(issues related to page setup, typographical cues, etc.); linguistic difficulty level
(factors that may affect the difficulty level of the item: length of the sentences, use
of common vs. scientific terminology, idioms, metaphorical expressions, etc.); and
common psychometrical traps (such as relative length of key and distracters in
multiple-choice items, literal matches, and order of information).

In IEA/TIMSS (2007), translators were provided with a rather brief document.
In addition to general guidelines for translating test material (e.g., advice about
maintaining the same difficulty level), a limited number of more specific
guidelines for adapting the items to national context were included, such as
adapting names of people, geographical names, date formats, and measuring units.
The few examples given were nonetheless illustrative. One was a question in a
mathematics test asking “How many sides does a hexagon have?” If in the target
language the word “hexagon” can only be translated as “six-sided figure,” there
will be a problem with the corresponding national version of that item. To avoid
having the question also contain the answer in that language, it is clear that an
adaptation (or the suppression of that item) would be necessary. However, the
absence of specific item-per-item instructions for IEA/TIMSS proved to be a
weakness: Translators from different countries stumbled over the same obstacles.

Conversely, the UNESCO/LAMP translation and adaptation guidelines
document describes authorized and ruled-out adaptations item-by-item, providing
detailed information about when it is acceptable to adapt, for instance, the
measurement unit, the name of a person or of a fictional organization, or graphic
material. They also indicate required literal or synonymous matches. For example,
in a text about a marathon swimmer, it is specifically stated that 28-mile laps can
be adapted to 45-km laps, but also that what the swimmer ate during her marathon
must occur in a sentence in the third paragraph of the first column of the stimulus.
For a question asking what the swimmer ate during her swim, it is specified that
the translator should avoid using the verb afe in the stimulus.
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9.5.1 Relevance of Translation/Adaptation Guidelines for the Verification
Process

The three different translation and adaptation guideline documents provide
different kinds of support but, in essence, they consist of general instructions, for
instance, about maintaining the same difficulty level in cognitive tests, as well as
more specific instructions, such as on adapting names or currencies. Qur
experience leads us to advocate a more condensed general section and to focus the
greatest possible effort in assisting translators to spot those issues that require
special attention. This will not greatly increase a project’s budget, but the benefits
in terms of translation quality are immense. In terms of cross-language compara-
bility, it is useful if the guidelines specify strictly what can be adapted and what
not, and provide test developers’ hints, wherever as possible, about the type of
adaptation that would be acceptable. For example, synonymous or literal matches
between the stimulus and the questions should be identified as well as whether it is
crucial to reflect these matches in the translated/adapted version.

Verifiers perform a sentence-by-sentence comparison of the translated/
adapted version against the source version and either eliminate or report
discrepancies. In addition, they are required to report whether each item-per-item
guideline was taken into account. Verifiers acknowledge they have checked
whether the specific guideline was addressed in check boxes or drop-down menus
in a predefined monitoring instrument that echoes each guideline. Requiring
verifiers to refer to guidelines repeatedly like this greatly increases the likelihood
that translation flaws or problems that may affect equivalence will be detected.

9.6 TRANSLATION AND ADAPTATION PROCESSES

To gain insight into the translation/adaptation processes involved, it is convenient
to present them as a necessary interaction between two levels of test administration:
the International Project Centre (IPC) and national centers (NCs). The IPC develops
instruments, defines standards, provides translation and adaptation guidelines, and
organizes quality control. The NCs of participating countries have to organize the
data collections and, before that, must recruit translators locally to translate and
adapt the source version of instruments into the languages in which they will be
testing,

For PISA 2006, a paper on issues that might compromise the translatability of
test instruments was prepared for the test developers. They also received some
training in writing tests that avoid potential translation traps. This stage comes
well before the translation/adaptation process and was found to contribute to the
overall quality of the source version, insofar as a number of typical ambiguities
were avoided from the outset.

The IPC may decide to take over part of the translation responsibility, for
example, if several participating countries use the same “language of test.” In
PISA, the IPC developed a “parallel” French source version: Two independent
translations from English into French were merged into a final French version.
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This was submitted to bilingual domain experts and reviewed until it was held to
have the same status as the original English source version (Grisay, 1999).

The French source version served as the “generic” version for French-speaking
countries that used it after making limited country-specific adaptations in it. More
importantly, it was used by many participating countries as the source version for
one of their two translations, enhancing the benefits of the double translation and
reconciliation design. For TIMSS, a “generic” Arabic version was developed by
the IPC because 14 participating countries used Arabic as a testing language. The
NCs of those countries were requested to introduce national adaptations into this
“generic” Arabic version. For LAMP, the IPC provided French and Spanish
versions of the data collection instruments to French- and Spanish-speaking
countries, but these versions did not have the status of a “final” version.

The parallel French source version of PISA, the generic Arabic version of
TIMSS, and the French or Spanish versions of LAMP were each prepared by the IPC
prior to the translation and adaptation process in the participating countries. In all
cases, this early translation process was instrumental in detecting translatability prob-
lems and residual errors in the international source version. This information was
used to amend the source version to resolve those problems, to edit or complete
the translation and adaptation guidelines, and to provide useful translator’s notes.

9.6.1 Relevance of the Type of Translation/Adaptation Process for the
Verification

Parallel development of a second (or more) source versions and/or “generic”
versions is instrumental in detecting potential translation/adaptation problems at an
early stage. Those issues can then be listed in an annex to the translation and
adaptation guidelines, and the verifiers can regard these as areas of special focus.
In addition to a sentence-by-sentence comparison of source and target versions,
verifiers are then asked to check and report how each potentially problematic issue
was addressed in the target version they verify. If in doubt, the verifier could also
compare both source versions to have a more precise idea of the degree of freedom
in translation that would be considered as acceptable.

One difficulty lies in the subjectivity of the perception of this degree of
translation freedom. A verifier may suggest a correction to bring the target version
closer to the English source even though the translated version is a faithful
rendering of the French source version, and might, therefore, be considered
acceptable. Another interesting debate would concern the choice of the second
source language. For example, if there are many participating countries testing in
Arabic, perhaps the idea of simultaneously developing the tests in Arabic and
English may be worth considering, including team translations and extensive
cross-checks by bilingual domain experts. The verification would thus be reduced
to a minimum for Arabic-speaking countries: Verifiers would be asked to
comment on conformity with translation/adaptation guidelines only for national
adaptations made to the Arabic source version.
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9.7 VERIFICATION PROCESS

As described earlier, before the verification procedure was introduced in its current
form, the back translation design was widely used to assess the quality of translated
versions of data collection instruments in multilingual studies. In clinical tests, qual-
ity control of translated questions may include up to eight consecutive translation/
back translation rounds. The term translation verification was first used to describe
back translation. Then, in IEA studies, the term was introduced to describe the
operation of submitting translated versions of test instruments to an independent
organization for extensive proofreading. No special training was envisaged for
proofreaders/verifiers hired to check translations. The verification process
described in this chapter is, in fact, an extension of that practice. The role of back
translation in the procedures outlined here is to give the referee (see below) more
insight in the issues spotted by the verifiers, not to assess translation quality.

The first major innovation was to organize a training seminar for all verifiers
involved and to show them in what aspects the translation of data collection instru-
ments might differ from the translations with which they were more familiar. For
the first seminar, considerable input was requested from test developers, who contri-
buted by describing in simple terms what the test items were supposed to measure.
Question intents were also added for each item. Linguists and psychometrists
combined their expertise to add translation and adaptation notes to the source
versions, so that the verifiers would base their work on more concrete instructions:
They were asked to systematically check that those notes were taken into account.

Whether the guidelines are minimal or detailed, experience has shown that
training verifiers, whether face-to-face, in group seminars, or remotely (e.g.,
PowerPoint presentations and Skype) considerably increases the extent to which
the guidelines are internalized. It is a challenge to train verifiers to focus on certain
adaptation issues that reach beyond the commonly accepted scope of translation.
However, when the training modules are illustrated with examples and when a
hands-on exercise is proposed, verifiers can effectively be made aware of specific
aspects of test adaptation.

Although the IPC has high expectations as regards translation verification, it
usually leaves the responsibility of the final instrument to the NCs, that is, the
persons or organizations in charge at the level of participating countries. Verifica-
tion is thus a process whereby external consultants make suggestions to improve
the quality of the translated/adapted instruments. The extent to which such
suggestions are treated as binding recommendations or as indicative advice varies.

For all three projects described here, verification was required for every
translated instrument: The NCs submitted their materials for verification to an
international team of verifiers commissioned by the IPC to assist NCs in
producing the best possible translated/adapted versions of the data collection
instruments. An alternative for modestly funded projects can be to require external
verification of only a sample of translated instruments. This could be followed up
by requests for further verification, depending on the sample-based outcome. A
large-scale European survey adopted this procedure recently: The IPC selected a
subset of questionnaire items that were potentially problematic, and these were
verified for linguistic quality and for linguistic equivalence against the inter-
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national source version. The NCs were advised that if the verification revealed
serious translation and adaptation problems, a second subset of items would need
to be verified, thus generating additional costs and possible delays.

9.7.1 Development of a Monitoring Tool

After the first verification exercises, in which the NCs selected and trained
translators and the IPC appointed the authors of this chapter to select and train
verifiers, an overlap between instructions to translators and instructions to verifiers
was identified: The item-per-item guidelines and the translation/adaptation notes
proved crucial for both. An Excel worksheet was developed in which item-specific
guidelines and notes were entered. An interesting feature of this translation/
adaptation/verification monitoring tool is that it was designed to accommodate the
entire life cycle of translated versions of test items.

Gradually, more players were involved in preparing and in using this tool,
more information was entered in it and more information could be extracted from
it. Translators (or the NC staff supervising the translation) were asked to report
how all translation notes and item-specific guidelines listed in the monitoring tool
were addressed. Verifiers were asked to enter their verification feedback in the
same tool and to comment on the information given by NCs. Additional columns
were provided to accommodate discussions between the NCs and verifiers or
between NCs and a translation referee appointed by the IPC.

In the first versions of this Excel monitoring tool, called the Test Adaptation
Spreadsheet (TAS) in PISA and the Verification Follow-up Form (VFF) in LAMP,
verifiers were requested to enter descriptive comments. The main principle was that
they would report and describe the issue/deviation they had identified. The correction
they suggested was entered directly in the instrument, usually in “track changes”
mode. More recent versions continue to prompt verifiers for this type of feedback
and drop-down menus now allow them to choose the category to which their correc-
tion belongs, making it possible to generate statistics about the verification process.

Typically, this instrument may include:

e One column to identify the unit or locate a passage or item within the

unit.

One column for the source version.

One column for the adapted national version.

One column in which the NC can explain the rationale for an adaptation.

One column in which the IPC can enter item-per-item guidelines and

recommendations on how to treat a specific issue.

e Two columns for the verifier: the “verifier intervention” column has
scroll-down menus from which the verifier can select one out of eight
verifier intervention categories. The “verifier comment” column is used
to report the issue that required an intervention.

e In the latest version, an additional column is added so that the verifier can
also enter a “severity code” as used in the TIMSS verification.



Verification Process 169

e  One or two columns for the IPC and/or for the NC to comment on the
verifier’s feedback, e.g., by confirming that the issue is addressed or by
explaining why the verifier’s correction can be ignored or rejected.

e An optional column to list last-minute observations arising from a final
check of the verified instruments.

This type of form was used in PISA 2006 and in the LAMP Pilot. Because a
great deal of the information needed for the verification was centralized in the
Excel monitoring tool, the verifiers could concentrate on the task and cycle back
and forth between the source and target versions—comparing sentence by
sentence—and the monitoring tool, in which they both looked up and entered
information. Scroll-down menus proved to be a very useful innovation in terms of
quality and standardization of the verification feedback, since if verifiers have
taken the trouble to reflect on the category to which their correction belongs, they
find it easier to formulate the descriptive comment clearly.

In PISA, verifier comments were reviewed by a translation referee appointed
by the IPC, who labeled some of the verifiers’ findings as “key corrections,”
meaning corrections that must be implemented. The referee’s work was based on
the verifiers’ choice of category, on their descriptive comments, and, possibly, on
back translations. As mentioned, back translations were not used to assess
translation quality but to provide the referee with more insight into whatever the
verifiers spotted. Typically, verifier comments had the following form:

[category: mistranslation] “donkey” was translated as “monkey.”

[category: missing info] “old” was missing in “old donkey.”

[category: grammar/syntax] wrong subject/verb agreement in third sentence.
[category: layout/visual issues] donkey was not underlined.

{category: register/wording] typo changes the meaning—iraje especial (special
suit) instead of trgje espacial (space suit) makes it difficult to answer question 3
correctly.

[category: adaptation] “Pedro’s girlfriend” adapted to “Pedro’s uncle.”

Verifiers are instructed to describe deviations as they see them, not to describe the
operation needed to improve the material. For example, they should write “Old”
was missing in “old donkey” rather than “Please add old.”

The IPC translation referee’s basic task was to point out potentially crucial
corrections to NCs. On some occasions, a back-and-forth exchange took place
between an NC and the referee, using the monitoring tool as support, until
agreement was reached on more controversial corrections. Note also that the
referee was not necessarily conversant in the target language. Therefore, the
verifiers were requested to make clear, intelligible comments that, in combination
with the verifier intervention category, would make it possible to assess the
relevance of the correction.

In the TIMSS verification, this type of monitoring tool was not used. TIMSS
verifiers were asked to enter both their corrections and their comments directly
into pdf documents. IEA had equipped the verifiers with proprietary software that
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allowed them to simulate a revision mode in a pdf document: color coding was
used to indicate sentences or words that were edited by the verifiers and every
correction, major or minor, was accompanied by a “severity code” and a short
comment.

In the TIMSS verification, comments typically resembled the following
examples:

[Severity code 1-major error] “donkey” was translated as “monkey.”

[Severity code 1-major error] “old” was missing in “old donkey.”

[Severity code 2—minor error] wrong subject/verb agreement in third sentence.

[Severity code 1?7-may be a major or a minor error] donkey was not underlined.

[Severity code 1-major error] typo changes meaning and makes it difficult to
answer Q3 correctly.

[Severity code 4—acceptable change] “Pedro’s girlfriend” adapted to “Pedro’s
uncle.”

[Severity code 3—suggestion for improvement] literal translation/awkward
wording.

The TEA severity code scheme is relatively simple and makes the feedback
directly useful for both the NC and the IPC. However, when—as in TIMSS—the
verifiers’ comments are inserted directly in verified target files (of which there
may be several dozen for each national version), the review and follow-up by the
IPC is more difficult at the practical level than when—as in PISA—the corrections
and accompanying comments are listed in a single monitoring instrument per
national version. The verifier’s work was reviewed by an IEA referee before the
verified files were sent back to the NC. In TIMSS 2007, the final check performed
at the IPC covered layout issues only.

Since both the verifier intervention categories and the severity codes yield
useful information, it is suggested that these two frameworks be used jointly. If
every verifier correction or suggestion comes with both an intervention category
and a severity code, the statistics that can be generated may give good proxies for
quantitative and qualitative indicators of item translation quality.

9.8 VERSION MANAGEMENT

Version management is one of the challenges that come with periodical surveys in
which some items are used across survey cycles for trend evaluation purposes, or in
which items from other surveys are integrated in the test for linking purposes. Test
developers and NCs may change over time and each new player may have the urge
to make improvements and last-minute changes to instruments. Unfortunately, such
changes may jeopardize the link. Besides, these changes may be undocumented,
which makes it very difficult to keep track of the different versions. In addition,
when there are a large number of language versions and within each language
version there are also many successive versions, it may prove difficult to retrieve
final versions of a given instrument at a given point in time.
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In the future, more tests are likely to be computer-based or web-based. In a
web-based environment, it is possible to introduce an automated procedure to
“lock,” approved field test versions that do not need to undergo any changes, so
that the same versions can be used again for the main data collection. This is cur-
rently implemented in the Electronic Reading Assessment (ERA) component in
PISA 2009 and in the new OECD Programme for the International Assessment of
Adult Competencies (PIAAC). With this feature, anyone wishing to implement
edits for an item must formally request that the item be “unlocked,” and the change
must then be documented. For example, if a country spots a residual translation am-
biguity in its final field test version of a given test item, it would request authoriza-
tion to change this item for the main study. This type of quality assurance and con-
trol procedure can reduce workload (and costs) for verification at the main data
collection phase and for the verification of trend items. For instance, verifiers would
only need to check whether the proposed edits conform to the translation and
adaptation guidelines and are correctly implemented, but they would not need to
check previously verified versions for undocumented changes, since the previous
versions would not have been accessible after the tests were administered.

In all three international surveys, version management seemed to present too
many risks. When units need to be re-used (from field test to main test or from one
survey cycle to the next in the case of “trend” or “link” items), it is important that
correct final versions be easily retrieved. A case can certainly be made for
centralized archiving or, as discussed in Section 9.9, for upgrading the monitoring
tool that up to now has accompanied translated materials. This tool could become
the main or perhaps even the sole support for the translated materials (doing away
with target-version Word or pdf files) until it is time to break out the translated and
validated “raw” texts into formatted and assembled test booklets and coding
guides, subject to a final check.

9.9 CONCLUSION

Within the framework of sophisticated translation and adaptation procedures
implemented in the specific context of large-scale assessments, the players
involved (translators, verifiers, NCs, IPC, researchers) can be provided with a
combination of clear and concise translation and adaptation guidelines and item-
by-item indications of issues including:

e Compulsory adaptations; recommended adaptations; and adaptations that
are ruled out

Literal and/or synonymous matches to be replicated

Patterns in multiple-choice responses to be replicated (insofar as possible)
Emphasis elements (bolding, underlining, etc.) to be replicated
Translation “tips” for difficult or ambiguous words (e.g., words that have
several meanings in the source language)

Question intent, as relevant

s  Coding rules, as relevant



172 Translation Verification Procedures

The players need to be generally aware of the specific challenges involved in
test translation. In any case, the same item-by-item guidelines should be used as a
reference throughout the process. The present authors feel that, if existing models
of translation/adaptation/verification monitoring tools were further developed and
fine-tuned, so as to reflect item-by-item instructions and accommodate spaces to
document interventions for every stage and every player, this would considerably
enhance standardization, quality, and documentation.

If such a monitoring tool is developed with care before the translation/
adaptation process begins but already takes into consideration the different stages
of the process, and if its use becomes a requirement, the translator’s/verifier’s
attention will systematically be drawn to certain aspects that require special treat-
ment: An example would be a synonymous match that needs to be echoed, or a
particular pattern in multiple-choice responses. The purpose is that such aspects
will be processed several times in every language version. One can envisage pre-
paring these monitoring instruments in such a way that dichotomous interventions
(e.g., “done/not done”) could be used more often, but that space is always avail-
able for open comments, too. This integrated instrument would facilitate documen-
tation of discussion on translation and adaptation: translators, NCs, verifiers, and
IPC can all enter their comments and queries in one and the monitoring
instrument; the output becomes part of the history of a translated test unit or item.

The format of this tool could be based on the PISA TAS or the LAMP VFF,
but would be very carefully prepared by the IPC, preferably in consultation with
test developers. The intention is that it would be used by the translator(s), by the
reconciler in the event of a double translation procedure, by national experts or
editors, by verifiers and then by a referee and/or the test developers, by the NC
staff responsible for the national version, and by the reviewers responsible for a
final check. A variety of intervention categories adapted to the various roles would
allow frequent use of scroll-down menus to document various stages. This would
also be an invaluable documentation for researchers and, in combination with item
statistics, would provide a good measure of the effectiveness and efficiency of
linguistic quality control procedures.

With some research and investment in IT solutions, the integrated translation
and adaptation monitoring tool could also become the main support for translated
text, without target versions in Word or pdf format, simplifying version
management and reducing the associated risks. This is also suggested in a report to
the European Union (EU) on a blueprint for a translation tool (Harkness,
Dinkelmann, Pennell, & Mohler, 2008). This would require finding workable
solutions for exporting validated “raw” texts from the monitoring tool to formatted
templates for the test instruments that would include graphics and other layout
elements, and possibly recurring elements as well. Additionally, the solutions
should include a mechanism to “lock™ validated versions so as to avoid
undocumented additional edits or last-minute improvements. The players would
have to request an authorization to “unlock” the files if they wanted to edit them,
and could be asked to document the modifications they wanted to make.

There is evidence that methods based on systematic documentation,
discussion, agreement, and external quality control are successful in addressing
many issues before a test instrument is administered. The documentation of
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translation, adaptation, and verification processes should be centralized and made
available to researchers with a view to triggering new advances in test adaptation
methodology and obtaining item batteries that have an extensively documented
translation/adaptation history. The main objective, however, must remain to
collect data that will be largely comparable across countries because translation
flaws were minimised and construct equivalence ensured.
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Cognition, Communication, and Culture:
Implications for the Survey Response Process

Norbert Schwarz, Daphna Oyserman, and Emilia Peytcheva

10.1 INTRODUCTION

Since the early 1980s, psychologists and survey methodologists have made
considerable progress in understanding the cognitive and communicative pro-
cesses underlying survey responding (for reviews see Schwarz, 1999; Sirken et al.,
1999; Sudman, Bradburn, & Schwarz, 1996; Tourangeau, Rips, & Rasinski, 2000).
To date this research has paid limited attention to cultural differences. However, there
is increasing evidence that there are cultural differences in how information is
processed (for a review, see Oyserman & Lee, 2007, 2008a). In this chapter we
provide a brief overview of the relevant research and explore its implications for
survey response.

We focus on the contrast that has received the most attention in cultural
psychology, namely the contrast between East Asian and Western (Western
Europe and North American) societies. These societies have been described as
differing in their chronic or dominant focus on collectivism (embeddedness of
individuals within social frames, interdependence among in-group members) vs.
individualism (separation of individuals from social frames, independence of the
self from others). While there is some evidence that results from East Asian samples
cannot always be generalized to other collective societies (see Chapter 11, this
volume), to date most of the relevant research on culture’s consequences has
focused on this comparison. Even if generalization is somewhat limited, using East
Asian collectivism and Western individualism as a focal comparison allows us to
build on this solid basis of well-developed conceptual frameworks and
experimental evidence. Although the experimental tasks used by cultural
psychology researchers do not directly parallel the tasks or situations studied by
survey researchers, this body of research is relevant in that it illuminates cultural
differences in processes known to be involved in answering survey questions. We

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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offer conjectures about the likely survey measurement implications of cultural
psychology research and outline an agenda for future theory-driven research more
directly tied to the needs of survey researchers. Needless to say, our focus on one
set of cultural axes—individualism and collectivism—does not imply that
variation along other cultural dimensions is irrelevant to survey measurement; it
merely reflects that the cognitive consequences of other variations are not yet
sufficiently understood to lend themselves to a fruitful discussion.

The chapter is organized as follows. We first review core features of Western
(individualist) and East Asian (collectivist) cultures and summarizes key differ-
ences in basic cognitive and communicative processes. We then provide an over-
view of respondents’ tasks (question comprehension, recall, judgment, response
formatting, and editing) and address how individualism and collectivism may
influence each of these. In discussing this body of research, we use the terms indivi-
dualism and collectivism when discussing between-country comparisons, assuming
that between-country differences are due in part to chronic differences in levels of
individualism and collectivism. For clarity, when discussing the results of priming
tasks and experiments which highlight the processes underlying such average
cross-national differences, we describe the participants as using individual- and
collective mindsets (see Oyserman, Sorensen, Reber, & Chen, 2009).

10.2 COLLECTIVISTIC AND INDIVIDUALISTIC CULTURES: BASIC
DIFFERENCES

A solid body of experimental research has documented pervasive differences in basic
psychological processes between East Asia and Western Europe and North America
(for reviews see Fiske et al., 1998; Kitayma & Cohen, 2007; Nisbett, 2004; Oyserman,
Coon, & Kemmelmeier, 2002a). In the social domain, Western cultures conceptualize
the self as autonomous and relatively independent, characterized by unique internal
attributes that are largely independent of the momentary social situation (Markus &
Kitayama, 1991). Relationships with others are assumed to operate on an equity basis
and to be to the mutual benefit of both. Even family relationships can be severed if
they become too imbalanced, draining, or unfulfilling. In contrast, East Asian cultures
conceptualize the self as a mutually interdependent piece of a larger whole that is
constituted in relationship with others. Relationships with others are assumed to be
largely fixed by important group memberships. Relationships are, in that sense,
obligatory. Unlike the individualistic model in which relationships that are unfulfill-
ing are severed, within a collectivistic model relationships are understood as
necessary to group memberships. Engagements with others follow set relational rules.
Relationships are maintained because they are obligatory not because they are
pleasant (for a review, see Oyserman et al., 2002a).

Given these tacit metatheories, Westerners explain social behavior primarily in
terms of individuals, their traits and characteristics, whereas East Asians are more
likely to draw on the social field of which an individual and his or her behavior is a
part, resulting in reliable differences in causal attribution, impression formation, and
prediction (see Nisbett, 2004; Oyserman et al., 2002a, Oyserman et al., 2009, for
reviews). This higher emphasis on the social field among East Asians is further
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reflected in between-group differences in both the structure of autobiographical
memory (e.g., Han, Leichtman, & Wang, 1998) and in individuals' knowledge about
their own and others' behavior (e.g., Ji, Schwarz, & Nisbett, 2000), as reviewed in
Section 10.3.2. Moreover, differences in metatheories about the self foster differences
in self-protective biases and self-presentational strategies (e.g., Lalwani, Shavitt, &
Johnson, 2006). In a series of studies, Lalwani and colleagues (2006) demonstrate that
while Americans and those higher in individualism use strategies that allow for
positive self-presentation, those higher in collectivism are more likely to use strategies
that allow for reduced chances of other’s seeing the self in a negative light. In the
following sections, we discuss each of these differences in more detail in the context
of the survey tasks to which they are relevant.

From a cognitive perspective, different cultural orientations or mindsets require
different cognitive procedures for their efficient execution (for a review, see
Oyserman & Lee, 2007, 2008a; Oyserman & Sorensen, 2009; Oyserman et al., 2009).
As outlined by Oyserman and her colleagues, an individual mindset is associated with
procedures that facilitate focus on an isolated stimulus and its unique attributes,
pulling the stimulus apart from the field. In contrast, the collective mindset is
associated with procedures that facilitate the identification of relationships,
emphasizing the embeddedness of a stimulus in its field.

The application of cognitive procedures that facilitate either the isolation of indivi-
dual stimuli or the perception of their embeddedness in a context is not limited to
social tasks and results in pervasive differences in perception, judgment, and memory
inthe social as well as nonsocial domain. While members of all cultures have command
of the respective procedures, cultures differ in the chronic accessibility of these proce-
dures and the likelihood of their spontaneous use. For example, East Asians show
higher field dependency than Westerners on a variety of social and nonsocial tasks.

At the same time, chronic cultural differences in cognitive procedures can be
overridden by contextual influences. When a collectivistic focus is temporarily
induced among Westerners, their cognitive performance mirrors the spontaneous
performance of Asians; conversely, when an individualistic focus is temporarily
induced among Asians, their performance mirrors the spontaneous performance of
Westerners (for a review see Oyserman & Lee, 2008b; Oyserman & Sorensen, 2009).
Indeed, individual and collective mindset can be systematically produced through a
number of priming procedures as well as by language used in context (for a review
see Oyserman & Lee, 2007, 2008a; Oyserman & Sorensen, 2009). For example,
Oyserman and Sorensen (2009) find that whereas Asian respondents are better at
spontaneously recalling spatial relations among objects than American respondents,
their recall is impaired when an individual mindset is temporarily induced.
Conversely, American respondents’ recall is improved when a collective mindset is
temporarily induced (Oyserman et al., 2009).

Observations like these have two important implications. On the methodological
side, they highlight the causal influence of differences in cultural orientation. Given
that any two cultures differ in numerous respects, the mere naturalistic observation of
a cross-national (cultural) difference does not allow us to identify the causal role of
any particular characteristic, which requires experimental manipulations of the
characteristic of interest. On the substantive side, these observations indicate that
many key cultural differences in cognitive procedures do not require extensive
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socialization in the intellectual traditions of a culture; instead, they are better
portrayed as efficient responses to culturally dominant tasks, consistent with theories
of situated cognition (see Oyserman & Lee, 2007; Oyserman & Sorensen, 2009;
Oyserman et al., 2009, for more detailed discussion). Between-society differences in
how everyday tasks, including the communication tasks relevant to survey research,
are pragmatically understood are likely to be reflected in between-society differences
in responses. We discuss this further below.

In using the shorthand of individualism or collectivism to describe societies, we
do not intend to imply that individualism is the opposite of collectivism. Rather
collectivism and individualism are orthogonal in the sense that societies socialize
participants for both but differ in the extent that each of these dimensions is
chronically or habitually salient. Given our focus on East Asian and Western societies,
it is useful to note that a meta-analysis of the available data (Oyserman et al., 2002a)
documents consistent, large, and homogeneous differences between China and the
United States on these dimensions. Relative to American participants, Chinese
participants report high on collectivism and low on individualism across a variety of
measures. Thus, comparisons between these two countries provide clear examples of
countries with predominantly collectivist or individualist orientations.

10.3 CULTURE AND SURVEY RESPONSE

Next, we address how these cultural orientations affect the survey response process,
following the sequence of respondents’ tasks from question comprehension, recall,
and judgment to response editing and self-presentation (Strack & Martin, 1987;
Tourangeau, 1984). We review both cross-national and immigrant-population
studies and studies comparing results when using native language and language of
adopted country. As will become clear, results have implications both for cross-
national research and for studies including immigrants who may be interviewed
either in their native language or the language of their adopted country.

10.3.1 Making Sense of Questions: Pragmatic Inference Processes

As a first step, respondents need to understand the question to determine what infor-
mation they are to provide. The survey literature on question comprehension has long
focused on semantic issues, urging researchers to avoid unfamiliar terms and complex
syntax. While this is good advice, it misses a crucial point: Language comprehension
is not about words per se, but about speaker meaning (Clark & Schober, 1992). When
asked, “What have you done today?” respondents understand the words, but they still
need to determine which behaviors the researcher might be interested in before they can
give a meaningful answer. To infer the intended or pragmatic meaning of the question,
respondents make extensive use of contextual information, from the researcher’s
institutional affiliation and the topic of the survey to the content of preceding
questions and the nature of the response alternatives (for a review see Schwarz, 1996).
Reliance on contextual information is licensed by the tacit assumptions that underlie
the conduct of conversations in daily life (Grice, 1975), where contributions are
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expected to be meaningfully related to the goal of the conversation, the content of
preceding utterances, and the questioner’s interest and background knowledge.

While the general use of contextual information in pragmatic inference is
assumed to be universal, members of collective cultures are more sensitive to
conversational context than are members of individualist cultures. The limited
available evidence suggests that this results in cultural differences in response
patterns when the relevance of the contextual information needs to be detected, but
not when its relevance is obvious, as the examples reviewed below will illustrate.
For survey researchers, these cultural differences in sensitivity to the pragmatic
context imply that methods that merely ensure the adequate translation of the
literal meaning of a question are insufficient and need to be complemented by
methods that assess the pragmatic equivalence of questions (for guidelines see
Harkness, van de Vijver, & Mohler, 2003).

Detecting Redundancy. One condition under which the relevance of contextual
information needs to be detected is the presentation of partially redundant ques-
tions. Conversational norms (Grice, 1975) require speakers to provide information
that is new to the recipient, rather than to reiterate information that the recipient
already has. This gives rise to a specific pattern of question order effects. For
example, Schwarz, Strack, and Mai (1991) asked participants to report their marital
satisfaction and their general life satisfaction in different orders. When the life
satisfaction question preceded the marital satisfaction question, the answers
correlated » = .32, but this correlation increased to » = .67 when the question order
was reversed. This pattern of correlations reflects that judgments are based on the
information that is most accessible when the judgment is formed. To evaluate their
general life satisfaction, respondents can draw on numerous aspects of their lives,
including their marriage. When the general question is asked first, some
respondents may spontaneously consider their marriage, whereas others may not,
resulting in a modest correlation. In contrast, information about their marriage is on
all respondents’ minds when they answered the marital satisfaction question first,
resulting in a markedly higher correlation. In a third condition, Sckwarz and
colleagues drew respondents’ attention to the conversational norm of nonredun-
dancy by placing both questions explicitly in the same conversational context. For
these respondents, the questions were introduced with a lead-in that read, “We
now have two questions about your life. The first pertains to your marital satisfac-
tion and the second to your general life satisfaction.” Under this condition, the
correlation between the two questions dropped from r = .67 to r =.18. Apparently,
these respondents interpreted the general life satisfaction question as if it read,
“Aside from your marriage, which you already told us about, how satisfied are you
with other aspects of your life?” and hence disregarded information about their
marriage, information which they had already provided, to consider other aspects
of their life. Confirming this interpretation, a condition that presented this
reworded version of the general life satisfaction question yielded a nearly identical
correlation of r = .20.

If collectivistic respondents are more sensitive to conversational context than
individualistic respondents, they should be more likely to notice the potential redun-
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dancy of their answers even in the absence of a lead-in that draws their attention to
it. Empirically, this is the case. Haberstroh, Oyserman, Schwarz, Kiihnen, and Ji
(2002) asked students in Heidelberg, Germany, and in Beijing, China, to report their
academic satisfaction and their general life satisfaction, either in the academic-life
or the life-academic order. In the German sample, the correlation increased from
r = .53 in the life-academic order to  =.78 in the academic-life order, replicating the
previously describe pattern (Schwarz et al.,, 1991). In contrast, the correlation
decreased from r = .50 in the life-academic order to » = .36 in the academic-life
order for Chinese respondents, indicating that they spontaneously recognized the
redundancy problem and disregarded previously provided information. To isolate
the causal role of social orientation, a subsequent experiment temporarily induced
individualism or collectivism among German students (Haberstroh et al., 2002).
When primed for individualism, the answers of German students correlated » = .76
in the academic-life order, paralleling the correlation of » = .78 previously observed
in the German sample; but when primed for collectivism, this correlation dropped
to r = .34, paralleling the correlation of » = .36 previously observed in China.

In combination, these findings highlight several important points. First, chroni-
cally or temporarily collectivistic individuals are more sensitive to the conversa-
tional context than chronically or temporarily individualistic individuals. Second,
differences in sensitivity to the conversational context can give rise to differential
question interpretations, which can result in differential question order effects.
Third, the underlying difference in question interpretation reflects differences in
the pragmatic inference process, not differences in the literal meaning of the
question. Such pragmatic differences can emerge even when the literal meaning of
a question is perfectly equated through backtranslation procedures, as was the case
in these studies. Careful translation of the Jiteral meaning does not safeguard
against differential interpretations of the pragmatic meaning in context. All
participants understood the questions but only chronically or temporarily
collectivistic participants assumed that the second question included the implied
text, “aside from what you have just told me before” and so attempted to disregard
information that they had already provided in response to the earlier question.

These findings also highlight the pitfalls of taking answers in cross-cultural
studies at face value. Had the questions only been presented in the academic-life
order, we might conclude that academic satisfaction figures more prominently in
the lives of German than of Chinese students, apparently confirming that
individual achievement plays a more important role in individualistic than in
collectivistic cultures. Yet no such difference was observed in the life-academic
order and the parallel findings with temporarily collectivistic German students
indicate that the obtained pattern merely reflects differential sensitivity to
conversational context.

How Pervasive a Problem? Pragmatic inferences about the intended meaning of a
question are at the heart of many context effects in survey measurement (see
Schwarz, 1996, for a review). Are all of these effects more pronounced in
interdependent than in independent cultures? On theoretical grounds, we do not
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think this is the case and the available data are compatible with this (optimistic)
conjecture.

On theoretical grounds, pragmatic inference is likely to be universal. When
facing an ambiguous question, a// respondents need to draw on contextual informa-
tion to make sense of it. All respondents turn to the available information to arrive
at an interpretation. For example, they use presented response alternatives to infer
which behavior or opinion they are to report on (Schuman & Presser, 1981) and
they attend to the numeric values of rating scales to infer what verbal scale labels
mean (Schwarz, Kniuper, Hippler, Noelle-Neumann, & Clark, 1991). Pragmatic
inferences of this type make use of information that is an integral part of the question
itself; this information is attended to by all respondents and no particular sensiti-
vity is needed to recognize its relevance to the question with which it is presented.”

In other cases, the relevance of contextual information is less obvious and
needs to be detected by the respondent. Observance of the conversational norm of
nonredundancy, for example, requires that respondents recognize the redundancy
problem in the first place and chronically or temporarily collectivistic respondents
are more likely to do so. By the same token, we assume that collectivistic
respondents are more likely to consider background information about the
questioner that may bear on the likely common ground and epistemic interest. For
example, collectivistic respondents may be more sensitive to the questioner’s
institutional affiliations (Norenzayan & Schwarz, 1999) and the overall topic of
the survey (Smith et al., 2006). We therefore conjecture that cultural differences in
pragmatic inference will emerge when the relevance of contextual information
needs to be detected, but not when its relevance is relatively obvious.

10.3.2 Recall and Judgment

Once respondents determine which information they are supposed to provide, they
need to recall it from memory. This takes somewhat different forms for behavioral
questions and attitude questions.

Autobiographical Memory and Behavioral Reports

Content and Organization of Autobiographical Memory. Cultural differences in the
construal of self are reflected in the content and organization of autobiographical
memory. These differences can already be observed at an early age. For example,
Han and colleagues (1998) asked four- and six-year-old American and Chinese
children to report on daily events, such as the things they did at bedtime the night

% Note, however, that the same pragmatic inference at the question interpretation stage can nevertheless
result in differential substantive answers. For example, all respondents may infer from negative
numeric values of the rating scale that the corresponding verbal endpoint label has a particularly
negative meaning-—yet their willingness to rate close others in these terms may differ as a function of
cultural values (see Chapter 11, this volume). The latter effect reflects cultural differences in socially
appropriate responding, rather than cultural differences in question comprehension.
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before or how they spent their last birthday. Three striking differences emerged:
differences in target of focus on self versus others, differences in depth versus breadth
of memory, and differences in focus on internal states versus context.

With regard to target of focus, while all children made more references to the self
than to others, the proportion of self to other references was more than three times
higher for American than for Chinese children. With regard to depth versus breadth of
memory, while the Chinese children talked about many minute details of the specific
event in a succinct fashion, the American children talked at length about a few
isolated aspects of personal interest rather than the event as a whole. Finally, with
regard to differences in focus on internal states, American children's narratives
contained twice as many references to their internal states, their emotions, preferences,
and desires than was the case for Chinese children.

These differences are paralleled when adult participants are used. Wang and Ross
(2007) review relevant recall literature that suggests parallel cultural differences in
autobiographical memory. Adults of European descent recall earlier and more
detailed childhood memories than do adults of Asian descent. These differences fit
what would be expected if, in childhood, individualists’ memories are more likely to
be self-focused, focused on internal states, and detailed (as suggested by the Han et al.,
1998, research summarized above). Similarly, Wang and Ross (2007) find first, that
when asked to recall childhood events, adults of European descent recall events that
they date to about three-and-a-half years of age while adults of Asian descent recall
events that date on average to the period between ages four and five. Second, when
asked to write down as much as they could about their early years before age five,
European Americans and English participants produced more memories within the
five-minute time limit than did Chinese participants, suggesting that memories are
more self-linked in the former than in the latter case. Findings of this type indicate
that accessible content of autobiographical memories varies with the salient cultural
frame (see also Weintraub, 1978).

Such by-country differences may reflect differential processing at the encoding
and/or recall stage. On the one hand, chronic differences in levels of individualism
and collectivism may influence what people attend to and how they organize
information while an event unfolds, resulting in differences at the encoding stage.
Furthermore, chronic differences in individualism and collectivism (or other aspects
of culture) may influence both what people attempt to retrieve and how they organize
retrieved information in narrative form at the recall and reporting stage. These
possibilities are not mutually exclusive and the available data do not allow us to
estimate their relative contributions. Several studies show, however, that the language
of survey administration is sufficient to elicit differential autobiographical reports,
presumably because language serves as a prime that brings associated cultural
conceptions to mind.

For example, Ross and colleagues (2002) observed that Chinese students at
Canadian universities reported more collectivistic memories when the questions were
presented and answered in Chinese rather than English. Moreover, their reports of
daily moods showed a preponderance of positive moods under English language
conditions, but equal levels of positive and negative moods under Chinese language
conditions, consistent with cultural norms. To study this effect with autobiographical
memories cued with standardized primes, Marian and Kaushanskaya (2004) had
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participants pull slips of paper with words such as “balloon” on them. Participants
were asked to describe a memory involving the word. When randomly assigned to
use English rather than Russian, participants who were Russian immigrants to the
United States describe memories that focus on the self significantly more often
than when randomly assigned to use Russian. Effects are not due to whether the
event occurred in the United States or Russia or to language proficiency (as tested
by a linguist). Taken together, these studies suggest that language used in the
survey may produce both temporary differences in retrieval and reconstruction as
well as differences in self-presentation vis-a-vis an in-group (home language) or out-
group (English language) member. Effects are also not limited to studies of groups in
North America. Trafimow and colleagues (1997) found that bilingual Hong Kong
students reported more private traits and fewer social roles when describing
themselves in English than in Chinese, consistent with the associated cultural
emphasis on individual vs. collective aspects of identity.

In each of these studies, responses in English were compared to those in another
language rooted in a home culture presumed to be higher in collectivism. While, as
noted above, the processes underlying the found differences in response await more
detailed investigation, the available evidence suggests that social relations and roles
figure more prominently in the memories of people in collective rather than
individualistic cultures, whereas the reverse holds for individual characteristics and
experiences. That parallel effects can be found by priming individualism and
collectivism suggests that effects cannot simply be due to differences in what
information is stored in memory. Instead, it is likely to be some combination of how
information is stored and how it is cued for recall. It may be that culturally prominent
characteristics are both represented in more detail and linked to a larger amount of
other material than less prominent characteristics, making for differential recall unless
less prominent characteristics are cued. Taken by itself, this suggests that auto-
biographical recall may be facilitated by recall cues that take advantage of the
observed cultural differences. It is currently unknown, however, whether higher
cultural prominence of an attribute is associated with higher accuracy or with higher
recall and reporting bias, rendering recommendations about the use of differential
recall cues premature. We consider this a promising avenue for future research.

Finally, it is worth noting that autobiographical events are more likely to be
recalled when the language of the interview matches the language spoken during the
relevant life period (e.g., Marian & Neisser, 2000). This is consistent with the
general principle that recall is facilitated when the context of recall matches the
context of encoding (e.g., Tulving & Thompson, 1973). It suggests that surveys of
immigrant populations may benefit from matching the language of survey
administration to the language spoken during the life period (such as pre- vs. post-
immigration) or in the life domain (e.g., home vs. work) of interest. It should also
be noted that language can cue individualism or collectivism or something else,
depending on the pragmatic meaning of language in context. Oyserman and Lee
(2008a) suggest that when the language used appears natural in context, elicited
content is congruent with language. However, when language choice is perceived
as an influence attempt, elicited content contrasts with language. Thus while
studies such as that by Ross and colleagues (2002) suggest that Chinese language
cues collectivism-relevant responses and English language cues individualism-
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relevant responses, effects in the opposite direction have also been observed when
the request to speak the non-native language reminded respondents of their
country’s colonial past (see Oyserman & Lee, 2007, for a review).

Recall and Estimation: Public versus Private Behaviors. As already noted, collecti-
vistic cultures require a higher degree of attentiveness to others in the social context
and this need for attentiveness is further compounded by an emphasis on “fitting
in” and maintaining harmony in relationships (e.g., Triandis, 1995). To ensure that
they “fit in,” individuals need to monitor their own behavior as well as the behavior
of others to avoid unwanted discrepancies. Note, however, that this need only ap-
plies to public behaviors, which are visible to others and hence need to be moni-
tored. In contrast, private behaviors, which others cannot observe, neither require
nor allow monitoring for fit. Accordingly, Asians may know more about their own
public behaviors than Westerners, attenuating the need to rely on contextual cues
when asked to provide behavioral reports. Empirically, this is the case, as ],
Schwarz, and Nisbett (2000) observed in a study of behavioral frequency reports.

Numerous studies with Western samples demonstrated that respondents often
rely on the numeric values of frequency scales to arrive at a frequency estimate
(Schwarz, Hippler, Deutsch, & Strack, 1985). This results in higher frequency
reports when the scale presents high rather than low frequency values (for a review
see Schwarz, 1996). This effect is more pronounced when the behavior is poorly
represented in memory because poor memory representation forces respondents to
rely on an estimation strategy (Menon, Raghubir, & Schwarz, 1995). Taking
advantage of this general observation, Ji and colleagues (2000) demonstrated a
cross-cultural difference. After pretesting to choose behaviors of similar frequency in
both countries, they demonstrated differences in reliance on scale information to
estimate. Specifically, they asked students in China and the United States to report
the frequency of various public and private behaviors along scales with high or low
frequency values. Several findings are worth noting.

First, Chinese as well as American students reported higher frequencies along
high frequency scales than along low frequency scales when their reports pertained
to private, unobservable behaviors (such as the frequency of dreams or negative
thoughts about others). Moreover, the size of the scale effect was almost identical in
both countries. This indicates that respondents in both cultures relied on the same
estimation strategy; it also supports our earlier contention that individualistic and
collectivistic respondents are similarly sensitive to contextual information that
clearly pertains to-the task at hand (see Section 10.3.1). Second, American students
were as influenced by the scale when they reported on public behaviors as when they
reported on private behaviors. This is consistent with earlier findings and suggests
that neither class of behaviors enjoys an advantage in memory for Westerners. Third,
in stark contrast, Chinese students were unaffected by the response scale when they
reported on public behaviors (like visiting the library or being late for class) and
provided nearly identical frequency reports in an open response format and along
high and low frequency scales. Much as the monitoring rationale would suggest,
these behaviors were apparently well enough represented in memory to eliminate the
need for context-based estimation strategies.
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These cultural differences in response strategy resulted in reports that would
invite opposite conclusions in a cross-cultural survey. When presented with an open
response format, American and Chinese students reported similar frequencies of
public behaviors, consistent with the selection criteria for the behaviors used in this
study. But when presented with a frequency scale, American students reported either
higher or lower behavioral frequencies than Chinese students, depending on whether
the scale presented high or low numerical values. As a result, a researcher might
conclude that Americans engage in the behavior just as often, less often, or more
often than Chinese, solely depending on the response format of the question. No
such cross-country differences were observed when the behavior was private and all
respondents relied on contextual cues to arrive at an estimate.

Attitude Questions. When the question is an attitude question, researchers often hope
that respondents recall and report a previously formed opinion. In most cases,
however, respondents will not find an appropriate answer readily stored in memory
and will need to form a judgment on the spot. In doing so, they do not retrieve all
information that may be relevant to the topic, but truncate the search process once
enough information has come to mind to form a judgment (Bodenhausen & Wyer,
1987). Accordingly, their judgment is based on the subset of potentially relevant
information that 1s most accessible, which is often information brought to mind by
preceding questions. How this information influences the judgment depends on
whether it bears on an applicable norm or on features of the attitude object. We
address both cases in turn.

Norm Activation and the Language of Survey Administration. In the late 1940s,
Hyman and Sheatsley observed that Americans were more likely to endorse the right
of a Soviet reporter to report freely about the United States when they had first been
asked about the right of an American reporter to report freely about the Soviet Union.
Presumably, this question sequence activated a norm of reciprocity or even-
handedness and later studies consistently found that norm activation affects survey
response (for a review see Schuman & Presser, 1981). While the norm of reciprocity
is widely shared across cultures, cultures differ in which other specific norms they
endorse and the degree of importance they assign to them. Accordingly, a given
question may be differentially likely to evoke a norm in different cultures, giving
rise to pronounced differences in context effects.

One often overlooked variable that can affect the accessibility of culturally
shared norms and meaning systems is the language of survey administration. For
example, in a study of Greek students attending an American school in Greece, an-
swers to the same questions administered in English and in Greek showed good cor-
respondence in domains where American and Greek norms converged, but poor cor-
respondence in domains where the norms diverged (Triandis et al., 1965). Appar-
ently, the questions were answered within the cultural frame evoked by the language
of the questionnaire. On the other hand, respondents may affirm their own cultural
identity through more culture-consistent answers when the interview in a foreign
language is perceived as part of an ingroup-outgroup juxtaposition (e.g., Bond &
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Yang, 1982). These issues are of considerable applied importance for surveys of
immigrant populations, which are often conducted in more than one language.
Systematic experimentation is required to understand the underlying dynamics.

Constructing the Attitude Object. While the activation of norms through preceding
questions can have a profound impact on survey responses, most question order ef-
fects reflect that preceding questions bring information to mind that bears on the na-
ture of the attitude object. How this information influences respondents’ judgments
depends on how the information is used in forming a mental representation of the
attitude object and of a standard against which the attitude object is evaluated (for a
more detailed discussion see Schwarz & Bless, 2007; Sudman et al., 1996, Chapter 5).

Information that is included in the temporary representation formed of the
attitude object results in assimilation effects; in this case, the judgment is more
positive when positive rather than negative information comes to mind. In Section
10.3.1, we discussed a question order experiment with marital satisfaction and life
satisfaction (Schwarz et al., 1991) and noted differences in correlation as a function
of question order. These differences are also reflected in mean satisfaction levels:
Happily married respondents reported higher, and unhappily married respondents
reported lower, mean life satisfaction when the preceding marital satisfaction
question brought information about their happy or unhappy marriage to mind
(Schwarz et al., 1991). Conversely, happily married respondents reported lower, and
unhappily married respondents reported higher, mean life satisfaction when a joint
lead-in induced them to disregard previously provided information about their
marriage. This is referred to as a subtraction-based contrast effect (or a “part-whole”
contrast effect in Schuman & Presser, 1981): Subtracting positive (negative)
information from the representation of the attitude object results in less positive
(negative) judgments. As seen in Section 10.3.1, interdependent respondents are
more sensitive to conversational contexts that require subtraction and more likely to
show part-whole contrast effects (Haberstroh et al., 2002).

In addition, respondents may not only exclude accessible information from
the representation formed of the attitude object, but may also use this information
in constructing a standard of comparison. If the information is more extreme than
other information used in constructing a standard, it results in a more positive (or
negative) standard, relative to which the target is evaluated less positively (or
negatively, respectively). For example, thinking about a politician who was
involved in a scandal, say Richard Nixon, decreases trust in politicians in general.
In theoretical terms, the exemplar (Nixon) is included in the representation formed
of the superordinate category (American politicians), resulting in an assimilation
effect. If the trustworthiness question pertains to a specific other politician,
however, say, Bill Clinton, the primed exemplar cannot be included in the
representation formed of the attitude object—after all, Clinton is not Nixon. In this
case, Nixon serves as a standard of comparison, relative to which Clinton is
evaluated as more trustworthy than would otherwise be the case (Schwarz & Bless,
1992). Such comparison-based contrast effects generalize to all items to which the
standard is applicable, whereas subtraction-based contrast effects are limited to
judgments of the object from which information is subtracted.
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Any of the numerous variables that influence the categorization of information
in general (for a review see Smith, 1995) can also influence whether information is
used in forming a representation of the attitude object, resulting in assimilation ef-
fects, or a representation of the standard, resulting in contrast effects (Schwarz &
Bless, 2007). We may therefore expect that recently documented cultural differences
in categorization influence the emergence of assimilation vs. contrast effects in judg-
ment. In general, individualistic individuals (Westerners or Asians induced into a
temporary individualistic orientation) form more narrow categories and excel at sep-
arating stimuli, whereas collectivistic individuals (Asians or Westerners induced into
atemporary collective orientation) form broader categories and excel at connecting
stimuli (for a review see Oyserman & Lee, 2007, 2008a; Oyserman et al., 2009).
These observations suggest several hypotheses that may be fruitfully explored in fu-
ture research. First, Asians’ tendency to form broader and more inclusive categories
suggests that they may include information in the representation of the attitude object
that Westerners exclude from this representation. Second, given that the impact of a
given piece of information decreases with the amount of other information con-
sidered, any given piece of information should ceteris paribus exert less influence
on Asians than on Westerners. Accordingly, Asians should be more likely to show
assimilation effects than Westerners, but the size of these assimilation effects
should be smaller. Third, Westerners’ tendency to form narrow categories and to
parse information into distinct units may facilitate the construction of comparison
standards that are distinct from the attitude object. Hence, comparison-based
contrast effects should be more likely in Western than in Asian samples.

Moreover, Westerners categorize objects on the basis of class membership
whereas Asians categorize information on the basis of functional relationships (see
Nisbett, 2004, for a review). For example, when asked to sort a cow, a dog, grass,
and a tree into groups that go together, Western sortings (cow & dog vs. grass &
tree) reflect membership in the general class of animals vs. plants, whereas Asian
sortings reflect relationships (cow & grass vs. dog & tree). This use of different
categorization rules may result in different mental representations of attitude
objects and corresponding downstream differences in attitude judgments.

In sum, how respondents use accessible information in constructing
representations of attitude objects and standards is a key determinant of the
direction and size of question order effects in attitude reports. Basic research into
cultural differences in categorization suggests that the underlying processes are
culture sensitive, giving rise to differential context effects. Data bearing on these
conjectures are not yet available.

10.3.3 Response Formatting and Editing

Members of all cultures attempt to present themselves in a favorable light. However,
acceptable strategies for doing so, and the specific content that is considered
favorable, differ between cultures (Heine et al., 1999; Lalwani et al., 2006).
Individualist cultures encourage a view of the self in unique and positive terms that
gives rise to numerous self-enhancement biases in form of unrealistically positive
self-views and a preference for information that bolsters those views (for a review
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see Baumeister, 1998). They further value honesty in interaction with strangers
(Triandis, 1995) and the available evidence suggests that unrealistically positive self-
views are held with sincerity, although embellished when communicated. In
contrast, collectivist cultures emphasize the maintenance of harmonious relation-
ships with others and are more concerned with fitting in and saving face, which
discourages Western forms of self-enhancement as well as potentially controversial
utterances. Moreover, limited “editing” of the truth is considered acceptable in the
interest of maintaining harmony and saving face (Ho, 1976; Triandis, 1995).
Accordingly, collectivism is associated with impression management measures, and
individualism with self-enhancement measures, of socially desirable responding
(Lalwani et al., 2006). Using the Eysenck Lie Scale (Eysenck & Eysenck, 1964) as
an indicator of impression management behavior, van Hemert and colleagues (2002)
observed a zero-order correlation of » = —.68 between 23 countries’ mean individ-
ualism and mean Lie Scale scores.

The differential emphasis on maintaining harmony and avoiding controversy
may also underlie the observation that Asian respondents are less likely than Western-
ers to use extreme values on rating scales (e.g., Chen, Lee, & Stevenson, 1995). Note,
however, that this (usually small) difference in the use of rating scales may also reflect
differences in scale anchoring. The previously discussed differences in cognitive pro-
cess render it likely that Westerners focus on the unique features of the stimuli at hand,
whereas Asians consider them in their broader context. If so, Asians would evaluate
the stimuli relative to a more varied set, which would result in more moderate ratings
of all but the most extreme stimuli. Any observed differences in ratings would reflect
actual differences in perception in the latter case, but differences in response editing
in the former case. Systematic experimentation is needed to determine the relative
contribution of these processes, which are not mutually exclusive.

10.4 SUMMARY

As our discussion indicates, cultural differences in basic cognitive and communi-
cative processes have the potential to affect respondents’ performance at each step of
the survey response process. Hence, any observed cross-country differences in the
obtained answers may reflect true differences in attitudes and behaviors, differences
in the response process, or an unknown mixture of both. While recent progress in
cultural psychology and survey methods has set the stage for a fruitful investigation
of these issues, the available research is often limited to global country comparisons.
Because cultures differ along many dimensions, such comparisons provide little
insight into the underlying processes and usually fail to isolate the causal contribu-
tions of specific variables. Experimental manipulations of the variables assumed to
differ between cultures provide a more promising approach, and the observation of
parallel effects in experiments and country comparisons offers some assurance that
the relevant variables have been identified. We consider this a promising avenue for
future CASM (cognitive aspects of survey methodology) research.
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Cultural Emphasis on Honor, Modesty, or
Self-Enhancement: Implications for the
Survey-Response Process

Ayse K. Uskul, Daphna Oyserman, and Norbert Schwarz

11.1 INTRODUCTION

We ask and answer questions every day. But beneath these seemingly straight-
forward interchanges lie a series of cognitive and communicative processes, which
when better understood allow for better understanding of how cultures and
questions influence answers (for reviews see Schwarz, 1999; Sirken et al., 1999;
Sudman, Bradburn, & Schwarz, 1996; Tourangeau, Rips, & Rasinski, 2000). In
answering questions, people take into account what the question likely meant,
bring to mind relevant information, and then edit this information to form a
response (Strack & Martin, 1987; Tourangeau, 1984). Each of these steps may be
influenced both by features of the questionnaire and research context as well as by
the culture within which the research is taking place.

What the question likely means, its pragmatic meaning, influences both what
comes to mind and the response-editing process. Advances in two fields, cultural
(and cross-cultural) psychology and cognitive survey methodology, provide
important insights into these processes. Unfortunately these fields have not
converged so their insights have not been integrated. This integration is addressed
in here and in the preceding companion chapter, Chapter 10. Much of the current
cultural and cross-cultural literature focuses on the contrast between Western
individualism and East Asian collectivism and the Schwarz and colleagues’
chapter provides an insightful overview of this literature.

In the current chapter, we move beyond East Asian, Confucian-based
collectivism, to address another form of collectivism, honor-based collectivism, a
kind of collectivism prevalent in other parts of the world—including the Middle
East, Mediterranean, and Latin American countries. Because relatively less
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empirical work has focused on honor-based collectivism, we emphasize this
literature in the next section of this chapter, providing an overview comparing
collective cultures of honor with collective cultures of modesty and individualistic
cultures that could be termed cultures of self-enhancement. Much of this literature
is ethnographic and even when quantitative research exists, it does not have in
mind the needs of survey researchers. However, this literature does highlight
issues that survey methodologists should start attending to. To begin to create a
bridge between this literature and the concerns of survey methodologists, in the
second section of this chapter we briefly summarize the communicative and
cognitive processes involved, making predictions about how culture of honor
should influence pragmatic meaning, judgment and recall, and response editing.
Because direct evidence is limited, we highlight work of our own in this area.

11.2 HONOR, MODESTY, AND SELF-ENHANCEMENT: DISTINGUISH-
ING CULTURE’S BASIC DIFFERENCES

Though societies differ in many ways, researchers have been interested in
identifying a few key dimensions of culture that are associated with systematic
differences from which general predictions can be made (see Oyserman,
Kemmelmeier & Coon, 2002 for an integrative process model). To date the
individualism-collectivism dimension has captured most popular appeal and
concerns whether cultures emphasize individuals or groups across a variety of
domains (e.g., Hofstede, 1980). Simply defined, individualism is the extent to
which individuals are perceived as a basic unit of analysis while collectivism is the
extent to which groups (and individual membership within groups) are perceived
as a basic unit of analysis (see Oyserman & Sorensen, 2009, for a review).
Individualism highlights separateness, each person is a unique and worthwhile
individual. Collectivism highlights connectivity between and among persons;
persons gain meaning and worth through connection.

While early research on collectivism was informed by its Mediterranean-
based forms (see Triandis, 1989), the form of collectivism most often studied is
Confucian-based. In this form of collectivism, focus is on harmony—modesty,
fitting in, not sticking out, and not bragging (Markus & Kitayama, 1991).
Schwarz, Oyserman, and Peytcheva (Chapter 10, this volume) summarize the
literature comparing Western Europeans and North Americans with East Asians
and the implications of these differences for survey response. This comparison is
valuable and forms the bulk of the empirical cross-cultural literature.

However, understanding Confucian-based collectivism is not sufficient for
survey researchers conducting studies elsewhere, including areas of emerging
interest such as the Mediterranean region (including Spain, Greece, and Turkey),
Latin America, the Middle East, and Africa. In these regions, an alternative form
of collectivism, focused on honor, has been reported as we describe below. Within
a culture of honor, the central collective dimension is maintaining a good
reputation—both within the group and with regard to relationships with out-
groups. Like Confucian-based cultures of modesty, cultures of honor are collective
—groups and group membership matter and reputation is both gained and lost not
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only through one’s own actions, but also through the actions of others with whom
one is closely associated (typically kin but also other social groupings). Because
cultures of honor are collective in focus, it is likely that at least some of the
literature on cognitive consequences of collectivism is generalizable beyond East
Asia. By examining differences between collective cultures of honor and
collective cultures of modesty it will be possible to specify more specific
predictions about how cultural dimensions or syndromes are likely to matter for
survey researchers. In the following section, we focus on cultural differences in
norms for self-presentation since these are likely to be influenced by whether
cultures focus on maintaining harmony or maintaining a good reputation and to
influence how questions are understood, what comes to mind, and how
information is edited and communicated within a survey.

11.2.1 Individualism

Individualism prescribes a worldview in which individuals are encouraged to
define themselves and others as unique and separate individuals with different
goals, preferences, and attitudes (for reviews see Markus & Kitayama, 1991;
Triandis, 1989). Individualism makes salient norms of self-confidence and self-
enhancement (Heine, Lehman, Markus, & Kitayama, 1999; Heine, 2007;
Kitayama, Duffy, & Uchida, 2007; Markus & Kitayama, 1991; Suzuki &
Yamagishi, 2004; Yamaguchi, 1994). Individuals are assumed to be responsible
for themselves and a key self-presentational goal is to positively present oneself
(for reviews see Heine, 2007; Oyserman, Kemmelmeier & Coon, 2002).

Indeed, the mostly American literature on self-valuation demonstrates that
Americans tend to have positive self-views (e.g., Baumeister, Tice, & Hutton,
1989) and to prefer information that maintains or enhances these positive self-
views (e.g., Swann, Pelham, & Krull, 1989). This preference for positivity extends
to family members. Westerners evaluate close family members more positively
(Endo et al., 2000) and are less critical in evaluating their children’s performance
(Stevenson & Stigler, 1992) than East Asians. However, there is no reason to
assume that this preference for positivity is not even more general. Because indivi-
duals, not groups, are salient, and relationships between individuals are based on
joint interest, people in individualistic cultural settings are less likely to process
information in terms of in- or out-group memberships; today’s stranger could be
tomorrow’s friend (Oyserman, 1993; Oyserman, Kemmelmeier & Coon, 2002).
This implies that there are no strong prescriptions for the evaluation of strangers
(e.g., Bond & Smith, 1996; Iyengar, Lepper, & Ross, 1999; Yamagishi &
Yamagishi, 1994).

11.2.2 Collectivism
Collectivism focuses attention on the importance of the social interface—groups,

how one fits into them, one’s position within the group, and the ways to maintain
positive status as a group member. Recent reviews of the literature demonstrate a
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reliance on East Asian samples to study collectivism, although some data have
also been collected with other samples, including Latino or Hispanic American
and Mexican participants (see Oyserman, Coon, & Kemmelmeier, 2002, for a
review). Theoretical perspectives on cultural differences in psychological
processes are rooted in research using Chinese and Japanese samples (e.g., Markus
& Kitayama, 1991; Nisbett, 2003), and there is little evidence that these can be
generalized to other cultural contexts (perhaps with the exception of cognitive
differences involving salience of contextual information, see Oyserman & Lee,
2008a, for a review). In the section below, we focus on differences in self-
presentational norms between collectivism emerging from East Asian and from
other contexts.

East-Asian Collectivism. Confucian-based collectivism makes salient connections,
nestedness of individuals within relationships, self-effacement, and modesty as
ways of fitting in (Heine et al., 1999; Heine, 2007; Kitayama et al., 2007; Markus &
Kitayama, 1991; Suzuki and Yamagishi, 2004; Yamaguchi, 1994). Within
Confucian-based collective societies, key self-presentational goals are to be
modest, and not stick out (Heine, 2007, Markus & Kitayama, 1991; Triandis,
1989), and not offend others (Suzuki & Yamagishi, 2004). The difference in self-
presentational goals between Western and East Asian contexts is important for sur-
vey researchers who might otherwise interpret modest responses among East Asian
respondents as reflecting less positive self-evaluation. A series of studies using
more implicit measures of positive self-evaluation underscore the importance of
taking into account norms of self-presentation. In these studies, Japanese respond-
ents were more modest than Americans in their explicit responses, but no differ-
ences were found when more implicit measures such as the Implicit Association
Test (Kitayama & Uchida, 2003) or tests assessing preference for letters in one’s
own name and numbers corresponding to one’s birthday (Kitayama & Karasawa,
1997) are used, suggesting that differences are in self-presentation rather than true
differences in self-valuation. Just as self-ratings are likely to be influenced by
modesty and norms concerning not offending others, these norms are also likely to
influence positivity of rating in-group and close others given the large overlap
between the self and in-group in Confucian-based collective societies. For
example, when East Asian parents and teachers were asked to rate the performance
of their children, their ratings were more negative than were those of American
parents and teachers, in spite of the fact that the objective performance of East
Asian children was better than that of American children (Stevenson & Stigler,
1992). These results suggest that survey responses about oneself as well as proxy
responses about others to whom one is connected are likely to be filtered through a
norm of modesty. The norm should be relevant whenever the question cues a
connection to self or group membership—there would be no need for modesty in
appraising others who are irrelevant to self or group membership.

African, Latin American, Mediterranean, and Middle Eastern Collectivism.
While East Asian Confucian-based collectivism highlights the need for modesty in
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self-presentation, in other regions of the world, another form of collectivism has
been studied: honor-based collectivism. Honor is a form of collectivism based on
social image and social reputation (Abu-Lughod, 1999; Cohen et al., 1996;
Gilmore, 1987; Peristiany, 1965; Rodriguez Mosquera, Manstead, & Fischer,
2000; Rodriguez Mosquera, Fischer, Manstead, & Zaalberg, 2008; Stewart, 1994).
Honor-based collectivism does not highlight modesty but rather emphasizes the
public nature of self-worth and the need to protect and maintain honor through
positive presentation of oneself and in-group members. Honor is a social
psychological construct in that having, maintaining, losing, and restoring honor
involves others; honor requires that others respect the self and view the self as
having positive moral standing, and only when this occurs can one feel self-pride
(Nisbett & Cohen, 1996; Pitt-Rivers, 1965; Stewart, 1994).

Honor was originally studied by anthropologists in regions such as Spain,
Greece, Cyprus, Egypt, and Algeria using ethnographic methods such as
participant observation (e.g., see Peristiany, 1965). Across locations, these studies
highlight honor as maintenance of good reputation—maintained through good
family reputation, social interdependence, and maintenance of gender-specific
codes of behavior (e.g., Abu-Lughod, 1999; Gilmore, 1987; Pitt-Rivers, 1965,
1977). Honor has also been studied extensively in Turkey, also primarily using
qualitative methods (e.g., Kardam, 2005; Bagli & Sev’er, 2003). According to
existing studies, honor is central to Turkish culture. A rich vocabulary to define
and discuss honor is likely to be a reflection of the centrality of the concept in this
culture (Sev’er & Yurdakul, 2001). In Turkish culture, one’s honorable deeds are a
valued possession; they reinforce close ties binding the individual, family, kin, and
community (Ozgur & Sunar, 1982). Studies on the conception of honor in Turkey
point to its strong relational form and reveal that honor belongs to individuals as
well as family members (Kardam, 2005; Bagli & Sev’er, 2003) and that
individuals strongly feel to defend their honor when attacked. Indeed, Turkey is
one of several countries in which honor crimes persist (Kardam, 2005; Pervizat,
1998; Yirmibesoglu, 1997).

Moving beyond qualitative research on honor, social psychologists Cohen and
Nisbett and their colleagues (Cohen, 1998; Cohen & Nisbett, 1994, 1997; Cohen,
Nisbett, Bowdle, & Schwarz, 1996; Cohen, Vandello, & Rantilla, 1998; Nisbett,
1993) and Rodriguez Mosquera and her colleagues (e.g., Rodriguez Mosquera et
al., 2000, 2002; Fischer et al., 1999) focused on the concept of honor using more
quantitative methods. While Cohen and Nisbett focused on the United States,
Rodriguez Mosquera and her colleagues focused on Spain. Taken together, this
quantitative body of work on honor-based collectivism is important because it
highlights manifestations of honor-based cultural norms in a variety of modern
societies.

In particular, Cohen and Nisbett argue that honor norms are likely to develop
anywhere where law enforcement is weak or absent, wealth is portable, and
economic outcomes are both variable and uncertain (Cohen & Nisbett, 1994;
Nisbett & Cohen, 1996). They focused on the United States, examining existence
of a culture of honor in the southern and western United States. (Nisbett & Cohen,
1996). Honor in this social context is characterized by the willingness to use force
or violence to protect one’s social status and position. If that is the case, then laws



196 Honor, Modesty, or Self-Enhancement

and policies should allow for such forms of violence, adults should support it, and
behavioral traces of honor responses should be observable in laboratory situations.
Across a series of studies, the impact of honor was found across each of these
domains. Action to protect honor is safe-guarded in the laws and social policies of
the American South and West more so than in the American North and East
(Cohen, 1998; Cohen & Nisbett, 1997). Survey data collected in telephone
interviews with adults demonstrated that American Southerners and Westerners
voiced greater support for honor-related violence (and not violence in general)
than did American Northerners (Cohen & Nisbett, 1994).

This correlation between geographic location and honor-based values was
further tested in a series of experiments with students from Southern and Northern
states who were all attending the same mid-Western university. In these experi-
ments, male students were randomly assigned to an insult or noninsult condition.
Cohen and colleagues (1996, 1998) demonstrated that Southemers perceived
insults in terms of threats to honor—they were both more likely to see insults as
damaging their masculine reputation and more likely to engage in domineering
and aggressive behavioral responses than Northerners. These results are likely to
generalize to Latino or Hispanic cultures (e.g., Vandello & Cohen, 2003).

In a series of studies, Rodriguez Mosquera and colleagues have demonstrated
that within Europe, the expected differences can also be shown. Thus, social
conceptualizations of honor are more salient in Spain than in the Netherlands (e.g.,
Rodriguez Mosquera et al., 2000, 2002; Fischer et al., 1999). Spanish participants
rate honor and honor-related values such as social recognition as more important
than do Dutch participants (Fischer et al., 1999). When asked to describe honor,
Spanish participants describe honor in relation to family and social inter-
dependence; for Dutch participants, honor is not socially contingent (Rodriguez
Mosquera et al.,, 2002). Spanish participants respond more intensely to
standardized insult vignettes than Dutch participants when insults threatened
family honor, and this between-country difference is mediated by individual
differences in concern for family honor (Rodriguez Mosquera et al., 2002).

As shown by Rodriguez Mosquera and colleagues, honor in such societies
includes both the individual and closely related others. In honor-based
collectivistic societies, honor is shared with close others and those in the
individuals’ important social groups (Mojab & Abdu, 2004; Rodriguez Mosquera,
Manstead, & Fischer, 2002). Honor is a form of collectivism in that one’s own
honor is implicated by the honor of close others; social respect can be lost through
one’s own failures as well as through the failures of close others or can be gained
or enhanced through one’s own successes as well as the successes of close others
(Gregg, 2005, 2007; Stewart, 1994). Thus the extent to which one’s personal
worth is determined interpersonally is a distinct feature of honor cultures
(Rodriguez Mosquera, Manstead, & Fischer, 2002).

In honor-based collective societies, reputation matters, and reputation is a
social construct that includes the esteem to which one’s group is held, not simply
personal attainments. Thus, in honor-based societies, positive evaluation of one’s
in-group is quite critical (Abu-Lughod, 1999; Rodriguez Mosquera et al., 2008).
Just as in other forms of collectivism, self- and social identities are highly
connected (Markus & Kitayama, 1991; Triandis, 1989, 1995). This means that
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protection of social image is a core psychological concern in honor cultures. Social
situations in which the personal or social self may be negatively evaluated are
threatening and this threat needs to be responded to; not responding properly can
lead to dishonor (e.g., Gilmore, 1987; Peristiany, 1965). Whereas among
Confucian-based collectivism, the way to maintain positive relations is through a
norm of modesty, for honor-based collectivism, the way to maintain positive
relations is through a norm of positive representation of the self and in-group and
negative representation of out-groups.

11.3. CULTURE AND SURVEY RESPONSE

Next, we address how these cultural orientations affect the survey response
process. Whereas the survey response process can be divided into three broad
sections: question comprehension, recall, and response editing (Strack & Martin,
1987; Tourangeau, 1984), in the current chapter we focus in particular on the first
and last parts of this process.

11.3.1 Making Sense of Questions: Pragmatic Inference Processes

As a first step, respondents need to understand the question to determine what
information they are to provide. Here, respondents need to figure out what the
researcher likely intends to find out (Clark & Schober, 1992). This can be called the
pragmatic meaning of the question, and it comes not simply from the words that are
used but also from the context in which the question is presented (for a review see
Schwarz, 1999). On the one hand, everyone uses context at least to some extent, on
the other hand, given that collectivism highlights the importance of social context, it
seems reasonable to predict that members of collective cultures might be chronically
more sensitive to features of the social context. We detail the implications of this,
focusing on one aspect of context, scale format.

In a sense, filling out a questionnaire can be thought of as a form of
conversation, albeit a conversation in which only the researcher is asking
questions and only the respondent is replying. Just as in any conversation,
respondents rely on a number of tacit assumptions to make sense of their task and
provide sensible answers given their understanding of the pragmatic meaning of
questions in context (see Schwarz, 1994, 1999). Research conversations are one-
sided in the sense that the researcher cannot be directly queried by the respondent,
either because responses are elicited via a self-administered mechanism such as a
questionnaire or because interviewers have been trained not to provide
interpretations so as to standardize response. Therefore, respondents must draw
pragmatic meaning from larger cultural context and the proximal contextual cues
present in the research context. These contextual cues include what may at first
glance appear to be “formal” features of questions, such as the numeric values
used to represent points on the scale (Schwarz, 1999; Chapter 10, this volume).

Suppose participants are asked in a survey to report on their success in life using
a rating scale anchored with "not at all successful" and "extremely successful." To pro-
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vide a rating, they have to determine the intended meaning of the end labels. For exam-
ple, does "not at all successful" refer to the absence of outstanding achievements or to
the presence of serious failures? Given that survey contexts offer little opportunity to
clarify the meaning of questions, to infer the intended meaning, participants may draw
on the numeric values provided in the rating scale. Using German participants and
survey-based experimental methods, Schwarz and his colleagues (1991) tested this
possibility. They found that respondents did give systematically different
assessments of how successful they have been in life when the numeric format of
the rating scale is varied. On average, scores were lower and about a third of
individual respondents used the lower half of the range in responding when the
scale was from 0 to 10. In contrast, when the scale was from ~5 to +5, many fewer
respondents used the lower half of the range and when the scores were recoded to
range from 0 to 10, the average score was higher. Why would this be?

When the rating scale ran from 0 to 10, respondents seemed to understand the
question as being one about the extent of success, as a unipolar construct—one
could have more or less success. When the rating scale ran from —5 to +5, respond-
ents seemed to understand the question as being one about the extent of success or
failure, a bipolar construct—one could have more or less success (positive num-
bers) as well as more or less failure (negative numbers). Thus the numeric values
used to make up the rating scales seemed to have affected participants’ interpre-
tation of the intended meaning conveyed by the anchor labels. To further test this
interpretation, Schwarz and colleagues (1991) asked another set of German
respondents to draw inferences about a target person based on the target persons’
description of academic success. In all cases, the target person’s rating was in the
third position on an 11-point scale. What differed was whether the scale was a 0 to
10 scale or a —5 to +5 scale. A random half of participants read about a target
person who rated his prior success as a 2 on a 0 to 10 scale. The other random half
of participants read about a target person who rated his prior success as a —3 on a
—5 to +5 scale. Though all respondents viewed formally equivalent information
(the third lowest response on an 11-point scale with the exact same verbal anchors
of "not at all successful" and "extremely successful"), would the pragmatic meaning
be the same? Not if the —5 to +5 scale implied that success is a bipolar construct
and the 0 to 10 scale implied that success is a unipolar construct. If pragmatic
inference differed then respondents should understand a -3 response on the —5 to
+5 scale as reporting some failures and a 2 response on the 0 to 10 scale as
reporting not much success. Indeed, in the former case, respondents predicted that
the target had experienced more academic failure, specifically that he needed to
repeat more exams because he had failed them, than in the latter case.

Taken together, these studies, as well as a larger body of research on context
effects on pragmatic inference suggest that research participants take into account
even seemingly formal features of questionnaires in making inferences about what
the questioner likely means. Once inferences are drawn, however, respondents still
have to decide how they will respond. While the research on cultural differences
simply suggests that higher collectivism should increase sensitivity to context
effects (see Chapter 10, this volume, for a review), as we have outlined in our
section on culture’s effects on self-presentational norms, there are likely to be
effects of culture on this last phase of questionnaire response as well.
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11.3.2 Recall, Response Formatting, and Editing

Once respondents have figured out what a question is likely about, but before
providing a response, they need to recall relevant information and figure out how to
fit their own response into the format of the question and to edit their response to fit
norms of propriety. This is a universal process, just as the search for pragmatic
meaning is universal. All things being equal, members of all cultures attempt to
present themselves in a favorable light. However, as we have outlined in the section
on cultural norms for self-presentation, acceptable strategies for doing so, and the
specific content that is considered favorable, differ between cultures.

Specifically, while individualist cultures encourage a positive view of the self
and others, they also further value honesty in interaction with strangers (Triandis,
1995). In contrast, Confucian-based collectivist cultures emphasize the maintenance
of harmonious relationships with others and are more concerned with fitting in and
saving face while honor-based collectivist cultures emphasize positive presentation
of self and in-group. For both forms of collectivism, some “editing” of the truth is
considered acceptable in the interest of appropriate norm fulfillment (Ho, 1976;
Triandis, 1995). Because norms differ, this would imply a specific pattern of culture
by target interaction. Whereas individualistic positivity norms would result in
positive ratings regardless of the target and modesty norms of Confucian collectiv-
ism would result in dampened ratings of self and in-group, but not influence the
evaluation of out-groups, honor-based collectivism positivity norms would result in
heightened ratings for self and in-group and lower ratings for out-group members.
Thus respondents from individualistic, modesty-based and honor-based collective
societies would edit their responses differently depending on whether the target of
judgment was the self, a close other, or not an in-group member. Both individual-
istic and honor-based societies should promote self-enhancement (of self and in-
group members, particularly close others) compared with modesty-based societies.
Members of modesty-based societies would notice the different implications of
unipolar and bipolar scales, but given the cultural imperative to be modest, respond-
ents from modesty-based societies should be less likely to attempt to correct for
the negative implications of the bipolar scale when rating themselves or close in-
group others. Instead, the bipolar scale may even highlight concerns about modesty,
resulting in lower self and close family ratings. Conversely, members of individual-
ism and honor-based societies should be loath to use the lower end of the bipolar
scale when rating themselves or close family members. With regard to strangers,
members of modesty-based societies would have no reason to rate them in a way
that may imply failures in their lives; to the contrary, one’s own modesty may be
expressed in positive ratings of strangers. However, self-enhancing individualistic
societies offer no strong prescriptions for the evaluation of strangers, whereas
derogation of out-groups is more acceptable in collective, honor-based societies.

In a direct test of these hypotheses, Uskul, Oyserman, Schwarz, Lee, and Xu
(2008) replicated and extended Schwarz et al.’s (1991) design in a pilot and two
experimental studies. Whereas the goal of Schwarz and colleagues’ (1991) initial
work was to demonstrate the impact of pragmatic meaning, the goal of the
research by Uskul and colleagues (2008) was to demonstrate the interaction
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between pragmatic meaning and cultural norms. Whereas the Schwarz et al.
(1991) studies included only German participants and did not explicitly take a
cultural perspective, Uskul and colleagues (2008) compared participants from
societies marked by individualism (Americans), honor-based collectivism (Turks),
and Confucian-based collectivism (Chinese). Because a culture-based framework
would lead to different predictions depending on whether a respondent is asked to
report on self, in-group, or nongroup relevant others, they also moved beyond
Schwarz and colleagues’ (1991) initial focus on self and own parents to also
examine ratings of strangers of the same age as parents. To clarify that the
dependent variable, success in life, was equally desirable across the three cultural
groups, they asked college students in each country, how desirable being
“successful in life” was to them, finding that life success was equally desirable—
slightly higher than a five on a seven point scale—in each of the three cultures.

Results highlight the importance of using a culturally informed model.
Culture-relevant effects were found for scales and pattern of responses in ways
that suggest that effects are not due simply to differences in what unipolar and
bipolar scales imply about the relative presence of positive attributes but also to
differences in culturally appropriate use of the affordances provided by the scales
to represent the self and close others. In both honor-based collectivistic and
individualistic cultures, appropriate responses are positively enhancing of self and
close others. In modesty-based collective cultures, modest descriptions of self and
close others are appropriate responses. Results followed this pattern.

Specifically, Chinese respondents gave more modest ratings of their own
success and that of their parents than either Turkish or American respondents, who
were equally positive in their ratings of parents and self. With regard to the
interaction of scale and question target, while Chinese respondents were modest in
their assessment of self and parents independent of whether the scale was unipolar
or bipolar, the assessments of Turks and Americans were higher when the scale
was bipolar, just as were German participants in the original Schwarz and
colleagues (1991) studies. Turks, Americans, and Germans all rated themselves
and their parents as more successful on the bipolar scale than on the unipolar scale.
Ratings of strangers of the same age as parents followed the expected pattern.
Having been freed from modest self-presentational concerns, Chinese respondents
showed the scale effect and rated strangers more positively when the scale was
bipolar while Turkish respondents did not rate strangers more positively when
using the bipolar scale as they did when they evaluated their parents. As expected,
American respondents did not differentiate between in-group and out-group
members and showed the scale effect in evaluating all three question targets.

In sum, for individualistic (American, German) and culture of honor (Turkish)
groups, the implication of the negative numbers (presence of varying degrees of
failure) was enough to shift responses about oneself or about parent’s success up
to the positive numbers (presence of varying degrees of success). Chinese
participants also understood the scale in the same way, as can be seen by the fact
that when there was no cultural modesty imperative (when providing a proxy
report on out-group members), Chinese also gave more positive responses when
using the bipolar scale.
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11.4 CONCLUSIONS

Whereas cognitive survey research to date has either ignored culture altogether or
focused on a contrast between Western individualism and East Asian collectivism
(for a review, see Chapter 10, this volume), in the current chapter we have
suggested that survey methodologists should also consider other forms of
collectivism, particularly if their research participants are from Southern Europe
and the Mediterranean, the Middle East or Africa. Our review of the culture
literature highlights the influence of cultural norms on likely responses, even when
the pragmatic meaning of questions does not differ. In particular, we focused on
culture-based differences in both presentation style and distinctions between the
self and close others on the one hand and distal or out-group others on the other
hand. The literature on honor-based responses suggests that when cultures make
salient an honor-based collectivism, respondents will focus on positive
presentations of themselves and close others.

Our own research in this area, however preliminary, provides support for this
prediction and suggests that honor-based and Confucian, modesty-based collec-
tivism likely draw attention to different norms relevant to survey responding.
While participants all try to put their best foot forward, this entails modest self-
and close other deprecation for Confucian groups, but not for honor-based groups.
Moreover, these same underlying processes will produce differing results for
proxy reports about distal, nongroup relevant others. For Confucian groups, the
modesty norm becomes irrelevant but for honor groups, positive statements about
any others are unlikely to be viewed as irrelevant to honor, resulting in more
negative proxy reports about distal others.

Culture of honor research has documented that honor-based responses are
relevant to a broad array of societies, including southern Europe, the
Mediterranean, Latin America, the Middle East, Africa, and the American West
and South. While current knowledge cannot address whether pragmatic
understanding of questions differs, it is clear that the editing process is likely to
differ across honor, modesty, and positivity cultures. Future research targeting
greater understanding of honor-based norms is highly relevant to the field of
survey methods.
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Response Styles and Culture

Yongwei Yang, Janet A. Harkness, Tzu-Yun Chin, and Ana Villar

12.1 INTRODUCTION

This chapter presents a critical discussion of the literature on patterns of response
behavior that are often referred to as response styles. In particular it discusses
connections between response styles and cultural situations presented in the
literature of the last half century.

Response styles are commonly defined as consistent and stable tendencies in
response behavior that are not explainable in terms of question content or what a
given question aims to measure (cf. Bachman & O’Malley, 1984a, 1984b; Hui &
Triandis, 1989; Watkins & Cheung, 1995; Cheung & Rensvold, 2000;
Baumgartner & Steenkamp, 2001; Fischer, 2004). Such stable tendencies
independent of question content are seen as biased reporting. Pronounced
preference for some answer categories can, of course, be substantively motivated.
If, for example, the selection of extreme response categories is restricted to
questions which tap constructs or dimensions assumed to be theoretically related,
the selection of extreme responses may reflect a respondent’s true position
regarding a construct of interest. If, on the other hand, extreme categories are
selected across questions assumed not to correlate or if answers chosen contradict
others, biased reporting is often considered as the explanation.

If a respondent consistently favors certain response options or scale positions
in response scale, irrespective of question topic, this behavior is usually taken as evi-
dence of either a response style as described or, alternatively, as evidence of response
behaviors triggered by factors such as satisficing or social desirability. These other
response behaviors can only be mentioned briefly here and in Section 12.1.2. For
some general discussion, see Krosnick (1991; 1999) and Krosnick, Narayan, and
Smith (1996a) on satisficing and DeMaio (1984), Tourangeau, Rips, and Rasinski
(2000), Lensvelt-Mulders (2008), and Johnson and van de Vijver (2003) on social
desirability; the last authors also consider the comparative perspective.

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.
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12.1.1 Major Response Styles

Three response behaviors are most frequently discussed as “response styles™
acquiescence, extreme responding and middle category responding.

Acquiescence: The acquiescent response style is characterized by a consistent
tendency to select one side of an answer scale, usually the positive side.
Acquiescing respondents will tend to agree with statements that are presented to
them, regardless of their content.

One consequence of acquiescence is that respondents could well endorse
contradictory statements, even if these come close together in the questionnaire.
They might agree, for example, with two statements that indicate opposite loci of
control, such as “What happens to me is my own doing” and “I have little
influence over the things that happen to me” (Ross & Mirowski, 1984). Another
consequence could be that respondents would prefer positive sides of answer
scales, irrespective of question topic. If asked, for example, about their satisfaction
with a variety of aspects of a visit to a hospital, acquiescent respondents would
tend to choose the “satisfied” side of the scale rather than the “dissatisfied”
answers. Acquiescence is also sometimes discussed in terms of yea-saying and
nay-saying, the nay-saying term referring to a persistent tendency to disagree or
disacquiesce (Couch & Keniston, 1960; Bachman & O’Malley, 1984b; Baum-
gartner & Steenkamp, 2001).

Extreme responding: Respondents who consistently choose endpoints of
answer scales are often held to have an extreme response style (ERS). They choose
an endpoint of a scale, representing an extreme or strong degree of endorsement of
whatever response dimension is presented in either a positive or negative direction
(e.g., agreement/disagreement). ERS respondents are typically understood to
prefer endpoint positions representing high or low scores, inde-pendent of the
entity being scored and how they in actuality might evaluate it.

Middle category responding: This is the term used to describe the consistent
tendency on the part of a respondent or group to choose the middle point on an
odd-numbered scale (e.g., 1-5) or the middle portion of an even-numbered scale

(e.g., 1-6).

12.1.2 Response Styles and Other Responding Behaviors

Response behavior patterns held to be response styles can be distinguished from
other response behavior patterns also usually regarded as bias, such as a preference
for socially desirable answers or response behavior associated with “satisficing”.
Socially desirable responses are responses that conform with or endorse social
norms or socially preferred behavior of various kinds (Tourangeau, Rips, &
Rasinski, 2000; Lensvelt-Mulders, 2008; Cannell, Miller, & Oksenberg, 1981).
Respondents responding in a socially desirable fashion might, for example,
underreport unhealthy behaviors and over-report healthy behaviors. Under
satisficing theory (Krosnick, 1991, 1999; Krosnick, Narayan, & Smith, 1996a),
biased response behavior is seen as the result of respondents minimizing their total
effort in completing the interview or survey while still complying at some minimal
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level with the question and answer request. Baumgartner and Steenkamp (2001)
discuss related behavior as “noncontingent responding,” which they describe as
“the tendency to respond ... carelessly, randomly or nonpurposefully” (p. 145).
Other response behaviors associated in the literature with satisficing or social
desirability include high item nonresponse without obvious substantive
motivation; frequent selection of the same category across many consecutive
questions; and documented under- or over-reporting of behaviors (Holbrook,
Green, & Krosnick, 2003). These behaviors are usually held to be related more to
individual measurement occasions and features of a particular measurement event,
or a given respondent’s engagement in the event, than to stable response selection
preferences. At the same time, since low “civic commitment” or factors such as a
general dislike of surveys might well coincide with noncontingent responding and
satisficing, the behaviors associated with satisficing might also be related to more
stable dispositions on the part of the respondent.

12.1.3 Why Do Response Styles Matter?

Much of the research interest in response styles has been motivated by concerns
about systematic measurement error or bias. For discussion related to comparative
research, see, for example, Chun, Campbell, and Yoo (1974), Cheung and
Rensvold (2000), Baumgartner and Steenkamp (2001), and Van Herk, Poortinga,
and Verhallen (2004); in the general research context, see a seminal statement in
Cronbach (1946, 1950).

Systematic measurement error (bias) results when some factor systematically
affects construct measurement. The activity of questioning and answering during a
survey can be thought of as a measurement event. This measurement event
involves a minimum set of components (such as question texts or diagrams and
answer scales or options) and the respondent’s engagement with the questions.
Many factors may be involved, including characteristics of the instrument, the
interviewer, and the interview context as well as characteristics of a respondent,
such as a latent tendency to respond in a certain way.

A response tendency can systematically bias answers, since differences on
scores at individual or group level may not reflect true differences on a given
target construct. True patterns of relationships could remain undetected or
differences observed be actually spurious. In multipopulation research, if
differences in response tendencies exist across the populations, inferences derived
from country or cultural comparisons will be compromised.

12.1.4 Reducing the Effect of Response Styles on Data

Response styles can be an object of research or can be seen as nuisance factors,
resulting in bias. When response styles are seen as nuisance factors, the goal must
be to reduce or control their impact on surveys results. Multiple approaches can be
taken to limit their effect on data and interpretations. Section 12.3 also discusses
approaches within the context of existing literature. It is not the brief of this
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chapter to elaborate in detail on these methods but we can point to three general
approaches. Each has advantages and constraints not considered here. For further
discussion on related topics see, for example, Baumgartner and Steenkamp (2006)
and Podsakoff, MacKenzie, Lee, and Podsakoff (2003).

One way of reducing response style bias is to improve the design and imple-
mentation of the instrument: the questions, the instructions, the answer scales, and
the administration procedures. For example, survey questions should be made as
easy to answer as possible. The rationale is that although respondents’ response
tendencies (response styles) cannot be fundamentally changed, the design and
implementation can reduce the likelihood of a response style manifesting.

Second, the observed data can be rescored. Various forms of standardization
or re-calibrating of the data can be used (e.g., Fischer, 2004; King, Murray,
Salomon, & Tandon, 2004). Prerequisites are, however, a theoretical justification
for why standardization or re-calibration is appropriate and for the choice of
method chosen. Because this involves rescaling scores, the resulting scores and
associated statistics must be interpreted with caution; if rescoring involves
standardization based on country means and standard deviations, the resulting
scores may not be appropriate for cross-country comparisons.

Third, the design can deliberately include items that measure the presence of
stylistic response. Balanced scales and scales with items on diverse topics (cf.
Greenleaf, 1992a) may be useful in trying to quantify stylistic response in this
way. Then, the impact of stylistic response can be partialled out, using a regression
or a latent structure model.

The impact of response styles for cross-cultural research can be very complex.
Exactly how a response style affects a survey statistic depends not only on the
direction and intensity of the response style but also on the direction and intensity
of the true relationship and also whether all the variables are affected to the same
extent by a given response style. It is essential to evaluate the impact of response
styles for a specific situation, rather than rely on broad and general estimates.

Although research interest to date has focused on trying to understand and
deal with possible measurement bias, researchers have also been interested in
response styles as a reflection of culturally determined perceptions and response.
This is reflected in the literature we discuss in the remaining sections.

12.2 RESPONSE STYLES AND CULTURAL DIFFERENCES

The literature discussing cultural differences in acquiescence, extreme, and
middle category response tendencies is most diverse. This literature is also often
too sparse on documentation of the methods used, the procedures followed, the
questions and response scales used, and the populations investigated to conduct
the meta-analysis originally intended. Instead we have drawn together the most
commonly cited studies discussing cultural differences in acquiescence, extreme,
and middle category response tendencies from the late 1960s on. Our comments
below indicate the general direction of findings. In Section 12.3 we turn then to
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critical commentary. Studies discussing cultural differences in acquiescence,
extreme, and middle category response tendencies are presented in Table 12.1.

Studies discussing cultural differences in acquiescence, extreme, and middle
category response tendencies are presented in Table 12.1.

12.2.1 Acquiescence

Research into acquiescence has suggested that certain ethnic and national groups
exhibit greater acquiescence than others. In research on the American continent,
these have been found to be Hispanic or Latino populations and African American
respondents. In terms of European research, some researchers have suggested a
north-south divide in Western Europe, with greater acquiescence in southern
regions. Other research interprets differences found in terms of Hofstede's
categorization of countries, such as individualistic or collectivist, with collectivist
populations displaying greater acquiescence. In each case, as outlined below,
findings are contradictory or inconclusive.

The Americas: Respondents of (variously defined) Hispanic or Latino origin
have been found to exhibit acquiescence: Aday, Chiu, and Andersen (1980) found
that Spanish-heritage samples in the U.S. showed a stronger acquiescence
tendency than U.S. non-whites and non-Hispanic whites; Ross and Mirowsky
(1984) report that Mexicans in Mexico acquiesced more than Mexican Americans,
and that the latter acquiesced more than Anglo Americans. Marin and Marin
(1991) and Marin, Gamba, and Marin (1992) examine response tendency
differences among Hispanic groups in the U.S. with various countries of origin, as
well as non-Hispanic U.S. Whites and argue that Hispanic cultural values might
promote an acquiescence responding tendency.

Research has also associated African American populations with acquiescence
response tendencies. Bachman and O’Malley (1984b) find that African Americans
displayed a stronger tendency to acquiesce than U.S. whites across questions about
a broad range of topics. Studying response tendencies using samples of African
Americans, Mexicans, Puerto Ricans, and non-Hispanic whites in Chicago.
Johnson et al. (1997) find that African Americans and Mexican Americans
acquiesced more than non-Hispanic whites.

Some studies considered factors beyond ethnicity/heritage; Marin, Gamba,
and Marin (1992) and Ross and Mirowsky (1984), for instance, note that
acculturation might play a role in acquiescing behavior. Some of their
comparisons indicated that Hispanics less acculturated to the U.S. culture
acquiesced more than did more acculturated Hispanics. Marin, Gamba, and Marin
(1992) also found that in some cases education matters: Hispanics with lower
formal education had more pronounced acquiescent responding than those with
higher education. Meanwhile, Johnson, O’Rourke, Chavez, Sudman, Warnecke,
and colleagues (1997) find no evidence for acculturation reducing acquiescence
among Hispanics but do find higher acquiescence among people with lower levels
of formal education. In sum, U.S. Hispanic populations and African American
populations are linked to greater acquiescence, although the factors contributing to
this may be multiple.
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TABLE 12.1. Literature on Cross-Cultural Response Tendency Differences

Groups Involved in Comparison
Cultural Groups in the Americas

US: Hispanics and non-Hispanic whites

US: Hispanics and non-Hispanics

US: African American, Mexican American,
Puerto Rican, and non-Hispanic whites

US and Mexico: Hispanics and whites

US: African American and whites

Cultural Groups in Europe

11 countries: Belgium, Denmark, France,
Germany, the UK, Greece, Ireland, Italy,
the Netherlands, Portugal, Spain

9 countries: Austria, Germany, Ireland,
Italy, the Netherlands, Norway, Spain,
Sweden, the UK

6 countries: France, Germany, Greece,
Italy, Spain, the UK

Cultural Groups across the Globe

Australia: Asian nationalities and Australian
nationals

Kazakhstan: Kazakhs and Russians

US: Japanese, Chinese, “American”

Belgium: Turkish and Moroccan

US and Japan

US and Korea

US and China

Canada and Japan

4 countries: Japan, Taiwan, Canada, U.S.

5 countries: Australia, China, Nepal,
Nigeria, the Philippines

Acquiescence

Aday, Chiu &
Anderson (1980)
Marin, Gamba, &
Marin (1992)

Johnson,
O’Rourke,
Chavez, Sudman,
Warnecke, &
Lacey (1997)

Ross & Mirowsky
(1984)

Bachman &
O’Malley (1984b)

Baumgartner &
Steenkamp (2001)

Welkenhuysen-
Gybels, Billiet, &
Cambré (2003)

van Herk,
Poortinga, &
Verhallen (2004)

Javeline (1999)

Watkins &
Cheung (1995)

Extreme

Marin, Gamba, &
Marin (1992)

Hui & Triandis
(1989)

Johnson,
O’Rourke,
Chavez, Sudman,
Warnecke, &
Lacey (1997)

Clarke (2000a)

Bachman &
O’Malley (1984a,
1984b)

Baumgartner &
Steenkamp (2001)

van Herk,
Poortinga, &
Verhallen (2004)

Dolnicar & Griin
(2007)

Lee, Jones,
Mineyama, Zhang
(2002)

Moors (2003,
2004)

Zax & Takahashi
(1967)

Chun, Campbeli,
& Yoo (1974)

Culpepper, Zhao,
& Lowery (2002)
Shiomi & Loo
(1999)

Chen, Lee, &
Stevenson (1995)

Middle

Lee, Jones, Mine-
yama, Zhang
(2002)

Zax & Takahashi
(1967)

Culpepper, Zhao,
& Lowery (2002)

Shiomi & Loo
(1999)

Chen, Lee, &
Stevenson (1995)
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TABLE 12.1. Continued

Groups Involved in Comparison Acquiescence Extreme Middle

Cultural Groups across the Globe

5 countries: U.S., Mexico, Australia,
France, Singapore

Clarke (2000b,
2001)

Stening & Everett
(1984)

9 nationalities: Japan, Singapore, Hong
Kong, Indonesia, Malaysia, the
Philippines, Thailand, U.S., UK

10 countries and regions: Belgium, Czech,
Germany, Hong Kong, Hungary, Japan,
Poland, Portugal, Singapore, Turkey

Stening & Everett
(1984)

Johnson, Kulesa,

Cho, & Shavitt

(2005)
Johnson, Kulesa,
Cho, & Shavitt
(2005)

19 countries and regions: Australia,
Belgium, Brazil, Czech, Germany,
Hungary, India, Japan, Malaysia,
Portugal, Turkey, the UK, Mexico, the
Philippines, Poland, Singapore, Hong
Kong, France, Italy

26 countries and regions: Denmark, Finland, Harzing (2006)
Sweden, Austria, Germany, the

Netherlands, the UK, France, Greece,

Portugal, Spain, Turkey, Bulgaria,

Lithuania, Poland, Russia, Brazil, Chile,

Mexico, the U.S., China, Hong Kong,

India, Japan, Malaysia, Taiwan

Harzing (2006) Harzing (2006)

26 countries and regions: Denmark, De Jong,

Norway, Belgium, Austria, Germany, the
Netherlands, the UK, Ireland, Italy,

Steenkamp, Fox,
& Baumgartner

France, Hungary, Switzerland, Portugal, (2008)
Spain, Czech Republic, Poland,
Romania, Russia, Slovakia, Argentina,
Brazil, , the U.S., China, Japan, Taiwan,
Thailand
Many countries Smith (2004)
Many countries Smith & Fischer Smith & Fischer
y coun (2008) (2008)

Other Regions: Research in Europe and elsewhere on acquiescence has
produced conflicting results, with some evidence of a relation between acquiescence
and Hofstede’s (2001) cultural dimensions. Baumgartner and Steenkamp (2001),
for example, report negligible differences across 11 European countries. Looking
at 10 countries, Johnson, Kulesa, Cho, and Shavitt (2005), on the other hand, find
that respondents from countries usually classified as low on Hofstede’s cultural di-
mensions of individualism, uncertainty avoidance, power distance, or masculinity
showed a higher tendency to acquiesce. Smith and Fischer (2008) also find that, at
country-level, acquiescence was negatively related to individualism. In addition,
Smith (2004) suggests cultures high on family collectivism and uncertainty avoid-
ance may tend more to acquiesce on personally relevant questions, while cultures
low on uncertainty avoidance may acquiesce more on questions asking them to
take positions on their society. Within the small Eastern European region of
Kazakhstan, Javeline (1999) found that ethnic Kazakhs had a stronger tendency to
acquiesce than did ethnic Russians there.
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Using data from 26 countries, Harzing (2006) reports extraversion is
positively related to acquiescence at country level, and also reports partial support
that power distance, collectivism, and uncertainty avoidance are positively
associated with acquiescence. Van Herk, Poortinga, and Verhallen (2004) propose
a north-south divide interpretation, finding that people in Italy, Spain, and in
particular Greece had stronger acquiescence response tendencies than did
respondents from the United Kingdom, Germany, and France.

12.2.2 Extreme Responding

Research on extreme responding has been based on studies that compare different
sets of countries or compare cultures within a country (see Table 12.1). As was the
case with acquiescence, U.S. research has suggested that Hispanics/Latinos and
African Americans display stronger extreme responding tendencies than other
groups. Limited research in Europe suggests the same; populations tending to
acquiesce are also those displaying more extreme responses.

Bachman and O’Malley (1984a, 1984b), for example, find that African
Americans tended more toward extreme responding than U.S. whites. Studying a
sample of U.S. navy recruits, Hui and Triandis (1989) find Hispanics made more
extreme ratings than non-Hispanics on a 5-point scale, but not when using a 10-
point scale; Marin, Gamba, and Marin (1992) report that Hispanics showed a
stronger extreme responding tendency than non-Hispanic whites, and Johnson,
O’Rourke, Chavez and colleagues (1997) find the same in comparison to U.S.
whites for African Americans, Mexican Americans, and Puerto Ricans. Clarke
(2000a) again finds that African Americans in the United States and Mexicans
show stronger extreme response tendencies than U.S. whites.

For Europe, Van Herk, Poortinga, and Verhallen (2004) find the populations
that acquiesce also tend toward extreme responding; they find extreme responding
is more prevalent in Mediterranean countries (Italy, Spain, and especially Greek)
than in the United Kingdom, Germany, and France. Baumgartner and Steenkamp
(2001) again report negligible differences for Europe.

Western-Nonwestern Comparisons: Research on extreme responding often
compares western and non-western cultures, considering the possible effect of
cultural values and discourse norms. The older and more recent research reported
here provides some evidence that U.S. respondents and some other Western
populations were more extreme in their responding than were the Asian
populations investigated. Cultural dimensions (such as those defined by Hofstede)
again seem to be related to differences found.

Comparing U.S. and Japanese college students on a semantic differential
scale, Zax and Takahashi (1967), for example, find the Japanese used the
endpoints less than the Americans. They also report U.S. females used the
endpoints more often than U.S. males. Chun, Campbell, and Yoo (1974) report
U.S. students responding more extremely than students in Korea. Chen, Lee, and
Stevenson (1995) report greater extreme responding among U.S. school pupils
than among Japanese, Taiwan Chinese, and Canadian pupils. Shiomi and Lo
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(1999), however, find no significant difference in the use of endpoints between
Canadian and Japanese students.

Clarke (2000b) provides further support for ERS in a U.S. population,
reporting more extreme responding for U.S. respondents compared to Singaporean
and Australian respondents. In keeping with this, Lee, Jones, Mineyama, and
Zhang (2002) find that ethnic Japanese and Chinese respondents in southern
California were less “extreme” in reporting positive feelings (used the positive
answer scale endpoint less) than were “Americans.™ In addition, when expressing
negative feelings, Chinese respondents also showed a tendency to use the positive
end of answer scales more than the other samples (i.e., were less extreme in
expressing negation). Comparing Australian nationals with Australian residents of
Asian origin, Dolnicar and Griin (2007) in turn find that these Asians used
endpoints less often than Australian nationals. Clarke (2000a), comparing French
and Australian college students, finds French respondents showed stronger
extreme responding than Australians. Thus a variety of studies find different
degrees of ERS across a number of populations (the studies admittedly also using
different samples).

Investigating data from 19 countries, Johnson, Kulesa, Cho, et al., (2005) find
that countries high on Hofstede’s dimensions of power distance or masculinity
tend to have higher extreme response tendencies. In keeping with this, Harzing
(2006) finds extraversion is positively related to extreme responding. In like vein,
Smith and Fischer (2008) report that, at the country level, extreme responding was
positively related to affective autonomy (as defined by Schwartz, 2004), but
negatively associated with intellectual autonomy (as defined by Schwartz, 2004).

To complicate the picture somewhat, Stening and Everett (1984) find more
extreme responding (endpoint use) among Indonesians, Malaysians, Filipinos, and
Thais than for other nationalities in a study of expatriate and local managers from
Japanese, British, and American companies in Singapore, and from Japanese
companies in the United Kingdom, Hong Kong, Indonesia, Malaysia, the
Philippines, and Thailand. They also find that education is relevant: in the
Malaysian, Indonesian, Hong Kong, and U.K. samples, respondents with lower
educational levels used the endpoints more.

12.2.3 Middle Category Responding

Research on differences across countries in preferences for the middle point or
portion of a scale is less extensive. Little is available on middle responding
tendency differences among ethnic groups within the Americas or Europe. Some
research reports differences among Asian samples, such as the Stening and Everett
(1984) study just mentioned. Interest has mainly focused on contrasting Western
groups—not considered to exhibit a midpoint preference—with respondents from
various Asian countries. A modest body of research indicates that certain Asian

2 Americans were defined as Caucasians whose primary language was English and who identified
themselves as primarily American or bicuitural.
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groups display midpoint preference. There is also some indication that this can be
related to Hofstede’s cultural dimensions.

Thus, Zax and Takahashi (1967) find that Japanese respondents use the
neutral response on a semantic differential scale more than Americans. Chen, Lee,
and Stevenson (1995) also find that Japanese and Taiwanese respondents are more
likely to use the midpoint than Americans and Canadians, and Shiomi and Loo
(1999) also report Japanese respondents used the middle response category more
than Canadian respondents in their sample. In addition, Lee, Jones, Mineyama,
and Zhang (2002) find that Chinese and Japanese respondents answering questions
about positive feelings use the midpoint more often than Americans. In keeping
with these results, Harzing (2006) suggests that Hofstede’s measure of power
distance, individualism, and uncertainty avoidance correlates negatively with a
middle responding tendency.

12.3 CRITICAL REVIEW OF THE LITERATURE

Studies reviewed in Section 12.2 are often cited as evidence for the presence or
absence of cultural differences in response styles. However, before deciding in any
given instance that culturally based response styles are present, several things must
be clarified.

First, it is necessary to determine whether an observed response preference
indeed involves response bias. This means we must be able to distinguish between
possible nuisance factor effects, such as response styles, and responses driven by a
respondent’s or a group’s true values or traits on the target variable.

Second, possible effects of the measurement event must also be controlled for.
Moreover, even if a response style tendency seems likely, it could be motivated by
a variety of factors other than culture, each of which then needs to be ruled out.
Ultimately, convincing theoretical arguments are needed before attributing
assumed response style variation to cultural factors. Our review, however, reveals
a number of limitations in the existing research, ranging from how response styles
were conceptualized to design to implementation limitations that weaken the
conclusions variously drawn. We consider a number of these issues below.

12.3.1 Distinguishing between Response Bias and Substantive Responses

Many studies about response styles quantify response bias on the basis of
straightforward descriptive statistics derived from observed responses to a set of
questions or items. Baumgartner and Steenkamp (2001, 2006) provide reviews of
these approaches. Thus, for example, using descriptive statistics, acquiescence has
typically been quantified by the mean of item responses (before recoding of
reverse items), the proportion or number of responses using one side of a response
scale, or the net difference between the count or proportion of using one versus the
other side of a response scale. An extreme responding pattern has typically been
quantified on the basis of the proportion or number of endpoint responses.
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Response range, as measured by the standard deviations across a set of items, is
also sometimes used to approximate extreme responding. A middle responding
pattern has been measured on the basis of the proportion of responses using the
middle points.

However, inferences about response bias based on descriptive indices must be
made with caution. Commenting on the nature of observed extremeness, Peabody
(1962, p. 72) notes it is important to consider both the “actual differences in
intensity”” and the “differences in using the response scale.” All other things being
equal, if a person is observed to be acquiescent, extreme, or middle-of-the-road on
a single item or on a set of highly related items, it is not certain whether those
responses reflect true opinions, response bias, or combinations of the two.
Generally speaking, a distinction cannot be made between substantive and stylistic
responses on the basis of a single item or a set of items measuring essentially the
same construct.

Heterogeneous Items: A special set of evaluative questions are one way to try
to disentangle substantive variance from biasing variance. Since it is unlikely that
a respondent will be genuinely extreme on a number of theoretically unrelated
constructs, repeatedly observed extremity across heterogeneous items is thus more
likely to be a reflection of bias than a matter of true trait. Greenleaf (1992b)
therefore argues that a set of heterogeneous items involving diverse constructs are
needed to measure extreme response well. Similarly, heterogeneous item sets may
also help quantify acquiescence and middle response deviations (Couch &
Keniston, 1960; Baumgartner & Steenkamp, 2006). We suggest that content
heterogeneity is best viewed as a matter of degree. For instance, items used to
assess different domains of consumer attitudes may be viewed as heterogeneous in
one study, but be viewed as a homogeneous set in a questionnaire that mainly
focuses on well being or political attitudes. Nevertheless, the larger the number of
items included and the more certain we can be that they are theoretically unrelated,
the more confidence we can have in indices based on descriptive statistics as
measures of response bias possibly related to response styles.

In connection with this, a review of the existing literature shows that some
studies used heterogeneous item sets (e.g., Bachman & O’Malley, 1984b), whereas
others appear to have used items with, at times, rather homogeneous contents. For
example, Stening and Everett’s (1984) data were collected from surveys about
stereotypes of managers, Hui and Triandis (1989) used questions involving
descriptions of different types of supervisors, and Lee, Jones, Mineyama, and
Zhang (2002) used a set of questions designed to measure sense of coherence.

Balanced Scales: A balanced scale as intended here is a scale consisting of
pairs of logically opposite items. Balanced scales can be useful in identifying
acquiescence. This is because if respondents simultaneously endorse both items in
a pair, they endorse conceptually conflicting responses. If repeated, this could be
strong evidence for acquiescence bias. A few studies discussed in Section 12.2.1
have used this approach to study acquiescence (e.g., Aday, Chiu, & Andersen,
1980; Watkins & Cheung, 1995; Johnson, Kulesa, Cho et al., 2005). Javeline
(1999) used six pairs of items but did not use a within-subject design. Instead, she
randomly assigned the positively worded items to one sample and the negatively
worded items to another. Other studies considering acquiescence, such as Harzing
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(2006), Marin, Gamba, and Marin (1992), and van Herk, Poortinga, and Verhallen
(2004), do not appear to have used balanced scales.

Although conceptually balanced scales can help distinguish between
substantive and acquiescent responses, it is not always easy to construct a good
balanced scale. In addition, if a statement or item is vague or not salient for a
respondent, the intended logical pairing of items will not be relevant for that
person. Moreover, in cross-cultural studies, creating balanced scales might en-
counter difficulties when adaptation or translation of the balanced scale is needed.
If items are not successfully reversed, then simultaneous agreement with a pair of
oppositely coded items may not indicate logical inconsistency. As a result,
endorsement of the items may not be solely attributable to acquiescence. Some
studies discussed in Section 12.2.1 provide examples of the pairs of items on a
balanced scale, whereas some do not. Additionally, there is no discussion about
how translation and adaptation might have affected the balanced scales. It is then
hard to judge the quality of the balanced scales used in the literature for the
purpose of studying response styles.

Latent Structure Models: Aside from descriptive statistics based approaches,
some studies have attempted to conceptualize and quantify response bias using
latent structure models. Rost, Carstensen, and von Davier (1997) apply a mixed
Rasch model to study responses to personality questionnaires. They find two latent
classes, each class requiring different item parameters to describe the response
patterns. In one, respondents were more attracted to extreme response categories,
in the other, respondents appeared to be avoiding extreme response categories.

Cheung and Rensvold (2000) apply multiple-group mean and covariance
structure models to study response styles across cultures. Differential extreme or
acquiescence response patterns between groups are operationalized as non-
equivalence in the measurement model that relates the observed responses to latent
substantive constructs. Under this multiple-group measurement invariance
framework, nonequivalent factor loadings across groups would provide some
evidence for group differences on extreme response style. Group differences in
measurement intercepts can indicate either acquiescence or extreme response style
or both. One limitation of this approach is its neglect of within-group differences
in response deviations, because the response styles are examined as group
characteristics within the multiple-group measurement invariance framework.
Thus, although it can detect group-differences in some response style effects, it
does not permit quantification at the individual level (Weijters, Schillewaert, &
Geuens, 2008). A more serious drawback of the invariance approach is that it is
not possible to identify a uniform style effect that pervasively influences all items
(Little, 2000). In order to do this, extreme or acquiescence response styles need to
be measured independent of the constructs of interests. Weijters, Schillewaert, and
Geuens (2008) demonstrate that satisfying the invariance condition in Cheung and
Rensvold’s (2000) study is a necessary, but not a sufficient, condition for ruling
out response style biases.

Weijters, Schillewaert, and Geuens (2008) propose a “representative indi-
cators response style means and covariance structure” (RIRSMACS) model. In
this model, response styles are viewed as latent constructs that are measured by
multiple indicators that contain measurement errors. The observed response style
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indicators are summary statistics derived from sets of heterogeneous items which
are independent from the items measuring the substantive traits. The authors em-
phasize the importance of studying the complete response style profile (e.g., acqui-
escence, extreme responding, middle responding in order to account for potential
interdependency among the response style measures). The measurement model for
the response styles can be combined with that for the construct of interest and
estimated simultaneously. The resulting factor score of the substantive construct is
then a “purified” score in that the effects of response styles have been removed.

Billiet and McClendon (2000) conceptualize that acquiescence has constant
impact on all items and propose formulating acquiescence as a latent factor. In
their model, the observed item scores regress on a common acquiescence stylistic
factor with equal loadings, in addition to regressing on the content factors. By
including the common style factor, the impact of response style can be partialled
out from that of the latent content factor. Welkenhuysen-Gybels, Billiet, and
Cambré (2003) applied this approach to study cross-national construct equivalence
and found that the effects of acquiescence on item scores were similar across the
seven countries investigated. Moors (2003, 2004, 2008) uses a similar approach to
study response styles. We note, however, that if the response style actually did
have differential influence on items, then a model assuming constant loadings on
the common style factor would be misspecified.

De Jong, Steenkamp, Fox, and Baumgartner (2008) propose a multi-level item
response theory (IRT) model to measure extreme response style. The model is
flexible in three respects. First, items used to measure ERS are not assumed to
have the same utility. This allows the latent response style tendency to have
differential impact across items used to measure it. Second, the effect of the
response style on an item is allowed to be different across groups (e.g., country,
language). Finally, the multi-level nature of the model allows investigation of
individual- and group-level characteristics.

External Records: Record check studies are one of the most common methods
of assessing measurement error (Groves, 1989). When records of the target
behaviors are available and can be considered reasonably accurate measures of the
variable of interest, they can be contrasted against reported values to help identify
the presence of bias or variance. However, response styles are mostly studied in
relation to attitude measurement, and records for the “true value” of an attitude are
not available. Different models of estimation of error are therefore needed (see, for
example, Biemer & Stokes, 1991; Forsman & Schreiner, 1991; Saris & Gallhofer,
2007c¢).

Van Herk, Poortinga, and Verhallen (2004) use country-level estimates of
behaviors as external records—the behaviors are assumed to be correlated with the
attitudes measured. That is, if respondents in one country report they enjoy
cooking more than do respondents elsewhere, these respondents are expected to
cook more often, too. The authors assume that if behaviors are not in line with
attitudes reported, this may point to response style differences between countries.
They found that cross-country differences in attitudinal statements about washing
and shaving did not align well with records on related behaviors, and concluded
that country differences in responses were contaminated by country differences in
response styles.
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12.3.2 Confounds of Measurement Event Characteristics

As discussed in Section 12.1.3, the procedure of posing and answering a survey
question can be viewed as a measurement event. Any of a number of character-
istics of the measurement event can affect a respondent’s behavior in intended or
unintended ways. If the measurement event affects respondent behavior in
unintended ways, it can result in bias responses. Thus the effects of various
characteristics of a measurement event also need to be separated out or controlled
for in any discussion of response styles

Answer Scale Design: Language issues and method of administration are
among the factors which may affect response behavior. For instance, the design,
presentation, and wording of an answer scale can affect how respondents
understand the questions and how they answer; research has shown how different
answer scale formats and wordings can result in different responses to the same
questions from the same population (Schuman & Presser, 1981; Sudman,
Bradburn, & Schwarz, 1996). Moreover, different questions can affect how
respondents perceive and use the same answer scale (Tourangeau, Rips, &
Rasinski, 2000). In addition, a number of the studies investigating response styles
involve translated questionnaires. As a result, differences in answer scale designs
connected with translation and possible effects resulting from these would need to
be taken into account (cf. Harkness, 2003; Harkness, Pennell, & Schoua-Glusberg,
2004). The context, implementation, and mode of an interview or self-completion
survey have also been discussed in connection with response styles. Dillman,
Phelps, Tortora, Swift, Kohrell, and colleagues (2009) investigate administration
modes in relation to extremity of response distributions on rating scales.
Interviewer effects on measurement error have also been studied (Kish, 1962;
Schober & Conrad, 1997; Biemer & Lyberg, 2003). Schuman and Presser (1981)
and Carr (1969) consider the potential impact of interviewer effects on
acquiescence, although no direct inspection of such effect was made. Instead,
deference toward interviewers was hypothesized to drive the tendency of
respondents to agree with statements. Bachman and O’Malley (1984a) find that
black-white differences in acquiescence were present in the five self-administered
questionnaires they examined, but not in the one that was implemented face-to-
face. This potential effect has not been further explored; however, Weijters,
Schillewaert, and Geuens (2008) find slightly higher levels of acquiescence in
telephone interviews than for self-administered questionnaires (both paper-and-
pencil and online) in a Dutch sample.

Review of the cross-culture literature on response style differences indicates a
general lack of systematic control for, or manipulation of, potential confounding
effects posed by answer scale format or the administration methods. Although
studies involved multiple languages, they did not usually present details of their
translation process and products or of adaptation of questions and answer scales.
At the same time, going on the little information available, it did seem possible
that translated versions used were indeed problematic. We elaborate these issues in
details below.

Answer Scale Length: A few studies intentionally manipulated the length of
the scale. Hui and Triandis (1989) find differences between Hispanic and non-
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Hispanic respondents using a 5-point scale but not when using a 10-point scale.
Extreme responding decreased for the Hispanic population when using the 10-
point scale; the non-Hispanic sample showed no difference in this response
pattern. Clarke (2000a, 2000b, 2001) reports that extreme responding decreased
significantly if the number of scale points increased from a low number to 5 or 7
points. Thereafter, however, effects become small; none of these articles reports
clear interactions between a country and scale format. Lee, Jones, Mineyama, and
Zhang (2002) study three different lengths of scale (4, 5, and 7 points) and find no
statistically significant effect related to length. Most of the remaining studies used
5-point scales, although a few used either 4-, 6-, or 7-point scales. Some studies
include scales with different numbers of points but not as a manipulation (e.g.,
Marin, Gamba, & Marin, 1992; Van Herk, Poortinga, & Verhallen, 2004);
sometimes the number of scale points used is unclear (e.g., Ross & Mirowsky,
1984).

Answer Scales—Other Features: A considerable literature explores the effects
of answer scale design for monolingual implementation of surveys. The main
aspects investigated include the number of scale points (see Krosnick & Fabrigar,
1997, for a review), whether or not to include a midpoint (e.g. Schuman & Presser,
1981), how to label and number scale points (e.g., Schwarz, Knduper, Hippler,
Noelle-Neumann, & Clark, 1991), or color, spacing, and other visual features (e.g.,
Tourangeau, Couper, & Conrad, 2007). This literature includes little experi-
mentation of answer scale features, with the exception of number of scale points
(Hui & Triandis, 1989; Clarke, 2000a, 2000b, 2001) and answer scale format—
such as the use of unfolding questions (Albaum, Roster, Yu, & Rogers, 2007).
Other aspects of answer scales may also vary within and across studies, without
these being intentional manipulations. For example, although many of the studies
used agreement scales, some used importance, semantic differentials, or true-false
scales. Scale points were sometimes fully and sometimes partially labeled. With
regard to the types of labels, some studies appear to have used numerical labels but
in many cases it is impossible to tell. The type of verbal labels used also differs
across studies. In agreement scales, for example, endpoint wordings included
strongly agree—strongly disagree, disagree—agree, definitely agree—definitely
disagree, and do not agree at all-agree completely. Labels used for the midpoint
include uncertain, neither, neither agree nor disagree, agree and disagree equally,
and unsure. The directionality of scales is usually not specified but seems to have
varied across studies.

Administration Methods: The studies considered also use different
administration modes and methods, including face-to-face (in field and laboratory
settings), mail, and group administration. Additionally, answer scales were
presented orally, orally with show cards, or visually. Finally, the layout of answer
scales presented visually is often not clearly described in many studies;
nonetheless, differences appear to exist.

The great variation in answer scale designs and administration methods used
in these studies provides potentially rich detail for understanding the complex
nature of response styles. A meta-analysis synthesizing the effect of response
styles across data collected under different measurement event characteristics, for
example, could be most enlightening. However, two obstacles currently stand in
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the way of such a meta-analysis. First, as discussed in Section 12.3.1, response
tendencies are quantified differently across the various studies and in addition
distinctions attempted between biasing and substantive response variance are
frequently unsatisfactory. A meta-analysis of effects, however, requires that
studies included have adopted comparable and valid quantification of response
bias; analysis is otherwise difficult. Secondly, a number of studies provided too
little information about the answer scale design and administration methods to
understand the procedures followed. This makes it difficult to integrate their
findings into the literature. As it is, we find ourselves frequently forced to list
rather than synthesize findings.

Translation and Language Issues: A possibly more critical problem in the
existing literature lies in how language and translation issues are addressed.
Although a number of studies about cultural differences in response styles used
respondents with diverse language backgrounds and appeared to have used
translated questionnaires, details about translation procedures and quality are often
lacking or are somewhat perfunctory. For example, Culpepper, Zhao, and Lowery
(2002) refer merely to using forward and back translations; Aday, Chiu, and
Andersen (1980) and Harzing (2006) simply to using forward and back translation
with reviews; Chen, Lee, and Stevenson (1995) to using ‘“‘simultaneous
development”. Some studies incorporated pretesting (e.g., Aday, Chiu, &
Andersen, 1980; Lee, Jones, Mineyama, & Zhang., 2002), others did not. Bilingual
interviewers were sometimes used to conduct the interviews, Aday, Chiu, and
Andersen (1980), for example, had bilingual interviewers working with
questionnaires in English and Spanish. Sometimes, as in the one study reported by
Marin, Gamba, and Marin (1992), respondents’ relatives or friends were asked to
translate on-the-fly (for risks associated with this, see Harkness, Schoebi, Joye,
Mohler, Faass, et al., 2007). In other instances, it is not clear how interviews were
conducted.

Importantly, these studies lack information on how the answer scales were
translated or adapted across languages, making it impossible to evaluate whether
any of the group differences observed in responses in a multi-language study
might be related to answer scale adaptation issues.

12.3.3 A Cultural Explanation?

Over the past 50 years or so, a number of origins and explanations have been
proposed for response styles (for recent reviews see Baumgartner and Steenkamp,
2006, Harzing, 2006). Plausible alternative explanations to cultural background
include individual traits and features (e.g., personalities, intelligence, gender, age,
and education, social economic class), as well as characteristics of the
measurement event. As mentioned earlier, other possible causes need to be
discounted before assuming that cultural factors are responsible for what seems to
be a response bias. A number of studies suggest a respondent’s motivation
(Cannell, Miller, & Oksenberg, 1981; Krosnick, 1999) and cognitive ability
(Narayan & Smith, 1996a; Krosnick, 1999; Zhou & McClendon, 1999) can
influence his/her cognitive processing and resultant response. At the same time,
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the level of cognitive processing a respondent engages in may encourage the
appearance of a response style. Wyer (1969) suggests that less engaged
respondents may invest less effort and thus use fewer of the available answer
categories than would more engaged respondents. They might, for example, tend
to endorse endpoints or mid-point categories. These tendencies are now generally
referred to as “satisficing” (e.g. Krosnick, 1999). Clarity of formulation and the
perceived meaningfulness and salience of questions may also affect the level of
cognitive processing that respondents are willing to engage in. Cronbach (1946),
for example, suggests that acquiescence is common when questions or response
formats are ambiguous or unclear to respondents.

The possible influence of a variety of factors on cognitive processing should
be addressed before attributing response behaviors to culture; one would have to
establish, for example, that respondents from different groups are equally willing
and able to engage in a given level of cognitive processing or that any differences
found in willingness or ability were controlled for. Studies involving multiple
languages and translated questionnaires, for instance, would require to demon-
strate that a translated questionnaire was as meaningful to a target population as
the source questionnaire to another population and that translation has not
introduced error or unintended ambiguity.

Attempts to Link Cultural Factors with Response Style Tendencies: A
plausible cultural explanation of response style also needs a sound theoretical
base. Existing literature on cultural differences in response styles is characterized
by a range of explanations with respect to cultural-related factors. Several
researchers have speculated that differences in communication styles or norms of
responding are associated with cultural differences in response styles. Johnson,
O’Rourke, Chavez, and colleagues (1997), for instance, propose that cultural
norms, values, and experiences may come into play in each of the four cognitive
phases involved in survey responding. Specifically, they suggest that extreme
responding might be an outcome of cultural factors interfering at the response
formatting phase, and acquiescence a possible outcome of these factors interfering
at the response editing phase. Bachman and O’Malley (1984a) suggest black-white
differences in extreme and acquiescence response tendency might be explained by
cultural heritage manifested as communication styles. Ross and Mirowsky (1984)
argue that ethnic differences in acquiescence response tendencies might result
from deference or conforming strategies used by minorities to “adapt” in a society.
Marin and Marin (1991) and Marin, Gamba, and Marin (1992) interpret the
relationship they find between educational level and acquiescent responses in
terms of a similar social class explanation. On the other hand, they also find that
acquiescence in Hispanic populations was related to acculturation levels and
conclude that acquiescence might be related to cultural features.

In addition, cultural norms of responding in ordinary discourse, such as the
preference for modesty (Hui & Triandis, 1985) or social conformity (Shiomi &
Loo, 1999) among East Asians cultures, sincerity among Mediterranean cultures
(Hui & Triandis, 1989), and the customs of hospitality and avoiding offense
among Kazakhs (Javeline, 1999) have all been proposed as possible explanations
for observed response tendencies. Hui and Triandis (1989) offer a further
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explanation, arguing that people from different cultures differ in how they map
judgment categories onto a given set of response categories.

Some researchers have attempted to connect these behavioral norms with
historically rooted cultural heritage. This explanation is particularly favored in
studies involving East Asian cultures. Chen, Lee, and Stevenson (1995) and
Dolnicar and Griin (2007), for example, argue that acquiescence or middle
response tendencies reflect the influence of Confucian philosophy, which prizes
moderation, modesty, and cautiousness.

More recently, attempts have been made to connect response styles empir-
ically with cultural values or dimensions by explicitly testing the relationship
between cultural dimensions and response tendencies at the individual level (Chen,
Lee, and Stevenson, 1995), at the country-level (Harzing, 2006; Smith, 2004b), or
within a multi-level framework (Johnson, Kulesa, Cho, et al., 2005; Smith &
Fischer, 2008; de Jong, Steenkamp, Fox, et al., 2008).

These studies find acquiescence is negatively associated with Hofstede’s
individualism (Johnson, Kulesa, Cho, et al., 2005; Smith & Fischer, 2008;
Harzing, 2006), power distance (Johnson, Kulesa, Cho, et al., 2005), uncertainty
avoidance and masculinity (Johnson, Kulesa, Cho, et al., 2005). Harzing (2006)
finds acquiescence positively associated with uncertainty avoidance.

Extreme responding has been positively related to Hofstede’s individualism
(Chen, Lee, & Stevenson, 1995; Harzing, 2006; de Jong, Steenkamp, Fox, et al.
2008), to power distance (Johnson, Kulesa, Cho, et al., 200S), uncertainty
avoidance (Harzing, 2006; de Jong, Steenkamp, Fox, et al. 2008), and to
masculinity (Johnson, Kulesa, Cho, et al., 2005). It has also been positively
associated with Schwartz’s (2004) affective autonomy, but negatively with
Schwartz’s intellectual autonomy (Smith & Fischer, 2008). Middle responding has
been negatively associated with individualism (Chen, Lee, & Stevenson, 1995;
Harzing, 2006).

Attempts to Link Cultural Factors with Response Style Tendencies: The
empirical research that attempts to link cultural factors with response style
differences has limitations with regard to both substantive issues and the
methodological and design weaknesses noted earlier. Various conceptualizations
of response styles differ, for example, on whether an acquiescence tendency
reflects hospitality, submissiveness, or conformity and whether extreme responses
result from trying to be clear reflect sincerity.

Second, the operationalization of culture poses numerous challenges. It is still
quite common to operationalize culture as country or ethnic group. Sometimes this
is poorly executed or country is not a suitable defining unit. In many instances,
ethnic groups include people with vastly different backgrounds. For instance,
“Hispanics™ are often presented as one cultural group, regardless of the country of
origin, level of acculturation, or educational background of given groups or
individuals. The complex nature of culture is seldom addressed in such
approaches, making it difficult to pinpoint the sources of cross-cultural differ-
ences.

Approaches that empirically link specific cultural factors, such as value
dimensions, to response tendencies, provide more precise analysis. However, these
approaches are not devoid of challenges. There is, for instance, no consensus on
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what might constitute a set of stable and generalizable dimensions to explain
cultural values. As a result, different studies adopt different frameworks and
measures of cultural dimensions; this complicates the interpretation and
comparison of findings. For example, Harzing (2006), Smith (2004), and Smith
and Fischer (2008) all show inconsistent findings when cultural values are defined
and measured using different models. Scores on cultural dimensions are also
derived from measures that may not be free of response bias. As Van Herk,
Poortinga, and Verhallen (2004) note, it is not always clear whether observed
relationships between country-level response style estimates and cultural dimen-
sion scores indicate that response styles can be explained by cultural dimensions
or whether the cultural dimension scores themselves are subject to the impact of
response styles.

The dynamic nature of culture must also be addressed. Values subscribed to
by a society or segments within a society can change (Allen, Ng, Ikeda, Jawan,
Sufi, et al., 2007; Zhang, 2007). As a result, caution is necessary when associating
country-level cultural dimension scores and response style estimates obtained at
different points in time. Studies sometimes use samples with homogeneous
demographic characteristics (e.g., college students). These samples may not
represent the range of values seen in the entire population to whom a study is
meant to generalize.

As noted, the literature shows that response styles may vary along with other
explanatory factors, such as gender, age, education, and acculturation. Moreover,
what people experience within a “culture” can vary greatly, resulting in individual
or group differences in the values subscribed to in theory and practice. Different
cohorts within a culture oftentimes use language differently and follow different
discourse norms. Aggregated analysis at country or ethnic group level may
overlook the impact of within-culture variations and lead to spurious conclusions.

If the goal is to consider the impact of contextual factors such as national
culture on individual response tendencies, multi-level analysis is a more suitable
approach. Johnson, Kulesa, Cho, et al. (2005) show that controlling for
background variables at the individual level affects the relationships found
between response styles and country-level cultural values. In addition, including
individual-level indicators of cultural values can potentially permit more complete
analysis of the connection between cultural values and response tendencies. For
instance, Smith and Fischer (2008) use multi-level modeling to consider
individual-level value measures (i.e., interdependency) and country-level value
indicators (e.g., individualism). They show response style differences can not only
be explained by country-level or individual-level values, but also by cross-level
interactions (i.e. contextual effect). The multi-level approach is promising because
it can reveal the complex impact of cultural dimensions on response styles. How-
ever, this approach is still rare in the literature.

Finally, some recent studies about the interplay between culture and survey
responses undermine sweeping claims about cultural inferences without consider-
ing question content. Culpepper, Zhao, and Lowery (2002) show that, depending
on the rating tasks presented, Chinese respondents may endorse either more
extreme or more moderate responses than American respondents. The authors find
that, when faced with factual or nomothetic matters, Chinese exhibit a stronger
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extreme responding tendency. The explanation offered is that Confucian influence
in their culture makes them less likely to weigh different views and more likely to
respond without qualification in the direction of what they believe is consistent
with the accepted wisdom. In contrast, when questions are about idiographical
matters, Chinese respondents can no longer draw upon accepted wisdom. In this
situation, the authors suggest, the Confucian tradition of modesty encourages them
to respond with caution or deference, which would result in a middle response
tendency. The theory of culture as situated cognition, which challenges the
assumption that all members of a culture will always follow predominant cultural
scripts (Oyserman & Lee, 2007) is also of relevance here. Chapters 10 and 11, this
volume, apply this to the relationship between culture and survey responses. They
show that response tendencies can result from the interplay between the cultural
value dimensions accessible ar the moment of the task and the pragmatic
inferences made by respondents from question features. Such research further
emphasize the complex and interactive relationship between culture, response
tendencies, and measurement event characteristics, and point to the need for future
investigation.

12.4 SUMMARY AND OUTLOOK

Our chapter began with a summary review of the literature on cross-cultural
differences in response styles and reported on various arguments about how
cultural factors may relate to response styles. We pointed to a number of
limitations in the analyses made; studies vary in terms of how well they
disentangle biasing and substantive responses; there is a lack of systematic control
or manipulations of measurement event characteristics; in addition, other factors
apart from culture, which may affect response often cannot properly be
discounted.

At the same time, plausible arguments have been advanced for why response
styles may indeed be affected by cultural factors, even if details of study design
and implementation leave other explanations open. Differently organized research
is needed therefore before we can predict with confidence how a given population
might respond in a given context to specific questions and answer scales.

It has been well established that multiple factors may contribute to the
response selections that people make. The displayed responses, that is, the
response categories a respondent chooses, need to be considered as the outcome
from of a response process (Yang et al.,, 2008). During the response process,
predispositions that respondents bring to a measurement event interact with
characteristics contributed by the features of a specific measurement event.
Respondent predispositions include whatever attitudes, values, or abilities, are
targeted by the measurement (target attributes) and any other predispositions, such
as nuisance attributes, including response style tendencies. As a result, a displayed
response might be a good approximation of a respondent’s true standing on
targeted attributes. At the same time, it might also be primarily driven by nuisance
attributes, including a response style propensity, or be largely determined by
factors closely related to the measurement event.
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Whether a respondent actually has a response style propensity is determined
by individual characteristics/traits and by factors related to his/her experience. At
the level of experience, cultural factors might play an important role. At the same
time, whether a displayed response actually reflects an existing response style
tendency depends upon the interaction between (a) what the individual brings to
the measurement event and (b) the details of the event itself. These last include the
construct of interest and how this is presented (instrument and application), as well
as other aspects of the event, such as interviewer effects, third party presence,
respondent understanding of their role in surveys, and so forth.

This interactive view thus envisages that a respondent may have a response
style propensity but that mediating or moderating factors can mean it is not
displayed in a given response. In other words, the manifestation of response style
dispositions, which may or may not be related to cultural factors, depends on the
interaction of such existing dispositions with other factors within the framework of
the measurement event.

If, for example, a respondent has a cognitive representation of the construct of
interest that is activated in the measurement event, he/she may proceed to selecting
a response choice that accurately reflects this construct of interest (cf. response
theory models in Cannell, Miller, & Oksenberg, 1981; Sudman, Bradburn, &
Schwarz, 1996; or Tourangeau, Rips, & Rasinski, 2000). If, however, a respondent
does not have a cognitive representation of the construct of interest, he/she may
adopt any of several courses of action, including strategies which tap into a
response style tendency. In this case, the response chosen might actually reflect an
existing response style tendency.

We feel that this interactive view of the response process is the most
promising avenue toward a better understanding of response styles and their
cultural aspects; such an interactive view is also consistent with the theory of
culture as situated cognition. Some general discussions of measurement bias (e.g.,
Cronbach, 1946, 1950; Podsakoff, MacKenzie, Lee, & Podsakoff, 2003) mention
an interactive view.

However, much remains to be investigated. The literature reviewed reflects
the continuing need for carefully conceptualized and executed studies to tease out
potential confounds and to systematically compare alternative interpretations.
Greater attention will need to be paid to the proper application of different
statistical indices as measures of response styles. The potential of applications of
latent structure models to account for an interactive view, such as proposed by de
Jong, Steenkamp, Fox, et al. (2008), need further exploration. Given the complex
nature of response style phenomena, research must also test specific hypotheses
about culture-related factors instead of simply using information on ethnicity or
nationality as a representation of culture. In considering cultural factors, the
diverse and dynamic nature of culture needs to be taken into account at both
micro- and macro level (Allen, Ng, Ikeda, et al., 2007; Smith & Fischer, 2008).
More research is needed from a multi-level perspective. Finally, a consistent
protocol of reporting research designs, implementations, and results must be
developed and adhered to in future research. Of particular importance for better
understanding response styles is the need to report details on answer scale designs,
translation, sampling, and survey administration procedures.
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Quality Assurance and Quality Control in
Cross-National Comparative Studies

Lars Lyberg and Diana Maria Stukel

13.1 INTRODUCTION

Cross-national comparative studies aim at contrasting economic, social, or cultural
aspects of different countries or regions. Thus, the underlying statistical problem
associated with cross-national studies is part of the larger field of design and
implementation of multipopulation surveys (see Kish, 1994). Kish identified five
types of multipopulation survey designs, namely periodic surveys such as panels,
comparisons of distinct domains from the same survey, multinational comparisons,
combinations and accumulations of separate samples, and controlled observations.
The last of these is a technique that allows for greater probability of a balanced
sample than standard stratification permits, while still retaining probability
sampling of each unit. Thus, the common element is the departure of these designs
from the classical single population framework.

Kish’s view was that the classical theory of survey sampling should be
extended to include multiple populations and that such a development had already
taken place by 1994, but more from a practical than a theoretical standpoint. Kish
envisioned a rapid development in the field of multinational comparisons and he
emphasized the need for deliberate rather than ad hoc designs for such
comparative studies. Typically, a deliberate design is a mixture between
standardization of some design aspects such as definitions, methods, and
measurements, and flexibility regarding sample design and sample size. Today this
mixture is widely accepted as the best practice, although a general design
framework does not exist, and in any case, practical constraints would make rigid
standardization difficult to implement.

Kish was right. Cross-national comparative studies are becoming increasingly
important but they are still very difficult to design and control. Organizations such
as the Organisation for Economic Co-operation and Development (OECD), the
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United Nations, the World Bank, the International Monetary Fund, and Eurostat
Sponsor surveys across countries and regions on a continuing basis. The purpose of
these data collections is usually to produce statistics on economic indicators, wel-
fare, health, labor, literacy, education, and other social and economic phenomena.
Examples of surveys of this kind are the International Adult Literacy Survey
(IALS), Trends in International Mathematics and Science Study (TIMSS), Prog-
ress in International Reading and Literacy Study (PIRLS), World Education
Indicators Survey of Primary Schools (WEI-SPS), Demographic and Health
Surveys (DHS), Multiple Indicator Cluster Surveys (MICS), and official statistics
produced within the European Statistical System. In the social science realm, sur-
veys on topics such as values, time use, happiness, and opinions usually start as
research proposals covering a small number of countries and then grow to cover
other countries over time. Examples of surveys of this kind are the European Social
Survey (ESS), the World Values Survey (WVS), the International Social Survey
Programme (ISSP), the Latinobarometer, and the Multinational Time Use Study.
Finally, there are studies conducted by marketing firms on multinational compari-
sons of identification of brands, customer satisfaction, market shares, potential of
investments, and expenditures. Typically, however, cross-national surveys are
conducted with varying degrees of monitoring and control over the quality of the
data collection. The purpose of this chapter is to shed some light on issues related
to the assurance and control of various quality aspects of cross-national surveys.

The survey industry has become increasingly competitive and user-oriented.
As a result, survey organizations are pressed to produce higher-quality data for
increasingly lower costs. In response to this demand, many survey organizations
try to apply quality frameworks and continuously improve their processes and
make them more cost-efficient. There is, of course, a great deal of variation
regarding the extent to which these activities are conducted among survey
organizations (see Biemer & Lyberg, 2003), but a reputable organization should
have a program for quality assurance that delivers product characteristics in
accordance with users’ and clients’ demands. Furthermore, it should have a quality
control program that checks if the quality assurance program works as intended.
This means that for each important process step, there is a control function that can
decide if the process outcome is in line with specifications.

Quality has become a buzzword in society with a number of different
meanings. It can be defined simply as “fitness for use” (see Juran & Gryna, 1980)
or “fitness for purpose” (see Deming, 1944). In the context of a survey, quality
often means that results must have a total error that is small enough to match the
intended use. However, the total error is not the only quality component to
consider; other components might come into play. In order to be useful, results
must be relevant, easily accessible, and delivered on time. There are also other
product characteristics that can be included depending on the needs of the user or
client, for instance, a specified wealth of detail in results.

Quality assurance and quality control programs are, in general, less prominent
and visible in cross-national comparative studies than in national surveys. The
reasons for this are not obvious, but the very size of even moderate international
surveys puts enormous demands on conducting even the basic process steps. The
endeavor can be overwhelming, leaving little room for quality assurance and
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quality control, especially in countries and organizations with limited financial and
methodological resources. Having said that, it is important to realize that cross-
national comparative studies also need these kinds of quality programs, especially
since quality problems are magnified compared to national surveys (see Lynn,
Japec, & Lyberg, 2006). The literature on the application of quality assurance and
quality control programs in cross-national comparative studies is very thin. This
chapter, therefore, attempts to discuss some rudimentary issues, in the sequence
described below.

Sections 13.2 and 13.3 provide discussions about quality assurance and quali-
ty control in a general survey setting and in a comparative survey setting, respec-
tively. In Section 13.2 we also introduce the three-level concept of quality: product,
process, and organizational. Section 13.4 describes the notion of product quality
and how it can be measured and controlled. Section 13.5 emphasizes the fact that
product quality must be based on process quality for which specific tools can be
used to check process variation and stability. Section 13.6 discusses what is called
organizational quality. Good organizational quality is a prerequisite for good
process quality and can be assessed by business excellence frameworks and other
measures. In all sections we provide examples from current international studies to
illustrate concepts and promising approaches. Section 13.7 gives an overview of
survey evaluation mechanisms, and Section 13.8 provides a number of suggestions
on ingredients that should be considered in developing more formal programs for
quality assurance and quality control in cross-national comparative studies.

13.2 QUALITY ASSURANCE AND QUALITY CONTROL IN SAMPLE
SURVEYS

Quality has many definitions. It can be defined as,

e “Fitness for use” (see Juran & Gryna, 1980). In the context of a survey,
this translates to a requirement for survey data to be as accurate as neces-
sary to achieve their intended purposes. As discussed above, most of the
time there are budget constraints, implying that we have to settle for the
maximum accuracy possible given these constraints. In a cross-national
comparative study context, accuracy at the national level is not sufficient.
Estimates from different countries and regions must also be comparable.

e A multidimensional concept. Users are not only interested in accurate data.
They also want data that are timely, easily accessible, that have richness
of detail, and so on. These features are product characteristics and we can
see them as constraints vis-a-vis the accuracy criterion. There are a num-
ber of such quality frameworks available. One example is the framework
developed by Eurostat (Eurostat, 2003a) which has six dimensions, namely
relevance, accuracy, timeliness and punctuality, accessibility and clarity,
comparability, and coherence. For an exact definition of these dimen-
sions, the reader is referred to the Eurostat report.
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Generally speaking, the survey process can be illustrated by Figure 13.1. The
boxes in the figure represent the main survey steps, and it is important to note that
the design of the process has a distinct iterative element. The design involves a
number of trade-offs as a function of the planning criterion used. The planning
criterion could be maximum precision (minimum variance) given a fixed budget,
maximum accuracy (minimum mean squared error) given a fixed budget, or one of
the above given a fixed budget, including costs for attaining other product
characteristics decided by the user, such as a certain timeliness or a specific
documentation system. A rare variant of this criterion is when the precision or
mean squared error is fixed and the budget is allowed to be flexible.

Figure 13.1 is intended as a generic description, and most survey process
descriptions need to be more detailed to be really useful. In an international survey
setting, some of the boxes become very complex, most notably the development of
concepts, the development and pretesting of questionnaires including translation,
and analysis. Once the parameters for the different process steps are fixed, we
need to have procedures in place that can help us achieve the desired quality.

Simply put, quality means delivering all the product characteristics on which
the user (sometimes called the customer or the client) and the producer have agreed.
To be able to do this, the survey process needs two things. First, there is need for a
quality assurance (QA) program. By that we mean mechanisms we put in place in
relation to the different boxes in Figure 13.1 so that our quality goals are achieved.
Examples of such quality assurance ingredients are pretesting of questionnaires, a
set of operational specifications, interviewer training, probability sampling design,
call scheduling algorithms, formulas for calculating base weights, analytical meth-
ods, documentation systems, user communication strategies and channels, etc.

To check if all these quality assurance measures deliver what they are
supposed to, there is need for a quality control (QC) program. The QC program
checks if the QA works. If a process or system part does not deliver as expected, it
has to be checked so that the source of the problem is identified. Examples of
quality control activities are verification procedures where error rates are recorded
for staff, such as coders and interviewers, and for equipment such as scanning
devices and software for automated coding. Other examples are recording of
nonresponse rates and nonresponse distributions across subgroups, as well as costs
and customer reactions. Such data are called process data or paradata (see Couper
& Lyberg, 2005; Morganstein & Marker, 1997) and serve the purpose of
diagnosing the processes that generate the products or deliverables. Paradata can
be analyzed by means of simple tools such as histograms and scatterplots or by
using methods such as control charts from the field of statistical process control
(see Ryan, 2000). The topic of paradata will be discussed more thoroughly in
Section 13.5.1 of this chapter.

A common approach to quality entails a three-level framework that has
components of product quality, process quality, and organizational quality; these
are described in detail below.

The product quality, which is the expected quality of the deliverables in terms
of product characteristics, is decided by the client or the main user. The product
quality is monitored through customer satisfaction surveys or more direct user
contacts and by comparing the resulting product characteristics with the specifica-
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tions in service level agreements (SLAs) or similar documents. The product
quality depends on the quality of the underlying processes that generate the
deliverables. An underlying process that shows large variability will result in
product specifications not being met. Costly and frustrating redoing of work is the
only way to fix this problem. For instance, if coders are not properly trained and
supervised, the average outgoing coding error rate might be larger than that which
can be tolerated, and parts of the material might have to be recoded using more
experienced staff.

This process quality is controlled by choosing, measuring, and analyzing
proper process variables. A process variable is one whose variation can affect the
product characteristics. It is essential to check if a process is out of control. For
instance, if one of the product characteristics is a specific maximum occupation
coding error rate, an analysis of a control chart containing plotted coding error
rates for individual coders or entire countries will generate one of two possible
types of variation.

One type of variation is such that when the error rates are plotted, some fall
outside the limits of the coding process’ natural variation. Such variation is an
example of “special cause variation” and should be eliminated. It could be that
some coders within a country are performing poorly and need retraining or that the
average error rates for some countries are too high, and this must be investigated
to ascertain the root cause. For instance, were the coding instructions correctly
translated and were the coders properly trained? Once this special cause variation
is eliminated, the process is said to be in control.

In contrast to special cause variation, a second type of variation is natural
variation, which is typified by error rates that are considered high, even though the
plotted error rates fall inside the limits that define the process’ natural variation. It
would be a mistake to try to change the pattern relating to natural variation without
first analyzing the process itself. Using the above example of coding, we should
not tamper with individual coders in a natural variation situation, since this kind of
variation stems from the process itself. Every process has a natural variation, the
limits of which are determined by the efforts put into developing the coding
nomenclature, the hiring and training of coders, and the coding instructions.
However, if we think that the natural variation for this specific process is too large,
we must change the process itself. This means that we might first investigate the
factors that contribute most to this large natural variation. We might find that
coder training was too short and did not cover some of the difficult coding
situations that occur, and that this was the reason for the large natural variation.
We would then try to improve the training, thereby decreasing the variation.
Paradata, such as individual coder error rates, country error rates, and error rates
by coding category, are used to control the processes.

The quality of the processes depends on the organizational quality. An
international survey is usually an enormous undertaking, and the machinery that
has to be in place to plan and lead it resembles that of a business. If the
organizational quality is not sufficient, the processes will suffer accordingly. It
goes without saying that very few of the components in the big survey picture can
be allowed to vary if we want comparability. This means that we must have
consistent approaches toward areas such as leadership, development of competence,
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results, user relations, and survey processes themselves. Experience shows that a
good organization is absolutely essential for achieving results that are comparable.
The typical set of specifications for a multinational study sometimes include hun-
dreds of requirements that imply access to experienced survey managers, methodo-
logical know-how, and a general capacity to work according to the specifications.
Without good organizational quality, there may be insufficient resources to apply
processes as specified, which might lead to deviations from the specifications. Or-
ganizations deviate from specifications for a number of reasons: they do not have
the experience necessary, they do not understand the justifications for some require-
ments, or other national interests take over. The result is that a specific require-
ment is simply not followed, or a variant of a specification is used in its place.

The organizational quality can be measured by means of so-called business
excellence models such as the European Foundation for Quality Management
(EFQM) model and the Malcolm Baldrige Award (see Lyberg & Biemer, 2008).
An excellence model is a tool for self-assessment of the organization regarding a
number of criteria. EFQM, for instance, has nine criteria. Five of them (leadership,
people, policies and strategies, partnerships and resources, and processes) cover
what the organization does, and the remaining four (people results, customer re-
sults, society results, and key performance results) cover what the organization
achieves. For each criterion, the organization describes what approaches are in
place, how widely they are applied across the organization, and to what extent these
approaches are evaluated. Based on the description, the organization can position
itself compared to world-class performance. Obviously, an organization that suffers
from a lack of approaches in certain areas, or displays a large variation in ap-
proaches, and that does not evaluate work processes on a continuing basis has a
lesser chance of handling requirements of the kind we find in multinational surveys.
The maximum score that can be achieved using these models is 1,000. It is very
common for organizations to score between 100 and 200 points on the first
assessment.

Table 13.1 summarizes the control situation in general survey work. This
framework can be extended to a multinational survey setting.

13.3 QUALITY ASSURANCE AND QUALITY CONTROL IN CROSS-
NATIONAL COMPARATIVE STUDIES

Currently, there is little existing literature on the topic of quality in relation to
cross-national comparative studies. However, one such paper by Lynn, Japec, and
Lyberg (2006) describes seven unique aspects of cross-national comparative
studies with respect to quality issues.

e  The objective is to compare, and in order to do so, one must take country-
specific circumstances into account so that equivalence is achieved. There
are more than 80 definitions of equivalence in the literature; at a
minimum, so-called procedural equivalence should be observed. That is
to say, it is essential that operational aspects be conducted in equivalent
ways across countries to achieve comparability.
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TABLE 13.1. Three-Tiered Framework for Assuring and Controlling Quality

Quality Main Assurance and Control ~ Measures and Indicators
Level Stakeholders instruments
Product User, client Product specs, service Frameworks, compliance
level agreements to specs, estimates of mean
squared error, user surveys
Process Survey Process variables, current  Control charts and analysis
designer best methods, standards, of variation, other paradata
checklists, verification analysis
Organization ~ Agency, firm, Bysiness excellence Scores, identification of
owner, models, code of practice,  strong and weak points,
society standards, reviews, follow-up of improvement

audits, self-assessments

activities

Source: Adapted From Lyberg and Biemer (2008).

Concepts and items must be relevant across nations and cultures. This
means that some concepts that work in a national context might not work
in an international context. For instance, in the International Adult
Literacy and Lifeskills (ALL) Survey, the concept of “teamwork™ was not
uniformly interpreted or even understood across cultures, and, therefore,
differences in cross-national analytical results based on this concept may
be confounded by the differing meanings understood. In general, concep-
tualization (definitions, developing questions, adaptation and translation,
and comparison) in the context of international surveys is more complex
than in national survey design steps.

Cross-national comparative studies are enormous undertakings and
demand considerable resources and strong, innovative leadership.

The emphasis on comparability might suggest a resource allocation that
differs from the one used in a national survey. In cross-national
comparative studies there are operations that must be given special care.
Otherwise comparability or equivalence is not achieved. One such
operation is translation and adaptation of survey materials, including the
questionnaire. Therefore considerable resources must be allocated to
these operations in accordance with risk management principles.

The financial resources and methodological sophistication may differ
between countries and organizations within countries. A stark example of
differing budgetary circumstances is illustrated by the fact that the cost of
participating in the European Social Survey can, according to ESS
planning staff, vary by as much as a factor of 20 between countries.
Methodological differences may show themselves in terms of level of
expertise and the number of appropriately skilled methodologists
allocated to the survey, the viability of certain design options, the level of
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access to frames and auxiliary information, and the types of survey
organizations involved.

e Many international surveys have multiple objectives. For almost all
international surveys there are also national interests in terms of data
needs, and those needs might clash with the international goals. As an
example, a cross-national comparative study design might conflict with a
national optimal design of the same study. Sometimes the international
aspect is seen as a by-product of the national study, which is not
surprising since the national interests sometimes are used as the incentive
to participate. In addition, if the cross-national comparative study
concentrates its efforts on producing rankings of results of composite
indicators more than it does on producing in-depth analytical results,
national pride may cause countries to focus on the former aspect
exclusively. This is unfortunate since comparisons should be analytical in
nature, rather than reduced to mere rankings.

e The error structures might differ between countries due to the use of
technology, methodological know-how, respondents’ perceptions of
response scales, and the inclusion of sensitive information.

A number of authors have discussed specific challenges in relation to quality
in the context of cross-national comparative studies (see Jowell, 1998, 2008;
Harkness, 2008a; Harkness, Mohler, & van de Vijver, 2003; Lievesley, 2001;
Lynn, Japec, & Lyberg, 2006; Verma, 2002). Jowell, Harkness, and Lievesley
have separately contributed to a listing of a number of issues that might be
problematic across countries and cultures:

e  So far, there has been very little research associated with controlling the
quality in cross-national surveys. One possible explanation is that most
resources have gone toward developing concepts, survey materials and in
targeting equivalence. As more knowledge is gained regarding these
essential design steps, more concerted efforts should be put on
transforming general survey methodology to the international multi-
population context.

e Attitudes, traditions, and infrastructures vary. The levels of literacy and
use of technology are different across countries, as is the general
willingness to participate in surveys. As such, standardization can be
difficult. A prescribed standard method may not be the one considered
best national practice or may be considered infeasible because of cultural
norms. This is a problem that the European Statistical System has tried to
solve by introducing different levels of harmonization to achieve
comparability. Input harmonization in the European Statistical System is
a concerted effort to have comparability achieved through central design
and support by Eurostat, Europe’s Official Statistics Office. All the main
survey steps are conducted in similar ways across participating countries.
To avoid clashes with national norms, output harmonization is an option.
With this kind of harmonization, product characteristics are fixed, while
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survey design and methods to achieve them are flexible. This span
between input and output harmonization reflects the conflict between
demands for strict standardization and national standards that are above
the standard design chosen (see Clemenceau & Museaux, 2008).

¢  The complexity of design and control efforts is affected by factors such as
topics covered by the survey, number of countries, and degree of
similarity between countries.

¢ Quality control indicators must be realistic and make sense universally.

e Some countries experience difficulties achieving even the minimum
quality standards. Therefore, there must be an element of national
methodological capacity building in international surveys to ensure that
more than just a minimum standard is achieved and to enable countries to
conduct future surveys more independently.

Quality issues are important in any national survey, but in a cross-national com-
parative study the quality problems are magnified due to the problems listed above
and may threaten the validity of comparisons. Therefore a cross-national compara-
tive study must have a program for quality assurance and quality control. In the
three sections that follow (Sections 13.4-13.6), we use the product and process
organizational levels as a framework for the discussion on quality and give exam-
ples of the practices of some cross-national comparative studies in relation to these.

13.4 PRODUCT QUALITY IN CROSS-NATIONAL COMPARATIVE
STUDIES

As indicated in Table 13.1, the main instrument used to control product quality is a
series of specifications. There seems to be a general agreement that the quality
assurance approach should consist of a fair amount of standardization and
harmonization with proper monitoring. Standardization generally means that
specifications concerning specific survey steps are defined and countries are urged
to follow them. The exceptions are the steps of sampling and estimation, where
considerable flexibility can be allowed and should, in fact, be encouraged in order
to adapt to different national contexts (see Chapter 14, this volume). Adaptations
of questions to different languages and cultural contexts are further aspects in
cross-national surveys that demand flexibility in specifications.

In general survey work, the product quality is decided by the producer or
designer, preferably assisted by the user. In multinational surveys, the distance
between the users and the survey organizations is much greater and the
implications of this fact must be addressed. In some surveys, meetings with
stakeholders are conducted, creating room to discuss design options and product
characteristics so that the entire exercise is much more collective than in other
surveys. Also, there is a need to widen the user base and to develop means to
improve communication between the survey organizations involved and the users
and sponsors. Since users need to be informed on quality indicators for each
survey step, indicators to monitor quality and innovative documentation
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approaches must be developed to effectively communicate the large body of
results that come from studies of many countries simultaneously. For instance,
sometimes it is not practical to have a single document containing all information,
so a “document of documents” is needed. Interactive user contact and feedback are
another underdeveloped area in multinational studies.

13.4.1 Approaches to Setting Standards

Without clear standards, there will be unnecessary variation, a situation that should
be avoided. Lynn (2001) has defined five approaches to setting standards.

e Approach 1 aims at achieving maximum quality, which means using best
possible practices in each country. This approach is difficult to justify
since it is expensive and makes comparability difficult to obtain. In
effect, with major variations in error rates and design characteristics
across countries, one has to create a separate standard for each country.

e Approach 2 aims at achieving consistent quality across countries. That is
accomplished by adjusting the standard to the lowest common
denominator. This is not a good strategy since some countries would be
forced to use methods that are inferior to those used in their national
surveys.

e  Approach 3 is the constrained maximum quality approach and is a compro-
mise between Approaches 1 and 2. A standard is prescribed for some key
design aspects and, within those constraints, maximum quality is adopted.
The key design aspects chosen are those that affect comparability most,
according to some risk assessment protocol. Traditional aspects of this
kind are question development, translation, and interviewer training. This
is a good strategy because countries with less sophisticated survey
cultures have a chance to gradually improve their capacities.

e Approach 4 aims for a specified target quality. With this approach,
countries with more developed survey cultures set the standard and it is
clear at the outset that some countries will not be able to adhere to them
in full. Again, the hope is that the less developed survey cultures will be
stimulated to improve, but it is also clear that comparability will be
compromised in some instances.

e  Approach 5 is the constrained target quality approach. Here, too, within a
few constraints, challenging targets are set. The targets can be viewed as
minimum quality standards.

Among the approaches mentioned, Approaches 1 and 2 are typically ruled
out, depending on the set of countries involved and the degree of heterogeneity
between them. A standard for a survey involving three countries that are
geographically close (or countries at the same level of development) might be very
different from one involving 26 countries spread all over the world (or countries at
varying levels of economic development and survey-taking sophistication). What
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is important, as Lynn (2001) points out, is the structured team-thinking around the
decision on how realistic various approaches are.

Input harmonization and output harmonization are two extremes among the
many options for approaches to standardization. Input harmonization is used by
statistical organizations such as Eurostat and the European Statistical System,
whose job it is to coordinate surveys. It means that comparability is to be achieved
via regulations regarding concepts, definitions, classifications, and technical
requirements. Although the regulations are usually very rigid, sanctions are
relatively rare. Input harmonization is a more general notion than standardization
and includes features such as consistency and similarity. It should be pointed out,
though, that many EU surveys lack standardization, and in these cases
comparability is achieved by other means, such as output harmonization. This kind
of harmonization consists of specifying only the statistical outputs, leaving it to the
individual countries to decide how to collect and process the data necessary for
achieving the outputs. It is clear that output harmonization is preferable in cases
where countries are heterogeneous in terms of level of economic development and
statistical sophistication.

On the topic of harmonization, a general topic-independent standard is the
recent ISO 20252 standard on marketing, opinion, and social surveys (Inter-
national Standards Organization, 2006). This standard is not primarily aimed at
international comparisons, even though such comparisons are made easier if
survey organizations follow the standard. A distinction is made between standards
for surveys and standards for organizations.

The general approach to reach comparability is standardization through speci-
fications on as many processes as reasonably possible. However, it should be noted
that standardization can be detrimental to the quality of the survey process in some
circumstances, so when enforced, it should be appropriate (see Harkness, 2008a).
As an example, strategies for contact attempts can be allowed to vary, but countries
should be aware of how different strategies work. Typically, any contact scheduling
algorithm starts with a prescribed number of minimum number of attempts, while
allocation of time can be decided locally. For instance, an allocation based on
Swedish work hours would not function well in Spain or Italy, where other work
patterns are prevalent. So the prescriptive part for this process would be the number
of contact attempts, while the spread of the attempts would be allowed to vary.
Collection of information about local constraints and other specific knowledge
regarding local circumstances is very important but time-consuming. A method-
ology should be put in place to collect such information more systematically.

Finally, specifications can sometimes be allowed to be loose. Examples of this
could be “control of coding should be performed on 5% of the cases” or “data
capture errors should be estimated as prescribed in ISO 20252, with the
assumption that the local organization strives toward using known reliable
methods to do this.” When specifications are kept loose in this manner, it is
usually a concession made because other specifications were kept more rigid,
based on some kind of risk analysis. Examples of more rigid specifications would
be “probability sampling must be used” and “translation of survey materials should
be performed by teams according to the following procedure...” Translation is, in
fact, an example of a process where research teams have worked together to
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establish ground rules that can be continuously improved. One ground rule is to
use team translation. The ESS uses the variant of the ground rule called TRAPD
(Translation, Review, Adjudication, Pretesting, and Documentation) (Harkness,
2002, 2003, 2007). Despite the extensive methodological research that has taken
place in the field of translation, it is still viewed by some as a task that can be
performed by anyone with basic knowledge in two languages, translation software,
and a dictionary. The Swedish language guru Fredrik Lindstrdm once said that
whenever Swedes tell him they are fluent in English, he asks them to provide the
English words for all the utensils in a kitchen cupboard. The outcome of the test is

typically eye-opening!

13.4.2 Examples of Specifications in Cross-National Comparative Studies

In the International Life Skills Survey (ILSS), which later became the Adult
Literacy and Life Skills (ALL) Survey, a management group provided over 100
specifications to which countries were instructed to adhere. Each specification
consisted of the headings presented in Table 13.2.

The vast number of specifications implied that countries were not given much
flexibility, at least not in theory. Of course, countries had opportunities to perform
tasks in different ways, but the specifications had to be addressed. The specifica-

TABLE 13.2. Headings for ILSS Specifications

Automated Coding

Rationale
Some countries have the option to utilize software for automated coding. For the portion
of the cases that are coded by means of this software, coding consistency is achieved.

Accompanying Procedures

Coding should be performed by means of software that has been successfully used in
statistics production. For the portion that cannot be coded automatically, parts of 1.1
and 1.2 (referring to other specifications) apply with the exception that number of
coders can be reduced and that training can be relaxed, provided that the manual coding
needed is not that extensive. In the latter case, coding can be performed by trainers, and
independent verification is used as control.

Input from ILSS Management Group
Description of how process data should be collected.

Key Process Variables / Supporting Documentation

Portion that is coded automatically, data on types of descriptions that are referred to
manual coding, number of codings based on exact matches, number of codings based on
inexact matches, and data on key process variables for the manual part (same as
specification 2.4). Data are delivered after coding is terminated.

Dates and Timing
During main survey.
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tions cover the survey processes step by step, and it is easy to see that, as the num-
ber of participating countries grows, this becomes a very extensive exercise.
Below is one example of a specification from ILSS. The entire set is provided in
Darcovich, de Heer, Foy, Jones, Lyberg, et al. (1999).

All the specifications strive to explain to country institutes and to other local
stakeholders the purpose of the specifications, the reasons for their existence, how
support can be obtained from the central team, and how adherence should be
checked. At the same time, these specifications serve as a standard for the specific
survey. They should cover all known error sources relating to the frame, sampling,
nonresponse, measurement, processing, and analysis.

A second example is the World Education Indicators Survey of Primary
Schools (WEI-SPS). This is a school survey sponsored jointly by the OECD and
UNESCO-UIS on fourth-grade students and teachers, and conducted in 11
countries. In the case of this survey, six specification documents were issued to
instruct countries on acceptable procedures for conducting various aspects of the
survey.

e Survey Participation Protocol Document (or Service Level Agreement):
This was an agreement that laid out the responsibilities of each of the
parties involved in the survey.

e Translation and Adaptation Guidelines: This provided the guidelines to
the countries for translation of the English-based questionnaires. It also
gave tools to keep track of the question adaptations they were under-
taking. A database of translations and question adaptations that were
observed was developed during the survey. This was maintained to assist
the experts in their analyses, as some of the results would be influenced
by the adaptations.

e Sampling Guidelines: This elaborated the sampling rules that would
guarantee an agreed-upon level of accuracy.

e  Operations Manual: This provided the countries with the implementation
guidelines to follow in order to maintain a certain degree of consistency
between countries and to guarantee some rigor in the implementation of
the survey in the various countries.

e Data Entry Manual: This provided the countries with the software and
documentation to limit the data capture errors.

¢  Analytical Framework, Indicator Descriptions, and Questionnaire Items
Document: This document set the dimensions that would be researched
using the survey data, and the theoretical frameworks upon which some
of the outputs would be based.

13.5 PROCESS QUALITY IN CROSS-NATIONAL COMPARATIVE
STUDIES

Quality assurance involves all the procedures, approaches, and methods put in
place in an organization to ensure minimal errors and cross-national comparability



Process Quality in Cross-National Comparative Studies 241

as perfectly as possible. On the other hand, quality control encompasses many
different, but not necessarily all, activities in a survey. Quality assurance is
necessary but not sufficient to achieve comparability. It is also necessary to check
whether the mechanisms that are in place work as intended; we must, therefore,
perform quality control.

An example of quality assurance is the following: Coding is a specific error
source that can generate substantial error rates. To reduce these error rates as much
as possible, various assurance measures are implemented, such as accessible
instructions, training, a verification system, a certain degree of automation,
analysis of the outcome of verification, and possible improvements. Ideally, the
collection of these measures should constitute current best practices or standard
operating procedures, as we know them. The quality control checks whether these
practices and procedures work as intended, and if they do not, then corrective and
improvement measures are applied. In this case, the quality control system may
consist of error rate estimation; analysis of error structures by coding category,
coder, and country; and suggestions for improvements of relevant quality
assurance components so that they remain the best. Similar approaches should be
developed for other operations that constitute high-risk areas from a comparability
standpoint. Examples include questionnaire development, translation of survey
materials, frame construction, data collection, reducing and adjusting for
nonresponse, and analysis (see Morganstein & Marker, 1997; Lyberg & Biemer,
2008).

The tools for quality control (QC) depend on the purposes of the quality
control.

A. The simplest form of QC is to check whether or not the specifications
have been followed. The outcome is basically “yes” or “no.”

B. A more advanced QC is to analyze variability patterns of processes
through the use of process data or paradata. A common tool is the control
chart. Results can be used to adjust the ongoing process.

C. The analysis of outcomes from A and B might suggest process improve-
ments to future applications of the process or future rounds of the survey.

D. Evaluations and reviews might also be part of the QC toolbox. Typically,
these activities take place after the process or survey is terminated.

In international surveys, unfortunately, type A is much more common than the
other three. There is need for more advanced procedures, one of which would be
the systematic use of paradata.

13.5.1 Paradata

One way of performing QC is to select, measure, and analyze key variables about
the survey process. The resulting data are called paradata. Paradata in the data
collection process might include nonresponse rates broken down by interviewer,
country, and type of nonresponse. These data can be plotted on a control chart and
used as a tool in statistical process control.
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Figure 13.2 shows a control chart that can be used for generic processes with-
in a usual survey setting. The control chart has upper and lower control limits (UCL
and LCL, respectively). The limits are defined separately for each process being
monitored. The control limits are a multiple of the standard deviation of the data
points on the chart, in this case and most commonly +/-3c. As long as data points
fall inside the control limits, the process behaves normally. This is the case of the
process in Figure 13.2, and, thus, we say that the process variation has common
causes. [f there had been data points falling outside the limits, this would have been
indicative of special cause variation. As indicated earlier, such variation must be
eliminated. For example, in the case of coding, if one specific coder has an unaccept-
able error rate (or at least an error rate not within that which the process normally
delivers), the coder would then be retrained. When the process is stable again with
all data points back within the limits, we can decide whether we find acceptable
the normal variation associated with the process. If we think that the normal varia-
tion is too large, then we have to change the process itself. In the case of coder
error rates, we might want to make changes in the training program or the instruc-
tions in order to narrow the gap between the UCL and the LCL (see Ryan, 2000).

Figure 13.3 presents an example of a control chart excerpted from Japec
(2005). The chart shows fluctuations in response rates among interviewers in the
Swedish results of the European Social Survey. In this control chart, the control
limits do not form straight lines due to variations in workloads between
interviewers. In this particular case, survey managers would only intervene with
regards to special cause variation for the three interviewers whose response rates
have fallen below the LCL. An intervention might include retraining or other
corrective measures aimed at the three interviewers, which hopefully puts them
within the control chart limits in future plotting. However, in this case, the survey
managers would also have to deal with the issue of natural variation because it is
obviously very large, ranging from more than 80% down to 50-60%. (Note that
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Figure 13.3. Control Chart for Monitoring Interviewer Response Rates (Y-Axis) in
the Swedish European Social Survey, ESS. (Excerpt from Japec, 2005)

the lowest response rates that were part of the natural variation were much lower
than 50%, but, in this instance, the interviewer had too small a workload to be
classified as being a special cause.) Given the large remaining natural variation,
the survey manager might contemplate measures that could narrow the gap
between UCL and LCL. Such measures are similar to those in the coding example
and could include training sessions with clarifications, improved instructions, and
improved supervisor feedback.

It has become increasingly common that paradata are collected and analyzed
in international surveys, but, unfortunately, because these data are not often
analyzed using methods and theories from statistical process control, their full
utility is not exploited.

13.5.2 Examples of QC Procedures and Initiatives in Cross-National
Comparative Studies

The following are some examples of QC measures from three surveys: the 1994
IALS (see U.S. Department of Education, 1998), TIMSS, and ESS:

In IALS, the number of interviewers varied more than specified for the study,
resulting in an average interviewer workload between 6 and 30 across countries.
To elaborate on the significance of this, average workload is one of the
components that determine the interviewer design effect, which, in turn, is a
component of confidence intervals used in analytical work. Varying design effects
mean varying effective sample sizes that are typically smaller than the actual
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sample sizes. Furthermore, the effect of interviewers is likely to be larger for the
background questionnaire (in which basic socio-demographic information on
households and individuals is collected) than for administering the substantive
literacy items because the interviewer is typically more passive when eliciting
responses for the latter. Nevertheless, the cognitive situation and the interviewer’s
role in surveys involving tests have not been investigated in detail.

The 1994 TALS had a special procedure for controlling the scoring of the
literacy assessments. A second scorer rescored 10% of all assessments, and 50%
of these were conducted early in the survey process to improve the learning curve.
In general, rescoring is analyzed by comparing the original score with the rescore,
and the agreement rate is calculated. Acceptance tolerances are set in advance. In
the case of IALS, the scoring reliability was high. Most countries had more than
97% agreement rates. There was also a cross-national exchange of scorers for at
least 300 randomly selected booklets in those countries where another country
shared the same test language; the results were equally good. In meetings between
chief scorers and national study managers, any clarifications were added to the
scoring rubrics. In addition, Statistics Canada and the Educational Testing Service
in the United States had a scoring hotline during the scoring process, where
unusual responses were discussed.

In TALS, 100% keystroke validation was a given specification. Two countries
did not comply. One chose 20% and the other 10%. For some other error sources,
unjustified assumptions about random error distributions were made instead of
actually performing the QC. It is not clear why some countries chose to deviate.

TIMSS and some other surveys have used unannounced site visits to check on
test conditions and the test leader activities. It is not clear how information from
these visits has been used, however.

The ESS checks such indicators as interviewer reports on respondent reactions,
frequencies of “don’t know” responses, as well as item nonresponse and nonre-
sponse rate comparisons. Call records have also been informative. Finally, the ESS
conducts quality enhancement meetings on design effects and interviewer effects.

Finally, in some surveys only very limited quality control efforts are made,
often restricted to a limited number of domains, such as translation and back-
translation or interviewer-respondent matching.

13.6 ORGANIZATIONAL QUALITY IN CROSS-NATIONAL COMPARA-
TIVE STUDIES

13.6.1 Choice of National Survey Organizations

One important element of quality assurance in international surveys is the choice of
survey organization in each country. It turns out that in many countries there is a se-
vere shortage of organizations that can undertake all required operations for a cross-
national survey. The experience in international work and the methodologies in-
volved, as well as the experience in dealing with other cultures, are all sadly lacking.

During the work on upgrading IALS surveys in the European context that
took place as a result of France’s challenging the methodology behind the 1994
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IALS, a study was conducted of survey organization resources in France,
Germany, Greece, Italy, The Netherlands, Portugal, Sweden, and the United
Kingdom (Carey, 2000). The purpose of the study was to investigate the extent to
which the subject matter and methodological resources to carry out a literacy
survey in the countries studied was up to the level required. More specifically, the
review of survey practices in the eight European countries undertaken as part of
the project was a necessary preliminary step to understanding the issue of
comparability. By documenting survey practices across a number of European
countries, the range of practices that could be offered at the time was identified.
The review centered on four aspects of survey practice:

Sample design and sampling procedures
Survey experience

Field work organization and strategies
Survey processing

The main conclusion was that there seemed to be no institute in any of the eight
countries studied that had sufficient experience and expertise in all aspects of the
survey process in relation to literacy surveys.

A second important conclusion and recommendation was that it seemed to be
necessary to form consortia of institutes in each country to combine all necessary
expertise and experience in order to ensure the best possible survey practices and
to avoid unnecessary variation. The study is documented in full in Carey (2000). It
is difficult to tell whether the situation has improved since then; new studies are
needed to see whether improvements have been made.

Survey sponsors tend to be more interested in the capabilities of potential
research providers than before. Specific studies are not available to confirm this
change in attitude, but examples of such indications in general survey work
include the development of the ISO standard 20252 on Market, Opinion, and
Social Research released in 2006 and the fact that some sponsors ask research
providers to present proof of an existing quality assurance or business excellence
model when submitting proposals. Some sponsors ask for proof of certification or
the result of organizational evaluations conducted by external bodies. Similar
tendencies are not as prevalent in international surveys, but there is certainly
pressure from large sponsors and stakeholders such as Eurostat and the OECD for
organizations involved in surveys to be reputable. For instance, OECD’s
recommendation is that countries participating in the current Programme for the
International Assessment of Adult Competencies (PIAAC) choose national
statistical offices as data collectors.

13.6.2 Building an Infrastructure of Coordination
For cross-national comparative studies, there is a general agreement on the need

for an overarching body whose mission would be to plan, coordinate, support, and
improve international survey endeavors. Most international surveys are conducted
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on an ongoing basis, which is a prerequisite for investing in such infrastructure.
The European Social Survey has an elaborate infrastructure with a Central
Coordinating Team (CCT) at the center. This team is supported by a Scientific
Advisory Board, as well as four Specialist Advisory Groups on question module
design, methods, sampling, and translation. In addition, the CCT receives feedback
from national coordinators, survey institutes, and other stakeholders in partici-
pating countries. There is also a Funders’ Forum. Within this model, each
participating country ensures the majority of the funding of its own survey, as well
as the survey organization and implementation.

The coordinating infrastructure is part of the quality assurance plan and
provides the infrastructure for tasks such as general planning, development of
specifications for processes and participating survey organizations, design of
quality control procedures, and suggestions for future improvements. High-profile
international surveys such as ALL, IALS, and PIAAC have developed such
functions. Surveys without such infrastructure are at risk of experiencing large
local deviations from the specifications. However, the actual formation of the
infrastructure can be a complicated matter, and no organization, as far as we know,
has evaluated the effect of the infrastructure model used. The recent evaluation of
the European Social Survey (Groves, Bethlehem, Medrano, Gundelach, & Norris,
2008) mentions the survey’s infrastructure and provides some suggestions about
the tasks of various groups, but no in-depth review of this aspect is carried out. It
is likely that evaluation studies could eventually result in more efficient
infrastructure formations. The real quality problem, however, is that many
international surveys still have very primitive and weak infrastructures with very
little central coordination and monitoring, resulting in poor comparability.

13.6.3 Quality Assurance Approaches of Coordinating Units

The models for quality assurance adopted by coordinating units vary depending on
know-how, ambition, and funding. There exist two extreme models, as well as a
“middle ground” variant (see Lynn, Japec, & Lyberg, 2006). The three variants
have a common element, namely some kind of unit (even if just one part-time
person) that communicates with local national representatives responsible for
conducting the survey.

At one extreme, a coordinator issues written instructions on how various
countries should implement design phases and quality control activities.
Involvement of a single coordinator is a high-risk approach since experience tells
us that large deviations from instructions can take place due to ignorance or
misunderstanding. For instance, in the 1994 TALS, a survey that, at the time, used
written instructions as the main coordination vehicle, one country opted to tell the
respondents that the TALS was a test rather than the real survey. Another country
administered an incentive to boost the response rate, a measure that was not part of
the written instructions. Still another country was not able to calculate the base
weights correctly. Even sophisticated systems, such as the official statistics run by
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Eurostat, rely quite heavily on instructions and regulations to achieve com-
parability.

At the other extreme, a large central coordination team is set up. The team’s
mission is to liaise closely with, and monitor the activities of, each national team
throughout the implementation of the survey. The ESS, PIAAC, Programme for
International Student Assessment (PISA), TIMSS, as well as more recent rounds
of the IALS, are examples of this model.

13.7 EVALUATIONS

Unfortunately, in cross-national comparative studies, there is generally a lack of
effort invested in evaluating survey results. Two kinds of evaluations are used to
provide estimates of bias components or to provide recommendations for
improvements. First, comparisons with gold standards, experiments, or other
methods may allow estimation of bias components or identification of improved
methodological solutions. Second, peer reviews or audits may allow the
determination of whether a survey has been conducted according to specifications
and/or whether areas needing improvement remain. Both the ESS and IALS have
made strides toward evaluating aspects of survey results.

For instance, Billiet, Philippens, Fitzgerald, and Stoop (2007b) compared
cooperative and reluctant respondents in the ESS, and analyzed contact forms
without finding severe signs of nonresponse bias. There are, of course, many
similar studies related to such aspects of the survey process as questionnaire
design, translation, coverage issues, and scoring as examples in other chapters in
this volume demonstrate.

More extensive evaluations are rare. In the ESS review already mentioned,
Groves, Bethlehem, Medrano, Gundelach, and Norris (2008) recommended the
development of quantitative indicators for all process steps, standardized contact
forms, boundaries set on effective sample sizes, as well as the conducting of
several rounds to improve capacity building and to expand the number of users.

An early evaluation of the peer review type in relation to the 1994 TALS was
conducted by Kalton, Lyberg, and Rempp (1998). The main recommendation was
that future rounds should be monitored much more closely, because many
specifications were not followed by some countries. Coordinators of many larger
international surveys have since worked hard to improve central support,
monitoring, and infrastructures.

Apart from the ESS and TALS, PISA and TIMSS let the national project
managers submit self-reports on process implementation, but it is not totally clear
how these are used for improvement activities or whether they are useful at all.
These surveys allowed quality monitors to study and report on assessments, but
participant feedback did not seem to be part of the process. PIRLS, a survey
studying comprehension among fourth-grade children, also allowed national
managers to complete an activities questionnaire regarding their experiences.
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13.8 RECOMMENDATIONS

In this final section we summarize our thoughts on how QA and QC approaches
can be improved in cross-national comparative studies.

1. General experience seems to indicate that a multinational study must have
a strong coordinating body responsible for adhering to user demands,
study design, communicating with national bodies, implementing and
supervising survey operations, and documenting results. Approaches
assuming an automatic understanding of disseminated instructions and
other survey materials tend to fail for various reasons, resulting in
comparative measures that are difficult to assess (see Kalton, Lyberg, &
Rempp, 1998; Carey, 2000; Lynn, Japec, & Lyberg, 2006). The ideal
composition, tasks, and competence mix of an efficient coordinating body
need to be investigated further. Such studies should also address more
subtle issues, such as how to secure participation from countries with
methodological know-how, but, at the same time, prevent those stronger
countries from dominating the weaker ones. Few evaluation attempts
have been performed so far. Kalton, Lyberg, and Rempp (1998), Carey
(2000) and Groves, Bethlehem, Medrano, Gundelach, and Norris (2008)
are three rare cases.

2. Typically multinational studies have national coordinators whose role is to
ensure that prescribed operations are executed according to specifications.
The national coordinator is frequently a subject matter specialist with min-
imal survey experience. Since subject matter experience could be secured
through existing expert groups, it would be preferable if the national
coordinator were a more experienced survey manager rather than a
subject matter expert. It is important for national coordinators to
appreciate the need for QA and QC and to be familiar with error
structures associated with different survey operations.

3. Most multinational surveys focus on product quality. More attention to
process quality is needed to avoid rework and to keep variation to a
minimum. Basic concepts associated with controlling and adjusting
processes should be part of every multinational survey’s toolbox.
Unfortunately, even many national surveys have not recognized educa-
tional efforts regarding the role of quality (see Morganstein & Marker,
1997; Biemer & Lyberg, 2003; Groves & Heeringa, 2006).

4. Thought must be given regarding how to motivate national bodies to accu-
rately report quality. What is the reward for conducting effective
interviewer training? In whose interest is it to report low response rates if
they occur? Are public ranking and external reviews the main motivators?
More positive motivators to stimulate quality work and quality reporting
are needed.

5. Methodology should be put in place to systematically collect information
on local constraints and circumstances. Such information could be used to
adjust both design and implementation instructions.
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6.

10.

11.

12.

Studies of evaluation should not be confined to development of
coordinating bodies. Evaluation is needed for the effect of mixed-mode
data collection, constraints on nonresponse bias, and correlated response
error with effective sample size. Such evaluation is needed particularly in
the case of relaxed standardizations. One might speculate that with more
knowledge on these issues, it would be possible for a national survey
institute with good interviewer training and supervision to decrease its
sample size somewhat, since nonsampling errors are reduced. There is
also need for periodic review of quality development in continuing multi-
national studies. It is very important to identify reasons for deviations
from specifications. Root cause problem analysis must serve as input to
continuous improvement.

. QC methods clearly need considerable upgrading. The use of quality

monitors is an inefficient use of resources. More modern verification and
analysis using control charts and other tools from the statistical process
control theory are urgently needed (Ryan, 2000).

. There is a need for more careful design approaches taking into account

various trade-off situations based on risk analysis. Most designs currently
used are very limited in the sense that design resources have not taken
total survey error into account. Although some surveys spend a lot of
resources on developing concepts, questionnaires, and a translation
procedure which is in line with a proper risk analysis, many other surveys
do not. Multinational survey stakeholders should be much more aware of
the trade-offs that exist at the design stage. For instance, a fixed
maximum nonresponse rate does not seem rational when other design
decisions, such as maximum interviewer workload, are much looser.

. Thought should be given to the need for national capacity building in

some developing countries. It is possible that, in some extreme cases,
external entities might conduct the survey in the short run, although this
scenario is not preferable in the long run.

Documentation is a necessary part of any QA and QC effort. However,
this is problematic for most cross-national surveys, in that the documenta-
tion is often of low quality or key aspects are missing altogether.
Documentation needs to be improved (see Chapter 16, this volume;
Harkness, 1999).

Related to documentation is the issue of confidentiality regarding the
release of microdata. This is a problem for international studies, since
many participating countries have limited or no legal frameworks, such as
Statistical Acts, in place. Procedures for handling confidentiality issues in
an international comparative setting must, therefore, be developed.

There are a number of quality frameworks for national surveys (see
Biemer & Lyberg, 2003). Similar initiatives have been suggested by
Groves, Bethlehem, Medrano, Gundelach, and Norris (2008) for the
European Social Survey, but the general framework is applicable to all
cross-national studies. Such a framework should have quantitative
indicators associated with various dimensions of quality.
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Sample Design for Cross-Cultural and Cross-
National Survey Programs

Steven G. Heeringa and Colm O’muircheartaigh

14.1 INTRODUCTION

Over the past 40 years, successful multinational, multicultural programs of popu-
lation survey research have employed probability sample designs and procedures
to select nationally representative samples to which to administer the common
survey interview (Verma, Scott, & O’Muircheartaigh, 1980; Heeringa et al., 2008;
Lynn, Hider, Gabler, & ILaaksonen, 2007). This chapter blends established
probability sampling principles and the experience and empirical outcomes gained
from these past programs to define a model for collaborative sample design efforts
that will be required in future multinational, multicultural survey programs.

In the strictest sense, the standardization of the sample designs across nations
and cultures is really more a coordination of the multiple sample design efforts
that draws on the principles of sampling and survey program objectives than a
standardization of the specific probability sample design features (e.g., frames,
strata definitions, clusters). A coordinated focus on the design objectives and
target populations for the overall survey program is essential, but strict uniformity
of designs across countries or cultures is often not possible, nor is it necessary to
the scientific integrity of the overall project.

14.1.1 Process Complexity, Management Models

In thinking about sample designs for such survey programs, it is important to
recognize what Lynn, Japec, and Lyberg (2006) call the additional “layer of
complexity” that enters the management of design decisions. Optimal sample
design for a single population survey is itself a sufficiently complex undertaking,
incorporating multiple domains of measurement (e.g., demographic, health-
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related, economic) as well as within-population heterogeneity in the variances of
these measures and the cost of reliably collecting the survey data. A strictly
statistical perspective on designing samples for multinational, multicultural
surveys sees the process as addressing an extension of the single population
sample design problem with increased inter-country or inter-cultural heterogeneity
in survey errors and costs. The standpoint then is that we solve the more complex
statistical optimization problem, everything else will fall neatly into line. This
view of the problem is often short-sighted. It can, for example, fail to recognize
that while many of the survey program objectives are universal, there may be local
objectives that must be met to obtain funding or to gain the cooperation of local
agencies or stakeholders.

These issues are not resolved even in cases such as the World Fertility Survey,
where the coordinating organization is also funding the costs of the program sur-
veys. Obviously, survey programs in which the central coordinators hold the purse
strings can exert more influence over local decision making than might be possible
in a voluntary consortium of countries or cultural groups, when each entity is thus
expected to fund its specific data collection. However, outside money alone is not
sufficient to ensure the full and enthusiastic cooperation of local experts, especially
when local investigators and technical staff may have concerns that the central
coordinators are not sensitive enough to local knowledge and essential local survey
conditions. Just as countries and cultures are diverse in their demographic composi-
tion, language, social norms, attitudes, and beliefs, there can be substantial differ-
ences in the accepted survey practices and basic survey conditions and infrastruc-
ture. The coordinated design effort will require a patient, collaborative approach
involving fact-finding, discussion, and, ultimately, agreement on a best possible
design that is consistent with the objectives of the broader survey program.

Just as dictatorial centralized control over local sample designs is bound to
fail, so will a management model that lacks any centralized technical expertise or
control over the sample designs employed by participating entities. Based on our
experience and that reported by others, we are convinced that coordination of a
multinational survey design effort requires centralized leadership and a
commitment to basic probability sample design principles (see also Chapter 13,
this volume, on quality control). The centrally coordinated design effort will
require teamwork with local survey statisticians and other practitioners to ensure
that participant designs meet the basic standards established for the overall
program but are also efficiently adapted to local resources and conditions.

14.1.2 Chapter Objective

The objective of this chapter is therefore to address the full complexity of
designing samples for cross-national, cross-cultural survey programs—the basic
principles and procedures that apply universally, as well as required flexibility and
adaptations that may be needed to match local conditions and resources.

We avoid extensive references to texts on sampling and instead make
reference to a selection of basic texts and also to some more advanced readings
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which have particularly relevant observations to offer. Our partiality to the classic
works is clear in our choice, but does not imply that more recent work is not
valuable to the practitioner.

We also choose to focus primarily on sample designs for programs of house-
hold survey research. There are a number of important international survey prog-
rams, including cross-national education surveys carried out by the International
Association for the Evaluation of Educational Achievement (IEA), that utilize
school-based sampling or sampling of other nonhousehold populations. In general,
the principles and experiences that we describe for household population surveys
extend to coordinated probability sampling of such nonhousehold populations.

14.2 EXAMPLES OF MULTINATIONAL, MULTICULTURAL SURVEY
PROGRAMS

Three major multinational survey programs are used as exemplars in this chapter:
the World Fertility Survey (WFS), the World Mental Health (WMH) Initiative, and
the European Social Survey (ESS). Each of these three survey programs used a
team approach to coordinate the sample design efforts of the participant countries.
In addition to the survey staff in each of the participating countries, the central
program team included one or more sampling experts who had responsibility for
determining the sample design in collaboration with the national researchers.

14.2.1 The World Fertility Survey (WFS)

The WFS was a program of surveys carried out on behalf of the United Nations
Fund for Population Activities (UNFPA) between 1974 and 1982. Comparable sur-
veys, with a questionnaire covering marital and birth histories and knowledge and
use of contraception, were carried out in 44 developing countries with a common
organizing principle and design. Members of a central sample design team traveled
to the participating countries and designed the samples in collaboration with nation-
al (statistics office) staff. The central WFS sampling staff worked with the participat-
ing countries to develop a sample design appropriate for the country. In some cases
an existing sample design already in use in the country was adopted for the WFS
survey. The general principles of the WFS designs are described in Verma, Scott,
and O’Muircheartaigh (1980). Surveys were carried out also in a small number of
developed countries, but without this coordination. There may be a lesson to be
learned from the fact that sampling errors were computed and published for all the
developing countries, and for none of the developed countries.

Although the WFS was by design a set of standardized surveys, “(s)tandardi-
zation does not, however, extend to the sample designs; these are worked out
individually to suit each country’s situation—though in practice similar problems
often lead to similar solutions” (Verma, Scott, & O’Muircheartaigh, 1980, p. 31).
The approach adopted by WFS emphasized the requirement of probability
sampling but provided flexibility in country-specific designs.
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We have chosen the WFS as one of our exemplars for five reasons. First, it
covers all continents, many languages, religions, and ethnicities. Second, it
included the whole range of situations, from countries with a history of survey
sampling to those for which this was the first probability sample survey. Third, the
processes and procedures were consolidated and published in a sampling manual.
Fourth, the appropriate analysis of the data (including design effects) was carried
out and published. Fifth, it is a landmark study that illustrates all the challenges of
cross-national and cultural research, and also some of the solutions.

14.2.2 The WHO World Mental Health (WMH) Surveys

The WMH initiative is an ongoing international program of psychiatric epidemi-
ology surveys in over 30 countries. The primary objective of each WMH survey is
to estimate the national prevalence of DSM-1V (Diagnostic and Statistical Manual
of Mental Disorders Fourth Edition) mental health disorders (mood, anxiety, and
substance disorders) as well to measure potential risk factors for these conditions.
Heeringa et al. (2008) provide a description of the coordinated sample designs for
the first 18 WMH countries to complete data collection. Each prospective participant
in the WMH initiative was provided with a common set of requirements and perform-
ance standards that their probability sample design would be expected to meet
(Heeringa et al., 2008). Each country that sought to join the WMH initiative submit-
ted a sample design and research plan for the preferred design for their country’s
survey to a panel of technical experts for a critical review and recommendations.
The WMH coordinating centers and technical experts provided consultation on
request throughout the survey process, but the day-to-day oversight of the sampling
and other survey activities was the responsibility of the local research team.

14.2.3 European Social Survey (ESS)

The ESS comprises an academically oriented program of research designed to
measure and profile change in the attitudes, beliefs, and behaviors across the span of
European populations and cultures. ESS Round 1, conducted in 2002-2003, studied
household populations in 22 nations. Lynn et al. (2007) provide a description of the
procedures employed by the ESS to establish productive, collaborative relationships
with survey coordinators and statisticians in each of the 22 participating countries
and to guarantee that participant country surveys met ESS design standards. These
included statistical precision requirements (effective sample sizes) for key survey
estimates. The ESS employed a management model similar to that of WFS in which
a technical panel of four sample design experts worked individually and collectively
with the participant countries to gather required planning data, review design options,
and finally agree upon an approved ESS sample design. Post-survey evaluations of
the full ESS collaborative effort highlighted the effectiveness of the technical
panel approach to coordination of the multinational sample design efforts.
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14.3 BUILDING THE FOUNDATIONS FOR MULTINATIONAL, MULTI-
CULTURAL SAMPLE SURVEYS: SURVEY OBJECTIVES, TARGET
POPULATIONS

The WFS, WMH, and ESS exemplify how sample designs can be harmonized
without being identical. The amount of flexibility that can be permitted will
actually vary across the sequence of sample design steps. For obvious reasons,
specification of the survey objectives and definition of the target population must
be highly standardized across participating surveys, while choice of the sample
frame, the number of sampling stages, stratification, and clustering can and should
be optimized on a country-by-country basis. In this section, we explore the process
of laying a foundation for building a coordinated set of probability samples for the
survey program—a clear specification of the program-wide survey objectives and
the target population for survey inference.

14.3.1 Specification of Survey Objectives

At first glance, the specification of the primary analysis objectives for a program of
multinational or multicultural research should be a simple task. However, even in
cases such as the ESS where there was broad consensus among the participants
that the survey program was “designed to chart and explain the attitudes, beliefs
and behaviour patterns of Europe’s diverse populations” (Lynn, Hider, Gabler, &
Laaksonen, 2007, p. 108), there are important details that must be considered
before participating countries can proceed to the specification of a sample design
for their population. Some of the issues that must be addressed in the centralized
planning process include those below.

Country-Specific Estimates? Comparisons? Or Pooled Analyses? Consensus on
the analytic objectives of the survey program is critical to the coordinated planning
of sample size determination and sample allocation across the participating
entities. Although participation in a multinational program implies that cross-
national analyses are important, it is essential that the analytic goals be carefully
and explicitly defined in advance of the sample design planning stage. Almost
certainly, individual participants will want to conduct stand-alone analysis of the
data for their particular country or cultural group. Specific participants may want
to ensure that the sample allocation plan and sample size determination provides
sufficient statistical precision to contrast their population sample with one or more
of the other populations or cultural groups. Although it is less common, the
program’s central planners may also envision a pooled analysis of the data from
the multiple country surveys.

Local Survey Objectives. Most multinational and multicultural survey programs
rely on local or locally allocated funding (i.e., through country ministries, targeted
programs of international agencies, or nongovernmental organizations). Although
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the survey may be conducted under the umbrella of the multinational program, it is
rare that the local survey team will not also have objectives that are specific to their
country. These may include special analysis requirements for geographic domains,
and ethnically and culturally distinct subpopulations. Individual countries may
also want to add local content to the core survey questionnaire or nest the
multinational program survey content in an ongoing national survey program.

Subpopulations. Do the overarching or local objectives mandate estimation for
major subpopulations such as men and women, the young and old? Survey
planners often neglect to plan for critical subpopulation analysis requirements. If
subpopulation estimates are important, they should be considered in determining
key features of the country-specific design including overall sample allocation,
total sample size, and stratification criteria.

Impact on Sample Design. The paragraphs above illustrate three of the basic
maxims of sample design (O’Muircheartaigh, 2007) whose relevance is likely to
be neglected in multinational, multiregional, and multicultural (3M) studies, where
the need for coordination and expertise may submerge the recognition of subject
matter expertise. The natural tendency toward centralization and standardization
must be tempered by an understanding of the special circumstances of each
individual study. First, we must understand and accept that survey sampling is an
applied discipline and not a branch of mathematical statistics. The subject matter
experts in each country/domain must therefore have input to the shape of the
sample design; it cannot be left to the statisticians in the country. Only by relating
the sample design to the particular circumstances can good decisions be made.
Second, as a corollary, good sample design (which in this case is country/domain
specific) is based on knowing the population, the frame, and the objectives.
Visiting (or remote) experts will not be able to design the most appropriate
sample. Third, optimal design does not minimize cost per case completed; it
maximizes information per dollar/euro/peso/yuan spent.

14.3.2 The Target Population

As investigators set out to define a common target population for a multinational
survey program they face a number of questions. How can the simple definition of
the target population be operationalized in the design of the sample survey and survey
procedures for household screening and respondent selection? What about persons
who are temporary residents, guest workers, or those who have legal claim to
medical treatment or services? Is it reasonable to expect that the government and
nonprofit agencies who support the surveys in participating countries will wish to
focus survey resources on de jure or de facto populations? What about adults in
the target population who are incapable of participating in the survey—
institutionalized populations or persons with cognitive limitations or other
impairments that make a survey interview impossible? How about population
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elements in remote places that require disproportionate amounts of survey
resources to sample and interview? The answers to all of these questions will
differ from one country to the next and will need to be recognized in the
centralized planning process.

The survey population is defined as the subset of the target population that is
truly eligible for sampling under the survey design. Restrictions in the survey
population definition for each country survey can include geographic scope
limitations, language restrictions, citizenship requirements, and whether to include
special populations such as persons living in military barracks and group quarters
or persons who were institutionalized at the time of the survey (e.g., hospital
patients, prison inmates).

In the WFS, consideration was given to possible formal geographic exclusions
in coverage for each country. There were no exclusions in 20 countries; seven coun-
tries excluded geographic areas containing less than 5% of the national population;
six countries excluded areas with between S and 10%; and only two, Indonesia and
Malaysia, excluded sparsely populated islands or interior regions containing more
than 10% of the target population. After extensive negotiation by its 21-country
steering group, the ESS chose to define its target population as persons aged 15
and older residing in a private household within the borders of the survey country.

Under the ESS target population definition, there were to be no exclusions
based on nationality, citizenship, language, or legal status and formal translations
of the ESS questionnaire were mandated whenever a minority language group
exceeded 5% of a country’s survey population.

In the WMH, specific arrangements were made to accommodate special
circumstances in a number of countries including restriction to urban areas only
(Mexico, 75% of population; Colombia, 73% of population), restriction to the 48
contiguous states (United States, 98% of population), and restriction to telephone
subscriber households only (France). Specific language fluency was an eligibility
criterion in 13 of 18 survey population definitions, with 6 of 18 requiring that
respondents be citizens of the country.

Subject to obvious constraints on the survey budget, the necessary steps to
maximize coverage of the target populations in multinational studies include:
(1) avoid major geographic exclusions; (2) design survey procedures and
interviewer training to maximize coverage of hard-to-identify or difficult-to-access
population elements; (3) translate questionnaires to accommodate major ethnic
minorities and language groups in the target population; and (4) schedule the
survey data collection to avoid seasonal absences due to vacation, work patterns,
or religious or national events (Ramadan, for example).

14.4 GENERAL STRATEGIES FOR OPTIMIZING DESIGNS FOR
INDIVIDUAL COUNTRIES: SAMPLE FRAMES, CLUSTERING,
STRATIFICATION

Section 14.3 addressed the two elements of the sample design process—
specification of survey objectives and definition of target populations—that must
be highly standardized across the multiple surveys in a multinational survey
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program. This section considers features of the probability sample designs that can
and should be specifically adapted to each participating country to optimize the
statistical and cost efficiency for its survey sample.

14.4.1 Frames for Sample Selection

Probability sampling requires a sampling frame that provides a high level of
coverage for the defined target population. The technical panel responsible for the
coordination of the sample development must work with each participating
country in a multinational survey program to carefully review the available
choices and select the best sample frame for that country’s survey population.

There is one question that should be asked at the start of this exercise. Is there
already an existing frame for a current or recent survey that could provide a
suitable sample for the survey planned, possibly through augmentation, or by
subsampling? There was a clear contrast here between the strategies used by WES,
WMH, and ESS. For the ESS, in all but two countries in Round 1 there was an
existing, reliable frame of addresses available for social research. Existing
probability sample frames were available and used in approximately half of the
initial set of 18 WMH countries. For the WFS, none of the developing countries
had an existing frame for probability sampling of households and new (generally
area probability) sample frames needed to be developed.

Sampling frames must contain information that is up-to-date and accurate
(e.g., addresses, stratifying variables, size measures). It is rare that the information
included on existing sample frames is completely current. The fact that an existing
frame is out-of-date does not mean that it cannot be used. In some instances, it is
possible to update the frame information before the sample is selected. When the
survey team has the option of using an existing sample frame, the costs of
updating that frame must be weighed against the substantial costs of building a
completely new frame for the target population.

For surveys of household populations, the range of sample frame choices
commonly includes: population registries, new or existing area probability
sampling frames, postal address lists, voter registration lists, and telephone
subscriber lists. Many countries, regions, or states maintain population registers
for administrative or other purposes, although the coverage and quality of these
registers vary widely depending on the country and the purpose for which they are
developed and maintained. For registers maintained on a local level or in cases
where a stratified random sample from a national register would not permit a cost
effective survey, a primary stage sample of local administrative units could
initially be selected. A second stage cluster of eligible individuals could then be
selected from the population registers for selected sample localities. Before
selecting an administrative list as a sampling frame for a survey, the survey team
should carefully evaluate its quality. The managers and owners of lists almost
invariably claim a higher degree of coverage and timeliness for their lists than is
warranted. Unless there has been some independent evaluation of the lists, caution
is recommended in accepting these claims.



Strategies for Optimizing Designs 259

In the absence of population registries or administrative lists that provide a high
degree of coverage of the target population, an area probability sample design is the
logical choice. Efficient procedures for area probability sampling of households are
covered in detail in a number of texts and guidance documents (Kish, 1965; United
Nations, 2005). In today’s world we expect that most national statistical agencies
and nongovernmental organization (NGO) researchers world-wide have extensive
experience in using area frames for demographic and epidemiologic surveys.

The WMH collaborating countries generally chose one of three types of
frames: (1) a database of individual or household contact information provided in
the form of national population registries, voter registration lists, postal address
lists, or household telephone directories; (2) a conventional multistage area
probability sample frame, or (3) a hybrid multistage frame that combined area
probability methods in the initial stages and a registry or population list in the
penultimate and/or final stages of sample selection.

14.4.2 Clustering, Sampling Stages

Once an appropriate sampling frame has been chosen, the next step is to decide
whether a multistage sample design is necessary. In many cases, two or more
stages of sampling will be employed. The first or primary stage is usually an area
stage and will always be necessary unless the country is geographically compact
and a reliable list (of addresses, dwellings, households, or individuals) is available
for the whole country.

In the WFS, there were no countries with a reliable register of addresses or
individuals. Consequently, all the samples involved selection of a sample of areas
as a first stage. In the ESS, most (20) countries had at least one of the lists above;
even in the ESS, however, 17 of the 22 nations in Round 1 used a multistage sample.

The first decision in the multistage sample design process is to determine the
area unit within which households or individuals will be selected for interview; we
designate this as the Ultimate Area Unit (UAU). Typically the UAU will be
considerably smaller if listing needs to be carried out; if a list already exists, the
size of the UAU is determined primarily by the cost of travel for interviewers. A
common UAU is the Census Enumeration Area (EA) for which boundaries are
clearly defined and generally available.

The number of households to be selected within each UAU (the cluster “take™)
will be roughly constant. The second decision in the multistage design process is to
decide the average size of the cluster “take.” The choice of “take” will be determined
by a combination of statistical considerations (the relative heterogeneity within
and among UAUs) and practical considerations (the number of interviewers in each
UAU, the time necessary to carry out the requisite number of call-backs, etc.).

The third decision is whether to introduce an earlier stage of clustering into
the design. Again this will be determined by geographic distribution of the country
population as well as interviewer travel or supervision costs. Somewhat surpris-
ingly, in the WFS there were very few countries in which this additional (earlier)
stage of clustering was found necessary; we also emphasize that even then, this



260 Sampling for Cross-Cultural and Cross-National Surveys

additional stage was necessary only in the more rural parts of these countries. Un-
less travel costs are prohibitive, a two-stage design that employs many smaller
geographic primary stage units (enumeration areas) and smaller subsamples of
eligible subjects per geographic cluster is preferred. A common multistage sample
design mistake is to draw a very small primary stage sample of very large
geographic areas (e.g., 11 of 13 states, 12 of 30 health regions), followed by
additional stages of geographic subsampling within the large area. Such designs
have all the properties of a multistage probability sample but their statistical
efficiency is poor. If the geographic area spanned by the survey population is large
and a three- or four-stage design is required, one should choose primary sampling
units (PSU) that are many in number and select a primary stage sample with no
fewer than 30-40 sample PSUs.

The fourth decision is how to select the sample within the UAUSs. To achieve
the highest level of sample quality, the preferred method for sampling households
within UAUs is to begin with an enumerative list of the dwelling units in the
selected EA or local area unit. Kish (1965) describes procedures for housing unit
enumeration or listing that can be applied in most every setting, including densely
settled urban neighborhoods or sparsely settled villages and rural areas. A simple
random sample or systematic random sample of the housing unit addresses is then
selected from the enumerative listing and provided to the field interviewers for
contact, screen, and interview of eligible sample individuals. Strict control is
exercised over the original sample selection. Interviewers contact predesignated
sample households and are not permitted to substitute a new address for a sample
household that cannot be contacted or refuses to participate.

14.4.3 Stratification of the Sample

In our view, the primary purpose of stratification in national sample designs is to
provide design flexibility in domains of the population where different cost and
precision arguments apply. However, the most commonly presented purpose-—
increase in precision (reduction of variance)—is also relevant. In particular,
stratification permits the incorporation into the sample design of much of the
structural knowledge of the population we may have. We may wish to mirror these
population characteristics in the sample, either to increase precision or to increase
the credibility of the sample, or both. Common stratifiers at the cluster stage are
geographic region, population density, and ecological zone.

In stratification, essentially we divide the population into subpopulations and
then select a sample independently from within each stratum. Given this
independence between strata, there is no need to have a uniform stratification plan
across countries or even across domains within a single country.
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14.5 DESIGN EFFECTS AND EFFECTIVE SAMPLE SIZE FOR COM-
PLEX SAMPLE DESIGNS

In multinational, multicultural surveys, the precision of sample estimates for
single-survey analyses and for comparison of estimates between country surveys
will be a function of the survey sample size and the “efficiency” of the specific
sample design. Due to differences in stratification, clustering, and weighting, the
efficiency of the individual sample designs will vary from one country to the next.
Following the approach adopted by the ESS technical sampling group (Lynn,
Hider, Gabler, & Laaksonen, 2007), we recommend that precision standards for
participating country designs be standardized or that minimum precision goals be
set for key statistics that will be estimated and compared from the participating
country survey datasets.

As described in the previous sections, probability sample design features such
as stratification and clustering for the individual country surveys will not be highly
standardized. This flexibility in design across participants in the multinational
program complicates comparison of the effective precision of the resulting
samples—a sample of #=5,000 from country A may have very different precision
than a sample of identical size from country B. The concept of effective sample
size provides a common language for discussing precision within the Babel of
differing probability sample designs that may be encountered in the multinational
or multicultural survey program. “Effective sample size” for a design is specific to
the survey variable(s) and statistic of interest and is interpreted as the size of the
simple random sample, ngs, that is required to yield sample precision equivalent
equal to the actual design sample size, nges.

The design effect statistic is used to estimate the effective sample size. The fol-
lowing section describes the design effects for probability samples that include stra-
tification, clustering, or disproportionate sampling (i.e., weighting) and how design
effects may be used to set targeted precision standards for the survey program.

14.5.1 Design Effects: Definitions and Sources

For convenience we designate as a complex sample design any design that is not a
simple random sample (SRS). Practical sample designs employed in multinational
survey programs are generally stratified multistage designs. Stratification is
introduced to increase the statistical and administrative efficiency of the sample
and to provide flexibility in the design. Clusters of elements are selected at the
initial stage (or stages) in multistage designs to make list construction possible
and/or to reduce travel costs and improve interviewing efficiency. Dispropor-
tionate sampling of population elements may be used to increase the sample sizes
for subpopulations of special interest, resulting in the need to employ weighting in
the estimation of population prevalence or other descriptive statistics. Often the
lack of a frame of individuals leads to the selection of a single individual in each
selected household in an epsem (Equal Probability of Selection Method) sample of
households, similarly requiring weighting in the analysis (this was typically the
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case in the WMH and ESS). Relative to simple random sampling, each of these
complex sample design features influences the size of standard errors for survey
estimates. Figure 14.1 illustrates the effects of these design features on standard
errors of estimates. The curve plotted in this figure represents the SRS standard
error of an estimate of a proportion as a function of sample size. At any chosen
sample size, the effect of sample stratification is generally a reduction in standard
errors relative to SRS. Clustering of sample elements and designs that require
weighting for unbiased estimation generally have larger standard errors than an
SRS sample of equal size. Relative to an SRS of equal size, the complex effects of
stratification, clustering, and weighting on the standard errors of estimates are
weighting for unbiased estimation generally have larger standard errors than an
SRS sample of equal size. Relative to an SRS of equal size, the complex effects of
stratification, clustering, and weighting on the standard errors of estimates are
termed the design effect and are measured by the following ratio:

R Var(é) )
De ff( 0) _ cAomp ex
Var(6),,,
where :
Deff(é) = the design effect for the sample estimate, é;
Var(é)complex = the complex sample design variance of 6;and
Var(é)Srs = the simple random sample variance of 6.
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Figure 14.1. Complex Sample Design Effects on Standard Errors of Prevalence Estimates
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Survey designers make extensive use of design effects to translate between the sim-
ple analytical computations of sampling variance for SRS designs and the approxi-
mate variances expected from a specific complex design alternative. Survey statisti-
cians have developed models for the design effects attributable to stratification,
clustering, and weighting (Kalton, 1977; Skinner, Holt, & Smith, 1989). Lynn,
Hider, Gabler, and Laaksonen (2007) demonstrate how these models may be
applied in the planning stage of a multinational survey program to predict design
effects and thus the relative efficiency of proposed design alternatives for
participating countries.

14.5.2 Effective Sample Size: A Common Language for Specifying Sample
Precision of Probability Sample Designs

In working with collaborators in a multinational or multicultural survey program,
the sampling team may choose the related measure of design efficiency termed the
effective sample size:

n /Deft(6)

eff =n complex
where :

n.; = the effective sample size, or the number of SRS cases required to
achieve the same sample precision as the actual complex sample design;

n = the actual or "nominal" sample size selected under the complex sample

complex

design.

The design effect ratio and effective sample size are therefore two means of
expressing the precision of a complex sample design relative to an SRS of equal
size. For a fixed sample size, the statements “The design effect for the proposed
complex sample is 1.5” and “The complex sample of » = 1,000 has an effective
sample size of n.e= 667" are equivalent statements of the precision loss expected
from the complex sample design.

14.5.3 Design Effects in the WMH, ESS, and WFS Programs

To illustrate the typical magnitude of the design effect ratios, Table 14.1 provides
the design effects for estimates of the prevalence of major classes of mental health
disorders for each WMH survey. The design effect estimates provided in this
table are based on diagnoses from Part II of the World Mental Health Composite
International Diagnostic Interview (WMH CIDI) questionnaire. With several
exceptions, design effects for prevalence estimates tend to be larger than 1.0, the
average across countries being 1.7 for anxiety disorders, 1.1 for mood disorders,
1.9 for substance disorders, and 1.8 for the prevalence of any disorder. Within
individual WMH country samples, the magnitude of the estimated design effects



264 Sampling for Cross-Cultural and Cross-National Surveys

TABLE 14.1. Design Effects for Estimates of the 12-Month Prevalence of Major
Classes of DSM-1V Disorders

Mental Health Disorder Part 2

Anxiety Mood Substance Any Sample
Country Disorders Disorders  Disorders Disorder Size
Colombia 2.19 1.0 1.40 1.44 2381
Mexico 1.55 1.32 1.17 2.40 2362
United States 1.80 1.03 2.49 2.34 5692
Nigeria 2.82 <1.0 <1.0 2.03 2143
South Africa 2.01 2.39 3.03 2.90 4315
Lebanon 1.37 1.06 5.14 2.04 1031
Belgium 2.57 1.26 1.30 2.38 1043
France 1.45 1.23 1.63 1.61 1436
Germany 2.10 <1.0 1.79 2.32 1323
Israel 1.36 1.27 <1.0 1.20 4859
Italy 1.04 <1.0 1.78 1.12 1779
Netherlands 1.07 1.07 1.05 <1.0 1094
Spain 2.75 1.35 2.84 1.61 2121
Ukraine 1.25 1.22 1.84 1.73 1720
New Zealand 1.45 1.63 1.98 1.63 7435
g;‘i’gf’s Republic of 135 1.21 1.65 2.00 1628
Average 1.70 1.08 1.89 1.81 -

Adapted from: Heeringa et al. (2008). World Mental Health Survey Program.

shows a consistent trend Deff(psubstance) Deff(Pansiety)> Deff(Pmooa). The lower values
of Deff(p) for mood disorders could reflect smaller intra-cluster correlations in the
survey populations for depression, generalized anxiety disorder (GAD), etc.
particularly in relation to substance abuse disorders (which may be more
geographically clustered in urban areas or other localized areas of the survey
population). Across WMH surveys, design effects are smaller in countries such as
Israel and the Netherlands that employed only limited clustering of observations in
the survey sample design. Design effects for prevalences were highest in larger
countries such as the United States, Mexico, and South Africa, where distances
between sample points necessitated greater primary stage clustering of the sample
selection.

Kish, Groves, and Krotki (1976) and Verma, Scott, and O’Muircheartaigh
(1980) provide in-depth analyses of the design effects for estimates based on the
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WES data; they report a consistency of patterns of design effects across countries
and variable types that parallel those found in the WMH. For ESS Round 1, Lynn,
Héder, Gabler, and Laaksonen (2007) report average design effects for a selected
set of estimates from the 22-country surveys that range from 1.0 (no effect) to just
under 2.0 (a 50% loss in effective sample size).

14.6 DETERMINING SAMPLE ALLOCATION AND SAMPLE SIZES FOR
PARTICIPANT COUNTRIES

The goal of all survey sample designs is to minimize sampling variance and bias
for a fixed total cost. In multinational survey programs, there is no single path to
this goal. Survey cost structures and the total financial resources available to
conduct the survey play a key role in determining optimal sample design. Survey
cost structures are highly variable from one country to another, depending on
factors such as available and accessible survey infrastructure (government or
commercial survey organizations), availability and costs for databases and map
materials required to develop sample frames, labor rates for field interviewers and
team leaders, and transportation costs for getting trained interviewers to distributed
samples of households. Total funding for the survey may also vary widely across
the participating countries; in many cases funding restrictions not only limit the
total size of the sample but also limit the definition of survey populations or the
use of preferred, but more costly sample design options.

Consequently, ensuring that participating countries meet minimum precision
standards in the design of their probability sample while, at the same time,
honoring the difference in funding and local expertise are major challenges for the
sampling team. Cross-national, cross-cultural surveys occupy a position some-
where between two extremes. They are not equivalent to a single study carried out
at a world (or regional) level; neither are they at the opposite extreme: a collection
of independent national surveys linked only by a common subject matter.
Programs like WFS, WMH, and ESS needed to formulate criteria to provide some
balance between the samples for the participating countries. We describe the
criteria for WFS and ESS below.

In the WFS funding was provided to the countries by the WFS program
[primarily from UNFPA and the United States Agency for International
Development (USAID)], and thus the countries themselves had no particular
incentive to use small sample sizes. WFS used a set of rough criteria, as follows:

1. A minimum of 2,000 women, to allow for sufficiently detailed tabulation.

2. A maximum of 10,000 women, in order to limit the organizational burden,
but also to preserve an approximate equity between countries.

3. Within these limits, larger samples were generally allocated to (a) countries
with larger populations; (b) countries with greater ethnic or regional
heterogeneity; and (c) countries which could argue that they had already
carried out a similar survey and the main justification for another one could
only be the need for more detailed analyses, requiring a larger sample. This
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is an example of how a country’s own special objectives can lead to a
departure from a general rule.

For the ESS, the investigators in each country raised their own funds,
independently of the central secretariat. Consequently, ESS defined only minima,
and not maxima, for the sample sizes.

1. A minimum sample size (completed interviews) of 2,000 (with an
exception for countries with a population below 2 million; for those the
minimum was 1,000).

2. A minimum effective sample size (n s = n/Deff) of 1,500 (800 for the small
countries described above).

The general strategy for determining country-specific sample sizes in multi-
national survey programs should follow a sequence of six steps:

1. Specify the primary analysis objectives for the multiprogram including
desired cross-country comparisons, pooled analyses for multicountry
regions, etc.

2. Determine the precision requirements for each participating country based
on the objectives established in step 1. Consider using the ESS approach
of establishing a minimum precision standard expressed as a minimum
effective sample size.

3. Use standard formulas to determine sample size for each participating coun-
try under simple random sampling (SRS) assumptions (Cochran, 1977).

4. Use simple models for clustering and weighting effects to evaluate the
potential size of design effects for country-specific sample design options.

5. Adjust the SRS sample size calculation for the expected design effect for
the country-specific design: nfinar = nges x Deff.

6. Re-evaluate steps 1,2, and 4, based on implied costs of the chosen design and
required sample sizes. Recompute the final sample size as needed in step 5.

14.7 OTHER CONSIDERATIONS IN MULTINATIONAL, MULTI-
CULTURAL SAMPLE DESIGN

The goal of this chapter has been to describe design principles and management
models that have proved to be successful in the coordinated sample design
programs for multinational, multicultural survey programs. The focus has been on
design strategies and methods that minimize survey errors that originate directly
from the properties of the chosen sample design, specifically sampling variances
of estimates and sampling biases due primarily to sample noncoverage that arises
in the survey population definition, the choice of a sampling frame, or the
procedures employed in sample screening and respondent selection.

In reality, the design team responsible for developing sampling plans for the
component surveys in a multinational, multicultural survey program must reach
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beyond these errors in sampling to consider the implications of the chosen design
for other sources of error in survey data.

Forexample, work on the WE'S (O’Muircheartaigh, 1984) showed that the same
variables tended to be subject to correlated interviewer effects across countries. The
impact of these effects on the variance of estimates is similar in form to that of cluster-
ing in the sample design, with the variance being multiplied by a factor approximately
equal to (1 + p (m—1)), where m is the interviewer workload. For variables sensitive
to correlated interviewer effect, the size of the interviewer workload can have a
critical impact. This is rarely considered in cross-national (or even national) sample
design, and is certainly an area in which a great deal more empirical information (and
eventually evidence) is needed. We recommend that this information be collected
by survey coordinators and recorded in the description of cross-national surveys.

Features of the sample design can also influence noncontact rates and other
nonresponse outcomes of the survey process. A statistically efficient sample design
with many highly distributed clusters of small average size will result in increased
travel costs and effort, reducing the opportunities for interviewers to make call backs
to sample addresses or to follow up with appointments to conduct the survey
interview.

These and other aspects of the survey that impact the quality of the data are
the subject of other chapters in this volume. As these other chapters are read, we
encourage the reader to think critically as to how sample design choices can
impact these other important dimensions of survey quality and survey error.
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Challenges in Cross-National Data Collection

Beth-Ellen Pennell, Janet A. Harkness,
Rachel Levenstein, and Martine Quaglia

“For other aspects of survey design and implementation, such as field work
practices, almost nothing is known.” Lynn, Japec, and Lyberg, (2006, p. 15).

15.1 INTRODUCTION

This chapter discusses issues and considerations in the data collection phase of
cross-national and cross-cultural surveys. Although the extensive literature on com-
parative research frequently discusses the complexity of cross-national designs and
how these may threaten data comparability (Chapter 2, this volume), there is little
investigation of the contribution that data collection plays with regard to compara-
bility. This is particularly surprising given the considerable cost of data collection
relative to all other phases of the survey life cycle. The comparative literature also
lacks detail on the design and implementation of data collection, and how
decisions with regard to these dimensions may challenge the goal of equivalence.
This chapter explores the various phases of data collection and alerts the reader to
issues especially relevant to cross-national and cross-cultural survey research.

The material that follows is organized into seven sections, including this
introduction. Section 15.2 sets the stage for later discussion by addressing the
complexity of cross-national survey research. Section 15.3 discusses
organizational structures in large-scale projects, the importance of achieving
standardization at the appropriate level of implementation, and the impact and
relevance of country-specific variations in research infrastructure and traditions.
Section 15.4 focuses on data collection modes, considering the options and
constraints in cross-national data collection efforts. Section 15.5 deals with the
numerous considerations directly related to fielding a survey. Section 15.5.1

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
Copyright © 2010 John Wiley & Sons, Inc.

269



270 Challenges in Cross-National Data Collection

addresses field staffing, the languages to be accommodated, and interviewer
recruitment, training, and remuneration. In Section 15.5.2, study protocols and
procedures relevant for the data collection phase are considered; topics covered
include ethics reviews, community engagement models, household contact proto-
cols, privacy issues, nonresponse bias reduction, and the increasing collection of
biomarker and other physical measures. Section 15.5.3 deals with field structures
and with interviewer supervision and management during fielding. In Section 15.6,
quality control and documentation are revisited, illustrating the importance of
monitoring, documenting, and evaluating survey outcomes. The final section,
Section 15.7, highlights areas of future research and considers the development of
best practices for cross-national or cross-cultural survey data collection.

15.2 COMMON CHALLENGES

As discussed in the introduction to this volume, potential challenges to
comparability are myriad in cross-national data collection. The “common ground”
and shared understandings with regard to the purpose of surveys or procedural
approaches that may be present in a single country survey stand in contrast to the
obvious heterogeneity of populations, languages, contexts, and perspectives found
in multinational studies. In addition, challenges that are atypical in a one-country
context often become the norm in cross-national contexts.

In the following we briefly revisit the defining features of cross-national
surveys that make such undertakings particularly demanding. Examples include
the need to field in multiple languages (some possibly unwritten); locating and
engaging respondents who may live on remote islands, mountainous regions, or
other rural areas; seasonal conditions (e.g., winter or monsoon seasons); and
varying holiday or vacation periods where respondents are away from their usual
place of residence. Respondents may also be inaccessible because of migration
(e.g., nomadic populations) or because of cultural norms (e.g., women) or other
barriers (e.g., miners in camps). Refugees, undocumented workers, and internally
displaced populations may also be difficult to locate and interview. Countries
undergoing periods of political unrest or war may increase the risk for both
respondents and interviewers.

In minority countries,” access impediments such as gated communities or
locked high-rise buildings may be present. Likewise, access to villages or
communities in majority countries may need the permission of village elders or
other “gatekeepers.” Wide variations in response bias within and between
countries are to be anticipated and declining response rates are well-documented in
minority countries (Billiet, Philippens, Fitzgerald, & Stoop, 2007; Couper & de
Leeuw, 2003; de Leeuw & de Heer, 2002).

In this chapter, we refer to “transitional” and “developing” countries as majority countries, since these
are where a majority of the world's population resides. Accordingly, “developed” nations are referred to
as minority countries.
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The ability to reduce social desirability bias will vary across populations and
countries because of wide variations in literacy which limits the use of self-
completion modes (Johnson & van de Vijver, 2003; World Bank, 2003).

It has also long been recognized that interviewer-related bias may differ
widely across countries. Literature of vintage date has described such
considerations well (Bulmer, 1998; Bulmer & Warwick, 1983; Ralis, Suchman, &
Goldsten, 1958; Warwick & Osherson, 1973).

It has also long been recognized that interviewer-related bias may differ
widely across countries. Literature of vintage date has described such
considerations well (Bulmer, 1998; Bulmer & Warwick, 1983; Ralis, Suchman, &
Goldsten, 1958; Warwick & Osherson, 1973).

Countries vary widely both in official requirements and in unwritten rules and
customs pertaining to data collection and data access. Heath, Fisher, and Smith
(2005) note that countries such as the Democratic People’s Republic of Korea/North
Korea and Burma/Myanmar officially prohibit survey research, while others
severely restrict data collection on certain topics or allow collection but restrict the
publication of results (e.g., Iran). Regulations pertaining to informed consent also
vary greatly.

Individuals working at the level of project development and data collection
management in different locations can have varying degrees of proficiency in the
lingua franca in which the project chooses to communicate. Collaborators may
also be located across many time zones, further complicating communication.

Projects vary greatly in the level of coordination and standardization across
the many phases of the survey life cycle, in their transparency and documentation
of methods, and, of special interest in this chapter, in their data collection
requirements and approaches.

Close examination of large-scale projects also reveals that the research
traditions of individual countries and/or data collection agencies can differ greatly
in methodological approach and rigor. For example, some countries have research
traditions that routinely employ quota sampling or sample-unit substitution at the
last stage of selection rather than probability sampling methods at all stages.

Country differences in tradition notwithstanding, many studies officially
target equivalence by trying to keep the design and implementation the same
across countries. Harkness (2008a), Kalgraff Skjak and Harkness (2003),
Harkness, Mohler, and van de Vijver (2003), and Lynn, Japec, and Lyberg (2006)
discuss some of the issues involved in trying to keep things the same, suggesting
that attempting to follow a “one size fits all” approach can ultimately threaten data
comparability and that appropriate standardization and appropriate variation in
approach are essential. However, the challenges to identifying and setting suitable
implementation standards and procedures in cross-national research are many.
This holds as much for a country trying to adhere to centrally-required procedures
as it does for a central coordinating organization aiming to determine the level at
which standardization of procedures is practicable.

In sum, the challenges to requiring similar implementation strategies across
very diverse populations and socioeconomic situations are considerable. In what
follows, therefore, we explore the ground between standardization and local
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accommodation, acknowledging that with many aspects of data collection, the
appropriate balance remains to be discovered.

Throughout this chapter reference is made to documentation as a basic
requirement for monitoring the quality of data collection processes and under-
standing survey outcomes. At the same time, although awareness of the impor-
tance of survey documentation seems to be growing (Mohler, Pennell, & Hubbard,
2008; Chapter 16, this volume), very few cross-national studies provide the detail
needed to undertake an assessment of the outcomes and quality of the survey.

15.3 ORGANIZATIONAL STRUCTURES

The organizational structure of a cross-national survey has a major impact on how
the study is designed and implemented. The structure is often influenced by two
factors: the source and flow of funds and the experience and research
infrastructure at both central and local locations. In many cases, if the funding has
been obtained through a central source, the organizational structure is then
determined by the organization in receipt and control of those funds. The control
of funds also often prescribes the level of influence an organizing body may have
across countries to set standards and to specify various aspects of the study
implementation. Centralized funding, therefore, may make standardization more
likely and more consistent. Standardizing aspects of design and implementation
may also be more likely if the countries involved are minority countries with
similar research infrastructures, such as many parts of the European Union. At the
same time, decisions about standardization cannot simply be based on what counts
as good or best practice in one location or one region of the world.

Large survey efforts such as those highlighted in this chapter can be funded in
a variety of ways. Multiple sources of funding and the organizational aspects of
such endeavors generally mean that many individuals and organizations will be
involved in a project. The Study of Health and Ageing in Europe (SHARE), for
example, has one central source of funding and a centralized administrative unit,
with 130 researchers working in 11 countries (Borsch-Supan, Jiirges, & Lipps,
2003; Chapter 25, this volume). The European Social Survey (ESS) receives
partial funding from the European Union to provide overall coordination, but each
of its 24 countries funds and organizes its data collection activities (Jowell, Kaase,
Fitzgerald, & Eva, 2007a; Chapter 26, this volume). The International Social Sur-
vey Programme (ISSP), currently involving 45 countries, has volunteer working
groups that coordinate components of the survey (e.g., archiving, quality monitor-
ing and reporting, and the Secretariat coordination). The ISSP has no central funds
(cf. Chapter 27, this volume). Thus, funding is local, even for central operations;
organization is partially centralized but undertaken by volunteer members; and
specifications on quality are agreed to by the annual general assembly.

If funding is locally controlled, standardization of implementation may be less
likely and more difficult to achieve. If standardization is, nonetheless, perceived as
a project goal, other mechanisms must be found to achieve sufficient levels of
influence on local implementation. Appropriate mechanisms could include
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encouragements for collaborators to cooperate, such as access to standardized data
collection instruments they do not need to produce themselves, offers of special-
ized training, assured access to the cross-national dataset, and organized and sup-
ported involvement in joint publications based on the cross-national data. In prac-
tice, most large-scale cross-national survey projects have a mix of central and local
funding and also vary in their levels of centralization and control. For example, the
ESS (European Social Survey, 2005), the World Mental Health (WMH) survey
(Kessler & Ustiin, 2008), and SHARE (Bérsch-Supan, Jiirges, & Lipps, 2003) all
require the following: probability samples at all stages of selection, minimum sam-
ple sizes and a minimum response rate, shared core survey content, a highly speci-
fied translation protocol, and a minimum set of quality control measures. Because
of their highly complex survey instruments, WMH and SHARE require specific
interviewer training protocols and use of the same data collection software across
all countries. ESS and WMH require pretesting of final translated instruments in
every country. Because of the institutional affiliations and the sensitive topic of the
WMH, this study also requires that each country carry out an ethics review.

These projects recognize that it is neither practical nor good practice to
standardize every aspect of the project. For example, setting rigid contact protocols
(number of attempts across days and time of day) across countries can be unwise.
At-home patterns may vary significantly, as will the ways the sample is assigned
to interviewers. In the WMH studies, guidelines specified the minimum number of
contact attempts and strategies that might be used to minimize nonresponse (the
use of incentives, for example). However, countries adapted these protocols on the
basis of known at-home patterns and the appropriateness of incentive offers in the
local context. Contact attempt protocols were also adapted to account for sample
assignments. Thus, for example, interviewers in Colombia traveled in teams from
place to place, which restricted the number of contact attempts possible. In the
U.S. implementation, interviewers were assigned by geographic area. Many more
contact attempts were necessary in the United States over a much longer period of
time to achieve a comparable response rate outcome (Pennell, Mneimneh, Bowers,
Chardoul, Wells, et al., 2008).

Decisions over what aspects of study implementation to standardize, what
aspects to leave to local control, and where responsibility and accountability for
these aspects will lie must be made for every phase of the survey life cycle. For
data collection, these include: deciding the mode of survey administration;
preparing the sample; determining in what languages the survey will be
administered; setting translation or interpreting guidelines; pretesting, determining
ethics review procedures, developing interviewer training content and protocols;
selecting and training interviewers; determining the timing and length of data
collection; and setting standards for data collection monitoring, as well as data
transfer and review. The configuration and composition of the data collection
teams must also be decided, including whether interviewers will travel in teams or
be locally assigned, and whether interviewers will be matched on key
characteristics beyond language, such as ethnicity, race, gender, or religion.

Country infrastructure must also be assessed in terms of resources available
for transportation, communication, accommodation, as well as technological
support such as programming resources and computer and Web access. Finally,



274 Challenges in Cross-National Data Collection

quality control procedures must be clearly defined, procedures agreed upon, and
decisions taken on sanctions for failure to fulfill requirements. None of these can
be properly addressed on an ad hoc basis. Three examples illustrate different
approaches to the implementation of standards.

The ISSP is one of the largest and longest running academic cross-national
surveys. It is comprised of a federation of researchers who are largely self-funded.
New members to the program are vetted in terms of their ability to comply with
the ISSP Working Principles (http://www.issp.org/organisational.shtml/). These
principles, in turn, have come under review and elaboration as new countries with
new challenges join the program. They determine general sample requirements but
say nothing, for example, about contact procedures, pretesting, or translation
requirements. Although survey module content is coordinated across countries,
most details of the actual data collection implementation are left to the local
agencies and their sponsors. Research on features of ISSP data collection relevant
to nonresponse (Smith, 2007¢c) highlights differences across countries regarding,
for example, the use of incentives.

SHARE, on the other hand, is largely centrally funded by the European
Union, with further support from U.S. agencies. As noted above, SHARE has
stipulated procedures for many aspects of the study design (Bérsch-Supan, Jiirges,
& Lipps, 2003).

The WMH model lies between that of the ISSP and SHARE. In this study,
some centralized funding is used to develop and maintain the data collection
instruments; conduct interviewer (trainer) trainings; monitor aspects of data
collection, quality control, and data processing; and to conduct cross-national
analysis. Country-level funding of data collection and its survey management is
undertaken by the collaborators in each country. Centrally provided benefits to
collaborators in the WMH project include having access to the standardized and
programmed instruments and to interviewer training sessions and training
materials, as well as receiving analysis support for joint publications (Kessler &
Ustiin, 2008; Pennell et al., 2008). The ISSP, SHARE, ESS, and WMH all also
benefit from at least yearly face-to-face meetings of the collaborators and staff.

The second organizational consideration that is central to deciding how stud-
ies are structured is the research infrastructure at central and local levels, including
technical and human resources. Many centrally organized projects will not commit
to data collection in a country without a local collaborator. The rationale is that
local knowledge can be critical to understanding traditions and customs, to
recognizing possible limitations, and to being able to gauge the feasibility of the
research design. In addition, some countries strictly control access and will not
authorize a study without local collaboration (cf. Nigerian Federal Ministry of
Health, 2007). Ethics boards in minority countries may also require local
collaboration (Council for International Organizations of Medical Sciences, 2002;
National Bioethics Advisory Commission, 2001; Sugarman, Popkin, Fortney, &
Rivera, 2001).

Researchers contemplating a cross-national survey project will often first
engage their own professional networks to identify appropriate local collaborators.
Funding sources may also require certain oversight committees or suggest collabo-
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rators. Longer-term projects may have numerous boards and committees. The ESS,
for example, has a Funders Forum, an independent Methodology Committee, and a
Scientific Advisory Board, each with different focus and functions. Aspects to be
considered at the country level include whether substantive and methodological
expertise are available locally for the project at hand. When, as in the ongoing
research program of the ISSP, the topic of the project changes annually, different
experts may be required for each round of the study.

Typically, a collaborator is needed who is based in the country, has
undertaken similar research, understands the local context, and can oversee the
project. Because local conditions can vary greatly, it is unrealistic to expect central
staff of a large cross-national project to have sufficient knowledge of country-
specific conditions to be able to make appropriate decisions about implementation.
However, local knowledge or collaborators are not a panacea for avoiding
potential problems. Limited local experience with best practice research methods
or a weak local research infrastructure may present obstacles. There may be
resistance to trying unfamiliar methods or to changing existing approaches.
Conducting exploratory research (focus groups, in-depth interviews) and pretesting
can be valuable tools in such cases, providing evidence and information critical for
a successful survey implementation (Bloch, 2007).

Questions to be answered in organizing the project at the country level
include: Is there a survey (or other) research infrastructure in place in the country?
If yes, what are its capabilities? Is there access to up-to-date sampling frames? In
some countries, only the government's statistical agency has access to area-based
sampling frames or current registries of the population. Do local data collection
agencies have experience with probability sampling, or various modes of data
collection (including computerized methods)? Is there knowledge of the potential
sources of survey error across survey administration modes in the country (e.g.,
phone coverage rates or literacy levels)?

Organizations employed to collect data at the local level are often selected
through a tender and bidding process. Local collaborators may also belong to a
university with a survey research capacity. Alternatively, the country's statistical
agency may be employed. In the case of a 15-country project on stigma and mental
health (White, 2008), the central organization, based in the United States, tapped
the ISSP network to organize local data collection efforts. In some cases, if there is
no local agency or no local agency qualified to conduct the study, an interviewing
team might need to be assembled from scratch. In all cases, just as with the overall
project structure, roles and responsibilities must also be specified in relation to the
supervision and oversight of these data collection organizations.

As soon as multiple countries or regions are involved, a well-articulated
organizational structure is essential in order to effectively manage many sub-
groups and sub-tasks. Unambiguous procedures for decision making, clear lines of
authority, and assigned responsibility across all aspects of the study are critical
organizing principles. However, project planning and organizational and contract
negotiations can take considerable time, depending on how the project is funded,
organized, and whether local collaborators need to be sought and assessed. For
example, the ESS took five full years of planning before the first round of fielding.
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15.4 MODE OF DATA COLLECTION

The choice of data collection mode(s) is a key decision that affects survey errors,
survey costs, and the management of all aspects of the survey life cycle. Selecting
a mode also involves striving for a balance among a number of potentially
competing goals that will have differing effects on error sources and the costs of
the survey. Although this balancing applies to a single country survey (Biemer &
Lyberg, 2003), it becomes a more complex choice in a cross-national survey
project where there are wide variations in such aspects as sample coverage and
population access, nonresponse trends, the number of languages involved, literacy
levels, social desirability, as well as labor availability and cost structures. If
standardization of mode(s) is a goal, differences in individual countries with
regard to technical infrastructures may also reduce the mode options available.

There are many ways in which surveys can be conducted, such as using
Interactive Voice Response (IVR), text messaging, and Web-based options, that
are not discussed here. Instead, we focus on interviewer-mediated modes, in part
because these newer modes are currently not viable in all areas of the world. We
note, however, that the use of technology is also rapidly increasing. For example,
Eng, Wolkon, Frolov, Terlouw, Eliades, et al. (2007) successfully implemented a
data collection project using handheld computers in Niger and Togo. Because
electricity was not always available, the devices were charged by using extra
battery packs, solar chargers, and car chargers. These handheld computers
provided the survey with the advantages of computer-assisted interviewing,
including the ability to automatically navigate complicated skip patterns, and also
provided Global Positioning Systems (GPS) to assist in sampling procedures. In
another example, Bloch (2007) reports using the Web to access highly educated
“forced migrants” from Zimbabwe. In any event, the generic issues addressed
below will frequently apply, by extension, to these emerging mode options.

The current practice in many cross-national studies is to try to standardize
mode across locations, even if this results in sub-optimal choices for some
locations (Kalgraff Skjak & Harkness, 2003). The ESS, for example, requires all
countries to collect data with face-to-face interviews. The ISSP requires a
questionnaire in a format suitable for self-completion. This can take the form of a
mail survey, paper and pencil, Audio computer-assisted self-interview (ACASI)
self-administered with interviewer attending, self-completion as drop-off, or, if
necessary, an interviewer administered interview. The motivation for this variety
lies in the beginnings of the ISSP when the survey was added to four established
national surveys (see Chapter 27, this volume), each administered somewhat
differently.

Recent deliberations about Web-based implementation in the ISSP have led to
the re-establishment of the modes work group which investigated data collection
modes in the late 1990s (Kalgraff Skjak & Harkness, 2003). In the ESS, too, a
group was formed to explore telephone data collection as a second mode in some
countries. In a preliminary analysis, Jackle, Roberts, and Lynn (2006) found little
evidence that using two modes on the ESS significantly affects survey estimates.

In contrast to the paucity of literature on mode effects in cross-national studies
(Fu & Chu, 2008; Jickle, Roberts, & Lynn, 2006; Kalgraff Skjak & Harkness,
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2003), the literature on mode effects in general survey research is considerable
(see reviews in de Leeuw, 2008; Groves et al., 2009). This literature also considers
mode with respect to religious, racial, or ethnic populations.

15.4.1 Coverage Error

The type of sampling frame available will often determine which mode is used. If
a sampling frame must be created because none exists or available frames are out-
of-date or have known coverage problems, an area-based frame may have to be
constructed (Hdder & Gabler, 2003). Large-scale cross-national projects that decide
to keep the mode of administration constant across all countries are usually forced
to choose face-to-face surveys (Fu & Chu, 2008). Even if some members of the
target population are difficult to reach (fachan & Dennis, 1993; Kalsbeek & Cross,
1982), face-to-face surveys generally have better coverage properties. At the same
time, face-to-face surveys are labor-intensive and, if labor costs are high, this is
also the most expensive mode (see Groves, 1989; Biemer & Lyberg, 2003) and
may not be viable in practical terms, especially in minority countries. In majority
countries, the opposite generally holds. For example, the Afrobarometer surveys
(http://www.afrobarometer.org/surveys.html/) all use face-to-face data collection.
However, the face-to-face mode may also take longer to plan and implement than
other modes, especially if the sampling frame must also be constructed. Telephone
surveys tend to be both cheaper and faster because less labor is required to complete
an interview, so fewer staff are needed to carry out data collection. Travel
expenses are also avoided. However, there is also very wide variation in telephone
coverage across countries (World Bank, 2006); thus, telephone surveys are often
not possible as a uniform mode across countries. Telephone penetration rates also
vary widely within countries, with urban areas generally having higher coverage
(International Telecommunications Union, 2007; Minges & Simkhada, 2002).

A solution sometimes adopted is to implement a mixed-mode approach. For
example, the European Crime and Safety Survey was a cross-national study
conducted in the European Union (van Dijk, Manchin, van Kesteren, Nevala, &
Hideg, 2005). In 16 countries considered to have good telephone coverage,
telephone surveys were conducted. Face-to-face interviewing was used in Poland
and Estonia, where telephone penetration was relatively low. In countries where
there was great variation in telephone coverage within the country, the country was
stratified by telephone coverage and then a mix of telephone and face-to-face was
used. The Gallup World Poll currently takes a similar approach. Here, data are
collected by telephone in countries with at least 80% estimated telephone coverage
with face-to-face interviewing is used in all other contexts (Gallup, 2007a).

15.4.2 Sampling Error
The mode of administration may also affect sampling error—that is, the error

associated with the fact the survey is conducted with only a subset of the target
population (Kish, 1965). In face-to-face surveys, cluster sampling is often used to
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reduce interviewer time, travel, and related expenses in order to reduce costs.
Clustering, in turn, can increase sampling variance due to the heterogeneity
between clusters. Because face-to-face surveys are expensive, the overall sample
size may have to be reduced, which also increases sampling variance. Extensive
substitution practices in some countries are a further factor to be considered.

15.4.3 Nonresponse

Unit nonresponse results from failing to include a sampled unit in the final dataset
because of household or respondent noncontact, refusal, or because selected
persons are unable to participate (e.g., due to language problems, health issues,
etc). Nonresponse in minority countries has been studied extensively (e.g., Groves
& Couper, 1998; Groves, Dillman, Eltinge, & Little, 2002; Singer, 2006) with
response rates generally higher in face-to-face surveys than in telephone and mail
surveys (Biemer & Lyberg, 2003) or Web (Vehovar, Batagelj, Manfreda, &
Zaletel, 2002). Exceptions to general rules are also found. For example, in a
nonresponse study in 16 minority countries in North America and Europe, de Heer
(1999) found that in Finland and Sweden response was higher in the telephone
surveys than in face-to-face surveys. De Heer (1999) speculates that field
procedures such as the use of differential incentives may have affected the
response rates, but also notes that cultural aspects relating to refusals and
noncontact may have been present.

Nonresponse in cross-national studies has not been extensively researched
(Couper & de Leeuw, 2003). The effect of mode on nonresponse across countries
or in individual majority countries is, thus, much less clear. Kalgraff Skjak and
Harkness (2003) note that in minority countries, higher nonresponse in urban areas
is more common than in rural areas. However, in majority countries, rural
populations may be more cautious about outsiders asking questions and, therefore,
more likely to refuse than urban respondents (Johnson, O'Rourke, Burris, &
Owens, 2002).

In general, however, response rates in majority countries tend to be higher
than in minority countries (Couper & de Leeuw, 2003). Multiple explanations can
be advanced for this. For example, requests for participation in minority countries
far exceed requests for participation in many majority countries (Groves &
Couper, 1998), and in some locations, over-surveying may decrease participation.
In locations where the survey process is novel and interesting, response rates may
be higher (Chikwanha, 2005; Kuechler, 1998). Couper and de Leeuw (2003) also
suggest high response rates could reflect that in some countries respondents are
afraid to decline to participate.

Johnson, O’Rourke, Burris, and Owens (2002) outline potential reasons for
differential nonresponse rates across cultures. They suggest that individuals in
more collectivist cultures are more likely to view out-group members with
suspicion; thus, the use of local (in-group) interviewers can greatly increase
participation. They also suggest that some cultures may be more likely than others
to base decisions to participate on factors such as the interviewer’s nonverbal
behavior or racial or ethnic background.
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Nonresponse can also result when the language of the sample person does not
match that of the interviewer. This may happen frequently in some locations, if
many languages are spoken in one region. In Zimbabwe, for example, interviewers
for the Afrobarometer encounter 20 different languages and many more dialects
(Gordon, 2005). Each region is not homogeneous with respect to language or
dialect, making interviewer assignments to areas challenging. Chikwanha (2005)
recommends increased efforts to recruit multilingual interviewers to help reduce
this source of nonresponse.

Finally, response rates can differ by at-home patterns and the level of effort
that is made to contact households, as well as the restrictions that may be placed
on how reluctant or refusing respondents can be addressed. For example, can an
initial refusal be contacted again in order to encourage participation? Local laws,
regulations, or norms may disallow re-contact of an initial refusal to encourage
participation.

Item nonresponse occurs when respondents choose not to answer specific ques-
tions or if questions are omitted through technical problems in the instrument or mis-
takes on the part of the respondent or the interviewer. Item nonresponse can be re-
lated to mode. For example, well-tested computerized questionnaires can greatly
reduce questionnaire navigation mistakes that result in item nonresponse. At the
same time, it is widely accepted that respondents may refuse to answer sensitive
questions in interviewer-administered questionnaires (e.g., Tourangeau, Rips, &
Rasinski, 2000). In minority countries, techniques such as self-completed sections
and ACASI are, therefore, used to reduce item nonresponse on questions consid-
ered sensitive. However, these approaches assume a degree of literacy which may
not be present in many majority countries. In addition, Owens, Johnson, and
O'Rourke (1999) provide within-country evidence for cultural differences with
regard to sensitive questions. While this literature sheds some light on item
nonresponse across cultures, it is still unclear how this may manifest across
countries. Few cross-national comparisons of item nonresponse patterns have been
undertaken. However, Pilmis (2006) found no relationship in the ESS between
sociodemographic variables and increased item nonresponse to political questions.

15.4.4 Measurement Error

The choice of mode has repeatedly been shown to affect measurement error in
studies conducted in minority countries. In a meta-analysis of studies largely
carried out in the United States, de Leeuw and van der Zouwen (1988) found small
differences between telephone and face-to-face modes in item nonresponse and in
social desirability bias. Also in the United States, Tourangeau and Smith (1996)
found that responses to interviewer-administered questions were more susceptible
to social desirability bias than in self-administered modes. We can expect that
measurement error differences across modes will also differ across cultures for
sensitive questions.

The choice of mode may be affected by other factors such as infrastructure, in-
cluding such aspects as availability of private and public transportation, sample ac-
cess routes (roads, rivers, trails, etc.), electricity or sufficient battery power to run
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computers, or the cost of duplicating and printing. If laptops or other data collec-
tion devices such as handheld personal digital assistants are to be used, human and
technical resources to support these computerized methods are essential.

Natural disasters may affect mode and fielding decision. For example, Nielsen
Media Research conducts surveys of television viewing behaviors in the United
States and typically recruits by telephone. In 2005, Hurricane Katrina devastated
much of the U.S. Gulf Coast of Louisiana and Mississippi, and many residents
there lost their landline telephones. As a result, the Nielsen media surveys could no
longer recruit respondents by telephone Random Digit Dialing. Nielsen utilized
area probability sampling instead and modified their definition of a household for
the Gulf Coast region. Damaged homes that could be rebuilt without a construction
permit were counted as housing units, as were temporary housing trailers provided
by the Federal Emergency Management Agency (FEMA). As a result, households
remaining in the Gulf Coast after Katrina could be represented in a probability
sample (Palutis, 2008).

Sometimes surveys will not be fielded in areas that have experienced a
disaster; the Afrobarometer has followed this policy (Institute for Democracy in
South Africa, Center for Democracy and Development—Ghana, & Michigan State
University, 2005-2006). Concerns for interviewer safety may also determine
which mode is chosen. Thus, although interviewers do conduct interviews in
dangerous regions (cf. Burnham, Lafta, Doocy, & Roberts, 2006; Iraq Family
Health Survey Study Group, 2008), at times it may not be acceptable to send
interviewers into the field. Varughese (2007) reports on areas in Afghanistan that
were considered too dangerous and excluded from his study on attitudes toward
democracy, the government, media, and the role of women in society. In Israel,
some regions are regularly excluded in the ISSP and ESS surveys due to
continuing conflict between cultural and religious groups.

Whether an area is dangerous may also depend on the interviewer’s own
group membership (e.g., race, or ethnicity) or the organization for which the
interviewer is working. The equipment interviewers are using might also put them
at risk if, for instance, it has a resale market value (laptops, cell phones). Projects
have successfully used strategies such as hiring local escorts for protection and
negotiating with relevant parties to gain safe access to sampled areas. The local
context will determine which parties are the relevant gatekeepers in these cases.

Interviewers also sometimes travel in teams for reasons of safety and/or ease of
supervision. These teams can take many forms and use various techniques to com-
municate. For example, in the ISSP, interviewers in the Philippines travel in teams
with a supervisor to sampled areas. A similar procedure is used in South Africa to
field the ISSP. Here the supervisor is also the driver. The interviewers make chalk
marks on or near the entrance to a house to indicate where they are interviewing;
this way their colleagues know where each interviewer is located at all times.

15.5 FIELD IMPLEMENTATION

The choice of survey mode affects aspects of field implementation, such as the
timing and length of data collection, interviewer assignment to the sample, the
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interviewer skills needed, and whether characteristics of interviewers and
respondents will be matched. Related decisions include how interviewers will be
recruited, supervised, and remunerated. In a sobering historical overview of the
challenges of acquiring accurate data in “less-developed” countries, Cleland
(1996) remarks: “The quality of the demographic data depends more on the skills,
training and supervision of field staff than on the design of the data instrument” (p.
446). These issues are discussed below.

15.5.1 Field Staffing

Constraints on data collection timing and the local research infrastructure dictate
many aspects of field staffing.

Timing. The timing and length of a data collection may depend on a number of
factors, including the topic, funding sources, research infrastructure, and attributes
of the target population. If the topic is time-sensitive in nature, e.g., a national
election, then the timing of the data collection will be constrained. This may mean
that more interviewers are needed to cover the sample or that travel in teams may
not be feasible in order to cover the population of interest in a short period. Since
elections occur at very different times across countries, the timing of data
collection in these studies may even vary across years (Shively, 2005). On the
other hand, political and social events may constitute times to avoid data
collection. For example, some countries may become unstable around an election.
Requests for survey participation may also be mistaken for recruitment for
political parties. In order to minimize this possibility, the Afrobarometer, for
example, tries to avoid data collection in the six months before and six months
after an election (Chikwanha, 2005).

The timing of data collection may also be affected by weather and geography.
Travel during certain parts of the year may be impossible or difficult. If it is impor-
tant that the timing of the data collection is the same across countries (as when
gauging response to a global event or issue), timing issues will be more difficult to
resolve since the northern and southern hemispheres will have different challenges
depending on the time of the year. Budget concerns may also constrain timing. If
interviewer training is extensive or there is a limited pool of skilled interviewers to
conduct a study, a smaller team of interviewers may be necessary. This, in turn,
will lead to a longer field period and an increase in interviewer-related variance
(Kish, 1962). We consider further interviewer assignment factors below.

Assignment to Sample. In one-country surveys, interviewer and respondent
matching on one or more demographic characteristics is sometimes used to lessen
certain forms of bias related to interviewers (cf. Davis, 1997; Dotinga, van den
Eijnden, Bosveld, & Garretsen, 2005; Kane & Macaulay, 1993; Schuman &
Converse, 1971). However, the possibilities for matching to reduce interviewer-
related bias may not be equally viable across all countries or populations.
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If many languages need to be accommodated, then the assignment of
interviewers to sampled areas assumes some a priori knowledge of the distribution
of those languages in the population. Interviewer matching may be quite complex
and can become costly. Depending on the topic under study and the range of
respondents (head of household, randomly selected adult, child, etc.) and/or social
and cultural norms regarding who may appropriately question household members,
interviewers may have to be matched on gender, age, race, religion, or other
factors (caste, for example). In some Muslim countries, matching on gender is
considered essential but can introduce complexity where female interviewers may
not travel without a male relative as an escort (Feld & Mohsini, 2008).

Third-party presence may be a further source of bias, especially if the head of
the community, one or more family members, or a chaperone are required and/or
expected to be present during an interview. The permission of multiple third
parties (gatekeepers) may be required before beginning to collect data.
Interviewers may also be sent out in teams if more than one person in a household
needs to be interviewed or if it is necessary to distract household members with
other tasks so an interviewer can conduct an interview in private. Such
considerations will all affect how many interviewers may be needed and how they
will be assigned to the sample. Here again, there is a balancing of potentially
competing pressures. What may be optimal for one context may not be for another;
matching interviewer skills and characteristics appropriately, for example, could
vary both across and within countries. Team interviewing also increases costs and,
thus, may be too expensive in high-wage contexts (see also Section 15.5.3).

Interviewer Recruitment. Interviewer recruitment needs and protocols will largely
depend on the depth and breadth of the research infrastructure present in the
country and the design and content of the survey. Where a research infrastructure
is present, finding experienced field staff is a somewhat easier task. The local
survey organization chosen to conduct the study may have a pool of experienced
interviewers available to work on the project. At the same time, however, design
features of the new study may be unfamiliar and meet with skepticism at several
levels (Pennell et al., 2008). Matching interviewer and respondent characteristics
may strain resources if previous studies were staffed differently or if interviewers
have to be matched on new attributes.

Where there is no research infrastructure, local contacts become critical to
building an interviewing staff from scratch. Here, studies and countries have used
various strategies to address these issues. Examples inciude the use of traveling
nurses, college students, teachers, or other professionals. Depending on the
context, these strategies can be optimal or potentially problematic. For example,
nurses and students may have other priorities and demands on their time that deter
them from attempting interviews during optimal times when respondents can be
found at home. Because of cultural norms, students may not be able to interview
older people; the role of a nurse, on the other hand, may be confused and
confounded with his or her role as an interviewer. Previous interviewing
experience is valuable, assuming the new set of tasks do not differ significantly
from local research traditions or, if they do, that these traditions are not difficult to
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“unlearn.” In the latter case, it may be simpler to recruit and train new interviewers
than to change the habits of interviewers trained in other traditions.

No matter how interviewer recruitment is approached, certain required
attributes of potential interviewers are universal. These include good organiza-
tional skills (handling forms, keeping track of paperwork), an interest in research
and people, attention to detail, and the ability to follow complex instructions. Also
important are the ability to work independently since they are often working on
their own; familiarity with the norms of the culture in which they will be working
to be able to engender culturally suitable rapport; and, depending on the mode of
interview and geography, the ability to travel by public transport, car, bicycle, or
even to walk long distances.

Recruiting interviewers with adequate language skills may be particularly im-
portant in a multilanguage context. Here, some means of assessment may need to
be developed. Interviewers need to have adequate conversational skills including
comprehension and speech level and speed in the languages in which they will be
interviewing. Clearly, the ability to read aloud and to be clearly understood is criti-
cal. Interviewers’ accents need to be acceptable and intelligible to the target popula-
tion(s). Assessment of writing skills is also important and may include evaluating
the correct use of grammar, noun use (gender), sentence structure, and spelling.

If a country has little or no research infrastructure, recruitment and training can
be expected to take longer. As a general guide to conducting surveys in countries
without a research tradition, Glewwe (2005) recommends up to a month to train
inexperienced interviewers. Even where survey research is common, local research
traditions may question new training protocols. For example, the WMH study speci-
fied a 5-day interviewer training. Research agencies in many minority countries
challenged the need for such lengthy training; other studies they had conducted
had required little or no training (Pennell et al., 2008). Ongena, Dijkstra, and Smit
(2008), in contrast, report that a 3-day training was too short to teach interviewers
in minority countries to use an event history calendar questionnaire.

Training models also need to take into consideration the language that will be
used in training since most cross-national studies will be conducted in many
languages. One possible approach is to implement a “train-the-trainer” model.
Here, the initial training is conducted in a /ingua franca, with each country sending
one or more individuals to the central training session who can understand and
work in the language of the trainers (see Chapter 3 on lingua franca). The newly
trained individuals then return to their own country, adapt, and translate the
training materials as needed, and in turn train their interviewers. This model helps
to ensure that all trainers are approaching training content and delivery in a similar
fashion, but it also allows for tailoring at the country level. Of course, such a two-
step process increases the time needed for training (Alcser, Kirgis, & Guyer, 2008;
Chapter 28, this volume; Pennell et al., 2008).

Another interviewer training approach uses the training center model. Here, as
in the train-the-trainer model, a centralized training is held, but instead of each
country being represented, language “regions” are represented. This model is
effective when it is not possible for every country to send trainers who are
functional in the central trainer's language. As an example, a central training might
be held in English with regional representation from Spanish-speaking or Arabic-
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speaking nations. The regional trainers would then, in turn, return to their country
and hold trainings in Spanish or Arabic for other nations. This model is used in the
World Health Organization's Composite International Diagnostic Interview
trainings. Here, for example, trainers from Lebanon were trained in the United
States and they subsequently trained the trainers in Oman and Iraq.

Training activities generally include a thorough review of the techniques used
in interviewing, the survey and its content, implementation protocols and
procedures, aspects of quality monitoring and quality control, and various
administrative issues such as submitting for time and expense reimbursement.
Informed consent, respondent privacy, and confidentiality are also usually
addressed, as well as some form of test or certification process (written or mock
interview) to ensure that interviewers understand the study protocols before they
are permitted to begin interviewing (Alcser, Kirgis, & Guyer, 2008).

Interviewer Remuneration. This can also be expected to vary and may depend on
local research traditions, the mode of the survey, local labor laws, or contractual
obligations. Typically, interviewers are either paid by the hour or by completed
interview. Each of these approaches has advantages and disadvantages. If each
completed interview takes approximately the same amount of interviewer effort
(more likely in a short telephone survey), payment by interview may make the
most sense. Such an approach also makes it much easier to predict and control data
collection costs. However, equal effort across interviews is rare. In a face-to-face
survey, depending on assignment of cases, some interviewers may have to travel
further or make more attempts to reach some respondents. Interview adminis-
tration times also can vary widely depending on the respondent's characteristics or
behavior. If the effort to complete an interview varies widely, it is generally
recommended that interviewers be paid by the hour. Failure to do so may induce
interviewers to take short cuts in the interviewing process, such as only
interviewing respondents who are easy to reach, or in the worst case, falsifying
interviews. At the same time, paying interviewers by the hour means
that mechanisms need to be in place to monitor and control interviewer costs.

Other Logistical Issues. Where road and transportation infrastructure are limited,
it may be necessary to secure transportation for field staff. For example, vehicles,
fuel, oil, and maintenance may need to be secured. Some means of backup
transportation may also be needed in case of emergencies. Accommodations may
need to be arranged as well as communication (satellite phones, for example). If
computers or other equipment will be used and electrical power is not widely
accessible, solar backup or extra batteries will need to be obtained.

15.5.2 Study Protocols and Procedures

In this section, we discuss the design and implementation of the field procedures
and protocols including ethics reviews, community engagement, methods and
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timing of contacting respondents, privacy, use of incentives, nonresponse
reduction techniques, and collecting physical measures and biomarkers.

It should be clear from the foregoing that knowledge of local conditions is
critical to successful survey implementation. Every survey will have unique aspects
and what may work for a given survey in a given context may not work for
another, even in the same context. Therefore, preliminary exploratory work is
nearly always necessary to test assumptions and develop alternative approaches.
This is particularly important when determining the contact protocols that will be
used. Contact protocols include the procedures for making contact with the commu-
nity, sometimes referred to as community engagement, as well as the details for
making initial and subsequent contact with households or sampled persons.

Ethics Review. The protocols for contacting respondents will often start with a
review by an independent ethics committee, board, or governmental entity, which
may also review the actual content of the survey. These committees may also
regulate data access and dissemination but we limit our discussion here to those
aspects of the review that affect data collection.

Although there is surprising consensus across countries in the principles
contained in ethical codes of conduct and the types of issues with which ethical
boards will concern themselves, regulations can and will vary by country and
often, by organizations within countries (Dawson & Kass, 2005). The variation in
the interpretation of regulations by Institutional Review Boards in the United
States is a good example of how even well-established regulations can be
interpreted very differently depending on the organization and composition of
these boards (Jansen, 2005).

Many of the current ethical standards and principles used in survey research
are derived from the Declaration of Helsinki (World Medical Association, 1964).
These widely accepted principles include the protection of free will, privacy,
confidentiality, and well-being of research participants while also minimizing the
burden the study may place on them. For a comprehensive review of ethical
principles and standards in cross-national survey research, see Singer (2008) and
Bowers, Benson, Alcser, Clemens, and Orlowski (2008).

Vulnerable populations such as children, pregnant women, the elderly,
prisoners, the mentally impaired, and members of economically and politically
disadvantaged groups may also require extra review and protections. Sensitive
topics may also be given special attention by review committees and, as mentioned
previously, what constitutes sensitive questions can be expected to vary across
countries. Finally, many ethics committees will review issues of coercion,
including the use of incentives to participate, that may interfere with the voluntary
nature of the research.

At a minimum, the survey request will typically describe the research, the
affiliations of the researchers, how the respondent was/will be chosen, and indicate
the voluntary nature of participation. Statements about promises of confidentiality
or anonymity are also frequently included as are the risks and benefits of
participation. This process will often also involve informed consent, by which a
sample member voluntarily confirms his or her willingness to participate in a study
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after having been informed of all aspects. Informed consent can be obtained with a
written form or orally (or implied if the respondent returns a mail survey).

Whether such consent is secured in writing or verbally will vary depending on
the mode of the survey, the research tradition in the country, the literacy level of
the population, and local laws and regulations. Asking a respondent to sign a
document in some countries and in some contexts can be potentially threatening
(Dawson & Kass, 2005; Marshall, 2001). Here, too, local knowledge is critical in
deciding procedures to follow. Indeed, institutions in the United States that receive
federal funding for cross-national research are required to have “sufficient
knowledge of the local research context” and that knowledge must have “been
obtained through extended, direct experience with the research institution, its
subject populations, and surrounding community” (Puglisi, 2000).

Community Engagement. Community engagement can take many forms depend-
ing on the context, sample design, and survey topic. Activities may include
communication or meetings with local officials or stakeholders to either inform
them or seek their permission to work in an area. Media outlets might also be used.
In many minority countries with well-developed research traditions, a letter to
local authorities may suffice. In majority countries, it may take a whole series of
one-on-one meetings with village or tribal leaders or other stakeholders or
constituents to secure cooperation and permission (e.g., Bloch, 2007; Christopher,
McCormick, Smith, & Christopher, 2005; Hershfield, Rohling, Kerr, & Hursh-
César, 1983; Twumasi, 2001). Where there is no local experience in a specific
region, visiting the area or consulting local authorities about such issues as
interviewer safety or other logistical challenges is essential.

Household Contact. The first contact with a household or respondent may be by a
letter received in the mail or hand-delivered by an interviewer (de Leeuw,
Callegaro, Hox, Korendijk, & Lensvelt-Mulders, 2007). Such a letter may describe
the purpose of the survey, establish the legitimacy of the organization doing the
data collection, explain the voluntary nature of the survey, and promise
confidentiality. These forms of advance information are not feasible where there is
poor mail delivery or where literacy rates are low. In all cases, however,
interviewers should carry personal identification and any permits or other legal
documents that might be required. At-home patterns may vary greatly both within
and across countries. Although a project may choose to set a minimum number of
contact attempts, the number of contacts needed to reach a household can have a
wide range.

Nonresponse Reduction Technigues. Research in minority countries (primarily
the United States) has shown that incentives are an effective means to increase
response rates (Groves & Couper 1998; Groves et al., 2009; Singer, van Hoewyk,
Gebler, Raghunathan, & McGonagle, 1999). Monetary incentives are generally
more effective than gifts and pre-payment more effective than promised payment.
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There also appears to be a linear relationship between the amount of the incentive
and the response rate (Singer et al., 1999), and incentives can have differing
effects on subgroups of a given population (e.g., Groves, Singer, & Corning,
2000).

There is little comparative literature on the effect of incentives, however. In
the absence of such evidence, since the components of nonresponse and principles
of reciprocity will vary across countries and possibly across cultures within
countries, this suggests that decisions about the use of incentives should be locally
determined. The WMH surveys took this approach. In China and Japan, for
example, incentives were considered culturally inappropriate. In countries that did
use incentives, these ranged from cash, to gift certificates (for food or gas), to bath
towels and alarm clocks. If an incentive is offered, the type and amount should be
indicated in the context of the request. Incentives should always be in proportion
to the request and in line with cultural norms. A large monetary incentive in a
majority country could be seen as coercive. If it is not appropriate to give
incentives to individuals, it may be appropriate to give one to an organization (a
school, for example) or the village. Even in these cases, coercion must be avoided,
lest pressure is put on sample units to participate.

Interviewers’ efforts to secure an interview also play an important role in
nonresponse reduction (Groves & McGonagle, 2001; Hox & de Leeuw, 2002).
Techniques to address respondent concerns to increase cooperation are usually
covered in interviewer training. The range of viable approaches may differ across
surveys and locations depending on survey topic, cultural appropriateness, and
possible legal constraints. Approaches need to be sensitive to and directly address
respondent concerns (Groves & McGonagle, 2001). Concerns might include
interviewer characteristics, and, here, matching respondent and interviewer by
gender, race, ethnicity or some other characteristic may be necessary. Often, an
ethics committee review will address what is both appropriate and legal in the
local context.

In order to monitor the field production and response rates (within and across
countries), it is essential to set a standard for determining the final status of every
sampled unit or member. For example, it is important to be able to distinguish
completed interviews with eligible respondents from vacant units, noninterviews
with known eligible respondents, and noninterviews where eligibility is unknown.
Reasons for noninterviews are also essential information. Consistency in
definitions across sample types is also very important for other comparative
purposes. For example, knowing whether nonresponse is comprised primarily of
noncontacts or refusals may inform different strategies to mediate these outcomes.
Standards for determining response rate calculations are well-established (for
example, see American Association of Public Opinion Research, 2006). Strategies
for monitoring sample outcomes are further discussed below.

Privacy of Interview. Many surveys are intended to be conducted in a private
setting in which survey questions and responses cannot be overheard. This is
particularly important when the survey asks about sensitive topics and where self-
administered techniques are not feasible. In many contexts, it may be difficult to
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achieve this privacy. For example, people may be living in close and crowded
quarters, weather or some characteristic of the interview may preclude conducting
the interview outside, or it may simply be inappropriate for the respondent to be
alone with a stranger. In some cultures, young women might require a chaperone
or other family member present. It may also be that the interview process itself is
such a unique event that others want to be involved or watch the process. Small
children may also be present and distract from the interview. Sometimes
respondents will be more readily found at the village market or other public area
than at home, and the challenge here, again, is to find a quiet spot to conduct the
interview. Studies have used various techniques for addressing these issues.

Biomarkers and Physical Measurements. Increasingly both biomarkers and
physical measures are being collected in large-scale cross-national studies,
although for a variety of cost and logistical reasons these are generally focused on
cross-national studies in minority countries [with exceptions: see DHS (http:/
www.measuredhs.com/topics/biomarkers/start.cfm/)]. These include simple meas-
ures such as height, weight, waist and hip circumference, and walking speed,;
measures involving special equipment such as blood pressure, grip strength, and
lung capacity; and biomarkers such as saliva and biood. The rapid development of
easy-to-administer biomarker kits at increasingly lower costs now places these
forms of collection more readily within reach of organizations on modest budgets
and without highly trained interviewers (Bentley & Muttukrishna, 2007). At the
same time, local understanding is necessary to devise appropriate strategies to
make certain requests of groups culturally apprehensive about giving samples of
blood, hair, or saliva.

Where specialized equipment is needed, frequent calibration of these may be
necessary. Since these measures are often taken in homes instead of clinics, the
logistical issues regarding proper handling, transportation, and processing of the
samples can be considerable. Interviewer training is very important, for instance,
with regard to handling blood. Informed consent procedures may also be more
complex for these studies and, if DNA is to be extracted, there may be
considerable restrictions on the use of such data.

From this discussion, it should be apparent that although past fielding
experiences in a given setting may be a good guide to issues that will be
encountered with a new study, a thorough exploration and testing of alternative
approaches should be undertaken. These may include focus groups, one-on-one
interviews; and consultations with experienced researchers, interviewers, or key
stakeholders familiar with the topic or the population under study. Generally, a
mix of these activities will provide the widest range of information and possible
options, but none of these will substitute for a field test of the protocols and
procedures. In addition, because these procedures are context-specific, testing them
in one or two locations will not be sufficient. Ideally, they should be tested in
every country or culture where they will be implemented. The time it may take to
develop, test, revise, and implement these procedures and protocols as well as the
ultimate benefits of doing so should not be underestimated.



Field Implementation 289

15.5.3 Field Structure, Interviewer Supervision, Production, and Data
Monitoring

This section discusses field structure, interviewer supervision, and their effect on
production and data monitoring. The structure of the field interviewing will
depend on the timing of data collection, the number of languages that need to be
accommodated and how those languages are distributed in the population, whether
interviewers and respondents will be matched on other characteristics, and how
unique the interviewer skills are that will be needed (familiarity with computers,
for example). The mode of interviewing and the size of the interviewing team will
also affect the field structure. More interviewers generally necessitate more
supervisory levels. Although the names of roles will differ, the field staff will
generally be comprised of interviewers and supervisors who may, in turn, be
supervised by production managers or field directors. Supervisors can play many
roles and perform such tasks as recruitment and training of interviewers,
production monitoring and quality control, interviewing, data entry, and
communication with the rest of the project team.

The ratio of number of interviewers to supervisors will vary by the experience
of the field staff, the difficulty of the task, and the mode. Generally, fewer
supervisors are needed for telephone surveys (Biemer & Lyberg, 2003) and when
interviewers are experienced (Couper, Holland, & Groves, 1992). If travel is over
a great distance or the administration time of the survey is particularly long, more
interviewers may be needed. Typically, interviewers will be assigned to
geographic areas or will travel in teams to sample locations. The advantage to
traveling teams, in addition to providing a greater measure of safety, is that they
can be accompanied by a supervisor and feedback on performance can be
immediate and ongoing. Team interviewing generally limits the number of calls
that can be made over a given time frame partly because teams usually travel over
large areas and cannot afford to stay in one area too long. It may also be difficult
to cover a wide range of languages or match on other characteristics when
employing a traveling team, since these aspects will often vary by region.

If interviewers are not in teams, supervision and quality monitoring must take
other forms. Depending on the country's infrastructure, supervisors may have to
travel extensively to monitor interviewers’ work. Where good communication and
postal services exist, supervisors can keep in touch with interviewers by phone and
review completed work through the mail. Clearly, where the sample management
and survey administration is computerized and detailed information on the
disposition of the sample and completed interviews can be reviewed daily, more
can be done from a central location and much less field supervision is needed
(Nicholls & Kindel, 1993). This is discussed below.
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15.6 QUALITY ASSURANCE, CONTROL, AND DOCUMENTATION

15.6.1 The Main Dimensions of a Quality Framework

In the survey context, “quality” can be assessed by the overall usefulness of the
data, sometimes described as the “fitness for use” (Biemer & Lyberg, 2003; Juran
& Gryna, 1980), the total survey error (Groves, 1989; Groves et al., 2009), or the
survey process quality (Lyberg, Biemer, Collins, de Leeuw, Dippo, et al., 1997). A
number of frameworks have been used to describe the dimensions of quality (see
also Chapters 13 and 16, this volume). Below, we directly relate the main
dimensions to cross-national survey research:

Relevance—Do the data meet the needs of the client or users? As noted earlier, in
a cross-national study, where more than 100 collaborators and multiple funding
sources—with possibly competing goals—may be involved, the dimension of
relevance becomes more challenging to fulfill.

Accuracy—Are the data describing the phenomena they were designed to
measure? Accuracy refers to the distance between the estimate and the (often
unknown) “true” value and is usually measured by the mean squared error. Wide
variations in the level and sources of error can be expected both across and within
countries.

Timeliness—How much time has elapsed between the end of the data collection,
and when the data are available for analysis? Here, we note the timing of national
elections across nations as one example of the challenges of meeting the timeliness
dimension across nations (see Chapter 30, this volume; Lagos, 2008).
Accessibility—The ease with which data may be obtained by users. In the cross-
national context, data access can mean more than simply making data publicly
available. Particularly in majority countries, making the data truly accessible to
local populations may need to include capacity building or training activities.
Country-level data access laws and regulations will also come into play.
Interpretability—Are supplementary data available to analysts that describe the
major characteristics and structure of the data (metadata) as well as data about the
survey processes (paradata)? As elaborated below, the lack of transparency in
cross-national data collection is long-standing and persistent.

Coherence—Are the data available for further recombination with other statistical
information for various, secondary purposes?

Comparability—To what extent are observed data differences due to genuine
variation as opposed to other factors? The quality dimensions of coherence and
comparability are the raison d’étre for cross-national and cross-cultural survey
research and are discussed throughout this monograph.

Professionalism—Are staff provided with clear behavioral guidelines and trained
appropriately and adequately? Are there adequate provisions to ensure compliance
with relevant laws? Laws and regulations will vary by country and often by
organizations within countries, as will local research traditions and procedures.
Professionalism also includes impartiality in data analysis and report writing.
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Cost and Respondent Burden—To what extent did cost play a factor in
implementation decisions? Were the concerns of respondents adequately
considered? Local laws, regulations, or traditions will shape what constitutes
undue respondent burden. Balancing costs and burden, and decisions regarding
these, will have to be made at local levels, given the wide variation in cost
structures across and within counties.

Design Constraints—Were there context-specific constraints on study design that
may have affected quality? As discussed, the examples are myriad in cross-national
survey research: multiple languages, physical barriers such as islands, mountains,
seasonal conditions, natural disasters, wars, populations that are displaced or
nomadic, undocumented workers, and hidden populations, to name a few.

In order to provide end-users with sufficient information to assess the overall
quality of the end product, quality assurance, quality control, and documentation
should form an integrated set of tasks. The above framework serves as the basis of
developing a quality assurance plan, implementing quality control and quality
monitoring, and ultimately publishing a quality profile. In brief, these terms can be
defined as follows:

Quality Assurance Plan—Developing and applying planned, systematic activities
to ensure that the project meets or exceeds expected goals. The outcome of these
efforts may or may not be measurable.

Quality Control—Monitoring specific project results against a predetermined
baseline to ensure that standards are met or exceeded. The results should be
quantifiable, but again, may not cover all aspects of the project.

Quality Profile—Publishing a document summarizing the quality assurance plan
and including the indicators collected during the quality control effort. Quality
profiles synthesize information from other sources, documenting all aspects of the
survey, providing indicators of process quality, sources of sampling and
nonsampling error, and recommendations for improvement and further research.
They allow analysts to make an informed judgment about the overall quality and
usability of the data.

15.6.2 Implementing a Quality Framework for Data Collection

A minimum set of quality control processes should be built into every step of the
survey life cycle, starting generally with detailed specifications. In order to be able
to adjust procedures and rectify problems, quality monitoring should be done in
real time. All too often, quality assessment or documentation of quality controls
takes place too late to permit corrective action. Even documentation delivered after
the event needs to be recorded close to the phase or event being documented; it is
not possible to accurately reconstruct implementation details or outcomes on the
basis of recollections or impressions.

If corrective interventions are to be possible, documentation and quality
monitoring must take place during data collection and be available to those
deciding the corrective action to be taken. Centrally organized quality supervision
faces challenges in this respect, as does quality assurance at the local level. If
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supervision and interventions take place centrally, shared systems will be required
to deliver the necessary monitoring data quickly. Without such systems,
supervision will necessarily be at the local level. In either case, managers need to
be informed about options and required standards in order to devise appropriate
interventions. If interventions are decided centrally but information collected only
locally, time lags may hamper successful intervention. In many such cases, a
mixed model may be most viable. Clear specifications, documentation tools,
examples, timely and regular local monitoring, and assessment of the collected
data can be partnered with assistance from an accessible centrally organized team.
For example, the ESS does not have a shared system but does have a range of
tools, specified requirements, and reporting deadlines throughout fielding; various
steps are also monitored by the Central Coordinating Team. Once fielding is
completed, countries submit detailed prespecified documentation in required
formats to the ESS archive.

In the ISSP, members know what they will be required to report after fielding.
Quality monitoring during fielding is the local agency’s responsibility. Activities
of the ISSP methodology committee (research projects, requests for country
details, circulars on problems) and discussion of outcomes and any problems
found are addressed at the annual ISSP meetings and help keep quality
improvement on the ISSP agenda. The ISSP’s annual reporting document for each
module is a Web-based questionnaire completed after fielding. It is based on a
paper version developed in the mid-1990s and refined over time. Countries new to
the program are informed about documentation requirements before they conduct a
study. This is necessary because the ISSP does not have a detailed set of
implementation specifications. The European Values Survey (EVS) based its
reporting form on the older ISSP paper version and added some questions relevant
to the EVS survey.

The WMH took a similar approach to the ISSP, using an online modular form
that performed much as a Web survey (Mohler, Pennell, & Hubbard, 2008; Pennell
et al., 2008). The WMH modules covered general study information (goals,
contact information, etc.), sample design, ethics review, interviewers and
interviewer training, pretesting, data collection, quality control, data preparation,
and final report (with specified study and sample outcomes). The advantage of the
modular approach was that different people could complete different modules. For
example, it is not uncommon that the individual who has designed and chosen the
sample is different from the person who managed the data collection.

Documentation and monitoring again raise the question of language. Local
research managers or collaborators may also differ in their ability in the chosen
lingua franca. This may lead to misunderstandings on both sides; instructions to
the local collaborators may be misunderstood and, in turn, requests or questions
from the local collaborators also misunderstood and inadequately answered. A
modularized question format also ensures that the detail obtained from each
country is comparable. Asking for long narratives written in a /ingua franca about
technical aspects of the survey will generally produce documents of varying
quality and detail. No matter the approach to collecting such monitoring
information, however, it is important to clearly define all terms to ensure a
common understanding of the information that is being sought.
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In the past several years, the level of detail sought in such monitoring systems
has improved. For example, the ESS now collects call-record-level data, as well as
many other details about the conduct of the study (cf. Billiet, Koch, & Philippens,
2007; Chapter 18, this volume), and makes these data available to analysts
(/http://ess.nsd.uib.no/). Since these data are not collected in real-time, central-
level intervention can only be from round to round. The SHARE project has
systems in place to achieve active monitoring and has increased the intensity of
such monitoring in each subsequent wave of the project. SHARE uses the same
data collection systems across all participating countries; call records are collected
using a custom-built sample management system and all data are collected using
the same CAPI software (de Luca & Lipps, 2005). As a result, call attempts and
outcomes, response rates, interview length, and data quality can be monitored
centrally throughout data collection. SHARE has also recently implemented a
certification program modeled after approaches used to monitor the World Mental
Health Surveys (Pennell et al., 2008) and intends to publish these outcomes in a
quality profile. Examples of items collected include details on the process and
results of verification, aspects of interviewer recruitment and training, and on other
phases of the survey life cycle, such as sampling. The monitoring data are
collected using a modularized, online system.

Although such approaches, in combination with site visits, comprise a
comprehensive cross-national quality monitoring program, they still fall short of
the “active management” and real-time quality monitoring undertaken in a number
of single minority country surveys. Techniques such as “responsive design” rely
on daily measures and paradata across many dimensions of the survey. For
example, many of these monitoring systems track interviewer activities and costs
in addition to call records. This is especially important if interviewers are paid by
the hour instead of per interview. Some of these sample management systems also
provide a mechanism to collect household observations. In combination with
records of call and contact attempts, these can help survey managers guide
interviewers to maximize household contact, increase efficiency, or balance
workloads across interviewers. Such process data or paradata (Couper, 2005) are
increasingly being used in combination with the interview data to minimize
nonresponse bias (Groves & Heeringa, 2006; Wagner, 2008).

The rapid diffusion of technologies to majority countries is changing method-
ology and quality control. For example, in the pilot phase of the Chinese Family
Panel Study, Peking University’s Institute for Social Survey (iSSS) fielded CAPI
questionnaires on state-of-the-art netbooks, transmitting data daily via wireless
Internet cards (air cards) and using the University of Michigan Survey Research
Center’s sample management system. The system has been adapted and translated
for the Chinese context. This allowed the iSSS to monitor more than 50 indicators
of field operation status on a daily basis. It will not be long before quality
monitoring of this kind can be accomplished in large-scale cross-national studies.

As noted above, organizations and projects will vary in the cost-quality
tradeoffs that are made, as well as items that will be monitored for quality. In any
study, the cost and error relationship may be complex or unknown. In a cross-
national context, however, where the optimal design will vary across countries and
little is known about the sources of error in all contexts, the decisions regarding
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cost and error tradeoffs are much more difficult. In these situations, investments
might need to be devoted to discovering the relationships among various error
sources and costs to inform later design decisions. The dimension of timeliness is
also a limiting factor in the evaluation of tradeoffs. If timeliness is critical, some
quality dimensions may be assigned lower priority, for example, a smaller sample
size might be chosen or some populations might be eliminated to avoid the need
for multiple translations. These issues are discussed further below.

15.6.3 Pretesting

Ideally all components of a survey should be tested before it is fielded including:
preparation and management of the sample, respondent selection procedures,
contact protocols (including use of incentives and informed consent), administra-
tion of the questionnaire, and any additional features such as collecting
biomarkers, as well as administrative aspects such as recording interviewer time
and expenses. An effective pretest should also include testing the protocols for
monitoring and documenting field progress and quality control (see also Chapter 3,
this volume). If more than one mode of data collection is involved, pretesting
protocols should take this into account. Obviously, these protocols and materials
must also be translated (or developed) in the languages to be used and these
documents should also be reviewed for language adequacy.

15.6.4 Ethics Review

It may be necessary to document that all local laws and regulations have been
followed. Generally, there will be some kind of official notification or letter from
the authorizing organization conferring permission to conduct the research. Of
course, these will generally be in the local language and may need to be translated
into the lingua franca if the central organization needs to verify the content of
these documents. If written consent is required, a mechanism (such as an ID
number) is needed to link the consent form with the interview. Contract
specifications may also stipulate how long these documents must be kept.
Interviewers and project staff should be required to complete some form of a
confidentiality pledge, which may need to be tailored to local employment laws.

15.6.5 Interviewers and Interviewer Training

If specific criteria have been set for the recruitment and training of interviewers,
details of how these were implemented locally may be important to understand
survey outcomes. At a minimum, the number of interviewers, their characteristics,
and how they were trained should be recorded as should the results of certification
tests. These records should be appended to data files along with the interviewer's
unique identification number (i.e., linking each sample unit to the interviewer of
record) so that interviewer effects can be studied. In the SHARE project, which
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uses a train-the-trainer approach (described above), site visits to the interviewer
training were added to the quality control procedures to ensure that the centrally
specified training protocols were being implemented in each country. Obviously,
such site visits must be made by people versant in the language of the local
training.

15.6.6 Sample Management and Production Monitoring

At a minimum, a system will be needed to determine the final disposition of every
sampled unit or member (see Section 15.5.2) in order to calculate response rates
across sample designs and countries. Although this system will allow a
comparison of sample outcomes, it will not be sufficient to monitor the sample
during data collection. For that, a system to receive detailed reports or data from
the participating countries is needed. The reports should provide information on
progress by individual interviewers, interviewing teams, or region. They may state
only the status of all completed work or include the status of work in progress.
Reporting might consist simply of updates by phone or e-mail or be made through
more complex sample management systems. Finally, production monitoring
should include a timely and ongoing review of the actual data to detect any
anomalies. Information such as length of interview and any response patterns to
key questions (especially any questions that determine whether sets of questions
are asked or not) should be systematically checked for each interviewer over the
course of the entire field period.

15.6.7 Household and Respondent Selection and Interviewing Protocols

The frequency of mistakes in both household and respondent selection will largely
depend on the sample design. It is preferable, whenever possible, to have someone
other than the interviewer select the units to be interviewed. A quality check
should be built in to assure that selected units were indeed where the interviews
took place. Respondent selection protocols should be systematically checked for
random or systematic interviewer-based error, such as misunderstood procedures
or systematic exclusion of some household types or unit members. A sample of
each interviewer’s work should be reviewed in a timely fashion to detect
systematic errors and provide feedback as soon as feasible. One model frequently
used in traveling teams is for the supervisor to review the work of the team daily.
This may also enable the team to collect any missing data before they move on to
another sample location. In the WMH study in Colombia, the supervisor entered
the completed paper surveys into a laptop computer daily and was able to run
diagnostics on the resulting data on an ongoing basis. This also facilitated the
review of data over time to detect errors possibly missed in a manual review of the
paper instruments.

Interviewers may inadvertently or deliberately deviate from required proce-
dures (Biemer, Groves, Lyberg, Mathiowetz, & Sudman, 2004; Biemer & Stokes,
1989; Harrison & Krauss, 2002). A sample of the interviewer's work needs to be
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selected for re-interview to ensure that the interviews took place and that there
were no systematic errors. This procedure can be costly if the re-interview requires
another face-to-face visit. It may be possible to have interviewers audio record
their interviews for monitoring; how feasible this is will depend on the sensitivity
of the survey topic and on local infrastructure. Such interviewer monitoring can be
expensive but is a critical investment.

15.7 CONCLUSIONS

This chapter demonstrates that a wide range of knowledge, skills, cooperation, and
capacity-building at all levels of a project (both horizontally and vertically) are
essential for planning and executing successful data collections in cross-national
surveys. This concluding section revisits how the range of skills and the
cooperation needed are interlinked, before turning to consideration of promising
new developments and research that is urgently needed.

15.7.1 Know-How, Skills, and Documenting Lessons Learned

The range of knowledge and skills needed at the different stages of planning and
implementing high quality cross-national data collection efforts is quite
considerable, given the number of languages, varying geographical and social
conditions, and personnel of diverse experience and training that will be
encountered. Everyone involved in such an effort needs to have a complete
understanding of the larger goals of the study and how the study’s processes and
procedures contribute to these goals. This includes demonstrating the importance
of documentation and transparency as also emphasized in other chapters in this
volume. Criteria and recommendations such as advocated in the Strengthening the
Reporting of Observational Studies in Epidemiology initiative (STROBE) (von
Elm, Altman, Egger, Pocock, Getzsche et al., 2008) may well influence general
expectations and specifications for reporting on studies of different kinds.

Collaboration and Multilateral Capacity Building. Cross-national studies bring
together researchers from various locations with different experiences, needs, and
perceptions. To optimize the research project, multilateral collaboration is
essential. One team or set of teams may have more technical know-how or survey
experience than another team or set of teams. They, on the other hand, might have
more insight into substantive issues or more cross-national experience. Whatever
the situation, learning on all sides will always be required. Informed decisions can
only result from collaboration across research teams and a multilateral sharing of
knowledge and experience. Without a mutual understanding of reasons and
motivations for decisions, agreed-upon strategies may be low on viability and even
if “do-able,” they may not be properly implemented.

Capacity-building requires training. With some notable exceptions, such as
the Atlantida initiative of the 1960s (United States Bureau of the Census, 1965),



Conclusions 297

very few international programs directly address survey methods. However, with a
declared goal of improving social science research in Europe, the European
Science Foundation funds programs of seminars and workshops on qualitative
methods in the social sciences (http://www.esf.org/index.php? id=4858cw/). Aided
by EU funds for that purpose, the ESS has also organized quality enhancement
meetings and workshops for countries participating in the ESS and for young
researchers across Europe and beyond. A number of cross-national projects
investigating pretesting strategies for comparative research are also under
development (Edwards, 2009; Fitzgerald & Miller 2009; Miller, Fitzgerald,
Caspar, Dimov, Gray et al., 2008; Miller, Mont, Maitland, Altman, & Madans,
2008; Willis, 2009). Wide dissemination of data and increasingly accessible tools
also helps change official attitudes toward data publishing more generally. The
Central Statistical Agency of the Federal Democratic Republic of Ethiopia, for
example, began in 2005 to distribute a wide variety of microdata products for the
first time (http://www.csa.gov. et/). The Data Documentation Initiative (DDI) is an
effort to establish an international XML-based standard for the content,
presentation, transport, and preservation of documentation for datasets in the
social and behavioral sciences (see Chapters 16 and 17, this volume).

15.7.2 Amassing and Disseminating Knowledge

Each cross-cultural project leaves its researchers with a wealth of new
understanding and lessons learned. However, much of this knowledge and
expertise often remains with the project team, either because there are insufficient
time, funds, or human resources to document this knowledge or because it is
viewed as proprietary, with commercial worth (for future competitive bids, for
example). Whatever the reasons, lessons learned are rarely documented for use for
the benefit of the larger scientific community. Activities in the Guidelines
Initiative of the International Workshop on Comparative Survey Design and
Implementation (http://www.csdiworkshop.org/) are of note here. The members of
the Initiative have developed guidelines for key phases of the survey life cycle
(http://www.ccsg.isr.umich.edu/). While acknowledging the fledgling aspects of
their work, the project is a deliberate attempt to draw together knowledge,
research, and experience on all aspects of comparative survey design and
implementation, including data collection.

15.7.3 Research Needed

Gathering information about solutions to challenges in various contexts is the key
to being better able to plan for research in contexts about which information is
lacking. German sociologist Erwin Scheuch (1989) had this to say about
comparative research:

The real problem is not the methodology per se, but it is methodological
in its consequences: what can be done to make methodological advances
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and practical experiences in comparative research more cumulative? Or
phrasing the question both more realistically and more depressingly:
how can we make knowledge in this area cumulative at all? (p. 147)

Two decades later we still face the same question. Recent prominent publications
on data collection methods and modes have virtually nothing to say about
comparative issues (Dillman, Smyth, & Christian, 2008; de Leeuw, 2008). The
vintage literature on data collection, although instructive about the past contexts
and populations described, also does not reflect current options, contexts, and
needs.

At the same time, we are perhaps closer to some resolution than ever before.
The quality revolution in survey research has begun to alter expectations about
comparative research design and outputs. With the proper training at local levels,
new developments in survey data collection methods can enable majority countries
to collect and publish their data.

In commenting on the little progress made in comparative methodology in the
nineteen sixties, Scheuch (1968) felt that, “The major progress has been to
increase the awareness of the real sources of difficulties” (p. 176). It is precisely
through learning about difficulties that some progress has recently been made. As
indicated, the detailed documentation now provided by some studies and available
on the Web can be tapped as a valuable source of information and can initiate new
research. The fact that some surveys are collecting and providing information
about interviewer performance, for example, sets standards which will, we expect,
ultimately affect other surveys and research domains.

The idea that awareness can promote change is a realizable route to accelerate
progress. By making research sponsors aware of the sources of difficulties and
their consequences and by demonstrating the importance of transparency and
documentation and the potential for improvement, we are a lot more likely to gain
the funding needed to record and disseminate information for the general good of
the research community.
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Documentation

Peter Ph. Mohler, Sue Ellen Hansen, Beth-Ellen Pennell,
Wendy Thomas, Joachim Wackerow, and Frost Hubbard

16.1 INTRODUCTION

This chapter discusses the documentation of multinational, multilingual, and
multi-regional (hereafter 3M) surveys from a survey process quality perspective.
In this introduction we outline our understanding of the needs and purpose of
documentation in such comparative contexts. Section 16.2 relates documentation
to a survey quality framework and the “total survey error” (TSE) paradigm;
Section 16.3 introduces the notion of structured systems of data documentation,
focusing on the Data Documentation Initiative; Section 16.4 provides examples of
documentation in multinational surveys; and Section 16.5 offers summary
conclusions.

Documentation serves two main purposes in surveys: First, it provides data
users and researchers with information on how a study was designed and
implemented, permitting them to test and assess various aspects of design,
implementation, and findings on the basis of either benchmarks or replication of
components of the study. Differences found between populations can be
differences in “true values” but could also be the result of bias stemming from
incomparable sampling designs, faulty translations or adaptations, or improper
interviewer behavior, to name but a few possibilities. Detailed documentation of a
study helps clarify what might be involved. Numerous multipopulation surveys
and programs are designed to repeat measures over time as well as across
populations (see Chapters 25-31, this volume). Proper documentation of the
survey design and production process is essential also for primary researchers in
order to know how to replicate measures accurately either across countries or at

! Survey Methods in Multinational, Multiregional, and Multicultural Contexts, edited by Harkness et al.
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different points in time. In each instance, the information needed to make
decisions and judgments is recorded in “documents.”

Second, documentation is an indispensable tool for quality assurance and
quality monitoring for any and all stages in the survey life cycle. Documentation
on sample allocation, for example, can inform quality assessment of fielding
progress and permit timely interventions to address any fielding problems.
Documentation of adaptations to instrument design could be needed at the stage
of harmonization or during translation, as well as at the stage of data analysis.
Thus documentation plays a crucial role in the development, testing, and use
(analysis) of any survey.

However, much in the way that a pilot’s handbook does not enable everyone
to fly a plane, those working with documentation need to understand the processes
and outcomes that are recorded in the documentation. Technical know-how and
training and a thorough understanding of the subject matter are also essential. In
addition, standards such as officially recognized specifications, best practice
definitions and protocols, or accepted guidelines are also critical, since it is in
terms of these that research is assessed and described. If any of these three sources
of knowledge and expertise are lacking or deficient—training and knowledge,
standards, and pertinent and sufficient documentation—quality assessment and
data analysis will be hard to accomplish.

Variety may be “the spice of life,” but in comparative survey research
variation can threaten comparability. Nonetheless, variation is the usual state of
affairs. Even within one country, survey organizations differ in many respects
regarding, for example, their preferred instrument and sample designs, the
standards and benchmarks they use, and their field organization and quality
assurance frameworks. Research disciplines also differ in their preferred designs,
testing and analysis, and quality assurance and quality monitoring (QA and QM).
They also differ in their typical (standard) definitions of such common concepts
as “income,” “household,” or “education;” in procedural requirements (e.g.,
requirements for ethical board reviews, choice of sample management); in the
type of training players receive (e.g., interviewer training); in the detail and form
of the documentation typically required on or for procedures (e.g., contact
protocols, interviewer manuals); and, importantly, in researcher perceptions of the
relevance of all these to assuring and monitoring survey quality.

In any situation where training, standards, and documentation approaches
differ, it becomes challenging to evaluate or compare designs and research
undertaken in different contexts. However, such comparisons are exactly what is
necessary to plan, conduct, and assess multinational research. Survey documen-
tation for comparative research must obviously document the survey data
products but it must also record details of how the survey was designed and
implemented in the various locations and languages. Well planned and
implemented documentation thus plays an essential role in dealing with the
challenges involved in multinational survey research.

Marked changes have taken place in the last decade in survey documentation
standards and procedures. International survey programs such as the International
Social Survey Programme (ISSP) and the World Mental Health Survey (WMH)
Initiative have developed Web-based documentation, for example. Increasingly,
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too, survey projects or the archives holding data are making access to their data
and documentation free or affordable to many. The Data Documentation
Initiative, in collaboration with researchers active in comparative research, has
also developed a comprehensive specification framework for documenting survey
metadata (data about data), with a focus on the data life cycle across countries and
time (see Section 16.3.1). Cross-cultural survey guidelines (Cross-Cultural Survey
Guidelines, 2008) have also been developed that include a documentation and
dissemination module (http://www.ccsg.isr.umich.edu/).

16.2 TOTAL SURVEY ERROR, COMPARABILITY AND PROCESS
QUALITY DOCUMENTATION

The total survey error (TSE) paradigm provides a widely accepted conceptual
framework for evaluating the quality of survey data (Groves, 1989). Quality in
TSE is defined as the maximal reduction of the mean square error, usually taking
into consideration error related to representation (coverage, sampling, non-
response, and statistical adjustment), measurement (questionnaire, mode,
interviewer, and respondent), and processing errors {Groves 1989; Groves et al.,
2009). Multinational surveys, however, have a further essential quality require-
ment—comparability. There is to date no ready formula that defines compara-
bility. However, numerous chapters in this volume discuss how it might be
achieved and tested.

To assess data quality in terms of both the TSE paradigm and with regard to
comparability, survey producers and data users need detailed documentation of the
survey production process. This should include access to information (data) behind
the data (metadata), such as the contact protocol information that may lie behind
nonresponse documentation. It should also include information on other factors re-
levant for the survey process and outcomes, such as interviewer profiles. Such data
are termed paradata (see discussion in Couper, 1998; Couper & Lyberg, 2005).

Computer-assisted interviewing ( CAI) makes it possible to collect a multitude
of diverse metadata and paradata, all of which can potentially facilitate quality
assessment in terms of TSE and comparability. However, the usefulness of the
information is largely decided by the adequacy of the documentation structure and
the details recorded: These should be specified to meet the needs of different user
groups.

16.2.1 Process Quality and Continuous Process Improvement

Older approaches to quality tend to focus on the quality of outputs—the resulting
product of a procedure. One disadvantage of this is that faults are discovered only
“after the fact” and their cause may not be easily identified. Searching for causes
of faults, where possible, then becomes costly and time-consuming. In practice,
what often happens is that: (a) more outputs are rejected; (b) quality standards are
lowered in order to reduce the number of rejections; (c) ad hoc, spur-of-the-
moment “improvement” procedures are implemented; or (d) in order to “fix” at
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least something, all the known sources of faults and errors are addressed, even if
the cost-benefit gain for the overall quality of a product is quite small.

Modern quality assurance and monitoring principles, on the other hand, are
multidimensional and focus on “fitness for use” (cf. Juran & Gryna, 1980; Chap-
ter 13, this volume), aspects which are not addressed in the older TSE literature
(cf. Biemer & Lyberg, 2003). Modern QA and QM frameworks address each of
the steps involved in assembling a product (in our context, a survey) or providing
a service, from planning, to completion, and distribution. Today’s quality manage-
ment also defines quality benchmarks for production steps and takes care to
implement quality controls to achieve each desired outcome (see Figure 16.1).
Outcomes are thus accepted or rejected at each step. For instance, if the outcome
of a component in questionnaire design, say an item scale, fails to meet a targeted
quality benchmark, the scale is looped back into the development process. If, after
several iterations, a satisfactory scale quality has not been achieved, the scale is
discarded, like a faulty product in a production line. Agreed quality standards
and procedures also make it possible to concentrate on output quality at each
given step and to reduce or eliminate input assessment efforts. In other words,
each production step is undertaken in accordance with QA/QM specifications and
thus can accept the approved deliveries from the foregoing step without
repeating QM controls. In this kind of framework, each production step can be
thought of as a comprehensive unit accompanied with full documentation of its
process quality. This strategy makes it possible to narrow down both the sources
of error/faults and the kinds of possible faults within a step, thus also making it
easier to target remedies and to reduce the costs of doing so. Such models call for
refined documentation schemes, such as that described in Section 16.3.1.

,f/ Process Quality Scheme
.-’f Quality is checked at each step of the production process

Déla
Collection - Fassed

Process

s i S

Figure 16.1. A Simplified Process Quality Scheme for Some Production Steps in a
Social Survey
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16.2.2 The Survey Life Cycle of Comparative Surveys

The “survey life cycle” can be seen as a series of interlinked and often iterative
processes, including survey production, publication, and secondary analysis.
Figure 16.2 represents the survey life cycle for a monocultural study.

However, the picture is much more complex for a 3M survey life-cycle
model. The simplified diagram in Figure 16.3 suggests something of the layers of
design and implementation to be carried out and documented. For more detailed
discussion regarding documentation, see Mohler and Uher (2003).

Traditional codebook documentation formats for one-culture/nation surveys
present question text, answer categories, and interviewer instructions alongside
frequency counts of each question/variable. For 3M surveys following this format,
cross-tabulations of questions by country are usually added to the above. This
approach reflects a linear conception of comparative projects, seeing them as
comprised of such steps as presented on the following page.

/éu rvey life cycle — simplified model \
Study Instrument > e Data Data Data z r
Design Development Samping Hi Collection ’; Editing HPBHHN"’Q+ o |

__.-/ J

Figure 16.2. The Survey Life Cycle for a Monocultural Study
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Figure 16.3. Simplified Model of 3M Documentation Complexity
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1. Source questionnaire production

2. Local questionnaire version production
3. Local data collection

4. Data editing of individual data sets

5. Central merging of individual data sets
6. Tabular comparisons

This linear view, however, does not capture the true multilayered production
process of modern 3M surveys developed within a QA and QM framework. It
therefore fails to reflect the documentation actually needed. In order to monitor
quality in comparative surveys, we need to be able to navigate easily back and
forth between (possibly ongoing) procedural steps and between local and
centralized levels of data and of documentation. The complex web of data,
paradata, and metadata needed for this calls for detailed planning in accordance
with agreed documentation requirements and rules. The next section considers
tools with which such complex documentation become viable.

16.3 DOCUMENTATION FRAMEWORKS FOR METADATA

This section first describes an existing tool to record information about the survey
life-cycle process and its outputs and then outlines a survey metadata documen-
tation framework which supplies definitions to be used in future versions of this
tool, also for comparative surveys.

16.3.1 The Survey Metadata Documentation System

Documentation should be as rich as necessary for stated purposes but also as
economical as possible. To achieve this for the survey production process, a
documentation framework and protocol need to be created that cover the
components to be documented in the detail and specificity required. In 2004,
colleagues at Survey Research Operations at ISR, University of Michigan, and
then ZUMA, Mannheim, Germany, began to develop a tool to collect survey
metadata. The tool was called the Survey Metadata Documentation System
(Mohler, Pennell, & Hubbard, 2008). The first version developed comprised the
following documentation modules:

e  General Project Information e  Pretesting

e  Ethics Review e Interviewer Recruitment and
e  Sample Design Training

¢  Questionnaire Development » Data Collection

e Translation Process e Quality Control

e  CAI Programming/Systems e  Dataset Preparation/Final

Development Report Information
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The Survey Metadata Documentation System (SMDS) looks and feels like a
Web-based survey. It has closed and open-ended questions which cover all
standardized metadata on all aspects of the survey life cycle. From the start, some
comparative elements were envisaged (e.g., translation). The tool is organized in
modules; each leads the person compiling the documentation through the
documentation process for that topic. The data collected can be used to produce a
wide array of reports. Different people can complete different modules, allowing
whoever is best informed on a given topic to complete the module for it. A beta
version of SMDS was used to document the WMH surveys. A newer version of
the tool is currently under development. Longer term, the aim is to be able to
convert metadata collected with SMDS into a form that complies with the Data
Documentation Initiative (DDI) specifications described below.

16.3.2 The Data Documentation Initiative

In the mid-1990s, researchers affiliated to social science data archives began to
address the need for standardized survey metadata. This group later became the
Data Documentation Alliance. They created a set of standardized tags for survey
metadata written in eXtended Markup Language (XML), calling this system of
descriptions the Data Documentation Initiative (Data Documentation Initiative,
2003). Using XML for DDI permitted easy sharing of tagged text files between
different software programs and offered researchers and documenters the
flexibility to create many forms of documentation from just one XML data source.
XML-based text and data structures are indeed quite common in modern
computing; office tools such as Microsoft Office 2007 and Open Office, as well as
websites, often format text that has XML as its underlying structure.

DDI is not a software tool; It is a nonproprietary (open source) model for
documentation or, as it is sometimes called, a “data grammar.” The model is
designed to structure internal and external metadata content and relationships. It
serves as an underlying systematic structure that can be used to organize stringent
survey descriptions (i.e., documentation). Users do not need to be aware of the
underlying structure; they can simply use their higher level tools, such as
browsers, editors, and spreadsheets, much as they do with XML-based office
systems. An early version of DDI appeared in 2000. Early versions were used
primarily by archives in North America and Europe to record basic study and
survey variable metadata and as support for data access systems. DDI has served
in this way as the metadata structure for over 24 projects, ranging from metadata
creation and dissemination software for single files, such as in the NESSTAR
system (http://www.nesstar.com/) and the Microdata Management Toolkit of the
International Household Survey Network (IHSN; http://www.surveynetwork.
org/), to the development of multistudy information dissemination systems, such
as the Center for Comparative European Survey Data Information System
(CCESD; http://www.ccesd.ac.uk/), the National Historic Geographic Information
System (NHGIS; http://www.nhgis.org/), and the Dataverse Network system
(http://www thedata.org/).
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However, these early versions of DDI did not provide either the detailed
coverage needed by data producers or the stringent format control required by
software programs. The early DDI standard was primarily a structured electronic
version of a printed codebook. We pointed earlier to limitations of these. It
assumed the existence of a dataset and did not support documentation of early
stages of study design and survey development. A structure was therefore needed
that could better support more complex surveys and files, better cover the survey
development process, and also support software development. By 2005, proposals
were on the table to change DDI radically so as to address these needs.

This shift in perspective also prompted the Alliance to review the overall
structure of DDI and ultimately to move toward a flexible structure based on
modules and schemes that could be used and published at any point in the survey
process (for details, see http://www.icpsr.umich.eduw/DDI/ddi3/). Metadata could
be captured at the point of creation, be reused or referenced at later stages, and
could also be used to inform and drive subsequent steps in the data collection
process.

The new design made it easier to establish repositories of shared information
(concept banks, question banks, variable banks, and other shared materials) in
formats that could be easily moved into or out of DDI metadata files. The new
structure treated multiple data products of a single data collection (e.g., the
original dataset and subsets or aggregated files) as part of the same study, thus
reducing duplication of data collection information across products. Studies that
belonged together could be grouped as a series, and questions shared or changed
across the series could be easily identified. Harmonization procedures (see
Chapter 17, this volume) could be captured and information provided for coding
individual studies into a harmonized data structure using a format that could drive
data analysis software. DDI Version 3.0, based on this structure, was released in
2008 (Data Documentation Initiative, 2008). It followed the data life-cycle model,
from the initial research proposal, through the survey development process, into
data collection, storage, eventual analysis, and reuse. Figure 16.4 shows how this
version was conceptualized (see also Figure 16.2 in Section 16.2.2).

N

| | |
Data

[
Study | Data _i----r".? Data G ‘0_';:4"_ Data |
| Concept | Collection | ' Processing i / Discovery Analysis |

i L

=~ o —"
\'\..__-éz Repurposing e
—— — \\\I - —

Figure 16.4. DDI Version 3.0 Data Life-Cycle Model
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DDI Version 3.0 was intended to meet expressed needs of the survey
research, archive, and software development communities. These needs included:

e Supporting computer-assisted survey instruments (e.g., Blaise) through
expanded description of the questionnaire content and question flow

e  Supporting the description of data series, such as longitudinal surveys
Supporting comparison and both input and output harmonization

e Improving support for describing complex data files, such as record and
file linkages

e Providing improved support for geographic content to facilitate linking
to geographic files, such as shape and boundary files

¢ Ensuring a consistent, reliable information structure and also the content
needed for programming and software systems which transform how
data are collected, organized, and published

The key strengths of this 2008 version of DDI directly address issues important in
documenting survey development, process quality, and, of special relevance in
this chapter, multipopulation surveys. Version 3.0 allows publication of
information independent of any specific study. Examples are concept definitions
and question structures that might occur in multiple studies. The metadata are
structured to separate such independent content from “within-study” content. For
example, the independent information relevant to a question includes the question
text, the response option(s), and possibly some instructions. The information on
the same question as used in a given survey, on the other hand, would include its
position on the questionnaire and any relevant filter (universe) information.
Independent “publications,” as they are sometimes called, provide standardized
structured metadata that can be searched, reused, modified, and documented over
time. They thus facilitate the replication of studies and survey instruments. As
such, they are a valuable resource for designing and replicating question structures
and content.

Revisions in questionnaires across versions or within a round of development
can also be recorded, along with the final textual outcome. Sections of metadata
that are often reused, such as the purpose of an ongoing study program or any
core questions, can be entered (stated) once, as can features such as concept
definitions. Once stated, they can be reused by reference, providing explicit
replication of that content. Further enhancements to DDI are underway to provide
information on survey modes and methods used, record the survey design process,
and also provide structured information on quality control processes.

As it currently stands, DDI can be understood as a data model for the
documentation of surveys and other forms of data collection. The metadata are
broken up into small pieces, each referenced by an ID. Any institution can create a
version with a unique ID and maintain major sets of these pieces for publication
or reuse. In this way, DDI has become a viable foundation for developing tools to
document multipopulation surveys. In Section 16.4.1 we consider tools designed
to take advantage of DDI-compliant structured metadata.
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16.4 EXAMPLES OF SURVEY LIFE CYCLE AND PROCESS
DOCUMENTATION

Lyberg and Stukel (Chapter 13) point to reasons for a slower growth in QA and
QM activities in 3M contexts. Nonetheless, a change of awareness is underway
and considerable progress in process and output documentation necessary for QA
and QM has been made. Standardized specifications and accompanying tools can
be expected to make important contributions to quality assurance and monitoring
in large comparative surveys.

Two advances in large-scale comparative documentation were pioneered by
the ISSP; the first was access to the target language questionnaires for all
cultures/nations; and the second was the introduction of a standardized monitoring
instrument (Park & Jowell, 1997a) to collect metadata. These data are now
obligatory in ISSP study reporting (see Chapter 26, this volume). A major step
toward extensive comparative documentation was also taken in the European
Social Survey (ESS). The ESS website provides information about its procedural
protocols and specifications, instrument development, the national questionnaires,
a comprehensive data report, national datasets, national additions and deviations,
questionnaire images, and the like. To date, the ESS provides the most
comprehensive publicly available survey documentation on a large-scale, cross-
national project. Figure 16.5 is a screen shot from the ESS website on the survey
documents available for download.

At present, each category of documentation is presented separately. Users
must thus open each of the relevant files to access all the information available.
To see source question text associated with variables listed in the data protocol,
for example, they need to open the main questionnaire or the variables and
questions document (see Figure 16.2). Target language texts are stored in separate

ESS Round 3 - 2006

The ES53-2006 Edition 3.2 was released on 16 October 2008. Please see Version notes for
complete information.

The ES53-2006 main questonnaire i made up of the core module and two rotating modules:
Tining of ife {section D in the questionnaire) and Personal and sodal well-being (section E). See
ntroductons to the modules.

A full Technical Report on the 2006/2007 survey is also avaiable on the ESS Home Site.
Survey Documentation Fieldwork Documents
ES53-2006 Docenentation Report Main guestionnaire
Appl: Population statistics Supplementary questionnaires
App2: Classifications and coding.. Administration of supplementary quest..
App3: Variables and questons Showecards

anable hsts Fieddwork mstnactions

t Juntry specfic documents Contact forms

Courtry spedfic documents
More..,

Data Download

. _ . F553 Integrated file [SPSS] [SAS]
Deviations and Feldwork Summary More fies...

Overview of anomalies in data, fieldwork dates,

response rates and sample sizes. Online Analysis

- - - ES53 Integrated file - Open in Nesstar
Classifications and indices

Human Values Scale by Shalom Schwarz

Figure 16.5. ESS Round 3 Survey Documentation (http://www.europeansocialsurvey.org/)
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files. Hyperlinks across documentation files would therefore be a valuable
addition to the current form of ESS data presentation.

Comprehensive documentation must include metadata and paradata on survey
quality. The ease or burden involved in managing and documenting such data
depends to a considerable extent on the tools available for collecting and
publishing them. In the next section we consider such tools.

16.4.1 Examples of Survey Data and Instrument Documentation Tools

The early focus of DDI, as said, was on providing very basic after-the-event docu-
mentation on surveys and on variables in datasets. The framework and standard
tags were not tailored to be compatible with computer-assisted survey instruments.
At the same time, computer-assisted survey implementations (CAI) were becoming
increasingly common. These made it possible to produce a great deal of metadata
about survey instruments and data collection efforts (e.g., question text, inter-
viewer instructions, and flow logic, as well as aspects such as data entry times).

As a result, organizations began to create their own tools to help solve their
metadata documentation needs. One of the earliest was the Tool for the Analysis
and Documentation of Electronic Questionnaires (TADEQ; Bethlehem &
Hundepool, 2004). This tool was designed for use with instruments developed by
different computer-assisted survey software to provide printable and electronic
textual and graphical documentation. TADEQ provided an XML-based Question-
naire Definition Language to structure instrument metadata.

A second initiative was led by the Survey Research Center (SRC) at the
University of Michigan’s Institute for Social Research (ISR) in the early 2000s.
Prompted by the need to provide comparative documentation for the World
Mental Health (WMH) surveys, a program was developed to document the
surveys that used Blaise for computer-assisted personal interviewing. The
program generated XML-based metadata that documented variations in WMH
surveys across countries. The system was later enhanced to become the Blaise
Documentation System and, later, the Michigan Questionnaire Documentation
System (MQDS). This system was used to document and compare major U.S. and
cross-national surveys, such as the Collaborative Psychiatric Epidemiology
Surveys (CPES) study. Figure 16.6 shows the MQDS instrument documentation
for CPES, including question text as it appeared in the interviewer’s screen.

In 2008, Survey Research Operations (SRO), ISR, and the Inter-University
Consortium for Political and Social Research (ICPSR), both University of
Michigan, collaborated to enhance MQDS to provide a metadata system that was
DDI Version 3.0-compliant and that structured metadata in both XML and
relational database formats (Guyer & Cheung, 2007). Much of the MQDS
metadata content regarding question text, flow logic, and instructions was actually
incorporated into the 2008 DDI 3.0 structure. The purpose was to make it easier
for SRC to test and document large and complex Blaise instruments and for
ICPSR to document and archive survey data collected using Blaise, as well as to
use this new DDI-compliant database structure to store metadata captured from
other systems.
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file: NLAAS > sechion: Depression = variable: D9A = language: Vietnamese
<— previous vanaple next varable —»

CPES V00834 = NCSRDSA | NLAASDSA | NSAL DPSA

[
| Variable Label: Longest # of days lost interest in enjoyable things

| | Total | Engiish.| Spanish | Viet | - Tagalog | Ghi

|| D9

|
|| Théi ky kéo dai lau nhét, ma quj vi mdt quan tam dén hiu hét céc viéc quy vi thwémg thich lam 1a bao
|| nhiéulau?

[| T HONMST NGAY CODE 0 |
|| FIRSTENTER THE NUMBER ‘

View Universe

« Valid N: 11

+ Refused: 0

+ Don't Know: 0

« Missing (Other): 0

« Missing (System): 379

Mean | Std Dev |Median | Min | Max |
0173 0174 | 0200 |00.000 05000 |
« Valid Range: 0 - 5
or Total Cases: 390

Figure 16.6. Example of CPES Instrument Documentation Created Using MQDS—
Vietnamese Form

16.4.2 Toward Optimally Enhanced 3M Documentation

National surveys may certainly require extensive documentation efforts; nonethe-
less, in comparison to 3M surveys, they are relatively straightforward. In the 3M
case, the increased complexity of documentation called for at every step
ultimately results in procedures that seem qualitatively different, not just more
complex. The complexity results from the need to document aspects such as
culture-specific collateral information, culture-specific questionnaires, and
culture-specific data collection implementation practices and protocols. Each
requires general documentation on the topic, plus specific details for each
individual culture or nation (Mohler, 2007, 2008; Mohler & Uher, 2003).

The goals of such documentation are threefold: to provide timely, quality-
relevant information on the ongoing survey, to provide data users with essential
information, and third, to provide information relevant to improving the quality of
future surveys. In the case of a 40-nation study, for instance, this means 40
“documents” recording culture-specific data collection implementations and their
respective assessments. To be useful in a comparative context, the documents
must be comparable, have well-defined terms, and be compiled (merged) in a
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common information base which provides access to quality characteristics for
each individual culture or nation, as well as for the whole survey.

The process quality perspective provides an optimal framework for effective
documentation of complex comparative surveys and for dissemination of survey
data from these. The documentation should provide users with information on
aspects such as:

e How each question/item relates to the substantive research goals and to
analysis

e How indicators are defined

e Reliability and validity reports on item performance

e Outcomes of any earlier research using items in the study literature
references

¢ Independent and within-instrument information on questions used

(origin, wording, as well as universe and sequence) and information on

the various language versions and adaptation

Data collection mode(s)

Respondent and interviewer profiles

Details of respondent selection and briefing (e.g., informed consent)

Details of interviewer selection and training

Field sample management and field implementation

Quality assurance and monitoring specifications for process

Quality assurance and monitoring specifications for outputs (e.g.,

missing data rates, response rates, measure of nonresponse bias)

The kind, degree, and organization of data documentation will vary by the kind of
comparative study involved—in terms of whether it is a one-country cross-
cultural study, a one-country panel study, a one-time multinational cross-sectional
study, repeated multinational cross-sectional studies, or a multinational panel
study. In the remainder of this section, we provide examples of various types of
documentation that point the way toward addressing such aspects.

Minimal Comparative Documentation. Minimal documentation for a
comparative survey includes a labeled data file ready for input into statistical
software. Figure 16.7 provides an example taken from the Round 3 Data Protocol
of the European Social Survey (ESS, 2006).

Basic Comparative Documentation. Going one step further than minimal
documentation, basic documentation, such as found in traditional paper forms of
codebooks, often includes the full question text (source language) and
frequencies. Figure 16.8 provides an example taken from the codebook for the
2000 module in the International Social Survey Programme.

Data protocols and codebooks such as shown here do not provide information
on such quality aspects as listed in Section 16.3. Indeed, standard codebooks such
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B24 STFLIFE HOW SATISFIED WITH LIFE AS A FZ2.0 00 Extremely
WHOLE digsatisfied
B25 STFECO HOW SATISFIED WITH PRESENT 01
STATE OF ECONOMY IN COUNTRY 02
B26 STFGOV HOW SATISFIED WITH THE NATIONAL 03
GOVERNMENT 04
B27 STFDEM HOW SATISFIED WITH THE WAY 05
DEMOCRACY WORKS IN COUNTRY 06
07
08
09
10 Extremely satisfied
77 Refusal
88 Don't know
99 No answer

B24, 25B2S5 etc: question number in source questionnaire; STFLIF, STFECO etc.: variable
name in data file; text field: abbreviated question text; F2.0: FORTRAN type format
description (Fixed, 2 digits, 0 decimals); 00, 01 etc.: value codes; text field: value labels.

Figure 16.7. Minimal Comparative Data File Documentation with Variable Names/Labels
and Value Labels

11  Worry: about future environment |

Location: 24 MDl: 9
Width: 1 MD2: B

0.4 And how much do you agree or disagree with each of
these statements?
(Please tick one box only)

0.4a We worry too much about the future of the environment
and not enough about prices and jobs today.

1. Strongly agree

2. Agree

3. Neither agree nor disagree

4. Disagree

5. Strongly disagree

8. Can't choose, don"t know

9, NA, refused

D-W D-E GB NIRL USA A IRL NL N S CZ sLO

1 81 L 70 83| 127 89 40 71 80 42| 186| 129
- 8.6 18.9| 7.4| 11.6| 10.7] 9.4| 3.4| 4.5| 5.7| 4.1]| 15.4] 12.5
2 212| 130| 280| _239| 328| 248| 296| 401| 292| 152| 312] 391
% 22.5| 25.5| 29.5| 33.4| 27.6| 26.1| 24.9| 25.6| 20.7| 15.0| 25.8| 37.8
3 156 73| 129| 124| 213| 175| 171| 332| 230| 237| =203| 143
4 16.5| 14.4| 13.6| 17.3| 17.9| 18.4| 14.4| 21.2| 16.3| 23.3| 16.8| 13.8
4 357| 133| 386| 213| 398| 313| 598| 657| 616| 387] 339| 300
i 37.9| 26.2| 40.7| 29.7| 33.5| 32.9| 50.4| 41.9| 43.7| 38.1| 28.1| 29.0
5 136 75 B3 57| 123| 126 82| 108| 1%92| 198] 167 72
% 14.5| 14.8| 8.8| 8.0| 10.3| 13.2| 6.9| 6.9| 13.6| 19.5| 13.8| 7.0
B 29M| 18M 6M| 20M| 20M| 60M| 37M| 35M| 15M| 31M| 37M| 42M
9 | 4M ZM| 18BM 9M| &M BM BM| 27M| 20N

Sum 974 527 972 745 1276 1011 1232 1609 1452 1067 1244 1077

Figure 16.8. Example