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Introduction

A book for ‘project researchers’

Social research is no longer the concern of the small elite of professionals and
full-time researchers. It has become the concern of a far greater number of
people who are faced with the prospect of undertaking small-scale research
projects as part of an academic course or as part of their professional develop-
ment. It is these people who provide the main audience for this book.

The aim of the book is to present these ‘project researchers’ with practical
guidance and a vision of the key issues involved in social research. It attempts
to provide project researchers with vital information that is easily accessible
and which gets to the heart of the matter quickly and concisely. In doing this,
the book is based on three premises:

1 Most of what needs to be known and done in relation to the production of
competent social research can be stated in straightforward language.

2 The foundations of good social research depend on paying attention to
certain elementary factors. If such factors are ignored or overlooked, the
research will be open to criticism and serious questions may be raised about
the quality of the findings. Good research depends on addressing these key
points. The answers may vary from topic to topic, researcher to researcher.
There may be no one ‘right’ answer, but the biggest possible guarantee of
poor research is to ignore the issues.

3 Project researchers can safeguard against making elementary errors in the
design and execution of their research by using a checklist approach, in
which they assure themselves that they have attended to the ‘minimum’
requirements and have not overlooked crucial factors associated with the
production of good research.





➠ Part I

Strategies for social
research

The process of putting together a piece of good research is not something that
can be done by slavishly following a set of edicts about what is right and
wrong. In practice, the social researcher is faced with a variety of options and
alternatives and has to make strategic decisions about which to choose. Each choice
brings with it a set of assumptions about the social world it investigates. Each
choice brings with it a set of advantages and disadvantages. Gains in one
direction will bring with them losses in another, and the social researcher has
to live with this.

There is no ‘one right’ direction to take. There are, though, some strategies
which are better suited than others for tackling specific issues. In practice,
good social research is a matter of ‘horses for courses’, where approaches are
selected because they are appropriate for specific aspects of investigation and
specific kinds of problems. They are chosen as ‘fit for purpose’. The crucial thing
for good research is that the choices are reasonable and that they are made explicit as
part of any research report.

Key decisions about the strategy and methods to be used are usually taken
before the research begins. When you have embarked on a particular approach



it is not easy to do a U-turn. Particularly for small-scale research, there tend to
be tight constraints on time and money, which mean that the researcher does
not have the luxury of thinking, ‘Well, I’ll try this approach and see how it
goes and, if it doesn’t work, I’ll start again with a different approach . . . put
Plan B into operation.’ In the real world, research projects are normally one-off
investigations where, if you do not get it right first time, the research fails.

To avoid starting on a path that ultimately gets nowhere there are some
things which can be taken into consideration right at the outset as the
researcher contemplates which approach to choose. In effect, the checklist on
the following page can be used by the project researcher to gauge if what he or
she has in mind is a ‘starter’ or a ‘non-starter’ as a proposition. If the researcher
is able to score well in the sense of meeting the points in the checklist – not all,
but a good majority – then he or she can feel fairly confident that the research
is starting from a solid foundation and that it should not be necessary to
back-track and start again once the project has got under way.

4 Strategies for social research
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Surveys

In one sense, the word ‘survey’ means ‘to view comprehensively and in detail’.
In another sense it refers specifically to the act of ‘obtaining data for mapping’.
These aspects of the definition of a survey, of course, derive from the classic
versions of geographical surveys and ordnance surveys which map out the
landscape or the built environment of roads and buildings. The principles,
though, have been used to good effect on mapping out the social world as
well as the physical world and, indeed, surveys have emerged in recent
times as one of the most popular and commonplace approaches to social
research. Such social surveys share with their physical counterparts some
crucial characteristics.

• Wide and inclusive coverage. Implicit in the notion of ‘survey’ is the idea that
the research should have a wide coverage – a breadth of view. A survey, in
principle, should take a panoramic view and ‘take it all in’.

• At a specific point in time. The purpose of mapping surveys is generally to
‘bring things up to date’, and so it is with the notion of social surveys.
Surveys usually relate to the present state of affairs and involve an attempt
to provide a snapshot of how things are at the specific time at which the
data are collected. Though there might be occasions when researchers will
wish to do a retrospective study to show how things used to be, these
remain more an exception than the rule.

• Empirical research. In the sense that ‘to survey’ carries with it the meaning
‘to look’, survey work inevitably brings with it the idea of empirical
research. It involves the idea of getting out of the chair, going out of the
office and purposefully seeking the necessary information ‘out there’. The
researcher who adopts a survey approach tends to buy in to a tradition of
research which emphasizes the quest for details of tangible things – things
that can be measured and recorded.



These three characteristics of the survey approach involve no mention of spe-
cific research methods. It is important to recognize this point. The survey
approach is a research strategy, not a method. Researchers who adopt the strat-
egy are able to use a whole range of methods within the strategy: question-
naires, interviews, documents and observation. What is distinctive about the
survey approach is its combination of a commitment to a breadth of study, a
focus on the snapshot at a given point in time and a dependence on empirical
data. That is not to deny that there are certain methods which are popularly
associated with the use of surveys, nor that there are certain methods which sit
more comfortably with the use of the strategy than others. This is true for each
of the main research strategies outlined in the book. However, in essence,
surveys are about a particular approach – not the methods – an approach in
which there is empirical research pertaining to a given point in time which
aims to incorporate as wide and as inclusive data as possible.

1 Types of survey

Surveys come in a wide variety of forms, and are used by researchers who can
have very different aims and discipline backgrounds. A brief listing can never
include all the possibilities, but it can help to establish the most common
types of survey and give some indication about their application.

Postal questionnaires

Probably the best known kind of survey is that which involves sending ‘self-
completion’ questionnaires through the post. This generally involves a
large-scale mailing covering a wide geographical area.

Postal questionnaires are usually, though not always, received ‘cold’ by the
respondent. This means that there is not usually any personal contact between
the researcher and the respondent, and the respondent receives no prior
notification of the arrival of the questionnaire.

Link up with Response rates, p. 19

The proportion of people who respond as requested to such ‘cold’ postal
questionnaires is quite low. The actual proportion will depend on the nature of
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the topic(s) and the length of the questionnaire. As a rough guide, any social
researcher will be lucky to get as many as 20 per cent of the questionnaires
returned. As a result, this form of postal questionnaire tends to be used only
with very large mailings, where a low response will still provide sufficient data
for analysis. The small proportion that respond is unlikely to represent a true
cross-section of those being surveyed in terms of age, sex, social class etc. Some
types of people are more likely to fill in and return their questionnaires than
others. However, the results can be ‘weighted’ according to what is already
known about the composition of the people being surveyed (in terms of age,
sex, social class etc.), so that the data which eventually get analysed are based
on the actual proportions among those surveyed rather than the proportions
that were returned to the researchers via the post.

Internet surveys operate on basically the same principle as the postal ques-
tionnaire. In the case of email, though, the mail-shot tends to be more
random. It is more difficult to calculate who or how many will be contacted
through the mail-shot. The potential advantage is that vast numbers can be
contacted with practically no costs involved. Responding to the questionnaire
can be made less onerous for the respondent, and returning the completed
questionnaire can be done at a keystroke without the need for an envelope or
stamp.

Link up with Internet research, Chapter 3

Face-to-face interviews

As the name suggests, the face-to-face survey involves direct contact between
the researcher and the respondent. This contact can arise through approaches
made by the researcher ‘in the street’. The sight of the market researcher with
her clipboard and smile is familiar in town centres. Or the contact can be made
by calling at people’s homes. Sometimes these will be ‘on spec’ to see if the
householder is willing and able to spare the time to help with the research. On
other occasions, contact will be made in advance by letter or phone.

The face-to-face interview is a more expensive way of conducting the survey
than the use of the post or the use of telephones to collect information. Inter-
viewer time and interviewer travel costs are considerable. Weighed against
this, researchers might expect the data obtained to be more detailed and rich,
and the face-to-face contact offers some immediate means of validating the
data. The researcher can sense if she is being given false information in the
face-to-face context in a way that is not possible with questionnaires and less
feasible with telephone surveys.

The response rate will be better than with other survey approaches. Part of
the researcher’s skill is to engage the potential respondent and quickly man-
oeuvre the person to get his or her cooperation. An armlock is not called for
here; something a little more subtle. The point is, though, that the face-to-face
contact allows the researcher the opportunity to ‘sell’ the thing to the

8 Strategies for social research



potential respondent in a way that the use of questionnaires and telephones
does not.

Face-to-face contact also allows researchers to select carefully their potential
respondents so that they get responses from just those people needed to fill
necessary quotas. A required number of males and females can be ensured. A
suitable balance of age bands can be guaranteed. Appropriate numbers of
ethnic groups and earnings categories can be incorporated with a minimum
prospect of redundant material. There is an efficiency built into this form of
data collection despite its expensive nature.

Link up with Quota sampling, p. 13

Telephone interviews

Telephone surveys used to be considered a rather suspect research method,
principally because it was felt that contacting people by phone led to a biased
sample. There was a strong probability that the kind of people who could be
contacted by phone were not representative of the wider population. In the past
they tended to be the financially better off. However, telephone surveys are now
in widespread use in social research, and there are three main reasons for this.

1 Telephone interviewing is cheaper and quicker than face-to-face interviewing.
Researchers do not have to travel to all parts of the country to conduct the
interviews – they only have to pick up a phone. This has always been recog-
nized as an advantage but, until recently, there have been doubts about the
reliability of the data gathered by telephone. Social researchers have
not been willing to sacrifice the quality of data for the economies that
telephone interviewing can bring. However . . .

2 Question marks are now being placed against the assumption that face-to-face
interviews produce better, more accurate, data. The emerging evidence suggests
that people are as honest in telephone interviews as they are with face-to-
face type interviews. ‘Initial doubts about the reliability of factual informa-
tion obtained over the telephone and its comparability with information
obtained face-to-face have largely been discounted . . . There is no general
reason to think that the measures obtained by telephone are less valid (it
has been claimed that in some situations they are more valid)’ (Thomas and
Purdon 1995: 4).

3 There is the prospect of contacting a representative sample when conducting
surveys by phone. It was estimated in the late 1990s that researchers were able
to contact 91 per cent of people aged over 18 years directly by telephone.
So doubts about the ability of telephone interviews to reach a sufficiently
representative sample faded somewhat. Developments in technology have
further boosted the attractiveness of telephone surveying because it has
become easier to contact a truly random sample of the population using a
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‘random-digit dialling’ technique. Researchers can select the area they wish
to survey and identify the relevant dialling code for that area. They can
then contact phone numbers at random within that area using random-
digit dialling, where the final digits of the phone numbers are produced by
computer technology which automatically generates numbers at random.

Caution

Cell phones pose something of a problem for telephone surveys. Increasingly,
‘mobiles’ are being used instead of – not just in addition to – conventional
land-line phones and it is likely that, as things progress, more people will come
to rely exclusively on their cell phone and cease to use a household land-line
number. As a consequence, telephone surveys will face a new challenge in
terms of reaching a representative sample of the population. Principally, this
is because cell phone numbers are not allocated by geographical location.
This means that the researcher can know very little about the likely social
background of any cell phone user included in a survey.

Telephone contact brings with it some of the immediate one-to-one inter-
action associated with face-to-face interviews. Although it forfeits the visual
contact of face-to-face interviewing, it retains the ‘personal’ element and the
two-way interaction between the researcher and the respondent. It gives the
researcher some brief opportunity to explain the purpose of the phone call and
to cajole the respondent into providing the required information: ‘Or perhaps
I can call back at a later time if that is more convenient.’ On the other hand,
the telephone contact is more intrusive than the postal questionnaire, intrud-
ing on people’s quality time at home in a way that a postal questionnaire does
not. But, perhaps, more than this, it confronts the problem of having to
contend with the ‘double-glazing’ sales pitch which comes over the phone in
the guise of research. The methods of genuine research can be used and abused to
sell products rather than collect information.

Documents

All too often in writing about social surveys, attention is focused solely on
surveys of people. Yet, in practice, the strategy of the survey can be applied
to documents as well as living people. The social researcher can undertake
empirical research based on documents which incorporates as wide and as
inclusive data as possible, and which aims to ‘bring things up to date’. The
literature survey, of course, is a prime example. It is the basis for good research
and it involves the use of survey principles applied to documents on the topic
of the research. The idea is to encompass as much as possible of the existing
material – equivalent to getting the panoramic view of the landscape.

10 Strategies for social research



Link up with Literature review, p. 293

The literature review may be the kind of document survey with which most
researchers are familiar. It is not, however, the only kind of document survey.
Economists and business analysts rely heavily on surveys which use docu-
ments as their base data. They use records rather than people as their source of
data. Company reports, financial records, employment statistics, records of
imports and exports and the like provide the foundation for business surveys
and economic forecasts, which are heavily used by governments and the world
of commerce. And social policy developments would hardly be viable without
the use of demographic surveys based on official statistics covering areas of
residence, service provision, profile of the population etc.

Observations

Classic social surveys involved observations of things like poverty and living
conditions. Such observation followed the tradition of geographical and ord-
nance surveys, with their emphasis on looking at the landscape. Although the
practice of conducting a survey through observing events and conditions is less
common as a feature of social research in the twenty-first century, it serves to
remind us that the survey strategy can use a range of specific methods to collect
data and that we should not get hung up on the idea of a social survey as meaning
the same thing as a postal questionnaire survey. As well as asking people what
they do and what they think, surveys can also look at what they actually do.

2 Surveys and sampling

Social researchers are frequently faced with the fact that they cannot collect
data from everyone who is in the category being researched. As a result, they
rely on getting evidence from a portion of the whole in the expectation and
hope that what is found in that portion applies equally to the rest of the
‘population’.

It is not good enough, though, to assume that findings for the sample will be
replicated in the rest of the population. The sample in the first place needs to
be carefully selected if there is to be any confidence that the findings from the
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sample are similar to those found among the rest of the category under
investigation.

Basically, there are two kinds of sampling techniques that can be used by
social researchers. The first is known as ‘probability’ sampling, the second as
‘non-probability’ sampling. Probability sampling, as the name suggests, is
based on the idea that the people or events that are chosen as the sample are
chosen because the researcher has some notion of the probability that these
will be a representative cross-section of people or events in the whole popula-
tion being studied. Non-probability sampling is conducted without such
knowledge about whether those included in the sample are representative of
the overall population.

Probability sampling

Random sampling

This approach to sampling involves the selection of people or events literally
‘at random’. Behind the use of random sampling lies the assumption that,

• if there are a sufficiently large number of examples selected and

• if their selection has genuinely been ‘at random’,

then the resulting sample is likely to provide a representative cross-section of
the whole. To illustrate the idea, with a random sampling approach the
researcher might decide to select the sample from a telephone directory.
The researcher might use a random set of digits (produced specifically for
the purpose) to choose the page and the line on the page to select a person
for inclusion in the sample. The list of random digits ensures the choice is
genuinely ‘random’.

Link up with Sampling frame, p. 17

Systematic sampling

Systematic sampling is a variant of random sampling. It operates on the same
principles but introduces some system into the selection of people or events.
With the systematic sampling approach, the researcher’s choice of people from
the telephone directory is based on choosing every ‘nth’ case. This could be
every hundredth person listed in the directory, for instance.

If the researcher knows that there are something like 100,000 people listed
in the directory and he or she wants to identify about 1,000 people for the
sample, it is easy to work out that by choosing every hundreth person this
number can be reached quite accurately – selecting across the alphabetical
range of surnames from A to Z.

12 Strategies for social research



Stratified sampling

A stratified sample can be defined as one in which every member of the popu-
lation has an equal chance of being selected in relation to their proportion within
the total population. In the first instance, then, stratified sampling continues to
adhere to the underlying principle of randomness. However, it adds some
boundaries to the process of selection and applies the principle of randomness
within these boundaries. It is something of a mixture of random selection and
selecting on the basis of specific identity or purpose.

To illustrate the point, a researcher who wishes to collect information about
voting behaviour will know in advance, from demographic data, that the
population of voters from whom data are to be collected will include a given
proportion of males and females, and will include given proportions of differ-
ent age bands from 18 years up. The researcher should also realize from a
review of the literature that sex and age are factors linked with voting
behaviour. When constructing the sample, then, the researcher could wisely
choose to adopt a stratified sampling approach in which:

• all relevant categories of sex and age are included;

• the numbers included for each category are directly in proportion to those in
the wider population (all voters).

In this way, the voting intentions displayed by the sample are likely to corres-
pond with the voting intentions in the wider population of voters.

The significant advantage of stratified sampling over pure random sampling
is that the social researcher can assert some control over the selection of the
sample in order to guarantee that crucial people or crucial factors are covered
by it, and in proportion to the way they exist in the wider population. This
obviously helps the researcher when it comes to generalizing from the findings
of the research.

Quota sampling

Quota sampling is widely used in market research. It operates on very similar
principles to stratified sampling. It establishes certain categories (or strata)
which are considered to be vital for inclusion in the sample, and also seeks to
fill these categories in proportion to their existence in the population. There is,
though, one distinctive difference between stratified and quota sampling.
With quota sampling, the method of choosing the people or events that make
up the required number within each category is not a matter of strict random
selection. In effect, it is left up to the researcher to choose who fills the quota. It
might be on a ‘first to hand’ basis – as when market researchers stop people in
the street. The people might be appropriate but were chosen because they just
happened to be there, not as part of a random selection from a known popula-
tion. The technical difference here excites statisticians but need not trouble
the project researcher too much. The crucial point is that, like stratified
sampling, it has the advantage of ensuring the representation of all crucial
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categories in the sample in proportion to their existence in the wider popula-
tion. It does so without waste. Because the quotas are set in advance, no people
or events that subsequently become ‘surplus to requirements’ are incorporated
into the research. Quota sampling, then, has particular advantages when it
comes to costs – especially when used with face-to-face interviewing. Its main
disadvantage is that the numbers needed in each category in order to be in
proportion with the wider population can turn out to be quite small – small
enough indeed to put a question mark against their use for statistical analysis.
The more strata that are used – age, sex, ethnicity, social class, area of residence
etc. – the more likely it is that the quotas for specific categories will be small.

Link up with Face-to-face interviews, p. 8

Cluster sampling

The question of resources needs to be taken seriously when it comes to the
selection of samples. Identifying units to be included, contacting relevant
respondents and travelling to locations can all entail considerable time and
expense. The virtues of a purely random selection, then, can be weighed
against the savings to be made by using alternative approaches which, while
they retain some commitment to the principles of random selection and the
laws of probability, try to do so in cost-effective ways.

Cluster sampling is a typical example of this. The logic behind it is that, in
reality, it is possible to get a good enough sample by focusing on naturally
occurring clusters of the particular thing that the researcher wishes to study.
By focusing on such clusters, the researcher can save a great deal of time and
money that would otherwise have been spent on travelling to and fro visiting
research sites scattered throughout the length and breadth of the land. The
selection of clusters as appropriate sites for research follows the principles of
probability sampling outlined above. The underlying aim is to get a represen-
tative cluster, and the means for getting it rely on random choice or stratified
sampling.

A good example of a naturally occurring cluster is a school. If the researcher
wishes to study young people aged between 11 and 16 years, then secondary
schools offer the possibility of using cluster sampling because they contain a
concentration of such people on one site. The researcher does not need to
organize the grouping of all the young people on one site – they are there
anyway – and it is in this sense that the school offers a naturally occurring
cluster.

Multi-stage sampling

Multi-stage sampling, as the name suggests, involves selecting samples from
samples, each sample being drawn from within the previously selected
sample. For example, departments might be sampled within schools which,
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themselves, have already been selected as a suitable cluster or chosen through
some process of random sampling. Having identified the initial sample (pos-
sibly a cluster, possibly not), the researcher then proceeds to choose a sample
from among those in the initial level sample. The researcher might even go on
to select a further sample from the second level sample. In principle, multi-
stage sampling can go on through any number of levels, each level involving a
sample drawn from the previous level.

Non-probability sampling

There are often occasions when researchers find it difficult or undesirable to
choose their sample on the basis of probability sampling. The reasons for this
are varied but, in the main, will be because:

• The researcher feels it is not feasible to include a sufficiently large number of
examples in the study.

• The researcher does not have sufficient information about the population to
undertake probability sampling. The researcher may not know who, or how
many people or events, make up the population.

• It may prove exceedingly difficult to contact a sample selected through
conventional probability sampling techniques. For example, research on
drug addicts or the homeless would not lend itself to normal forms of
probability sampling.

Under such circumstances, the social researcher can turn to forms of non-
probability sampling as the basis for selecting the sample. When one does so,
there is a departure from the principle which underlies probability sampling:
that each member of the research population stands an equal chance of being
included in the sample. With non-probability sampling this is certainly not
the case. A different set of criteria come into play, in terms of how and why
people or events get included in the study. The crucial and defining character-
istic of non-probability sampling, whatever form it takes, is that the choice of
people or events to be included in the sample is definitely not a random
selection.

Purposive sampling

With purposive sampling the sample is ‘hand picked’ for the research. The term
is applied to those situations where the researcher already knows something
about the specific people or events and deliberately selects particular ones
because they are seen as instances that are likely to produce the most valuable
data. In effect, they are selected with a specific purpose in mind, and that
purpose reflects the particular qualities of the people or events chosen and
their relevance to the topic of the investigation. From the researcher’s point of
view, the question to ask is this: ‘Given what I already know about the research
topic and about the range of people or events being studied, who or what is
likely to provide the best information?’
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The advantage of purposive sampling is that it allows the researcher to home
in on people or events which there are good grounds for believing will be
critical for the research. Instead of going for the typical instances, a cross-
section or a balanced choice, the researcher can concentrate on instances
which will display a wide variety – possibly even a focus on extreme cases – to
illuminate the research question at hand. In this sense it might not only be
economical but might also be informative in a way that conventional
probability sampling cannot be.

Snowball sampling

With snowballing, the sample emerges through a process of reference from one
person to the next. At the start, the research might involve, for example, just a
few people. Each can be asked to nominate two other people who would be
relevant for the purposes of the research. These nominations are then con-
tacted and, it is hoped, included in the sample. The sample thus snowballs in
size as each of the nominees is asked, in turn, to nominate two or more further
persons who might be included in the sample.

Snowballing is an effective technique for building up a reasonable-sized
sample, especially when used as part of a small-scale research project. One
advantage is that the accumulation of numbers is quite quick, using the multi-
plier effect of one person nominating two or more others. Added to this, the
researcher can approach each new person, having been, in a sense, sponsored
by the person who had named him or her. The researcher can use the nom-
inator as some kind of reference to enhance his or her bona fides and cred-
ibility, rather than approach the new person cold. And, of course, the snowball
technique is completely compatible with purposive sampling. People can be
asked to nominate others who meet certain criteria for choice, certain condi-
tions related to the research project and certain characteristics such as age, sex,
ethnicity, qualifications, residence, state of health or leisure pursuits. In a nut-
shell, snowballing can be very useful for developing the numbers involved in
the sample and the issues linked to the research.

Theoretical sampling

With theoretical sampling, the selection of instances follows a route of dis-
covery based on the development of a theory which is ‘grounded’ in evidence.
At each stage, new evidence is used to modify or confirm a ‘theory’, which then
points to an appropriate choice of instances for research in the next phase.

Link up with Grounded theory, Chapter 8

Convenience sampling

Convenience sampling is built upon selections which suit the convenience of
the researcher and which are ‘first to hand’. Now some words of caution are
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needed in relation to this. To be honest, an element of convenience is likely to
enter into sampling procedures of most research. Because researchers have
limited money and limited time at their disposal, it is quite reasonable that
where there is scope for choice between two or more equally valid possibilities
for inclusion in the sample, the researcher should choose the most conveni-
ent. As Stake makes the point, ‘Our time and access for fieldwork are almost
always limited. If we can, we need to pick cases which are easy to get to and
hospitable to our inquiry’ (Stake 1995: 4). If two or more clusters are equally
suitable as research sites, it would be crazy to opt for ones that were the
furthest away without some good reason to do so.

Caution

Convenience itself offers nothing by way of justification for the inclusion of
people or events in the sample. It might be a reasonable practical criterion to
apply when faced with equally viable alternatives but, in its own right, is not a
factor that should be used by researchers to select the sample. Choosing things
on the basis of convenience runs counter to the rigour of scientific research. It
suggests a lazy approach to the work. Good research selects its items for study
not on the basis that they are the easiest to obtain but for specific reasons
linked to the subject matter of the research and the requirements of the
investigation. For this reason, the practice of convenience sampling is hard to
equate with good research.

3 The sampling frame

The use of a sampling frame is very important. A sampling frame is an object-
ive list of ‘the population’ from which the researcher can make his or her
selections.

A sampling frame should ideally contain a complete, up-to-date list of all
those that comprise the population for research. As far as surveys of people are
concerned, various registers are the most usual basis for the sampling frame.
Examples of a sampling frame would be the voting register, the telephone
directory or a school attendance list. These supply a list of the residents or
school children. The researcher could then either select the required sample
size purely at random, or do it more systematically by choosing every tenth,
hundredth or whatever case.

Constructing a sampling frame

Researchers wishing to conduct a survey will need to search for a suitable
sampling frame. However, it is quite possible that there may not be one that
actually meets the needs of the researcher. In this case, he or she will have to
produce one. When constructing a sampling frame, it is worth bearing in
mind that there are specialist companies supplying lists of addresses. Some
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companies are able to supply private addresses within given postcode or zipcode
areas. Usually, they will extract sections from a huge national database which
contains 98 per cent of all private addresses in the country. It is also possible to
obtain precise address lists of businesses, schools, hospitals, charities and
other organizations. Researchers can obtain mailing lists which can be all-
encompassing (e.g. all schools in Australia, all hospitals in California), or com-
panies will supply much smaller lists for particular purposes. There is no need
to buy a list of all schools, for instance, because the researcher can specify
just those kinds of school relevant for research – possibly just secondary
schools in the London area, or just primary schools in Wales. Such specific
lists tend to suit the needs of small-scale research projects, not least because
they can be supplied at relatively low cost. The lists supplied can come in the
form of gummed labels for posting, or the researcher can purchase the
addresses in the form of a computer database that can be reused as many
times as needed for mailing purposes. Generally, mailing lists supplied by
commercial companies are kept up-to-date and are as complete as it
reasonably possible to be.

Bias in sampling frames

There is a danger with the use of any sampling frame that it might be
incomplete or out of date. A list of private addresses will not lead the researcher
to those who are homeless and live on the streets. An electoral register will not
include those under 18 years of age or those who, for whatever reason, have
not registered to vote. Things omitted might well be different in some import-
ant respects from the things which actually exist on the list, and overlooking
them as part of the research can lead to a biased sample. Just as damaging for
the purposes of research, registers can include certain items that should not be
there. They can contain names of people who have passed on – in either a
geographical or a mortal sense. People move home, people die, and unless the
register is regularly and carefully updated on a routine basis there is the likeli-
hood that it will be out of date and include items it should not. Either way, the
impact can be significant as far as research is concerned. If the sampling frame
systematically excludes things that should be in, or systematically includes
things which should be out, the sample will almost inevitably be biased. So it is
vital that the researcher should check on the completeness and up-to-dateness
of any sample frame that is considered for use.

Caution

Since it unlikely that any sampling frame will be perfect, deficiencies ought to
be acknowledged. Good research does not depend on trying to hide limita-
tions in matters like this. It is far better to recognize any ways in which the
sampling frame might be less than perfect and to discuss the possible impact
on the nature of the sample and the results obtained by the research. There
needs to be a brief discussion as part of the research methodology about who is
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likely to have been missed from the frame and what impact this might have.
Any measure to compensate for missing items should be explained.

4 Response rates

When surveys are based on responses from people or organizations there is the
likelihood that some of those who are contacted with requests for information
will not cooperate. The aim of good research is to keep such non-responses to a
minimum and to achieve the highest response rate that is possible in relation to
the kind of research being conducted.

The willingness of people to go along with the research is affected
principally by the following factors.

• Nature of respondents (age, sex, disability, literacy, employment status etc.).
Certain kinds of people are less inclined than others to spare the time and
make the effort to comply with requests to help with research. Busy people
can ill afford the time. Others with more time on their hands, those who are
retired for instance, might be more inclined to get involved. People with
communication disadvantages, those with reading or hearing difficulties,
are less likely than others to get involved unless there is special attention
devoted to their needs.

• Subject of research (sex, race, religion, politics, income). Certain subjects are
taboo and others are sensitive. If the investigation touches on intimate
matters or embarrassing topics, there is every likelihood that the response
rate will be low. To a lesser extent, where research delves into matters of
religion, politics and income there tends to be a lower response rate.

• Interviewer appearance (age, sex, social class, ethnicity, clothes, accent).
Where the research involves face-to-face contact between the researcher
and the respondent, physical appearance has an effect on the response rate.
The general adage is that respondents need to feel ‘comfortable’ with the
presence of the researcher. Such comfort, of course, depends on the topic
being investigated and the prejudices of the respondent. Within that
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context, however, the researcher needs to avoid, as far as is possible, pre-
senting himself or herself in a way that will be perceived as threatening or
unwholesome by the potential respondent.

Link up with The interviewer effect, p. 169

• Social climate (free speech). The right to free speech is obviously a factor that
will influence people’s willingness to collaborate with research and to
supply honest and full answers. But this is not simply a matter of legal rights
in a democratic society. There are situations in organizations and other
social settings where potential respondents may not feel free to speak their
thoughts. A threatening climate, wherever it exists and whatever its cause,
can reduce the response rate.

Bias from non-responses

The main problem with a high non-response rate is that the researcher has no
way of knowing whether those who did not respond were in some way
different from those who did respond. If the non-respondents are indeed
different from the respondents in some significant and relevant way (e.g. in
terms of age, sex, gender, social class, religion) the data available to the
researcher will be biased, because they systematically overlook facts or
opinions from the non-response group. This potential bias arising from
non-responses is critical.

There are two types of non-response, both of which can lead to bias in the
sample. First, there is non-response through refusal. As we have already made the
point, if there are grounds for believing that those who refuse are consistently
of a different type from those who tend to provide responses, and this differ-
ence is relevant to the matter at hand for the research, then there is the
likelihood of a bias in the results. Second, there is non-response stemming from
non-contact. If the sampling frame is used to identify a number of people, items
or locations for inclusion in the sample, the researcher needs to be sure that
these are indeed contacted and included. Or, perhaps more pertinently, the
researcher needs to be sure that any non-contact with those identified through
the frame is more or less a random occurrence. If there is any element of a
systematic non-contact the researcher faces the prospect of having a biased
sample. If, for example, the sample is based on household addresses,
researchers calling at these addresses between 9 a.m. and 5 p.m. will tend to
miss contact with those who are at work. To avoid this they would need
to make contact in the evenings as well as during the day.

Response rates will vary markedly within social research depending on the
methods being used, the nature of the respondents and the type of issues being
investigated. So there is no hard and fast rule about what constitutes an
acceptable response rate. With large-scale postal questionnaire surveys, for
instance, it will not be uncommon to get a response rate as low as 10–15 per
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cent. Interviews, arranged by personal contact between the researcher and the
interviewee, are the kind of approach at the other end of the spectrum where
very high response rates can be expected – possibly even 100 per cent. Rather
than look for a figure above which a response rate is acceptable and below
which the results become suspect, it is more productive to evaluate the response
rate that is actually achieved in terms of the following questions.

• Is the level of response reasonable and in line with comparable surveys? The
researcher can look to similar studies as a way of gauging whether the
response rate is acceptable. The methods, the target group, the topic of
research, the sponsor of the research and the use of prior contact are all
important factors here. Each has a bearing on the level of response. The
benchmark, then, needs to be set by the experience of similar surveys.

• Have appropriate measures been adopted to minimize the likelihood of non-
responses, and have suitable steps been taken to follow up non-respondents to
encourage them to collaborate with the research? With any style of research
there are practical measures which can be taken to reduce to a minimum
the things that deter people from participating in research. These, obvi-
ously, will depend on the methods being used and the people being tar-
geted. It is with large-scale questionnaire-type surveys that the measures are
generally associated. In such surveys, the research should always build in
some tactics for capturing those who do not respond at the initial contact.
After a tactful delay, such people should be reminded, and possibly even
cajoled into responding.

• Most importantly, do the non-respondents differ in any systematic and relevant
fashion from those who have responded? Of course, to answer this question
the researcher needs to have some information about those who have
been targeted but not responded. This may prove difficult. None the less,
it is good practice to endeavour to get some data about the non-
respondents and to assess whether they are different from the respondents
in any way that will have a bearing on the representativeness of the
findings.

5 Size of the sample

In order to generalize from the findings of a survey, the sample must not
only be carefully selected to be representative of the population: it also
needs to include a sufficient number. The sample needs to be of an adequate
size. This, of course, begs the question ‘What is an adequate size for a
sample?’ – a straightforward and perfectly reasonable question. However, it is
a question which does not lend itself to a correspondingly straightforward
answer. The answer, in fact, depends on a number of factors connected with
the research which need to be borne in mind and weighed up by the
researcher in the process of reaching a decision about the necessary size of
the sample.
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Big is beautiful(?)

The ‘big is beautiful’ stance on survey size is based on the principle that the
more instances that are covered the less likely it is that the findings will be
biased. With a large sample, the researcher is more assured that:

• all aspects of relevance to the research question will have been covered and
included in the findings;

• there will be some balance between the proportions within the sample and
the proportions which occur in the overall population being investigated.

Both factors enhance the representativeness of the sample and, in turn, this
allows greater confidence about making generalizations based on findings
from the sample.

However, while this provides a good starting point for judging an adequate
sample size, it still side-steps the issue of exactly what number of people or
events needs to be included in the sample in order for it to be ‘adequate’. The
researcher still needs to know ‘how many’. And for this, statisticians point out
that the following points need to be considered.

The accuracy of the results

Any sample, by its very nature, might produce results which are different from
the ‘true’ results based on a survey of the total population. Inevitably, there is
an element of luck in terms of who gets included in the sample and who gets
excluded, and this can affect the accuracy of the findings which emerge from
the sample. Two different samples of 100 people, chosen from the same popu-
lation and using the same basic method, will produce results that are likely to
be slightly different. This is not so much a fault with the sample as a built-in
feature of sampling. It is known as the sampling error.

To achieve greater accuracy, the researcher might need to increase the size of
the sample. Statistical procedures can be used to calculate what specific sample
size will be necessary in order to achieve a given level of accuracy. However,
there is an interesting point that springs from statistical estimates and sample
size. It is that there is relatively little advantage to be gained in terms of accur-
acy once a sample has reached a given size. There are diminishing returns to
increases in the size of samples. In effect, this means that the crucial factor to be
considered in relation to sample size is not the proportion of the population which gets
included in the survey, but the absolute size of the sample. This runs contrary to
common sense, which would probably say to us that the degree of accuracy of
results would depend on what proportion of the population is included in the
sample. Common sense might say that a sample of 25 per cent of cases will
produce better results than a sample of 10 per cent. Statistics would say that
where the population size is large, there is hardly any increase in accuracy to
be obtained by incorporating another 15 per cent.

The absolute size of the sample will depend on the complexity of the popu-
lation and the research questions being investigated. But, to give an illustra-
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tion, market research companies will often limit their national samples to
around 2,000 to give accurate enough results, and opinion polls in Britain tend
to be based on stratified samples of something over 1,000 people. Adding
another 5,000 to the sample would not appreciably increase the accuracy
of the findings, which are used to generalize about the opinions of over
50 million people.

The number of subdivisions likely to be made within the data

When calculating the number of people or events to include in the sample the
researcher needs to take into consideration the complexity of the data that are
likely to emerge. A sample size which initially looks quite large might produce
only very small returns in relation to specific subdivisions. So, for example, a
sample of 100 people used to investigate earnings and occupational status
might need to be subdivided according to the age, sex, ethnicity, marital status
and qualifications of the people, and according to whether they are full-time,
part-time, unemployed, child-rearing or retired. This simple investigation
would need a cross-tabulation of five personal factors by five occupational
factors, i.e. 25 subdivisions of the data. If the data were equally distributed, this
means that there would be only four cases in each of the subdivisions, which is
hardly an adequate basis for making generalizations.

In practice, of course, we know that the data would not be evenly distributed
and that many of the subdivisions would end up with no cases in them at all.
The researcher therefore needs to think ahead when planning the size of the
sample to ensure that the subdivisions entailed in the analysis are adequately
catered for.

The likely response rate

A survey rarely achieves a response from every contact. Especially when using
postal questionnaires and the like, the rate of response from those contacted is
likely to be pretty low. As far as sample size is concerned, though, the import-
ant thing for the researcher to consider is that the number in the original
sample may not equal the number of responses that are finally obtained which
can be used in the research. The researcher needs to predict the kind of
response rate he or she is likely to achieve, based on the kind of survey being
done, and build into the sample size an allowance for non-responses. If the
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researcher wants to use a sample of some 100 people for research and is using
a postal questionnaire survey for which a response rate of 30 per cent is
anticipated, the original sample size needs to be 334.

Resources available

Research in the real world does not take place with infinite time and resources.
In practice, social research is tailored to meet the constraints of the time and
money available for it. Commercial research companies actually advise poten-
tial customers that for a given sum of money they can be supplied with results
within a given level of accuracy; a greater level of accuracy will cost more. The
customer and the commercial researcher need to agree about whether results
will be accurate enough in relation to the money available to do the research
and, in terms of survey research, much of the cost will reflect the chosen size of
the sample. This means that there is a general tendency to choose the minimum
sample size that is feasible in light of the level of accuracy demanded of the findings.

Sample size and small-scale research

The use of surveys in social research does not necessarily have to involve
samples of 1,000 or 2,000 people or events. Whatever the theoretical issues,
the simple fact is that surveys and sampling are frequently used in small-scale
research involving between 30 and 250 cases.

Four points need to be stressed in relation to the use of smaller sample sizes.

• Extra attention needs to be paid to the issue of how representative the
sample is and special caution is needed about the extent to which general-
izations can be made on the basis of the research findings. Provided that the
limitations are acknowledged and taken into account, the limited size of
the sample need not invalidate the findings.

• The smaller the sample, the simpler the analysis should be, in the sense that
the data should be subjected to fewer subdivisions. Keeping the analysis
down to four factors, for instance, greatly increases the prospect of having a
reasonable number of cases in each category.

• Samples should not involve fewer than 30 people or events. Certainly, it is a
mistake to use statistical analyses on samples of fewer than 30 without
exceptional care about the procedures involved. Further, it is not acceptable
to present the findings of small surveys as percentages without specifying
the actual numbers involved. To write that 10 per cent of respondents held
a particular opinion when commenting on a survey of 30 people is to
attempt to disguise the very low number (i.e. three) on which the comment
is based. At best this is naive; at worst it is deceptive.

• In the case of qualitative research there is a different logic for the size of the sample
and the selection of cases to be included. A small sample size is quite in
keeping with the nature of qualitative data.
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6 Sampling and qualitative research

Traditionally, it is probability sampling which has set the standard for
social research. It follows statistical laws and is well suited to the selection
of samples in large-scale surveys designed to produce quantitative data.
However, researchers who conduct small-scale research, especially qualitative
researchers, find it difficult to adhere to the principles and procedures of prob-
ability sampling for selecting their people or events. Either it is not possible to
include all types to be found in the population within a small sample, or not
enough is known about the characteristics of the population to decide which
people or events are suitable for inclusion in the sample. Some researchers
have even attacked the principles of probability sampling as altogether
inappropriate for smaller-scale, qualitative research. For these researchers, the
selection of people or events for inclusion in the sample tends to be based on
non-probability sampling.

The word ‘tends’ is quite important here. There is no absolute reason why
qualitative research cannot use principles of randomness, or operate with large
numbers. There are, however, some sound theoretical reasons why most quali-
tative research uses non-probability sampling techniques and good practical
reasons why qualitative research deals with small numbers of instances to be
researched.

One justification for non-probability sampling techniques stems from the
idea that the research process is one of ‘discovery’ rather than the testing of
hypotheses. This approach was popularized by Glaser and Strauss (1967) and,
in various reformulations, provides a foundation for the distinct approach to
sampling which characterizes qualitative research. In this approach, the selec-
tion of people, texts or events to include in the research follows a path of
discovery in which the sample emerges as a sequence of decisions based on the
outcomes of earlier stages of the research. It is a strategy which Lincoln and
Guba (1985) describe as ‘emergent and sequential’. Almost like a detective, the
researcher follows a trail of clues. As each clue is followed up it points the
researcher in a particular direction and throws up new questions that need to
be answered. Sometimes the clues can lead the researcher up blind alleys.
Ultimately, though, the researcher should pursue his or her investigation until
the questions have been answered and things can be explained.

Link up with Grounded theory, Chapter 8

This process can be exciting. It can also prove frustrating. Certainly, it tends
to be time-consuming in a way that the snapshot survey approach is not. The
research necessarily takes place over a period of time as the sequence of ‘clues’
is investigated. And the process also confounds efforts to specify at the begin-
ning of a research project exactly what the sample to be studied will entail. To
the horror of those who are committed to conventional survey approaches, the
size and composition of the sample is not completely predictable at the outset. This

Surveys 25



does not mean that the qualitative researcher has no idea of which or how
many people, texts or events will be included. A shrewd look at the time and
resources available, and some reading of similar studies, will help to give a
reasonable indication before the research starts. However, such an estimate of
which and how many must remain exactly that – an estimate. It cannot be
treated as a rigid and inflexible part of the research design if the qualitative
research is to adhere to the ‘discovery’ route.

Another difference between the sampling which tends to be associated with
quantitative research and the sampling which tends to be associated with
qualitative research concerns the issue of ‘representativeness’. With qualitative
research, people, texts or events are not necessarily selected as being represen-
tative or normal instances. It is more likely than is the case with quantitative
approaches that the selection will try to include special instances – ones that are
extreme, unusual, best or worse. This allows the qualitative researcher to get
‘maximum variation’ in the data that are collected, a broad spectrum rather
than a narrowly focused source of information. This, of course, accords with
the spirit of qualitative research and its quest for explanations which
encompass complexity, subtlety and even contradictions. It also allows a
check on the findings based on the ‘mainstream’. Miles and Huberman (1994)
call these special instances ‘outliers’, and commend their inclusion in the
process of discovery as a check which explores rival possible explanations and
tests any explanation based on mainstream findings, by seeing if they can
work with instances which are distinctly not mainstream. As they argue:

Outliers are not only people; they can be discrepant cases, atypical settings,
unique treatments, or unusual events . . .

But the outlier is your friend. A good look at the exceptions, or the ends of
a distribution, can test and strengthen the basic finding. It not only tests
the generality of the finding but also protects you against self-selecting
biases, and may help you build a better explanation.

(Miles and Huberman 1994: 269, emphasis in the original)

Qualitative research, then, tends to adopt an approach to sampling which is
based on sequential discovery of instances to be studied and which emphasizes
the inclusion of special instances more than is generally the case with quantita-
tive research. These two features tend to lead qualitative researchers towards
non-probability sampling strategies such as ‘purposive sampling’, ‘snowballing’
and ‘theoretical sampling’, rather than strategies based on principles of
randomness and probability.

Sample size

There are two things which can be said about the sample size in qualitative
research. First, it is unlikely to be known with precision or certainty at the start
of a research project. Second, the sample size will generally be relatively small.
Both points can prove unnerving. They go against the grain as far as con-
ventional survey approaches are concerned, and open up the prospect of

26 Strategies for social research



accusations of sloppy and biased research design. The qualitative researcher,
therefore, needs to be quite explicit about the use of non-probability sampling
and its roots in the work of people such as Glaser and Strauss (1967), Lincoln
and Guba (1985) and Miles and Huberman (1994).

7 Advantages of surveys

• Empirical data. As an approach to social research, the emphasis tends to be
on producing data based on real-world observations. The very notion of a
survey suggests that the research has involved an active attempt by the
researcher to go out and look and to search. Surveys are associated with
getting information ‘straight from the horse’s mouth’. And, more than this,
the search is purposeful and structured. As a consequence, survey research
tends to focus on data more than theory – although, of course, good survey
research is not entirely devoid of theory. It is a matter of emphasis.

• Wide and inclusive coverage. Surveys are easily associated with large-scale
research covering many people or events but, as we have seen, surveys can
also be used with small-scale qualitative research projects. The crucial point
is not so much the number of people or events involved as the breadth of
coverage. The notion of a survey involves the idea of a span of vision which
is wide and inclusive. Here lies the key to a major advantage of the survey
approach. Its breadth of coverage means that it is more likely than some
other approaches to get data based on a representative sample. This, in turn,
means that the findings from good survey research score well when it comes
to generalizability. If the coverage is suitably wide and inclusive it gives
credibility to generalized statements made on the basis of the research.

• Surveys lend themselves to quantitative data. Researchers who find that quanti-
tative data will suit their needs will find themselves drawn to the survey
approach. The survey approach lends itself to being used with particular
methods, such as the postal questionnaire, which can generate large
volumes of quantitative data that can be subject to statistical analysis. There
is nothing which inherently excludes the use of surveys with qualitative
research, as we have seen, but it can prove particularly attractive for the
researcher wishing to use quantitative data.

• Costs and time. Surveys are not necessarily cheap but, relative to strategies
such as experiments and ethnography, they can produce a mountain of
data in a short time for a fairly low cost. The costs are perhaps more predictable
than is the case with other strategies. Added to this, the results, though they
are not instant, can be obtained over a fairly short period of time. The
researcher can set a finite time-span for this, which is very useful when it
comes to planning the research and delivering the end-product.
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8 Disadvantages of surveys

• Tendency to empiricism. There is nothing inevitable about this, but there is
none the less a danger that a user of the survey approach, with its focus on
producing data based on a wide and inclusive coverage, can become
obsessed with the data to the exclusion of an adequate account of the
implications of those data for relevant issues, problems or theories. There is
a danger that the ‘data are left to speak for themselves’. The significance of
the data can become neglected.

• Detail and depth of the data. To the extent that the survey approach gets
associated with large-scale research using methods such as the postal ques-
tionnaire, the data that are produced are likely to lack much by way of detail
or depth on the topic being investigated. This is almost inevitable. If the
researcher wants detail and depth, then the case study approach might be
more beneficial. This should not blind us to the point that surveys tend to
forfeit depth in favour of breadth when it comes to the data that are
produced.

• Accuracy and honesty of responses. The survey approach has advantages when
it comes to the representativeness of the data that it can produce, but the
other side of the coin is that the emphasis on wide and inclusive coverage
limits the degree to which the researcher can check on the accuracy of the
responses. Again, the use of the survey approach, as such, does not prevent
researchers checking on the accuracy or honesty of the responses, but
resourcing generally places severe constraints on the prospects of actually
doing so. Most vividly, this is illustrated by the use of postal questionnaires
with a survey approach.
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➠ 2

Case studies

The use of case studies has become extremely widespread in social research,
particularly with small-scale research. When researchers opt for a case study
approach they buy into a set of related ideas and preferences which, when
combined, give the approach its distinctive character. True, many of the fea-
tures associated with the case study approach can be found elsewhere and are
not necessarily unique to this strategy. However, when brought together they
form a broad approach to social research, with an underlying rationale for the
direction and planning of an investigation that separates it from the rationale
for survey research or the rationale for experimental research.

• Spotlight on one instance. The starting point, and arguably the defining char-
acteristic, of the case study approach, is its focus on just one instance of the
thing that is to be investigated. Occasionally, researchers use two or more
instances but, in principle, the idea of a case study is that a spotlight is
focused on individual instances rather than a wide spectrum. The case
study approach, then, is quite the opposite of any mass study. The logic
behind concentrating efforts on one case rather than many is that there
may be insights to be gained from looking at the individual case that can
have wider implications and, importantly, that would not have come to
light through the use of a research strategy that tried to cover a large
number of instances – a survey approach. The aim is to illuminate the
general by looking at the particular.

• In-depth study. The prospects of getting some valuable and unique insight
depends on being able to investigate things in a way that is different from,
and in some senses better than, what is possible using other approaches.
What a case study can do that a survey normally cannot is to study things in
detail. When a researcher takes the strategic decision to devote all his or her
efforts to researching just one instance, there is obviously far greater



opportunity to delve into things in more detail and discover things that
might not have become apparent through more superficial research.

• Focus on relationships and processes. Relationships and processes within
social settings tend to be interconnected and interrelated. To understand
one thing it is necessary to understand many others and, crucially, how the
various parts are linked. The case study approach works well here because it
offers more chance than the survey approach of going into sufficient detail
to unravel the complexities of a given situation. It can deal with the case as
a whole, in its entirety, and thus have some chance of being able to discover
how the many parts affect one another. In this respect, case studies tend to be
‘holistic’ rather than deal with ‘isolated factors’. It follows from this that within
case studies there is a tendency to emphasize the detailed workings of the
relationships and social processes, rather than to restrict attention to the
outcomes from these. Quite rightly, a good case study plays to its strengths.
End-products, outcomes and results all remain of interest to the case study
researcher, but if attention were not given to the processes which led to
those outcomes then the value of the case study would be lost. The real
value of a case study is that it offers the opportunity to explain why certain
outcomes might happen – more than just find out what those outcomes
are. For example, when one is looking at the turnover of labour in an
organization, the strength of a case study approach would be that it could
investigate the processes that explain the actual level of turnover – the
intricate details of the recruitment policy, staff development, nature of the
work, levels of pay, background of the workers etc., and how all these are
interrelated – all this over and above giving a detailed description of what
the facts of the situation are with respect to labour turnover (the
outcome).

• Natural setting. ‘The case’ that forms the basis of the investigation is nor-
mally something that already exists. It is not a situation that is artificially
generated specifically for the purposes of the research. It is not like an
experiment where the research design is dedicated to imposing controls on
variables so that the impact of a specific ingredient can be measured. As Yin
(1994) stresses, the case is a ‘naturally occurring’ phenomenon. It exists
prior to the research project and, it is hoped, continues to exist once the
research has finished.

• Multiple sources and multiple methods. One of the strengths of the case study
approach is that it allows the researcher to use a variety of sources, a variety
of types of data and a variety of research methods as part of the investiga-
tion. It not only allows this, it actually invites and encourages the
researcher to do so. Observations of events within the case study setting can
be combined with the collection of documents from official meetings and
informal interviews with people involved. Questionnaires might be used to
provide information on a particular point of interest. Whatever is appropri-
ate can be used for investigating the relationships and processes that are of
interest.
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Caution

The decision to use a case study approach is a strategic decision that relates to
the scale and scope of an investigation, and it does not, at least in principle,
dictate which method or methods must be used. Indeed, a strength of the
case study approach is just this – that it allows for the use of a variety of
methods depending on the circumstances and the specific needs of the
situation.

Any impression that case study research is a method for collecting data is
wrong. Properly conceived, case study research is a matter of research strategy,
not research methods. As Hammersley (1992: 184–5) makes the point:

The concept of case study captures an important aspect of the decisions
we face in research. It highlights, in particular, the choices that we have to
make about how many cases to investigate and how these are to be
selected.

Whereas the survey approach tends to go for large numbers, the case study
approach tends to prefer small numbers, which are investigated in depth.
Whereas experiments place great emphasis on the manipulation of variables,
the case study tends to opt for studying things as they naturally occur, without
introducing artificial changes or controls.
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1 The selection of cases

The case study approach generally calls for the researcher to make choices
from among a number of possible events, people, organizations etc. The
researcher needs to pick out one example (or just a few) from a wider range of
examples of the class of thing that is being investigated: the choice of one
school for a case study from among the thousands that could have been
chosen; the choice of one sexually transmitted disease (STD) clinic from
among the many in hospitals across the country; the focus on one bus
company from among the hundreds throughout the nation which provide
local public transport services. Whatever the subject matter, the case study
normally depends on a conscious and explicit choice about which case to
select from among a large number of possibilities. This selection needs to be
justified.

Selection on the basis of ‘suitability’

A good case study requires the researcher to defend the decision by arguing
that the particular case selected is suitable for the purposes of the research, and
there are broadly speaking four grounds on which this can be justified.

Typical instance

The most common justification to be offered for the selection of a particular
case is that it is typical. The logic being invoked here is that the particular case
is similar in crucial respects with the others that might have been chosen, and
that the findings from the case study are therefore likely to apply elsewhere.
Because the case study is like most of the rest, the findings can be generalized
to the whole class of thing.

Extreme instance

A case might be selected on the grounds that, far from being typical, it provides
something of a contrast with the norm. An illustration of this would be the
selection of an organization which is notably smaller or notably larger than
usual. Among local authorities in the country, a very small one might be
chosen for a case study, and the logic for doing so would be that this would
allow the influence of the factor (size) to be more easily seen than it would be
in the average size authority. In an extreme instance, a specified factor is seen
in relief – highlighted in its effect.

Test-site for theory

The logic for the selection of a particular case can be based on the relevance of
the case for previous theory. This is a point Yin (1994) stresses. Case studies can
be used for the purposes of ‘theory-testing’ as well as ‘theory-building’, to use
Layder’s (1993) distinction. The rationale for choosing a specific case, then,
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can be that it contains crucial elements that are especially significant, and that
the researcher should be able to predict certain outcomes if the theory holds
true.

Least likely instance

Following the idea of test-sites for theory, a case might be selected to test the
validity of ‘theory’ by seeing if it occurs in an instance where it might be least
expected. So, for example, a researcher who wants to test the ‘theory’ that
school teachers place a high value on their autonomy could deliberately select
a situation where such autonomy would seem to be least valued: a school with
team teaching in open plan classrooms. If there is evidence supporting the
‘theory’ even under such ‘least likely’ conditions, then the ‘theory’ has all the
more credibility.

Selection on a ‘pragmatic’ basis

There are times when case studies are selected for reasons which seem to fall
short of the high ideals of scientific research. The newcomer to research should
be warned against relying on any such pragmatic reasons as the principal or
the sole criterion for selecting a case. Having said this, in the real world of
social research there are often elements of such pragmatism which can be
detected just beneath the veneer of scientific justification. They are in the
background and, as such, deserve some attention.

A matter of convenience

In the practical world of research, with its limits to time and resources, the
selection of cases is quite likely to include a consideration of convenience.
Faced with alternatives which are equally suitable, it is reasonable for the
researcher to select the one(s) which involves the least travel, the least expense
and the least difficulty when it comes to gaining access. The crucial point here,
though, is that convenience should only come into play when deciding
between equally suitable alternatives. Selection on the basis of ‘the first to
hand’, ‘the easiest’ or ‘the cheapest’ is not a criterion in its own right which
can be used to justify the selection of cases. If used on its own, if fact, it would
almost certainly be a symptom of poor social research. Used properly, it is
subordinate to the other criteria.

Intrinsically interesting

If a case is intrinsically interesting then it can prove an attractive proposition.
The findings are likely to reach a wider audience and the research itself is likely
to be a more exciting experience. There are even some experts in the field who
would go as far as to argue that selection on the basis of being intrinsically
interesting is a sufficient justification in its own right (Stake 1995). This hits at
the heart of the debate about whether cases are studied ‘in their own right’, as
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Stake would maintain, or for what they reveal about others of the kind, and, in
light of its controversial nature, it would be rather foolhardy for the newcomer
or project researcher to use this as the sole criterion for selecting a case. The
vast majority of social researchers would not see it as a justification for selec-
tion in its own right. It might work for journalism, but social research by most
definitions calls for more than just this (Ragin 1994). It is far wiser, therefore,
to regard any intrinsic interest of the case as a criterion to be used when decid-
ing between instances that in all other crucial respects are equally suitable, and
as a bonus.

Selection on the basis of ‘no real choice’

On some occasions, researchers do not really have a great deal of choice when
it comes to the selection of suitable cases for inclusion in the investigation.
The choice is more or less dictated by circumstances beyond their control. This
happens in the following two circumstances.

The study is part of commissioned research

Commissioned research might leave the researcher with little leeway in the
selection of cases. The funder is quite likely to stipulate that the research must
be linked to a specified organization or activity, leaving no discretion on the
matter to the researchers themselves. Under such circumstances, there is no
real choice in the selection of cases.

There are unique opportunities

There are times when events occur which provide the researcher with unique
opportunities. The events themselves, of course, will not be unique; they will
be instances of a class of such events. The opportunity to study such events,
however, may be unique. Situations which could not be planned or created
present themselves as ‘one-off chances’. At one level, this could take the form
of social catastrophes, such as war, famine or natural disaster. At a more
mundane level, the unique opportunities could reflect the unpredictable or
rare nature of the events. Strikes, for example, might be the kind of class of
events that could be illuminated through the depth study of individual cases.
Researchers, though, will have little choice over which instances they select as
their cases and will necessarily find themselves homing in on such events as
and when they occur. As a consequence, there is no real element of choice in the
selection of the cases.

2 Can you generalize from a case study?

The value of a case study approach is that is has the potential to deal with the
subtleties and intricacies of complex social situations. This potential comes
from the strategic decision to restrict the range of the study to just one or a few
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cases. When opting for this approach, however, the social researcher is likely to
confront scepticism about the findings – scepticism which arises from doubts
about how far it is reasonable to generalize from the findings of one case. The
researcher will probably find people asking questions such as:

• How representative is the case?

• Isn’t it possible that the findings, though interesting, are unique to the
particular circumstances of the case?

• How can you generalize on the basis of research into one instance?

These are reasonable questions. They reflect the key issue of generalization in
social research and need to be addressed by anyone who decides to adopt a
case study approach. They should not be ignored in the hope that readers of
the research report will overlook the point. Indeed, it is good practice for any
researcher who decides to choose a case study approach to pre-empt possible
criticism by addressing the issue head-on. There should be an explicit defence
against the allegation that you cannot generalize from case study findings, and
this can use the following line of reasoning.

Although each case is in some respects unique, it is also a single example
of a broader class of things

If, for example, the study is based on a small primary school this is to be treated
as an instance of other schools which are small and which are in the primary
sector. It is one of a type (Hammersley 1992; Ragin and Becker 1992; Yin 1994).

The extent to which findings from the case study can be generalized to
other examples in the class depends on how far the case study example is
similar to others of its type

To pursue the example of the small primary school, the applicability of the
findings from the case study to other small primary schools will depend on
how far the case study example shares with other schools in the class (small
size, primary sector) features which are significant as far as the operation of
such schools are concerned. Its catchment area, the ethnic origins of the pupils
and the amount of staff turnover might be regarded as vital factors. If so, the
generalizability of the findings from the particular case study school to small
primary schools in general will depend on the extent to which its profile on
these factors is typical of those found elsewhere. Equally, the case study
researcher might wish to stress the extent to which the particular example
being investigated is unusual, and thus emphasize the limits to how far the
findings should be generalized to others in the class.

Either way, the crucial tasks for the case study researcher are:

(a) to identify significant features on which comparison with others in the
class can be made; and
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(b) to show how the case study compares with others in the class in terms of
these significant features.

With the example of the small primary school, this means that the researcher
must obtain data on the significant features (catchment area, the ethnic
origins of the pupils and the amount of staff turnover) for primary schools in
general, and then demonstrate where the case study example fits in relation to
the overall picture.

When reporting the case study findings, the researcher needs to include
sufficient detail about how the case compares with others in the class for
the reader to make an informed judgement about how far the findings
have relevance to other instances

When it comes to making generalizations on the basis of case studies, then,
some of the responsibility falls to the reader. The reader of the findings will use
the information to make some assessment of how far the findings have impli-
cations across the board for all others of the type, or how far they are restricted
to just the case study example. The reader, though, must be provided with the
necessary information on which to make an informed judgement on this
matter.

3 Boundaries to case studies

The use of a case study approach assumes that the researcher is able to separate
some aspect of social life so that it is distinct from other things of the same
kind and distinct from its social context. Without some notion of a boundary, it
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becomes impossible to state what the case is. If the case has no end-point, no
outside, then it bleeds into other social phenomena and ceases to have any
distinct identity. The notion of a ‘case’, then, must carry with it some idea of a
boundary which is sufficiently clear and obvious to allow the researcher to see
what is contained within the case (and to be incorporated into the investiga-
tion) and what is outside the case (and therefore to be excluded from the focus
of the study). In principle,

• a ‘case’ needs to be a fairly self-contained entity;

• a ‘case’ needs to have fairly distinct boundaries.

It follows that good case study research needs to contain a clear vision of the bound-
aries to the case and provide an explicit account of what they are. This may sound
basic and rather obvious. However, in practice, the identification of clear and
consistent boundaries can pose quite a hard task for the social researcher. It is
just not as easy as it seems.

4 Advantages of the case study approach

• The main benefit of using a case study approach is that the focus on one or a
few instances allows the researcher to deal with the subtleties and intricacies of
complex social situations. In particular, it enables the researcher to grapple
with relationships and social processes in a way that is denied to the survey
approach. The analysis is holistic rather than based on isolated factors.

• The case study approach allows the use of a variety of research methods.
More than this, it more or less encourages the use of multiple methods in
order to capture the complex reality under scrutiny.

Link up with Triangulation, p. 131

• In parallel with the use of multiple methods, the case study approach
fosters the use of multiple sources of data. This, in turn, facilitates the
validation of data through triangulation.

• The case study approach is particularly suitable where the researcher has
little control over events. Because the approach is concerned with investi-
gating phenomena as they naturally occur, there is no pressure on the
researcher to impose controls or to change circumstances.

• The case study approach can fit in well with the needs of small-scale
research through concentrating effort on one research site (or just a few sites).

• Theory-building and theory-testing research can both use the case study
approach to good effect.
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5 Disadvantages of the case study approach

• The point at which the case study approach is most vulnerable to criticism
is in relation to the credibility of generalizations made from its findings. The
case study researcher needs to be particularly careful to allay suspicions and
to demonstrate the extent to which the case is similar to, or contrasts with,
others of its type.

• Unwarranted though it may be, case studies are often perceived as producing
‘soft’ data. The approach gets accused of lacking the degree of rigour
expected of social science research. This tends to go alongside the view of
case study research as focusing on processes rather than measurable end-
products, as relying on qualitative data and interpretive methods rather
than quantitative data and statistical procedures. Often, case studies are
regarded as all right in terms of providing descriptive accounts of the situ-
ation but rather ill-suited to analyses or evaluations. None of this is neces-
sarily justified, but it is a preconception which the case study researcher
needs to be aware of, and one which needs to be challenged by careful
attention to detail and rigour in the use of the approach.

• On the technical side, the boundaries of the case can prove difficult to define
in an absolute and clear-cut fashion. This poses difficulties in terms of
deciding what sources of data to incorporate in the case study and which to
exclude.

• Negotiating access to case study settings can be a demanding part of the
research process. Research can flounder if permission is withheld or
withdrawn. In case studies, access to documents, people and settings can
generate ethical problems in terms of things like confidentiality.

• It is hard for case study researchers to achieve their aim of investigating
situations as they naturally occur without any effect arising from their pres-
ence. Because case study research tends to involve protracted involvement
over a period of time, there is the possibility that the presence of the
research can lead to the observer effect. Those being researched might behave
differently from normal owing to the knowledge that they are ‘under the
microscope’ and being observed in some way.

Link up with The observer effect, p. 65
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➠ 3

Internet research

The Internet offers some fabulous possibilities for research. It holds the pro-
spect of gathering huge volumes of data, of operating at a global level, of
getting information quickly – and doing all this at relatively low cost. These
obvious attractions, however, should not seduce the researcher into using the
Internet on every possible occasion, irrespective of whether it happens to be
the best tool for the job. There are pros and cons to using the Internet, just as
there are with other research strategies. In particular, researchers need to
consider the benefits for data collection that the new technology offers when
weighed against methodological concerns related to things like:

• sample bias;

• response rate;

• interaction effect;

• ethics.

A decision on whether it is appropriate to use ‘e-research’ should be based on
an awareness of the implications of these factors and upon an evaluation of
the respective advantages and disadvantages in relation to the specific topic
that is to be investigated.

1 Types of Internet research

Different disciplines and different styles of research will find different things of
value through the Internet. That is part of its attraction. It seems to offer
something for everyone. There are, though, four particular ways in which
social researchers have tended to use the Internet.



Surveys

The Internet survey provides a fast and cheap alternative to postal surveys,
telephone surveys and face-to-face clipboard questionnaires when it comes to
collecting survey data. Using the Internet, the survey can be conducted in one
of three main ways:

• An e-mail questionnaire. The questions are sent as part of the e-mail itself.
Such questionnaires have the virtue of being simple to construct and easy to
answer. The respondent only needs to complete the answers and then use
the reply button to send back the questionnaire. The disadvantages are that
(a) the questionnaire may not be completed properly and (b) the design of
the questionnaire is necessarily rather ‘basic’. For technical reasons an e-
mail questionnaire cannot be made to look very attractive, since there are
limitations on the design features that can be incorporated (e.g. no buttons,
restricted layout).

• A questionnaire attached to an e-mail. A questionnaire sent as an attachment
offers much more by way of design features. Using word processing or
spreadsheet software it is simple to produce and can be made quite attract-
ive. The disadvantage, however, is that the reply is not as easily executed as
it is with the e-mail questionnaire. The respondent needs to open, complete
and save an attachment and then reattach it to the e-mail reply.

• A web-based questionnaire. The questionnaire can be designed as a web page
and located on a host site, waiting for people who visit the site to complete
it. There are two advantages to this. First, the design can take advantage of
all the usual web page features that people find attractive (buttons, icons,
frames). The questionnaire can be colourful and attractive and can
incorporate graphics. Respondents can select from a predefined range of
answers and simply ‘submit’ the completed form at one keystroke. The
researcher can get answers via tick boxes and text-entry boxes. Second, the
responses can be read automatically into a spreadsheet or database, which
has the twin benefits of speed and accuracy in terms of data collection. The
disadvantages of this approach are that it requires rather more by way of
technical skill and access to web hosting resources than the other types do,
and that it relies on people coming to the website. This latter problem can
be addressed by e-mailing people telling them about the survey and includ-
ing in the e-mail a hypertext link to the website so that all the respondent
needs to do is double click on the link in order to go to the website and open
the questionnaire.

Interviews and focus groups

In the way that it is possible to interview people over the telephone, so it is also
possible to conduct interviews using the Internet. As with telephone inter-
views, the Internet makes it possible to cover huge distances without the need
for travel. This saves a great deal of time and travel expense, and allows the
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research to include people from a wide geographical area. The Internet inter-
view can take a variety of forms. At its simplest, it can consist of an exchange of
e-mail correspondence. Alternatively, it can be conducted through ‘bulletin
boards’, ‘chat rooms’ (see below) or messaging services such as offered by
Yahoo! or MSN Messenger.

There is a significant component of the conventional interview that is
missing when using the Internet. There is a loss of visual clues. The interviewer
and the interviewee cannot see one another (unless there is a video-
conferencing link). There can also be a considerable time gap between the
question and the answer – more than would normally be associated with a
face-to-face interview. At one level, these two features of Internet interviews
can be regarded as an impediment to the collection of data. The absence of
visual clues prevents the interviewer from picking up on important facial
expressions and other non-verbal communication that could be valuable for
understanding the interviewee’s thoughts. The time lapse can stultify the flow
of interaction, depriving the interview of its natural qualities. The other side of
the coin, as advocates of Internet interviewing point out, is that these features
of Internet interviews can achieve the following:

• Reduce the culture and gender effects of interaction. The absence of visual
clues means that what is stated by the interviewees is less likely to be
affected by status factors linked to the respective age, sex, ethnicity, accent
and social class of the interviewer and the interviewee. It acts as an
‘equalizer’ in terms of the communication.

Link up with Interviewer effect, p. 169

• Overcome embarrassment on some topics. The lack of face-to-face contact
helps to make the interviewee less uncomfortable when responding to
questions on sensitive topics. The contact, being less ‘personal’, is
likely to be less embarrassing when covering issues where factors like the
interviewer’s sex and age might otherwise affect the response.

• Allow interviewees time for reflection on and consideration of the question.
The quality of their answers might be improved as a result of them having
time to think through the issues.

Focus groups involve communication between a group of people, rather
than the one-to-one communication normally associated with interviews.
Online focus groups can be conducted using chat rooms or messaging ser-
vices (or by using specialist conferencing software, although this can be
expensive and technically complex). The use of chat rooms or messaging
services allows the focus groups to be conducted ‘remotely’ rather than in
the conventional face-to-face manner, retaining the element of direct inter-
action between group members as ideas and information get exchanged in
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‘real time’. As with interviews, there are advantages in terms of costs and the
prospect of bringing people together who would not otherwise be able to
operate as a group because they are geographically dispersed. It is also pos-
sible to use newsgroups, bulletin boards or even e-mail to conduct versions
of a focus group. The use of such ‘non-real-time’ communication has the
advantage that it extends still further the range of people who can partici-
pate in a group. It overcomes time zone differences to allow interaction
between focus group members who may live in different continents across
the globe. The downside to this is that because these versions operate in
‘non real time’ the focus groups inevitably lose some of the spontaneity of
interaction between members that is a feature of the dynamics of face-to-
face focus groups.

Online focus groups, whether operating in real time or non real time, also
exacerbate the problem inherent to ordinary focus groups concerning con-
fidentiality and the privacy of statements that are made as part of the focus
group discussion. The researcher needs to prevent personal information given
during a focus group meeting from being disclosed by other members of the
group to anyone outside the group.

Ethnography

Rather than using the Internet as a source of data, there are some researchers
who treat the Internet itself as the topic of investigation. The Internet, for such
researchers, is not a means to an end but an end in itself. The Internet is seen as
a social phenomenon that needs to be investigated and explained and, in this
vein, research has begun to emerge on:

• the cultural, social and technological conditions giving rise to the Internet
and its widespread use;

• the personal attributes of those who use the Internet and the particular
facilities it provides.

For others, the Internet is of particular interest because it is seen as a whole
new aspect of social existence inhabited by communities with their own dis-
tinctive cultures, styles of interaction and modes of personal communication.
The interest in ‘online cultures’ and ‘online communities’ has given rise to
what Hine (2000) has called ‘virtual ethnography’, whose interest is in the
culture of cyberspace.

Databases

The Internet provides the researcher with access to a host of databases in a way
that would not otherwise be possible. Government sites, as a prime example,
provide a wide range of information on social and economic factors. In the UK
a list of government websites can be found at http://www.open.gov.uk,
and in the USA there are sites like http://www.access.gpo.gov and http://
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www.fedworld.gov that offer entry points to search for official data and
government publications.

For academic researchers the Internet also has great value in relation to
literature searches. Academic researchers, through their universities, can gain
access to various databases comprising listings of journal publications, some of
which are downloadable at no cost to the user and some of which are not. The
Internet allows researchers to gain access to library catalogues – not just to
their local library, but to other online libraries as well. It is possible through
Online Public Access Catalogues (OPACs) to search national collections such
as the British Library (http://opac97.bl.uk) and the US Library of Congress
(http://www.loc.gov). Publishers and booksellers provide lists of books in
print, and these too can prove easily accessible and extremely useful for the
researcher (see, for example, http://www.booksinprint.com).

Caution

From the researcher’s point of view the Internet can be frustrating in the way
that it is relatively easy to identify the sources but frequently difficult to
acquire that material. As O’Dochartaigh stresses,

For many types of information the Internet is worse than useless. It rarely
has the full text of books and even if it does it is probably cheaper and
simpler to get the printed copy. If it provides the full text of academic
articles it is usually only to paying subscribers. The vast majority of
published academic work is not freely available through the Internet.

(O’Dochartaigh 2002: 15)

Researchers in the field of marketing face the same problem when it comes to
material held by large market research organizations. These companies make
the information available ‘at a price’, but it is a price that reflects its com-
mercial value and is normally far beyond the pocket of the small-scale
researcher. The problem is that the Internet helps the researcher to find out
what exists and where it is located, but does not always provide access to that
material.

2 Sources of data

Access to information on the Internet can be controlled by the actions of
certain strategic ‘gatekeepers’ who can influence what information is made
available and who is allowed access to that information. Some information, as
we have seen in relation to academic articles and market research data, will
only be accessible on condition of payment of money. Separate from this,
Internet researchers need to be sensitive to the role of ‘moderators’ and ‘web-
masters’ in filtering the information. Some sites, but by no means all, are
controlled by people whose role it is to monitor the content of the site and
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the conduct of those who use it. Moderators (mailing lists, bulletin boards,
newsgroups, chat rooms) and webmasters (e-mail servers) acting in this cap-
acity are effectively ‘gatekeepers’. They have the power to deny access to the
site and might need to be persuaded of the relevance and worthiness of a
proposed piece of research before they will grant access.

Websites

Websites can provide a valuable information for the researcher. The content
of the sites can be analysed in terms of the text and images they contain. In
effect, they can be treated like online documents.

Link up with Documents, Chapter 12

Websites can be of value to researchers in another sense as well. There are
things to be learned from the popularity of particular sites. Measurement of the
extent of interest in a website and the size of its audience can be accomplished
with readily available software to record the number of ‘hits’ on the site, i.e.
the number of times people have logged on to that site. Reflecting this
approach, Cline and Haynes (2001) found that there were over 70,000 websites
dedicated to the dissemination of health information in 2001 and that more
than 50 million people sought health information online in that year. This,
they argue, reflects a changing approach to the way people seek information
about their health which, in turn, has implications for the delivery of health
care and relationships between doctors and patients.

The evaluation of the contents of websites is obviously important where the
information concerns health advice and when so many people are evidently
turning to such websites for advice about their own concerns. The evaluation
of websites, however, is something that has a wider relevance for Internet
research. Whether websites are used for health promotion, charity campaigns,
government documents or commercial advertisements, it is important that
the websites are evaluated in terms of:

• Their attractiveness. Is the site effective in attracting visitors, maintaining
their interest and persuading them to return to the site? Generally, this
depends on the user-friendliness of the site, how attractive it appears and,
crucially, how easy it is to navigate through the various pages.

• Their credibility. Does the site contain accurate information and is it up-to-
date? Judgements about this can be made on the basis of three criteria. First,
there is the authoritativeness of the site. A university or government site
might add some credibility to the source, whereas a private web page might
need to be viewed with caution. Second, there is the trustworthiness of the
site. Does the site convey a sense of serious and legitimate purpose? Does it
contain suitable disclaimers and explicit statements about its purpose.
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Third, there is the matter of how recently the pages have been updated. Is
the date of last updating visible and, crucially, is it recent?

Chat rooms

Internet relay chat (IRC) is a service commonly referred to as ‘chat rooms’.
Chat rooms allow messages to be sent back and forth, in turn, as in a conversa-
tion. To this extent, chat rooms provide synchronous communication in ‘real
time’. Connection is made through an Internet service provider (ISP) and
normally involves a process of registering the first time you join. This includes
adopting a ‘nickname’ by which you are known on that site. Having registered,
you can choose from a range of chat rooms currently available at the site. On
entering a chat room a newcomer will normally wait and watch from the
sidelines as the participants exchange messages. This is known as ‘lurking’. It
allows the newcomer to get a feel for the discussions that are going on before
joining in with something relevant and constructive. Bear in mind the fact
that any comment that is written to a chat room becomes visible to anyone
(across the world) who happens to be visiting the chat room at that time. Any
of these can reply to you. The reply, again, is public. However, chat rooms also
allow individuals to communicate with one another on a one-to-one basis
where others will not see the messages. This is known as ‘whispering’.

Mailing lists

Mailing lists operate through an automated e-mail program that, when it
receives a message, simply forwards that message on to the e-mail addresses of
all the subscribers to the list. The mailing list contains e-mail addresses for
those who share an interest in specific topics or items. Getting on a mailing list
entails sending an e-mail request to the list server to be added to the list –
usually the word ’subscribe’ has to appear somewhere in the e-mail. The list
server generally issues a confirmation reply to ensure that the request is
genuine and not from ‘time wasters’ or practical jokers who might think it
funny to clog up another person’s e-mail with a deluge of messages from
mailing lists. Some lists are moderated, some are not. And some list servers
keep on file all the messages that are posted – thus being able to trace, and
deter, the sending of messages that are rude, offensive or inappropriate for the
specific list.

Bulletin boards and newsgroups

Bulletin boards originated on a system known as ‘Usenet’. Predating the World
Wide Web and the wide availability of e-mail, Usenet provided users with a
means of posting messages on electronic bulletin boards. Other users could
read these ‘postings’ and, if they wished, send a reply. ‘Newsgroups’, as they
are often referred to now, have become a readily accessible resource for
researchers, who can identify, and make contact with, special interest groups
on just about any imaginable topic.
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Subscribing to a newsgroup is much like putting yourself on a mailing list to
receive news and information about a particular item of special interest. When
subscribers log on to a particular group they automatically get sent the mes-
sages that have been posted by other members. Although they appear much
like e-mail, newsgroups rely on sites maintained on a server computer, with
different software being used to make the system operate. To add a contribu-
tion to the newsgroup, users send a message much as they would on e-mail.
And, as with e-mail, the communication is ‘asynchronous’ – not in ‘real time’.
Some newsgroups are moderated – others are not.

From the researcher’s point of view, the use of bulletin boards or newsgroups
has some distinct benefits:

• The responses do not depend on who happens to be visiting the site at any
one specific moment (an advantage over the use of chat rooms).

• The responses tend to come from those with a strong interest in the topic.
Newsgroups tend to be information-based forums, compared with the more
social nature of chat rooms, and have a more serious side to them that
means members might be better disposed to assisting researchers.

• The responses are likely to reflect a ‘considered opinion’ rather than an
instant ‘off-the-cuff’ remark, since the respondent has time to reflect on the
issue.

• It is possible to trace archive material that records past discussions – often
over several years.

3 How to find suitable sources using the Internet

In view of the huge amount of information available on the Internet it is vital
for researchers to be able to locate sites that are of specific interest for their
research. The ‘search’ facility provided on sites run by companies and institu-
tions provides a useful means of finding particular items on their sites. The
most common form of search, though, starts with one of the numerous ‘search
engines’ that exist.

Search engines

In the fast-moving world of the Internet, the popularity of search engines
changes as new techniques for searching and indexing the world’s websites
come into favour and older versions fade in popularity. Two points emerge
from this. First, it is dangerous to identify a particular search engine as being
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the ‘best’ or even the ‘most popular’ when events might move on and make
this quickly out of date. Second, different search engines produce different
results from the same search enquiry, reflecting their specific method of
finding the contents of websites. Bearing these points in mind, search engines
like Google (http://www.google.com), AltaVista (http://www.altavista.com),
Excite (http://www.excite.com) and Yahoo! (http://www.yahoo.com) are
useful. Unlike the other sites, which use automatic searches of the web for
sites, Yahoo! insists that people submit their sites for registration and editors at
Yahoo! then decide whether or not to add them to their lists. ‘Meta search
engines’ use a number of search engines at once to produce the results, saving
researchers the effort of checking each search engine separately (e.g. http://
www.metacrawler.com).

Subject gateways

There are sites on the Internet that provide gateways to a number of other sites.
The gateways cover specific subjects and contain a number of links to other
sites that have been selected because of their relevance to associated areas of
interest. The subject gateways provide a good way of discovering the main
websites in an area and, for this reason, are especially valuable in the early
stages of an investigation. A useful example of a subject gateway is the Social
Science Gateway (www.sosig.ac.uk/). As the name indicates, its subject matter
is quite broad. The site itself, however, lists a range of disciplines within the
social sciences. There are links to the areas of business, economics, education,
law, politics, psychology, sociology etc., and in each case the site provides
direct hypertext links to important websites and resources in that discipline.
Gateways are often maintained as part of the university network, as the
Social Science Gateway is. Others that can be good entry points to what is
available on the Internet include: Biz/ed (http://www.bized.ac.uk/) which
covers the business, economics and accounting areas; Humbul (http://
www.humbul.ac.uk/), for accessing online humanities resources; and Biome
(http://biome.ac.uk/), dealing with Internet resources in the health and life
sciences.

Interest groups and support groups

Interest groups provide researchers with a rich source of data. They draw
together people from geographically distant locations who share specific
interests, expertise and experiences. Usenet newsgroups, Internet mailing lists,
chat rooms and other web forums, although technically different, do much
the same thing in the sense that they enable groups of people to send and

Internet research 49



receive messages from each other, normally relating to an interest they have in
common. They can be accessed from the home page of major ISPs which refer
to them as communities and groups. Researchers can join these groups and tap
into the debates and discussions as a valuable source of information for
research.

Support groups, likewise, operate through chat rooms, mailing lists and bul-
letin boards. However, these groups need to be approached more cautiously.
Support groups by their nature aim to provide information and comfort to
those who are ill, distressed or vulnerable. There are important ethical issues to
be considered in this case concerning intrusion on privacy and research on
vulnerable groups.

4 Netiquette

Netiquette is a term that refers to the code of conduct covering communica-
tions between those working on the Internet. It involves a set of established
good manners, standards of politeness and general good practice when operat-
ing online. Some of these echo real-life conventions. For example, messages
are not expected to be abusive or to include bad language (swearing). Private
messages should not be made public unless prior permission has been
obtained from the sender.

Netiquette also includes features that are specific to the medium of Internet
communication. Because body language and facial expressions are not avail-
able to help interpretation of the subtlety and nuances of communication, a
range of other clues are used, such as ‘emoticons’. Emoticons are symbols that
depict an emotion or feeling and, in the context of plain text messages, they go
some way towards compensating for the lack of visual clues. The simpler ones
generally involve some form of smile or frown – which is why they are some-
times referred to as ‘smilies’.

The point is, though, that reliance on written text means that those who
send messages have to be extra careful that what they write is clear and not
open to misinterpretation. Humour can go wrong. Sarcasm can be taken liter-
ally. Many people – soon to be most people – who use the English language on
the Internet do so as their second language. Different cultures throughout the
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world will have different types of humour and different sensitivities about
topics. Netiquette requires that the sender of messages observes sensitivity to
these points.

Netiquette also requires senders to be aware that messages need to be suc-
cinct and relevant. Lengthy and irrelevant messages can waste time and even
cost money for the receivers where they get charged by the volume of com-
munication they receive. Mass mailings that flood e-mail in-boxes indis-
criminately – spam – are the arch enemy in this respect. Time-wasting is not
viewed lightly by the strict observers of netiquette.

Where someone fails to observe netiquette they are liable to be strongly
criticized by self-proclaimed guardians of netiquette. In hostile tones, their
error will be pointed out to them – they can find themselves ‘flamed’. In mod-
erated sites, they can be excluded from chat rooms or bulletin boards for not
observing the code of conduct.

5 The quality of Internet data

The potential advantages of using the Internet for data collection in terms of
speed and costs are powerful incentives to do research ‘online’. However, it is
obviously important that such advantages do not come at the expense of the
quality of the data. There are three issues that generally arise in this context.

Are people more likely, or less likely, to respond to requests for
information that come via the Internet (the response rate)?

If people feel ill at ease using the Internet the chances are that they will be
reluctant to participate in the research. Certainly, this is a fear that has been
voiced in connection with the use of Internet surveys and questionnaires.
It would appear, however, that such anxieties are largely unfounded. If
response rates are used as an indicator of people’s level of comfort with Inter-
net research, the indications are that there is no particular problem. The
evidence would point to the fact that postal surveys and Internet-based ques-
tionnaires produce similar response rates and, if anything, there are indica-
tions that e-mail might actually be preferred where either is an option (Truell
et al. 2002).

Do people respond differently when using Internet-based data
collection methods?

Is there an equivalence to the data? Do the responses given using the Internet
match those that are provided by more conventional methods? There is not a
great deal of research evidence on this point, but there are grounds for arguing
that the quality of responses obtained through Internet survey research is
much the same as that of responses produced by more traditional methods
(Yun and Trumbo 2000; Best et al. 2001; Epstein et al. 2001) Overall, as Stanton
and Rogelburg (2001: 200) argue, comparison of Internet-based data collection
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with other, more traditional, methods ‘appears to warrant guarded optimism
about the validity of these new methods’.

Does Internet research produce representative findings?

The principle that samples should not be biased is one that applies as much to
Internet research as it does to more conventional research methodologies.
Internet research, though, faces some distinct problems in terms of ensuring
that its data are based on a representative group or a cross-section of the popu-
lation. There are three reasons for this.

First, there is the problem of distribution lists. Lists of e-mail addresses for
members of the public do not exist in anything approaching the likes of an
electoral register, postcode address file or telephone directory. Lists do exist
(for example provided by Listserv, Yahoo!, Google, Hotmail and others) but
these are predominantly based on special interest groups, rather than broad
cross-sections of the population.

Link up with Sampling, p. 11

Internet research that relies on responses from visitors to websites has the
same problem that it cannot presume that those who visit the site constitute a
cross-section of the population. The issue relates to the use of chat rooms,
news groups and online interviews as well. There will be a similar concern that
those who are contacted and who respond might be representative not of the
general public but just of those who are online and interested in a particular
subject. For these reasons, Internet research is better suited to coverage that is
deliberately targeted at specific groups. It is better suited to non-probability
sampling techniques.

E-mail listings are likely to be reasonably complete and up-to-date only in
the case of organizations who compile lists to facilitate internal communica-
tions (Stanton and Rogelberg 2001). Intranets in work organizations tend to
serve known populations and can prove a valuable resource for surveys of
employees. Such lists might be accessible from outside the organization but
generally they are not. Access to an organizational e-mail list will generally
require authorization from within the organization. Contact points for
people outside the organizations tend to be linked to specific roles and do
not provide the kind of complete listing an Internet researcher might wish to
use.

Second, there is the matter of Internet connectivity. Although it is often
written that the Internet eliminates the boundaries of space and opens up the
prospect of data collection on a global scale, the reality is that certain regions
of the world are more likely to be included than others when it comes to
research. Since the vast majority of Internet users live in the USA, Europe or
Asia Pacific rim countries, those who live in poorer parts of the world are less
likely to be included.
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Third, there is the profile of users. Although a large and increasing proportion
of the population in developed countries is online, there are still demographic
differences that need to be taken into consideration when it comes to who uses
the Internet the most. The situation could well change rapidly and might vary
from country to country but, in the UK in the early years of the new
millennium:

• access to the Internet tends to correlate with social class, with wealthier
groups being more likely to have access than poorer groups;

• men are more likely to use the Internet than women;

• the elderly are less likely to have access to the Internet than other groups.

6 Ethics and Internet research

Informed consent

It is normally assumed that those who participate in research agree to do so
with a proper understanding of what the research is about. Increasingly, there
is an expectation that researchers provide potential participants with written
information about the aims of the project and the participant’s role in it.
Increasingly, the participants are expected to sign a consent form indicating
that they have been informed about the nature of the research and that,
without duress, they agree to take part in the research.

Link up with Ethics, p. 134

With Internet research the process of gaining informed consent is not
necessarily straightforward. Giving the information to would-be participants
is relatively easy. An outline of the research can be e-mailed to them. Alter-
natively, they can be asked to visit a website where the information is held.
Or, again, with bulletin boards and chat rooms the information and consent
details can be posted ahead of the time when it is proposed to begin the
research.

Confirming that the would-be participant has read the information, and
understands it, is rather more difficult. One possibility here that has been used
by Internet researchers is to ask for the e-mail, the attachment, the posting or
the web page containing the information to be sent back to the researcher as a
way of confirming that it has been read and understood, and that there is
agreement to participation. If sent back from e-mail or a web page, the form
could contain a tick box (yes/no) that allows the would-be participants to
confirm their willingness to take part – a kind of proxy signature that, though
it is not as good as a formal signature, at least signals agreement to take part in
a project whose details have been made available. Alternatively, those who
have been contacted could be asked to print off a copy of the downloaded
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form, sign it and return it to the researcher through the ordinary post. This
provides a more robust kind of informed consent, but takes more effort on the
part of the would-be participant and might well have the effect of deterring
them from agreeing to participate.

Special care needs to be taken in the case of research that, intentionally or
otherwise, includes children and young people. Permission from parents or
someone with equivalent parental authority is needed according to most
codes of conduct for research and this applies just as much to Internet research
as it does to conventional data collection methods. Although it is difficult to
be certain about the age of contacts on the Internet, researchers are still
expected to:

• use their best endeavours to identify any respondents who might be aged
under 16;

• where appropriate, seek parental permission (or its equivalent) on behalf of
such young people;

• abide by relevant national laws relating to contact with children and young
people.

Deception

It is normally understood that research should not involve deception. Having
said this, there are many occasions where social researchers feel they need to
introduce a little bit of deception because otherwise the research would not
work. There are times when researchers need to withhold some information
about the purpose of the research in order to prevent respondents from giving
answers that they consider to be the ‘proper’ or the ‘correct’ answers, rather
than the genuine ones that apply to them. There are even times when social
researchers feel justified in hiding their intentions entirely, keeping their
research secret from the people who are being studied. Observational studies
frequently find themselves in this situation.

Link up with Observation, Chapter 11

Internet research confronts an interesting debate on this point. Researchers
can enter chat rooms and simply observe proceedings by lurking in the back-
ground. Such lurking, as we have seen, is quite a normal and acceptable
activity. Researchers can read postings to bulletin boards, again observing
proceedings without disturbing the natural course of events or acting in an
intrusive fashion. The information provided through these channels has been
made open and public by those who supplied it, arguably removing any need
on the part of the researcher to disclose the existence of the research activity
or to try to get consent from those who are to become the objects of study.
On the understanding that such information is ‘public’, some Internet
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researchers (e.g. Denzin 1999) have chosen to proceed without being open
about who they are and what they are doing. Under specific circumstances
they argue that it is not necessary to get permission to use the postings as data
for research.

Others have argued that there are occasions when it is not expedient to dis-
close research activity because to do so would be to jeopardize the research
aims. A good illustration of this is provided by Glaser et al. (2002), who col-
lected data from chat rooms associated with white racist groups. They wanted
to find out what kind of events or circumstances triggered such people into
advocating physical violence against ethnic groups, and covertly conducted
semi-structured interviews with 38 participants through these chat rooms. The
sensitivity of the issue meant that they did not seek informed consent. They
argued that racists appear to ‘express their views rather freely [on the Internet],
at least when they are interacting with those they perceive to be like-minded’
(p. 181) and that revealing the researchers’ identity and purpose would have
been likely to deter such openness. In this specific case, under these special
circumstances, they were able to gain the approval of the relevant ethics
committee (at Yale University) on the grounds that:

• the respondents’ statements were made in a public forum under conditions
that were entirely normal for the chat room and so were naturally occurring
data;

• the deception was absolutely necessary in order for the research to be
undertaken;

• respondents’ identities were carefully protected.

Confidentiality

It is difficult, arguably impossible, for researchers using the Internet to guaran-
tee that respondents’ contributions will be private and will not be traced back
to them. Despite the efforts of individuals and organizations to protect the
anonymity of sources of Internet communications, and despite the use of
encryption, the reality is that governments and security agencies have the
power and the ability to trace just about any kind of Internet communication
should they wish to do so (Stanton and Rogelberg 2001; O’Dochartaigh 2002).
Researchers, therefore, should be wary about making promises they are not in
a position to keep, and should word statements about the confidentiality of
data supplied via the Internet in a way that acknowledges the point, yet also
reassures the respondent that all reasonable precautions will be taken to avoid
the disclosure of identities.

Coomber’s (1997) research highlighted the issue of confidentiality in rela-
tion to research with drug dealers. The concern was that anyone responding to
the request for information might be traced through the communication and
open themselves to criminal investigation. Not only this, the researcher could
also become embroiled – possibly being required by law to hand over to the
police the e-mail addresses of those who had contributed to the survey. As
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Coomber points out, there are some ingenious ways in which the origins of
responses can be hidden from view, and it is in the interests of both respond-
ents and researcher when investigating illicit activities to ensure that the data
collection procedures do what is reasonable to protect the identities of
respondents. Ultimately, though, there remains the possibility that communi-
cations can be traced to their senders if authorities consider it sufficiently
important to do so.

7 Legislation

In addition to the social conventions surrounding Internet use, there are laws
that need to be observed. These vary from country to country and are evolving
to meet the repercussions of the spread of the Internet. Mann and Stewart
(2000) suggest that, in the face of this uncertainty, researchers are best advised
to make a clear statement to participants about which country’s legal jurisdic-
tion is being applied as far as the research is concerned – normally the country
in which the researcher is based. Complications arise when researchers wish to
base their research in more than one country – for example, with collaboration
between universities in the UK, Russia and the USA. Such complications are
fairly unlikely to trouble the small-scale research project. Broadly, though,
there are three aspects of legislation that are likely to affect Internet research
and that need to be reflected in the researcher’s use of the Internet for data
collection.

• Data protection: the data should be collected, stored and used in accord with
relevant data protection legislation.

• Copyright: downloading text and images is simple, but the use of text and
images needs to be in accord with copyright conventions and legislation
concerned with things like trade-marks and intellectual property rights.

• Sensitive issues: researchers hold no special position in the eyes of the law
and need to exercise particular caution when investigating topics that are
politically sensitive or that involve things like pornography or terrorism.

8 Advantages of Internet research

• Time. With surveys, Internet research would seem to prompt a faster reply
and thus reduce the turnaround time between sending out a questionnaire
and receiving a completed response. The researcher gets the replies more
quickly not just because of the postal time but also because people get
round to answering the questions sooner than with conventional surveys.

• Costs. Internet research can reduce the costs of undertaking research. In
terms of the collection of data there is no travel, no venue needed and no
specialist equipment required. The data supplied via the Internet, as a
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bonus, arrive in a format that is ready for analysis. There is no need for the
transcription of audio tapes, and data from some types of Internet
questionnaire can be automatically entered to spreadsheets, databases or
statistics packages. There are potentially no data entry costs.

• Researcher safety. Research conducted over the Internet avoids any dangers
associated with travel and fieldwork. Accidents, attacks and even more
mundane dangers such as being stranded at airports or stations cease to be a
factor of concern.

• Data accuracy. There are potential benefits attached to using the Internet in
terms of the accuracy of the data. These benefits are not linked to the use of
databases or websites as a source of information. Appropriate caution needs
to be exercised in relation to the accuracy of the data supplied through
these sources, just as it would be with the use of other documentary sources.
The potential benefits relate to the use of the Internet for surveys and inter-
views. Surveys using the Internet can be designed so that the data contained
in the completed questionnaires can be fed straight into a data file, thus
automating the process of data entry. This effectively eliminates the human
error factor that inevitably arises when people need to read the responses to
a paper questionnaire and then enter the data manually via the computer
keyboard. More advanced design techniques can ensure that all sections of
the Internet questionnaire get completed, an advantage even when com-
pared with paper questionnaires that are designed to be read automatically
via an optical mark reading (OMR) machine. The elimination of errors at
the data entry stage of research applies to Internet interviews as well. The
researcher is no longer faced with passages in a tape-recorded interview
where voices cannot be heard clearly and where there is consequently some
doubt about what was actually said. Using the Internet, interview responses
come in the form of text – text constructed directly by the interviewee. This
eliminates inaccuracies in the data arising from the process of transcription.

• Access to research populations. Internet research allows access to people and
situations that would not otherwise be possible. Travel and distance cease to
be significant factors and the Internet facilitates contact with people who
live far away. It also enables contact with some groups whom, for social or
physical reasons, the researcher might not otherwise be able to meet. For
practical reasons, non-mobile groups (e.g. the disabled, those who are hos-
pitalized, those in prison), various subcultures (e.g. drug dealers, jetsetters)
and those living in dangerous places (e.g. war zones) could be more avail-
able via the Internet than they would be using more conventional means of
contact. Internet research provides a form of direct access to people that can
be beneficial for research in the way that it overcomes the ability of ‘gate-
keepers’ to deny access to those people. Permission comes direct from the
would-be participant, rather than being mediated through the participant’s
employer or other organizational authority, who might block the research
by denying permission on behalf of the participant. Illingworth (2001), for
example, found that her use of Internet methods allowed her to overcome a
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number of obstacles that were put in the way of conducting interviews in a
medical setting. A senior consultant at the unit where she wished to do her
research was unsympathetic to the research’s aims and, exercising the
power of a gatekeeper, stalled her efforts to conduct interviews on site. By
conducting the research online, however, she was able to sidestep the need
for permission from this gatekeeper. By dealing with the respondents direct
she was able to get access to people in a way that might well have proved
impossible using conventional face-to-face interviews conducted in an
organizational setting.

• Acceptability to respondents. Internet research can be quick and convenient.
From the participants’ point of view it can be flexible, completed at their
convenience and relatively undemanding in terms of completing and
returning the required information. The lack of visual clues associated with
Internet research carries the advantage that it equalizes the status of
researcher and respondent, lowering the status differentials linked with sex,
age, appearance and accent. Some researchers argue that it democratizes the
research process, allowing the participant greater control over the process of
data collection. The lack of visual clues, equally, can help to overcome
embarrassment on topics and allow the respondent to open up in a way
that is unlikely to happen in the physical presence of a researcher.

9 Disadvantages of Internet research

• Sample bias. Although an increasing proportion of the population in the
developed world has access to the Internet, it would be premature to say
that everyone is online. Official statistics and market research show that
certain groups and certain regions are more likely to be connected than are
others. Being connected, in this sense, means having the equipment to use
the Internet. It does not say anything about how enthusiastic different
groups might be about its use – how frequently and for what purpose. There
is the obvious danger, then, that research conducted via the Internet might
involve sample bias, and produce results not based on a representative
sample. The elderly and the poor are two groups that are less likely than
others to be online.

• Lack of quality control. Information found on the Internet can be up-to-date
and good quality stuff. However, just as easily, it can be out-of-date, poor
quality material because there is little control over what is placed on the
Internet. From the academic researcher’s perspective, the worry is that ‘the
Internet is characterized by uncontrolled and unmonitored publishing with
little peer review’ (Cline and Haynes 2001: 679). The researcher needs to be
discerning and constantly evaluate the sources of the information he or she
uses.

• Pace of change. The excitement of using new and developing technologies to
undertake research needs to be tempered by the realisation that the pace of
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change can make the process of research all the more demanding. The
researcher is faced with the need to keep abreast of the changes, as well as
keeping an eye on the particular topic that is being studied. As Jones (1999:
xiii) warns, ‘Internet research is difficult. It is extremely difficult . . . given
the ever-changing networks involved, the mutating software and hardware,
and the elastic definitions.’.

• Easily ignored. Internet surveys can be quick and convenient from the parti-
cipants’ point of view. By the same token, it is extremely quick and very
easy to delete requests for cooperation coming via the Internet. They can be
‘binned’ at the touch of a button. They can be treated as just more ‘spam’ or
as a banner advertisement – a nuisance to be got rid of. Getting a reasonable
response rate, then, can be quite a challenge for the researcher.
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➠ 4

Experiments

The idea of an experiment tends to be linked with white-coated scientists
working in a laboratory, possibly using highly sophisticated equipment to
measure things with extreme precision. The point of conducting an experi-
ment is to isolate individual factors and observe their effect in detail. The
purpose is to discover new relationships or properties associated with the
materials being investigated, or to test existing theories.

Now, although this draws on a rather idealized image of the way experi-
ments are conducted in the natural sciences, it is not entirely irrelevant for the
social sciences. It largely succeeds in capturing the essence of the notion and
provides something of a benchmark for social researchers wishing to use
experiments. It incorporates the three things that lie at the heart of conducting
an experiment:

• Controls. Experiments involve the manipulation of circumstances. The
researcher needs to identify factors which are significant and then intro-
duce them to or exclude them from the situation so that their effect can be
observed.

• The identification of causal factors. The introduction or exclusion of factors
to or from the situation enables the researcher to pinpoint which factor
actually causes the observed outcome to occur.

• Observation and measurement. Experiments rely on precise and detailed
observation of outcomes and changes that occur following the introduction
or exclusion of potentially relevant factors. They also involve close
attention to the measurement of what is observed.

These essential features of ‘the experiment’, it is worth noting, are concerned
with the aims of the investigation and its design. They do not say anything
about how exactly the data are to be collected. This is why experiments are



better seen as a strategy for research rather than a method. Especially in the
social sciences, the decision to use an experimental approach is a strategic one,
in which the researcher decides to investigate the topic under controlled
conditions, paying careful attention to the meticulous measurement of what
goes on.

1 Controls

In experiments, the researcher attempts to control the situation in a way that
manipulates the range of variables that might have any impact, so that it will
be possible ultimately to eliminate interference in the cause–effect chain by
any other factor. The aim is to control variables, all at once or in a sequence of
experiments, so that only the one factor at the end remains as a viable cause
of the observed change. Introducing controls into the design of a piece of
research can be achieved in a variety of ways.

Eliminate the factor from the experiment

This is the most direct way of controlling for factors which might have a
bearing on the outcome from an experiment, and it can operate in either of
two ways. It can be used to eliminate things which might interfere with the
clear and precise measurement of the key factor. Or it can be used as the
experimental change itself. Rather than introduce a new factor to the situation,
the researcher might find it easier to eliminate one factor. So, for instance, a
study of the link between hyperactivity and diet in children might see the
researcher deliberately excluding all artificial colourings from the subjects’
diets and then observing any change in behaviour. If other factors remain
unaltered, it would be logical to deduce that any observed change was due to
the absence of this factor.

Hold the factor constant

In social science, a large number of the key relevant variables come in the form
of attributes that cannot be written out of the equation through eliminating
them from the situation altogether. Things like income, weight and age are
attributes that cannot be eliminated. However, they can be controlled for by
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‘holding the factor constant’. To prevent the factors from having an unwanted
intrusion on the outcome of the experiment, the researcher can devise a situ-
ation in which the subjects are all of the same income or of the same weight.
Observed outcomes from the experiment, as a result, can be deduced to stem
from some factor other than income or weight.

Balance groups

When we can predict that the factor has an effect we can try to ‘balance
out’ the effect. So, for example, if age is suspected to be a factor, we can make
a point of incorporating all age bands into the group involved in the
experiment. In this way, the effect should cancel itself out.

Random selection of groups

If the research subjects are chosen on a random basis there should be a ten-
dency for those factors which are not crucial to cancel themselves out. The
principle here is that by the choice of a large enough group of subjects on a
random basis, any interference with the results through factors like income or
weight would have a nil effect overall, because the random nature of the selec-
tion would ensure that all the individual effects would cancel themselves out
in terms of the results for the whole research group.

Use of control groups

This is the most used and established way of exercising control over significant
variables. The principle is simple. First, it is necessary to identify two groups of
people for the experiment. The two groups should be similar in terms of their
composition. The start point for the experiment, then, is two matched groups or
samples. The experiment involves introducing a factor to the experimental
group and leaving the other group with no artificially induced changes.
Having added the new factor, the experimenter can then look at the two
groups again with the belief that any difference between the groups can be
attributed to the factor which was artificially induced. Note here that it is not
the change in the experiment group as such which is important. Certain
changes over time are likely to happen irrespective of whether an experiment
had taken place. Time moves on for all of us. But, if the two groups were as
identical as possible at the outset, any change of this kind in one group will
also occur in the other group. So, instead of measuring the change from time 1
to time 2, we measure the difference between the control group and the
experimental group at the end of the experiment at time 2. Any differences we
observe can be logically deduced to come from the factor which was artificially
induced in the experiment.
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Caution

In the case of social research, there are certain limitations to the extent to
which circumstances can be manipulated. Basically, a researcher can do things
to chemicals and plants that cannot be contemplated with fellow human
beings. For the purposes of doing an experiment it may be neither feasible nor,
indeed, ethical to manipulate people’s lives in order to provide the controlled
conditions necessary for a ‘social science experiment’. People have feelings,
people have rights.

Link up with Ethics, p. 134

2 Cause and effect

Experiments are generally concerned with determining the cause of any
changes that occur to the thing being studied. It is not normally enough to
show that two things that occur are linked; that they always occur at the same
time or they always happen in sequence. Useful though it is to know about
such a relationship, experiments usually aim to discover which of the factors is
the cause. In practice, the control of factors in the experiment centres on the
distinction between dependent and independent variables. It is vital that the
researcher has a clear vision of which is which, and sets up the experiment in a
way which produces results that show the distinction between the two.

• The independent variable is the one that has the effect on the dependent
variable. Its size, number, structure, volume or whatever exists autono-
mously, owing nothing to the other variable. A change in the independent
variable affects the dependent variable.
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• the dependent variable is the factor which changes as a result of changes
to the independent variable. It literally ‘depends’ on the independent vari-
able. A change in the dependent variable does not affect the independent
variable.

3 Observation and measurement

It might be argued that any form of research involves observation and meas-
urement, but the point about observation and measurement as they are
associated with experiments is that they are conducted ideally under condi-
tions which are artificially created to a greater or lesser extent. They take place
under conditions which have been manipulated to allow the greatest rigour
and precision. That is why the experiments generally take place in laborator-
ies, because these are purpose-built contexts for the research. They enhance
the possibility of precision. There are, though, two points that need to be
borne in mind in relation to observations that form part of an experiment.

First, the artificial setting of an experiment can heighten people’s sensitivity
to being observed. Humans have self-awareness in a sense that makes them
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very different from the materials studied in other forms of research. When
humans become aware that they are the focus of attention for research, there is
the very real possibility that they will act differently from normal. They might
possibly become self-conscious or alter their behaviour to take account of the
purposes of the research. This is known as ‘the halo effect’. Experimenters can
take steps to overcome this. They can, for instance, make hidden observations
from behind a one-way mirror. Or they can disguise the real purpose of the
research to avoid getting altered behaviour in relation to the factor being
investigated (see the account of Milgram’s research below). But both solutions
to the halo effect raise ethical problems and need very careful consideration
before being used by the newcomer or project researcher.

4 Laboratory experiments

The use of controls, the search for causes and the emphasis on detailed obser-
vation and measurement are seen in their most extreme form in ‘laboratory
experiments’. Such experiments are characteristically:

• of relatively short duration;

• located ‘on site’ rather than ‘in the field’;

• involving close control of variables to isolate causal factors;

• with meticulous observation and measurements.

Although not necessarily typical of experiments conducted by psycholo-
gists, a series of experiments conducted by Stanley Milgram at Yale University
between 1960 and 1963 offers an example that illustrates how such laboratory
experiments might operate in the case of social research (Milgram 1974). The
aim of the series of experiments was to shed more light on the apparent will-
ingness of ordinary individuals to inflict cruel pain on others when instructed
to do so by an authority figure. It formed part of an ongoing debate, prompted
by Nazi atrocities during the Second World War, about whether those who
inflicted the torture were psychologically different from normal people, or
whether there is a normal psychological tendency to obey authority, even to
the point of following instructions to hurt a fellow human being against
whom you bear no personal animosity. Milgram’s series of experiments sought
to investigate this under strictly controlled conditions.

The point of the experiment is to see how far a person will proceed in a
concrete and measurable situation in which he is ordered to inflict increas-
ing pain on a protesting victim. At what point will the subject refuse to
obey the experimenter?

(Milgram 1974: 3–4)

An advertisement was put in a local newspaper inviting people aged 20 to 50
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to participate in ‘a scientific study of memory and learning’. The advertise-
ment offered $4 plus 50 cents car fare for those willing to give up one hour of
their time. Those who took up the offer were met at the university department
by a person who said he was in charge of the experiment – a smart looking
young man in a laboratory coat. The ‘subject’ was then introduced to a man
who, he was led to believe, was another participant in the experiment. This
person was in his late fifties, very mild-mannered and inoffensive, and slightly
overweight: not the kind of person you would want to harm. The whole thing,
however, was a ‘set-up’. The ‘experimenter’ and the other subject were col-
leagues of Milgram, and they were actually taking part in a carefully scripted
sequence of events. Their words and actions were part of the experiment and
in accord with a strict plan which was followed with each new volunteer who
came in off the street. This meant that the only real variable was the action of
each subject who had volunteered to help. As far as was possible, all other
aspects of what happened were controlled to be the same on each occasion.

The subjects were told that they were to take part in a study of the effects of
punishment on learning. One of the two participants was to take the role of
the ‘teacher’ administering the punishment, the other was to be the ‘learner’.
It was rigged so that when drawing a piece of paper out of a hat to determine
which subject took which role, Milgram’s colleague always got the role of the
learner, ensuring that the real subject was left to undertake the teacher role. At
this point the late-fifties, mild-mannered, slightly overweight ‘learner’ was
taken to a room and sat in a chair. He was strapped down and electrodes were
attached to his arm. The whole thing was deliberately set up to resemble the
‘electric chair’. In an adjoining room, from which this could be seen, the
unsuspecting subject and the ‘experimenter’ in his lab coat went to an ‘impres-
sive shock generator’. The subject was given a 45 volt shock from this gener-
ator to make the whole performance that followed convincing. In fact, it was
the only real electric shock administered throughout the whole experiment –
but the subject was not to know this. The learning experiment consisted of the
‘teacher’ (the subject) reading out a series of paired words (e.g. fat–neck, blue–
girl, nice–day). A stimulus word was then read out, followed by five others,
among which was the actual paired word read out in the original series. The
learner had to identify which was the correct word out of the five. Each time he
made a mistake, the subject had to deliver an electric shock by way of punish-
ment – purportedly to see if this would encourage better learning. Each time a
mistake was made, an electric shock 15 volts higher than the one before was
apparently administered.

The learner put on a performance. Although he actually received no electric
shock at all, he acted as though he did. As the voltage of the shocks was
increased he began to moan and protest – all, of course, to a precise script that
went with each increase. At 150 volts Milgram’s colleague would cry out,
‘Experimenter, get me out of here! I won’t be in the experiment any more! I
refuse to go on!’ At 180 volts he would shout, ‘I can’t stand the pain!’ and by
270 volts he would let out an agonized scream. After 330 volts the learner fell
silent. The lab-coated experimenter continued to coax the subject to give the
electric shocks, and each time the ‘learner’ protested he gave a carefully
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scripted reassurance to the real subject: ‘No permanent tissue damage is
caused; he has to go on because it is part of the experiment.’

The experimental conditions were altered through the series of experiments.
The proximity of the subject to the learner was altered, for example, and the
nature of the complaints that could be heard by the subject emanating from
the pained learner, but the basic design continued. Milgram found that ordin-
ary volunteers were remarkably willing to give dangerously high voltages to a
person they believed to be another ‘off-the-street’ volunteer, a person who was
apparently vulnerable to heart attack, an inoffensive person, a person who was
quite evidently suffering extreme pain and demanding to be released. Depend-
ing on the specifics of the experiment, between half and two-thirds of subjects
went on to administer up to 450 volts! They did not do so with glee; they often
protested and expressed disquiet about the whole thing. But this proportion of
ordinary people could be persuaded by the authority of the scientific experi-
menter in his lab coat to deliver what by any standards is an extremely
dangerous and painful ‘punishment’ to a vulnerable fellow being.

The psychological explanation for this level of obedience to authority is
discussed in detail by Milgram, but this is not the point of describing the
experiment here. The point of describing it is to illustrate the way in which the
use of an experiment relies on controlling as many of the variables as possible
to allow an uncontaminated measurement of the factor that is of prime inter-
est and involves precise measurements. It is very unlikely that these could
have been achieved had the research not taken place in the laboratory, on
home territory where the researchers are able to set things up in a very meticu-
lous fashion and repeat the experiment time and again without interference
from outside factors.

Admittedly, most laboratory experiments in the social sciences do not
achieve the fame and notoriety of the Milgram experiments, for obvious
reasons. They tend to be less provocative in their topic and design. The
principles, none the less, remain the same.

5 Field experiments

The use of experiments by social researchers would appear to be restricted to
those situations where they are able to manipulate the situation and impose
controls on crucial variables. Laboratories clearly are designed to aid this.
There is, though, something of a dilemma here.

It is often argued that laboratory experiments are of little use because the
settings in which they take place are artificial and so the results of the
ensuing findings have little validity beyond the confines of the laboratory.

(Bryman 1989: 90)

It is not just that the data are generated under artificial conditions: they are
actually shaped to some degree by those artificial conditions. Yet, if researchers
move outside the laboratories in order to gather data in more natural settings,
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they are, of course, likely to pay a high price in terms of their ability to control
the variables. Beyond the laboratory, the social researcher has far less prospect
of managing to manipulate things for the express purpose of a social experi-
ment. Sociologists cannot control levels of incomes in order to conduct
experiments on things like poverty. Nor can health educators manipulate
levels of smoking among adolescent girls in order to study it. Economists
cannot generate a recession in order to investigate its consequences. It is
simply not possible to manipulate circumstances like these. It is not feasible,
nor would it be ethical.

There are, however, approaches within social research which recognize that
it is neither feasible nor ethical to attempt to impose controls on all the rele-
vant factors, yet which strive to retain the logic of the experimental approach,
albeit in a watered down version, beyond the bounds of the laboratory.
Because they cannot always control all the variables, some social scientists
have resorted to a ‘quasi-experimental’ approach as a realistic possibility. The
quasi (‘as if’) experimental approach is conducted in the spirit of the classic
laboratory experiment, but recognizes that the researcher cannot dictate cir-
cumstances and needs to take the role of observing events ‘as they naturally
occur’. Much like weather forecasters, these social scientists tend to rely on
observing events which occur in circumstances over which they have little or
no control. Researchers in this case are on the lookout for ‘naturally occurring’
experiments – situations in which they can see the possibility of observing and
measuring the impact of isolated variables through circumstances as they
happen, without imposing artificial controls.

Naturally occurring experiments are part of the logic of anthropological
studies of simple, ‘primitive’ societies. As Margaret Mead made the point:

The study of human development in a primitive society has . . . two
advantages: contrast with our own social environment which brings out
different aspects of human nature and often demonstrates that behaviour
which occurs almost invariably in individuals within our own society is
nevertheless due not to original nature but to social environment; and a
homogeneous and simple social background, easily mastered, against
which the development of the individual may be studied.

The anthropologist submits the findings of the psychologist who works
within our society to the test of observation within other societies.

(Mead 1963: 212)

Another example of quasi-experimental research comes in the form of ex
post facto experiments. In this instance, the starting point for the investigation is
the ‘effect’, and the researcher sets out to deduce what factors could be held to
account for this outcome. The idea is to work backwards from the effect to find
the cause. For example, the researcher might ask, ‘Does imprisonment affect
earnings after release from detention?’ The research design here would be to
identify a number of people who had been to prison. This independent variable
– imprisonment – is not something the research can or should manipulate. It is
a fait accompli, existing prior to and quite separate from the research. However,
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by comparing ex-prisoners with people who in most other respects match
them it is possible to deduce whether or not that factor has had a direct effect
on the dependent variable: earnings. Or, to give another illustration, the start-
ing point for the research might be the discovery of lung cancer in particular
people. Ex post facto research then sets about trying to identify variables that
might explain the incidence of lung cancer in these people. It might be dis-
covered that, compared with the population as a whole, a higher proportion of
those with lung cancer smoke tobacco. Controlling for other factors to dis-
count them as possible causes, the researcher might eventually deduce that
smoking tobacco is the cause of the higher incidence of lung cancer.

6 Advantages of experiments

• Repeatable. In the case of laboratory experiments, there is every chance that
the research will be repeatable. The procedures should have been carefully
recorded and the variables controlled for. It is in line with the spirit of
scientific research, lending itself to being checked by being repeated by
other researchers using identical procedures.

• Precision. Again, in the case of laboratory experiments, the context for the
research permits the highest possible level of precision when it comes to the
measurements that form the basis of the data.

• Convenience. In the laboratory, the researcher is on ‘home territory’. This
has advantages in terms of setting up the research, and there are also some
positive benefits when it comes to costs. The researcher does not need to go
out into the field and incur the travel costs and the loss of time spent going
to research sites.

7 Disadvantages of experiments

• Deception and ethics. There are a number of ethical considerations to be
borne in mind when one is considering the use of experimental research.
For instance, if the research design employs the use of control groups,
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which it is likely to, will there be any advantage or disadvantage experi-
enced by those in the respective groups? Is it possible that adverse com-
parisons might result through different treatments of experimental and
control groups? If there is a significant difference, this could pose both
ethical and practical/political problems for the researcher. Equally, the
experiment’s success might depend on keeping its purpose secret from the
research subjects. This raises a question about the ethics of deception when
used in social research.

• Artificial settings. With laboratory experiments there are question marks
about whether the experimental situation creates conditions comparable
with the ‘real-world’ situations in which the behaviour/decisions would be
made, or whether it encourages artificial responses in line with the artificial
setting.

• Representativeness of the research subjects. For most purposes, experimental
researchers will want to use a control group. To use a control group in a
valid fashion, the researcher needs to be sure that the experimental group
and the control group constitute a ‘matched pair’. They need to be very
closely matched in terms of those features which are relevant to the
experiment and to the broader population from which the research subjects
are drawn. This can be difficult to achieve. Are the research subjects typical
of the ‘population’ being studied? Do the subjects share the same prior
experiences? Has there been an element of self-selection?

• Control of the relevant variables. Being able to control the relevant variables
lies at the heart of the experimental method. However, this places a burden
on the would-be experimenter to be sure that he or she can do so. And, even
if it is practically possible, is it ethical?
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➠ 5

Action research

Action research is normally associated with ‘hands-on’, small-scale research
projects. Its origins can be traced back to the work of social scientists in the late
1940s on both sides of the Atlantic, who advocated closer ties between social
theory and the solving of immediate social problems. More recently, action
research has been used in a variety of settings within the social sciences, but its
growing popularity as a research approach perhaps owes most to its use in
areas such as organizational development, education, health and social care.
In these areas it has a particular niche among professionals who want to use
research to improve their practices.

Action research, from the start, was involved with practical issues – the kind
of issues and problems, concerns and needs, that arose as a routine part of
activity ‘in the real world’. This specifically practical orientation has remained
a defining characteristic of action research. Early on, action research was also
seen as research specifically geared to changing matters, and this too has
remained a core feature of the notion of action research. The thinking here is
that research should not only be used to gain a better understanding of the
problems which arise in everyday practice, but actually set out to alter things –
to do so as part and parcel of the research process rather than tag it on as an
afterthought which follows the conclusion of the research. This, in fact, points
towards a third defining characteristic of action research: its commitment to a
process of research in which the application of findings and an evaluation of
their impact on practice become part of a cycle of research. This process, further,
has become associated with a trend towards involving those affected by the
research in the design and implementation of the research – to encourage them
to participate as collaborators in the research rather than being subjects of it.

Together, these provide the four defining characteristics of action research.

• Practical. It is aimed at dealing with real-world problems and issues,
typically at work and in organizational settings.



• Change. Both as a way of dealing with practical problems and as a means of
discovering more about phenomena, change is regarded as an integral part
of research.

• Cyclical process. Research involves a feedback loop in which initial findings
generate possibilities for change which are then implemented and
evaluated as a prelude to further investigation.

• Participation. Practitioners are the crucial people in the research process.
Their participation is active, not passive.

Action research quite clearly is a strategy for social research rather than a spe-
cific method. It is concerned with the aims of research and the design of the
research, but does not specify any constraints when it comes to the means for
data collection that might be adopted by the action researcher. This point is
captured by Susman and Evered:

Action research can use different techniques for data collection . . . Action
researchers with a background in psychology tend to prefer question-
naires for such purposes . . . while action researchers with a background in
applied anthropology, psychoanalysis or socio-technical systems tend to
prefer direct observation and/or in-depth interviewing . . . Action
researchers with any of these backgrounds may also retrieve data from the
records, memos and reports that the client system routinely produces.

(Susman and Evered 1978: 589)

1 The practical nature of action research

Action research is essentially practical and applied. It is driven by the need to
solve practical, real-world problems. It operates on the premise, as Kurt Lewin
put it, that ‘Research that produces nothing but books will not suffice’ (Lewin
1946: 35).

But being practical would not be enough to set it apart from other
approaches to research. After all, many approaches can lay claim to this terri-
tory. Many can claim with justification to offer applied research. While it
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certainly does embrace this aim, being ‘practical’ has a second sense as far as
action research is concerned, and it is this which helps to give it a unique
identity as a research strategy. The research needs to be undertaken as part of
practice rather than a bolt-on addition to it.

Clearly, if the processes of research and action are integrated, then action
research must involve ‘the practitioner’ very closely. And this provides a
further meaning which can be added to the practical nature of action research:
practitioner research. However, although it may be linked with the notion of
practitioner research, it is important to appreciate that action research is not
exactly the same thing as practitioner research. Edwards and Talbot stress this
point:

Practitioner research can only be designated action research if it is carried
out by professionals who are engaged in researching, through structured
self-reflection, aspects of their own practice as they engage in that practice.

(Edwards and Talbot 1994: 52, emphasis added)

It is not enough simply for the research to be undertaken as part of the job,
because this could include all kinds of data gathering and analysis to do with
remote people and systems, the findings from which might have no bearing
on the practitioner’s own activity. To accord with the spirit of action research,
the researcher needs to investigate his or her own practices with a view to
altering these in a beneficial way.

2 Change and professional self-development

Action research is wedded to the idea that change is good. Initially, this is
because studying change is seen as a useful way of learning more about the way a
thing works (Bryman 1989). Change, in this sense, is regarded as a valuable
enhancer of knowledge in its own right, rather than something that is under-
taken after the results of the research have been obtained. But, of course, the
scale and the scope of changes introduced through action research will not be
grand. The scale of the research is constrained by the need for the action
researchers to focus on aspects of their own practice as they engage in that prac-
tice. So change as envisaged by action research is not likely to be a wide-scale
major alteration to an organization. The element of change will not be in the
order of a large-scale experiment such as changes in the bonus schemes of
production workers at Ford’s car assembly plants. No. Because, action
research tends to be localized and small-scale, it usually focuses on change at
the micro level.

One of the most common kinds of change involved in action research is at
the level of professional self-development. It is in keeping with the notion of
professional self-development that a person should want to improve practices
and that this should involve a continual quest for ways in which to change
practice for the better. Action research provides a way forward for the profes-
sional which, while it entails a certain degree of reflection, adds the systematic
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and rigorous collection of data to the resources the professional can use to
achieve the improvement in practice.

It is important to recognize that reflection may be of itself insufficient to
make the professional’s endeavour ‘action research’. The reflection needs to be
systematic if it is to qualify as action research. Merely thinking about your own
practice – though possibly a valuable basis for improving practice – is not the
same as researching that action. And here a distinction needs to be made
between the ‘reflective practitioner’ (Schön 1983) as one who strives for pro-
fessional self-development through a critical consideration of his or her prac-
tices, and the action researcher who, while also being a reflective practitioner,
adds to this by using research techniques to enhance and systematize that
reflection.

3 Action research as a cyclical process

The vision of action research as a cyclical process fits in nicely with the quest
for perpetual development built into the idea of professionalism. The purpose
of research, though it might be prompted by a specific problem, is seen as part
of a broader enterprise in which the aim is to improve practice through a
rolling programme of research.

The crucial points about the cycle of inquiry in action research are (a) that
research feeds back directly into practice, and (b) that the process is ongoing. The
critical reflection of the practitioner is not only directed to the identification of
‘problems’ worthy of investigation with a view to improving practice, but can
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also involve an evaluation of changes just instigated, which can, in their own
right, prompt further research. It is fair to point out, however, that this is
something of an ideal and that, in reality, action research often limits itself to
discrete, one-off pieces of research.

4 Participation in the research process

The participatory nature of action research is probably its most distinctive feature,
since, in some ways, it hits at the heart of conventions associated with formal
social research. Conventionally, research is the province of the expert; the
outside authority who is a professional. This researcher more often than not
initiates the process of research, sets the agenda and designs the collection and
analysis of data. After the research is concluded, those involved might receive
some feedback in the form of results from the research. They may, or may not,
instigate changes on the basis of such findings. Broadly speaking, the act of
doing research is separated from the act of making changes (Boutilier et al.
1997). Action research, by contrast, insists that practitioners must be partici-
pants, not just in the sense of taking part in the research but in the sense of
being a partner in the research.

Partnerships, of course, take many forms. Grundy and Kemmis (1988: 7)
argue that ‘in action research, all actors involved in the research process are
equal participants, and must be involved in every stage of the research.’ With
action research it can be the practitioner, not some outside professional
researcher, who wants to instigate a change and who consequently initiates
the research (Elliott 1991). The research, in this sense, is practitioner-driven,
with the practitioner not just an equal partner but a sponsor and director of
the research process. And if this sounds radical, there are others who would
push the matter further, insisting that the practitioner should be the dominant
partner – calling the shots at all stages and in all aspects of the research.

Even in less radical revisions to the conventional relationship between
researcher and practitioners, the inclusion of participation as a fundamental
feature of action research brings with it a shift in the direction of democratizing
the research process. Control is transferred away from the professional
researcher and towards the practitioner. Power shifts towards the insider who
is the practitioner. There is, of course, still a role for the outside expert, but that
role shifts in the direction of mutual collaboration in the research process, or
even to the position where the outside expert has the role of facilitator of
the practitioner’s own project, a resource to be drawn upon as and when the
practitioner sees fit.

Behind this shift in the relationship there rests a respect for the practitioner’s
knowledge. Again, this respect may not be unique to action research, but it is an
aspect of action research which is distinctive and built into an approach which
is broadly sympathetic to democratizing the research process by challenging
the separation of expert from lay person in research.

There can be an explicitly political angle to the participatory aspect of action
research, with its ‘democratization’ of the research process and ‘respect for

Action research 77



practitioner knowledge’. Zuber-Skerritt (1996) refers to this as ‘emancipatory’
action research. This type of action research is quite clear about the nature of
the change which is brought about through action research; it is change which
challenges the existing system. It is change which goes beyond technical
matters that can have a bearing on the effectiveness or efficiency of the profes-
sional’s current practice. It is change which goes beyond practical matters that
can have a bearing on the way practitioners interpret the task at hand. For
sure, emancipatory action research incorporates these, but it also challenges
the fundamental framework within which the practice occurs.

5 Issues connected with the use of action research

‘Ownership’ of the research

The participatory nature of action research brings with it a question mark
concerning who owns the research and its outcomes. With conventional
approaches to research this tends to be less complicated. To offer something of
a caricature, the outsider research initiates the process and approaches practi-
tioners to gain their permission for the research to be conducted (by the out-
sider). Having obtained authorization from relevant people, research proceeds,
with the outsider ‘owning’ the data collected and having full rights over the
analysis and publication of findings. Of course, complications arise with
various forms of sponsored research and consultancy, where authorization
might include certain restrictions on the rights of the two parties over the
research and its findings. However, these are likely to be explicitly recognized as
a result of negotiating access.
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In the case of action research, the partnership nature of work can make
matters rather less clear cut. Who is in charge? Who calls the shots? Who
decides on appropriate action? Who owns the data? These and similar issues
need to be worked out sensitively and carefully by the partners to ensure
that there are shared expectations about the nature of participation in action
research.

Ethical issues associated with action research

The distinct ethical problem for action research is that, although the research
centres on the activity of the practitioner, it is almost inevitable that the activ-
ity of colleagues will also come under the microscope at some stage or other, as
their activity interlinks with that of the practitioner who instigates the
research. Practitioners are not ‘islands’ – isolated from routine contact with
colleagues and clients. Their practice and the changes they seek to make can
hardly be put in place without some knock-on effect for others who operate
close-by in organizational terms.

The idea that the action researcher is exempt from the need to gain author-
ization, as a consequence, evaporates. Because the activity of action research
almost inevitably affects others, it is important to have a clear idea of
when and where the action research necessarily steps outside the bounds of
collecting information which is purely personal and relating to the prac-
titioners alone. Where it does so, the usual standards of research ethics must
be observed: permissions obtained, confidentiality maintained, identities
protected.

Two things follow. First, there is a case for arguing that those who engage in
action research should be open about the research aspect of their practice. It
should not be hidden or disguised. Second, the need for informed consent
from those involved in the research should be recognized.
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Reflexivity and action research

Practitioners who engage in action research have a privileged insight into the
way things operate in their particular ‘work-sites’. They have ‘insider know-
ledge’. This can be a genuine bonus for research. However, it can also pose
problems. The outsider – ‘the stranger’ – might be better placed to see the kind
of thing which, to the insider, is too mundane, too obvious, to register as an
important factor. Because the practitioner cannot escape the web of meanings
that the ‘insider’ knows, he or she is constrained by the web of meanings. The
outsider ‘expert’ may not have the ‘right’ answer, but can possibly offer an
alternative perspective which can help the practitioner to gain new insights
into the nature of the practical problem.

Link up with Ethnography and reflexivity, p. 88

So, although action research respects the knowledge of the practitioners, it
would be rather naive to assume that practitioners’ knowledge – of itself –
provides all the answers. Particularly in relation to practical action research,
and emancipatory action research, their aim is to enhance practitioner
understanding and this is likely to call upon some modicum of outsider
advice.

Resources and action research

The action researcher’s investigation is necessarily fairly localized and rela-
tively small-scale. None the less, the action researcher faces the difficulty of
trying to combine a probably demanding workload with systematic and rigor-
ous research. Time constraints, alone, make this hard to accomplish. Even if, as
should be the case, action research is integrated with practice rather than
tagged on top of practice, the routine demands of the job are unlikely to be
reduced by way of compensation. In the short run, prior to positive benefits
emerging, the action researcher is likely to face extra work.

Generalizability and action research

Given the constraints on the scope of action research projects, it might be
argued that their findings will rarely contribute to broader insights. Located as
they are in the practitioner’s work-site, there are not very good prospects for
the representativeness of the data in action research. The setting and constituent
features are ‘givens’ rather than factors which can be controlled or varied, and
the research is generally focused on the one site rather than spread across a
range of examples. Action research, therefore, is vulnerable to the criticism
that the findings relate to one instance and should not be generalized beyond
this specific ‘case’.
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Link up with Case studies, ch. 2

In one sense this reservation needs to be acknowledged. Surely, practice-
driven research in local settings hardly lends itself to conclusions with
universal application. New truths and new theories will be unlikely to find
foundation in such studies alone. And this caution is worth taking to heart for
the action researcher: beware of making grandiose claims on the basis of action
research projects. However, it can rightly be argued that action research, while
practice-driven and small-scale, should not lose anything by way of rigour.
Like any other small-scale research, it can draw on existing theories, apply and
test research propositions, use suitable methods and, importantly, offer some
evaluation of existing knowledge (without making unwarranted claims). It is
the rigour, rather than the size of the project or its purpose, by which the
research should be judged.

6 Advantages of action research

• It addresses practical problems in a positive way, feeding the results of
research directly back into practice. In the words of Somekh (1995: 340), ‘It
directly addresses the knotty problem of the persistent failure of research in
the social sciences to make a difference in terms of bringing about actual
improvements in practice.’

• It has personal benefits for the practitioner, as it contributes to professional
self-development.

• It should entail a continuous cycle of development and change via on-site
research in the workplace, which has benefits for the organization to the
extent that it is geared to improving practice and resolving problems.

• It involves participation in the research for practitioners. This can democra-
tize the research process, depending on the nature of the partnership, and
generally involves a greater appreciation of, and respect for, practitioner
knowledge.

7 Disadvantages of action research

• The necessary involvement of the practitioner limits the scope and scale of
research. The ‘work-site’ approach affects the representativeness of the find-
ings and the extent to which generalizations can be made on the basis of
the results.

• The integration of research with practice limits the feasibility of exercising
controls over factors of relevance to the research. The setting for the
research generally does not allow for the variables to be manipulated or for
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controls to be put in place, because the research is conducted not alongside
routine activity but actually as part of that activity.

• The nature of the research is constrained by what is permissible and ethical
within the workplace setting.

• Ownership of the research process becomes contestable within the frame-
work of the partnership relationship between practitioner and researcher.

• Action research tends to involve an extra burden of work for the practi-
tioners, particularly at the early stages before any benefits feed back into
improved effectiveness.

• The action researcher is unlikely to be detached and impartial in his or her
approach to the research. In this respect, action research stands in marked
contrast to positivistic approaches, as Susman and Evered (1978) point out.
It is clearly geared to resolving problems which confront people in their
routine, everyday (work) activity, and these people therefore have a vested
interest in the findings. They cannot be entirely detached or impartial in
accord with the classic image of science.
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➠ 6

Ethnography

The term ethnography literally means a description of peoples or cultures. It has
its origins as a research strategy in the works of the early social anthropologists,
whose aim was to provide a detailed and permanent account of the cultures
and lives of small, isolated tribes. Such tribes were seen, with some justifica-
tion, as ‘endangered species’, and the social anthropologists saw the need to
map out those cultures before they became contaminated by contact with the
industrial world or withered away to extinction.

The image of the pith-helmeted outsider dressed in khaki shorts arriving on
the shores of some remote and exotic palm tree island to set up camp and
study the lives of the ‘native’ has become legendary – largely through the
works of people like Bronislaw Malinowski (1922) and Margaret Mead (1943).
The concerns of such social anthropologists and the research strategy they
employed set the scene for much of what is undertaken as ‘ethnography’
today.

Ethnography, based on the early anthropological origins of the term and on
subsequent developments by influential classics in the field (e.g. Whyte 1981),
has the following characteristics.

• It requires the researcher to spend considerable time in the field among the
people whose lives and culture are being studied. The ethnographer needs
to share in the lives rather than observe from a position of detachment.
Extended fieldwork allows for a journey of discovery in which the explan-
ations for what is being witnessed emerge over a period of time.

• Routine and normal aspects of everyday life are regarded as worthy of con-
sideration as research data. The mundane and the ordinary parts of social
life are just as valid as the special events and ceremonies which can all too
easily capture our attention.

• There is special attention given to the way the people being studied see their



world. Quite distinct from the researcher’s analysis of the situation, the
ethnographer is generally concerned to find out how the members of the
group/culture being studied understand things, the meanings they attach to
happenings, the way they perceive their reality. ‘To grasp the native’s point
of view, his relation to life, to realize his vision of his world’ (Malinowski
1922: 25).

• There is an emphasis on the need to look at the interlinkages between the
various features of the culture and to avoid isolating facets of the culture
from the wider context within which it exists. Ethnography generally
prefers a holistic approach which stresses processes, relationships, connec-
tions and interdependency among the component parts.

• There is some acknowledgement that the ethnographer’s final account of
the culture or group being studied is more than just a description – it is a
construction. It is not a direct ‘reproduction’, a literal photograph of the
situation. It is, rather, a crafted construction which employs particular
writing skills (rhetoric) and which inevitably owes something to the
ethnographer’s own experiences.

1 Ethnography as a topic

Lifestyles and meanings

As a topic, ethnography refers to the study of cultures and groups – their
lifestyle, understandings and beliefs. In doing so, ethnography tends to
emphasize the importance of understanding things from the point of view of those
involved. Rather than explaining things from the outsider’s point of view, there
is a concern to see things as those involved see things – ‘to grasp the native’s
point of view’.

Comparison and contrast

Early anthropologists used to study relatively small groups in societies which
were different from their own. They hoped the comparison would illuminate
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aspects of their own society as well as explain the ‘primitive’ society where
their fieldwork was based. Ethnography, in this respect, resembles an anthro-
pological approach, but it does not restrict its attention to remote tribes in
distant lands. Indeed, the most popular development of ethnography in recent
times has been its application to lifestyles, understandings and beliefs within
‘our own’ society. The element of comparison and contrast, though, is retained
as an underlying facet of ethnographic research. Ethnography, for its part,
thrives on being able to compare and contrast lifestyles, understandings and
beliefs within a society, rather than between societies.

Link up with Field experiments, p. 68

The exotic and the routine

In its early days, ethnography ‘within our own society’ tended to focus on
groups who were relatively small in number, and tended to be somewhat alien
to the mainstream of society. The anthropological stance was applied to
deviant subgroups, oddball cultures that stood out as different from the norm.
And, just as with the study of ‘natives’ in far off lands, there was an immediate
attraction for studying such groups. They offered something intrinsically
interesting in the way their lifestyles seemed quaint, crazy, even exotic com-
pared with the everyday experience of those who studied the groups and those
who read the resulting books. The title of one of the classics illustrates the
point. Margaret Mead’s (1943) study, originally published in 1928, was titled
Coming of Age in Samoa: a Study of Adolescence and Sex in Primitive Societies. Such
a style of research, in a sense, pandered to a certain voyeurism. When applied
to ‘our own’ society, the focus was on ‘deviant’ groups, such as hobos, alcohol-
ics, drug users, religious sects, street gangs and the like. There remains, it is
true, legacies of an interest in the exotic and the special, ceremonies and the
unusual features of social life within the realms of ethnography. However, the
routine and the mundane, the normal and the unspectacular facets of social
life have become recognized as equally valid topics for ethnographic enquiry.
In recent times, attention has been refocused on to more routine, mainstream
aspects of social life – for example, life in classrooms (Woods 1979) or life on a
building site (Reimer 1979).

2 Ethnography: description and theory

At first glance it would seem easy to associate ethnography with the task of
providing straightforward descriptions of things witnessed first hand in the
field by the researcher. The crucial factor, from this position, is the depth
and detail of the description, the accuracy of what it portrays and the insights
it offers to readers about the situation being studied. The purpose of the
ethnographic research is to produce detailed pictures of events or cultures –
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descriptions which stand in their own right without the need to worry about
how representative the situation is or what the broader implications might be
in terms of other events or cultures of the type, or of contributing to wider
theories. The ethnography, from this stance, is a stand-alone ‘one-off’ that is to
be judged by the depth of its portrayal and the intricacy of its description. This
is an idiographic approach to ethnography.

Link up with Phenomenology, Chapter 7

A challenge to the idiographic stance within ethnography comes from those
who question the value of producing numerous stand-alone descriptions if
there is no attempt to derive something from them which goes beyond the
specifics of the situation and which can, in some way or other, link to broader
issues. If each ethnographic study produces a one-off, isolated piece of infor-
mation, these pieces cannot contribute to the building up of any generalized
knowledge about human societies, it is alleged. They take the position that
ethnographic research should be initiated quite deliberately to develop some
theory grounded in the detailed observation undertaken.

Ethnography is directed towards producing what are referred to as ‘theor-
etical’, ‘analytical’, or ‘thick’ descriptions (whether of societies, small
communities, organizations, spatial locations, or social worlds). These
descriptions must remain close to the concrete reality of particular events
but at the same time reveal general features of human social life.

(Hammersley 1990: 598)

Some researchers would go still further. They would argue that the purpose of
ethnographic research should be to shed some light on an area of life whose
significance depends on a theory; to elaborate on a theory or even check on
whether the theory really does hold true and explain things as they happen in
‘real life’ (Porter 1993).

At one end of the spectrum there are those who regard the main purpose of
ethnography as providing rich and detailed descriptions of real-life situations
as they really are. At the other end of the spectrum there are those who see
the role of ethnographic fieldwork as a test-bed for theories – a means of
developing theories by checking them out in small-scale scenarios.

Somewhere towards the middle of the spectrum lies the view ‘that “idi-
ographic” and “nomothetic” approaches are not mutually exclusive, and that
we can have both rich and intensive description and generalizability’ (Woods
1979: 268). Advocates of the middle position are keen to hold on to the idi-
ographic aspect of ethnographic research in as much as it provides a valuable
and distinct kind of data – the detailed descriptions of specifics based on first hand
observation in naturally occurring situations. They also recognize the need for
theory within ethnography. They recognize the need to locate the ethnography
within a theoretical context.

Ethnography 87



To accommodate the need for ethnography to have some theoretical basis
the social researcher should give:

• explicit consideration of how the findings tie in with, or contradict, exist-
ing relevant theories and generalizations about human social behaviour
(extrapolation from the particular);

• explicit consideration of how the choice of setting might reflect social
concerns in the researcher’s culture and in the situation being studied
(explanation of why the event or culture was selected for study);

• explicit consideration of how the findings compare with those of other
similar ethnographies (comparison with other descriptions).

3 Ethnographers as part of the world they seek to describe:
the issue of reflexivity

Ethnographers tend to be very sensitive to the matter of reflexivity and the
way it affects their perception of the culture or events they wish to describe.
What concerns them is that the conceptual tools they use to understand the
cultures or events being studied are not, and can never be, neutral and passive
instruments of discovery.

As researchers, the meanings we attach to things that happen and the lan-
guage we use to describe them are the product of our own culture, social back-
ground and personal experiences. Making sense of what is observed during
fieldwork observation is a process that relies on what the researcher already
knows and already believes, and it is not a voyage of discovery which starts
with a clean sheet. We can only make sense of the world in a way that we have
learnt to do using conceptual tools which are based on our own culture and
our own experiences. We have no way of standing outside these to reach some
objective and neutral vantage point from which to view things ‘as they really
are’. To an extent, we can describe them only ‘as we see them’, and this is
shaped by our culture, not theirs.

The question that taxes ethnographers is this: ‘How far can my description
of the culture or event depict things from the point of view of those involved
when I can only use my own way of seeing things, my own conceptual tools,
to make sense of what is happening?’

Broadly, ethnographers are conscious of the way in which their account of
any particular lifestyle or beliefs is a construction based upon the researcher’s
interpretation of events. Even when it comes to writing up the ethnography,
there are deep-rooted doubts about claims to objectivity. The outcome of
ethnographic research is generally recognized by those who write it as being a
creative work in its own right – the outcome of interpretation, editing and
skilful writing techniques as well as a reflection of the reality of the situation
they set out to study. Inescapably, the account is partial – an edited and
abridged version – which owes something to the ethnographer as well as
the culture or events observed. There is nothing new to this. Malinowski
appreciated the point many years ago.
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In ethnography, the distance is often enormous between the brute
material of information – as it is presented to the student in his own
observations, in native statement, in the kaleidoscope of tribal life – and
the final authoritative presentations of the results. The ethnographer has
to traverse this distance in the laborious years between the moment when
he sets foot upon a native beach, and makes his first attempts to get into
touch with the natives, and the time when he writes down the final
version of his results.

(Malinowski 1922: 4)

4 Putting the researcher’s ‘self’ into ethnographic research

One of the characteristic features of ethnography is the significance it attaches
to the role of the researcher’s ‘self’ in the process of research. The researcher’s
identity, values and beliefs become part of the equation – a built-in compon-
ent that cannot be eliminated as an influence on the end-product findings of
the project (Ball 1990).

Ethnographic research, therefore, calls for a certain degree of introspection
on the part of the researcher. He or she needs to reflect upon the way that
background factors associated with personal experiences, personal beliefs and
social values may have shaped the way that events and cultures were
interpreted.

However, the ethnographic researcher needs to go beyond mere reflec-
tion. This is, in a sense, a private activity. Necessary though it is, it needs
to be portrayed more publicly if it is to support the research outcomes.
Researchers need to supply their readers with some insights into the possible
influence of the researcher’s self on the interpretation of events or cultures.
There needs to be a public account of the self which explores the role of the
researcher’s self.

The need for a ‘public account of the role of the self’ means it is necessary to
include in the methodology section, and possibly in the preface or introduc-
tion, some information about the self and its perceived influence. This account
of the self will vary in the amount of detail it provides, depending on the
nature of the research topic, the kind of methods used and the audience for
whom the ethnography is written. There is obviously a matter of judgement
here about the extent to which the account should delve to the depths of
detail about researchers’ personal matters, and the amount of detail that the
readership needs to know in order to arrive at a reasonable evaluation of the
likely impact of the ‘self’ on the research.

5 Access to fieldwork settings

Gaining access to people, places and events is a crucial part of successful
ethnographic research. For field researchers this access cannot be taken for
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granted. Researchers need to set about gaining access, and to do this they
need to engage in negotiations that have political, ethical and practical
implications.

Naturalism

In order to produce a pure and detailed description, ethnographers will wish to
avoid disrupting the situation by their very presence as observers in the field.
They will wish to preserve the natural state of affairs. And this is why natural-
ism is a key concern of ethnography. The ethnographer’s concern with natur-
alism derives from the wish to study things in their natural state – undisturbed
by the intrusion of research tools or the disruption of experimental designs.
Going ‘into the field’ to witness events first hand in their natural habitat lies at
the very heart of what it means to do ethnography.

Link up with Participant observation, p. 200
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Covert research

It is sometimes possible for an ethnographer to conduct fieldwork without
people knowing that they have a researcher in their midst. The researcher can
blend into the background by adopting a role that fits in with the normal
situation. The researcher can go undercover and carry out the research in a
clandestine manner. This has benefits as far as ethnography is concerned
because (a) it preserves the naturalness of the setting and (b) it generally side-
steps any need to get authorization to conduct the research. However, it gives
rise to a different type of problem. The decision to undertake covert research
means that the researcher cannot also have ‘informed consent’ on the part of
the subjects of his or her research, and this raises substantial ethical problems
(see Humphreys 1970).

Gatekeepers

Ethnographers do not always work in a covert manner. Indeed, it is fair to say
that most ethnographies actually involve some degree of openness about the
role of the researcher; that is, overt research. When this is the case, the ethical
problems cease to be the sole concern. Added to this, ethnographers are faced
with the possibility that their explicit research role might disrupt the natural-
ness of the situation. Most of all, though, an overt research role will most
probably bring with it a call for the researcher to make contact with ‘gate-
keepers’ who can help the researcher with the vital business of gaining access
to the necessary fieldwork settings.

Identifying key people who can grant permission, and successfully negotiat-
ing with them for access to people, places and events, is often a prerequisite
without which the fieldwork cannot begin. In informal settings, such sponsors
act as guarantors who vouch for the bona fide status of researcher. They use
their informal status and relationship with subjects as a currency facilitating
both contact and trust between researcher and subject or group (e.g. Polsky
1967; Whyte 1981).

Sponsors and gatekeepers, however, cannot be disregarded once their initial
approval has been obtained. In reality, they exercise continued influence over
the nature of the research. Their influence persists in terms of both:

• the kind of initial agreement established about access (influencing the
nature of eventual research findings); and

• the access relationship necessitated by emergent needs of access.

The influence of such gatekeepers, then, goes beyond a simple granting or
denial of contact with research subjects. As Burgess (1984) argues, access is a
continual process in fieldwork research. It is a process because research is gener-
ally conducted over a period of time and it is a process, perhaps more import-
antly, because access needs to be sought to new people, places and events as
new lines of inquiry become incorporated in the research. Since field research,
especially ethnographic work, tends to evolve and develop in terms of its focus
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of enquiry, it is unlikely that the researcher could state at the outset of research
the precise nature and extent of access that will be required. Access, in the
sense of permission from a gatekeeper, is necessarily renewable and renego-
tiable, and should be viewed as an ‘access relationship’ rather than a one-off
event.

B
Link up with Grounded theory, Chapter 8

Gatekeepers’ authority to grant or withhold access varies, of course, depend-
ing on the degree to which the people, places and events being studied are part
of a formal environment. Whereas in the educational context headteachers
have formal jurisdiction over entry to school premises and can withhold or
grant access to teachers and pupils, in less formal settings the role of the gate-
keeper is different. As Whyte illustrated so graphically in his research (Whyte
1981), the role of gatekeeper can become more akin to a guarantor for the bona
fide status of the researcher. ‘Doc’, Whyte’s gatekeeper had no formal authority
to grant or deny access; he used his status with the group to open up the
possibility of Whyte making contact with the young men in question, and
acted as a sponsor/guarantor to enable some trust relationship to develop. This
is an important point. As Hammersley and Atkinson (1983) argue, access is not
simply a matter of physical presence or absence. It is far more than a matter of
granting or withholding of permission for research to be conducted (Ham-
mersley and Atkinson 1983: 56). Worthwhile access to people, places and
events involves, as well, an opening up to allow the researcher into the world
of the persons involved. Being present is one hurdle, but ‘access’ also involves
being trusted with insights and insider knowledge.

6 Advantages of ethnography

• Direct observation. As a research strategy it is based on direct observation via
fieldwork, rather than relying on second-hand data or statements made by
research subjects.
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• Empirical. It is essentially grounded in empirical research involving direct
contact with relevant people and places.

• Links with theory. It can be used as a means for developing theory, and it can
also be used for testing theories.

• Detailed data. It provides data which are relatively rich in depth and detail.
Potentially, it can deal with intricate and subtle realities.

• Holistic. Ethnography aspires to holistic explanations which focus on
processes and relationships that lie behind the surface events. Potentially,
it puts things in context rather than abstracting specific aspects in
isolation.

• Contrast and comparison. There is an element of contrast and comparison
built into ethnographic research in the way the distinct culture or events
being studied are ‘anthropologically strange’ – different from other cultures
or events which the researcher and his or her audience to some degree
share.

• Actors’ perceptions. Ethnographic research is particularly well suited to
dealing with the way members of a culture see events – as seen through
their eyes. It describes and explores the ‘actors’ perceptions’.

• Self-awareness. It has an open and explicit awareness of the role of the
researcher’s self in the choice of topic, process of research and construction
of the findings/conclusions. It acknowledges the inherent reflexivity of
social knowledge.

• Ecological validity. It is strong in terms of ecological validity, to the extent
that the act of researching should have relatively little impact on the setting
– retaining things in their ‘natural’ form.

7 Disadvantages of ethnography

• Tensions within the approach. There is a tension within the realms of eth-
nography stemming from its twin concerns with naturalism and reflexivity.
Ethnographies generally attempt to accommodate an internal contradic-
tion between (a) ‘realist’ aspirations to provide full and detailed descriptions
of events or cultures as they naturally exist, and (b) a ‘relativist’ awareness
of the reflexive nature of social knowledge and the inevitable influence of
the researcher’s ‘self’ on the whole research endeavour. Depending on how
this tension is accommodated and the degree to which the ethnography
adopts a ‘realist’ or a ‘relativist’ position, certain other weaknesses can exist.

• Stand-alone descriptions. Ethnographic research has the potential to produce
an array of ‘pictures’ which coexist, but which tend to remain as separate,
isolated stories. There is arguably an in-built tendency to scatter these
building-block pictures at random, rather than erecting a structure where
each is a brick which serves as a base for further bricks to be layered upon it
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moving ever upwards. To avoid this, ethnographies need to be guided by (or
to) a coherent theoretical framework.

• Story-telling. There is the potential to provide detailed descriptive accounts
at the expense of developing an analytic insight or contributing to a theor-
etical position. The story-telling can become the sole purpose, leaving a
research product which is atheoretical, non-analytic and non-critical.

• Reliability. There is a potential weakness of poor reliability and little prospect of
generalizing from the ethnographic account of the culture or event.

• Ethics. There is also a greater potential than with most other approaches to
face ethical problems associated with intrusions upon privacy and with
gaining informed consent from research subjects.

• Access. Ethnographic research can pose particularly acute difficulties of
gaining access to settings, access which avoids disrupting the naturalness of
the setting.

• Insider knowledge, rather than being a straight advantage, can also cause a
‘blind spot’, obscuring a vision of ‘the obvious’.
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➠ 7

Phenomenology

As an approach to social research, phenomenology is sometimes presented as
an alternative to positivism. When a simple dichotomy is called for, phenom-
enology has been useful for some writers as an umbrella term covering styles of
research that do not rely on measurement, statistics or other things generally
associated with the scientific method. In direct contrast to positivism it is seen
as an approach that emphasizes:

• subjectivity (rather than objectivity);

• description (more than analysis);

• interpretation (rather than measurement);

• agency (rather than structure).

Its credentials as an alternative to positivism are further reinforced by the fact
that phenomenological research generally deals with people’s:

• perceptions or meanings;

• attitudes and beliefs;

• feelings and emotions.

Link up with Frequently asked questions, ‘What is positivism?’, p. 299

Such a thumbnail portrait of phenomenology serves to set the scene and
provide an initial view of its direction as a research strategy. It helps to explain
why a phenomenological approach has proved useful for researchers in areas



such as health, education and business who want to understand the thinking
of patients, pupils and employees (van Manen 1990; Crotty 1996). And it gives
a clue to why phenomenology is associated with humanistic research using
qualitative methodologies – approaches that place special emphasis on the
individual’s views and personal experiences. Necessarily, though, it also dis-
guises some of the differences and debates that exist in relation to the term.
There are always dangers of oversimplification when trying to reduce the
variety of approaches to a matter of two opposing camps, and there is also
controversy surrounding the use of the term ‘phenomenology’ to encompass
all those approaches that reject positivism. Added to this, different types of
phenomenology have emerged as the approach has developed over time, and
proponents of phenomenology often differ in the emphasis they place on
certain aspects of the underlying principles. Some insight to the alternative
types of phenomenology is given later in the chapter. There are, though,
certain themes and areas of interest that are shared by the various strands, and
it is these that are emphasized in this chapter as an introduction to the
phenomenological approach to social research.

1 Experience

Phenomenology is concerned, first and foremost, with human experience –
something denoted by the term ‘phenomenology’ itself. A phenomenon is a
thing that is known to us through our senses. It is seen, heard, touched,
smelled, tasted. It is experienced directly, rather than being conceived in the
mind as some abstract concept or theory. As such, a phenomenon is some-
thing that, though we experience it, is not yet understood through analysis,
conceptualization or theorizing. A phenomenon is something that stands in
need of explanation; something of which we are aware but something that, as

Phenomenology 97



yet, remains known to us only in terms of how it appears to us directly through
our senses. A phenomenological approach to research, following from this,
concentrates its efforts on the kind of human experiences that are pure, basic
and raw in the sense that they have not (yet) been subjected to processes of
analysis and theorizing. In contrast to other approaches to research that rely
on processes of categorizing things, abstracting them, quantifying them and
theorizing about them, phenomenology prefers to concentrate its efforts on
getting a clear picture of the ‘things in themselves’ – the things as directly
experienced by people.

2 Everyday world

Phenomenology is also characterized by a particular interest in the basics of
social existence. This stems from a philosophical concern with the nature of
‘Being-in-the-world’ (Heidegger 1962) and the lived experience of human
beings within the ‘life-world’ (Husserl 1970). In practice, this translates into
special importance being attached to the routine and ordinary features of
social life, and to questions about how people manage to ‘do’ the everyday
things on which social life depends. Sometimes this can involve quite funda-
mental things associated with the way people experience their lives; for
example, coming to terms with the death of a loved one (Seymour 1999) or the
awareness of what it means to be ‘different’ from others (Moustakas 1992). On
other occasions phenomenological studies have looked at more mundane
things such as daydreaming (Morley 1998), complaining about chronic pain
(Kugelmann 1999) and the adolescent ‘first kiss’ (Alapack 1991). Such topics
might draw on normal, routine facets of the everyday world around us but,
from the phenomenological perspective, this does not make them trivial or
inconsequential.

3 Seeing things through the eyes of others

When dealing with the way people experience facets of their lives, phenom-
enology stresses the need to present matters as closely as possible to the way
that those concerned understand them. The phenomenologist’s task, in the
first instance, is not to interpret the experiences of those concerned, not to
analyse them or repackage them in some form. The task is to present the
experiences in a way that is faithful to the original. This entails the ability to see
things through the eyes of others, to understand things in the way that they
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understand things and to provide a description of matters that adequately
portrays how the group in question experiences the situation.

This has some significant implications for social research. First, it places the
ideas and reasoning of the group being studied at the core of the investiga-
tion. The research necessarily revolves around people and their lives, rather
than systems, aggregates and trends operating at a high level of abstraction.
Second, it elevates the importance of people’s thinking in terms of the
research. Rather than being treated as something that is the crude foundation
from which to build more sophisticated explanations and theories about the
experiences, that thinking becomes the topic of investigation in its own right.
Third, people’s everyday thinking is given credibility and respected in its own
right as valid. It is not necessarily treated as a less rational than or inferior to
the ‘scientific’ thinking of the social researcher, but is considered as rational in
its own terms of reference. For these reasons, phenomenology has an affinity with
humanistic perspectives on research that are keen to accord normal people and their
own everyday reasoning higher status in research.

4 The social construction of reality

Phenomenology is particularly interested in how social life is constructed by
those who participate in it, and it makes two points about this. First, it regards
people as creative interpreters of events who, through their actions and inter-
pretations, literally make sense of their worlds. From the perspective of the
phenomenologist, people do not passively obey a set of social rules; nor do

they slot into an external social structure; nor do they simply respond to their
internal physiological drives or psychological dispositions. They are viewed
instead as ‘agents’ who interpret their experiences and who actively create an
order to their existence. As an approach to understanding the social world this
sets phenomenology apart from any belief that things are preordained, that
there is a reality to social life that exists independently from the way people
experience it or that the way we experience and understand things is struc-
tured by the way human minds are programmed to perceive things. Second, it
acknowledges that the processes of interpreting sights and sounds into mean-
ingful events are not unique to each individual. Necessarily, they must be
shared with others who live in the group or community (Berger and Luck-
mann 1967). If they were not, people would find it virtually impossible to
interact with one another, since they could be operating on quite different
understandings about what is going on. They could be living in different
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worlds, unable to communicate and unable to grasp the implications of other
people’s actions. Without some shared basis for interpreting their experiences
there would be no way of knowing what others were doing or what their
intentions were. There would, effectively, be no basis for social life.

5 Multiple realities

When the social world is seen as ‘socially constructed’ it opens up the possibil-
ity that different groups of people might ‘see things differently’. There is the
prospect of alternative realities – realities that vary from situation to situation,
culture to culture. In this respect phenomenology stands in stark contrast with
positivistic approaches to social research that are premised on the assumption
of one reality. Whereas positivistic approaches look for explanations that fit
one universal reality, phenomenological approaches tend to live with, even
celebrate, the possibility of multiple realities. Reflecting the fact that the world
as experienced by living humans is something that is created through the way
they interpret and give meaning to their experiences, phenomenology rejects
the notion that there is one universal reality and accepts, instead, that things
can be seen in different ways by different people at different times in different
circumstances, and that each alternative version needs to be recognized as
being valid in its own right.

Caution

This phenomenological position certainly allows for competing versions of
what things are, how they work and what they mean. It implies that there
might not be one ‘right’ explanation and that different theories might be
equally valid. It moves researchers away from a mind set where one theory is
correct and others are inadequate or wrong. It does not imply, however, that
there are as many social realities as there are individuals – each interpreting his
or her world in their own unique way. As has been stressed, phenomenology
does not treat interpretations of the social world as totally individual things.
Necessarily, they are shared between groups, cultures and societies, and it is
only at these levels that phenomenology recognizes the possibility of there
being multiple realities.
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6 Description

When it comes to the matter of how phenomenologists actually do their
research, a key characteristic of the approach is its emphasis on describing
authentic experiences. Rather than directing their attention to explanations
and analyses of experiences in an attempt to discover why they occurred,
phenomenologists focus instead on trying to depict the relevant experiences
in a way that is as faithful to the original as possible.

To provide a description of the authentic experience, phenomenological
research first and foremost needs to provide a description that adequately
covers the complexity of the situation. One of the crucial benefits of a phe-
nomenological approach is that it deals with things in depth and does not try
to gloss over the subtleties and complications that are essential parts of many –
possibly most – aspects of human experience. The description, therefore, must
be fairly detailed.

The phenomenological description should also be prepared to recognize and
include aspects of the experience that appear to be self-contradictory,
irrational or even bizarre. The researcher’s role is not to act as editor for the
way people explain their experiences. Nor is it to impose some artificial order
on the thoughts of those being studied by trying to remedy any apparent
logical inconsistencies. The social world is rarely neat and phenomenology
does not involve the attempt to present life experiences as though they are
entirely coherent.

A third feature of phenomenological descriptions is that they concentrate
on how experiences are constructed. It is important to appreciate that phe-
nomenology’s emphasis on description is not just a matter of providing a
detailed account of any particular set of beliefs, circumstances or events in
terms of what they entail. Inevitably this will form part of the research but
more fundamentally a phenomenological description focuses on how people
come to see things as they are.
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7 The suspension of common-sense beliefs

A phenomenological approach not only encourages the researcher to provide
a detailed description of experiences, it also advocates the need to do so with
a minimum reliance on the researcher’s own beliefs, expectations and
predispositions about the phenomenon under investigation.

From a phenomenological perspective researchers are part and parcel of the
social world they seek to investigate. Phenomenologists see the social world as
existing only through the way it is experienced and interpreted by people –
and this includes researchers as much as anyone else. Researchers, like other
people, use common-sense assumptions when interpreting events, and this is
where phenomenology has an important point to make for researchers.
Researchers need to be aware of the fact that they rely on such everyday
common sense, and make an effort to minimize the impact of these assump-
tions. They need to stand back from their ordinary, everyday beliefs and
question them to see if they are blinkering the researcher’s vision of what is
happening. As best they can, researchers need temporarily to suspend
common-sense beliefs. For the purposes of being able to provide a ‘pure’
description, researchers need to approach things without predispositions
based on events in the past, without suppositions drawn from existing theor-
ies about the phenomenon being studied and without using their everyday
common-sense assumptions. Such things need to be put to one side for the
moment, ‘bracketed off’ so that researchers are able to describe things not
through their own eyes but through the eyes of those whose experiences are
being described.

One way of ‘bracketing off’ presuppositions is to adopt the stance of ‘the
stranger’ (Schutz 1962). The value of this is that it allows the researcher to see
things that would otherwise be hidden from view – things that are so normal
and obvious that they would not come to the attention of the researcher as
something significant. A stranger is naive about how things work, and needs to
figure them out from first principles before he or she can begin to operate as a
competent member of the society. A ‘stranger’ is faced with the prospect of
understanding how members of the society make sense of events. By adopting
the stance of the stranger, then, the researcher is best able to see things for
what they are, uncluttered by assumptions that form part of everyday thinking
about those things.
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8 Members’ accounts

Data collection by phenomenology tends to rely on tape-recorded interviews.
The interviews are conducted with members of the particular group whose
experiences are being investigated. These members can provide insights into
the thinking of the group and, through in-depth interviews, their experiences
and their reasoning can be described and explained to the researcher in a way
that allows the researcher to see things from the member’s point of view
(Denscombe 1983).

The process of interviewing is valuable for phenomenologists for a number
of reasons. First, it provides the possibility of exploring matters in depth. In
phenomenological research, interviews tend to be relatively long (in the
region of one hour, often more) so that there is plenty of time to delve deeply
into issues as they arise. Second, interviews allow the interviewee to raise issues
that he or she feels are important. This helps the phenomenologist’s investiga-
tion by highlighting things that matter to the person being interviewed. It
helps to ‘see things from the member’s point of view’. To encourage this,
phenomenological researchers tend to use relatively ‘unstructured’ interviews.
Rather than the interview being conducted using a series of questions devised
by the researcher, unstructured interviews allow plenty of scope for inter-
viewees to move the discussion to areas that they regard as significant. Third,
the interview process gives an opportunity for interviewees to provide an
‘account’ of their experiences. It is their version, spoken in their own words. It
allows them both to describe the situation as they see it and to provide some
justification or rationale, again from their point of view. Fourth, interviews
allow the researcher the opportunity to check that he or she is understanding
the interviewee correctly. As a normal part of the interview process the
researcher can take special care to make sure that what he or she is ‘hearing’ is
really what the interviewee is trying to put across, not a partial or mistaken
interpretation resulting from the researcher’s common-sense assumptions or
presuppositions.

Link up with Interviews, Chapter 10

9 Types of phenomenology: underlying essences or
actual experiences

In practice, there are numerous versions of phenomenology and there are
sometimes disagreements among those who would call themselves ‘phenom-
enologists’ about which is the ‘true’ version. The social researcher who is
thinking about adopting a phenomenological approach should be aware that
such differences of opinion exist. Although many versions exist, it is probably
most straightforward to characterize phenomenology as consisting of two
main types. One version derives from the European tradition of thought and
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the other, the ‘new phenomenology’, has a North American origin (Crotty
1996).

The European version is more steeped in the discipline of philosophy, and
can lay claims to being the original version, since it owes much to the found-
ing father of phenomenology, Edmund Husserl. His ‘transcendental phenom-
enology’ (Husserl 1931) approaches the study of human experience with the
aim of discovering underlying, fundamental aspects of experience – features
that are universal and that lie at the very heart of human experience. Though
differing somewhat, the ‘existential phenomenology’ of Jean-Paul Sartre
(1956) and the ‘hermeneutic phenomenology’ of Martin Heidegger (1962)
draw on similar European philosophical roots and have a crucial thing in
common. They share a concern with investigating the essence of human
experience.

The kinds of experience dealt with by these writers tend to revolve around
fundamental philosophical questions about ‘being-in-the-world’ and similar
issues relating to ‘the meaning of (everyday) life’. However, this form of phe-
nomenology can operate at a more mundane level. For example, it could
address something as topical and down-to-earth as bullying in schools. Based
on this tradition of phenomenology, the research would be interested in the
experience of being bullied and, in particular, it would focus on the essential
features of that experience. It would try to identify the core components of the
notion of bullying by investigating the experiences of those who have found
themselves the victim of bullying. It would not focus on the extent of bullying
in schools, nor would it try to explain the causes of bullying. Its focus would be
on the essence of the experience of being bullied.

Importantly, though, the European tradition of phenomenology stresses
that such essences exist beyond the realms of individual, personal experiences
of specific events. While such individual instances might be the starting point
for investigation, the purpose is always to use them as a means for getting a
clearer picture of the essential qualities of the experience that exist at a general
level. In relation to the example of bullying, individual instances of bullying
would be of interest only to the extent that they could be used to help the
identification of the broader, essential qualities of that experience: they would
be valuable as means towards an end, but would not constitute an end in
themselves as far as research is concerned.

Contrasting with this tradition, there is the North American version of phe-
nomenology which is more commonly linked to the disciplines of sociology,
psychology, education, business studies and health studies. It emanates from
the ‘social phenomenology’ of Alfred Schutz (1962, 1967). Schutz was primar-
ily interested in the mental processes through which humans make sense of
the many things they experience. His early work focused on the way that, in
order to make sense of the social world, people interpret things through seeing
them as specific instances of more general categories – a process that involves
what he referred to as ‘typifications’. Within the realms of phenomenology
this shift in focus had important repercussions. Indeed, through his focus on
interpretation of the social world, Schutz’s work actually spawned a rather
different kind of phenomenology. This kind of phenomenology is less
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concerned with revealing the essence of experience, and more concerned with
describing the ways in which humans give meaning to their experiences. Here
lies the defining characteristic of the North American approach: its concern
with the ways people interpret social phenomena.

This form of phenomenology retains a concern with things like experience,
an interest in everyday life and suspending common-sense assumptions in
order to provide a description that is true to the way those involved experience
things. However, it also incorporates elements of pragmatism and social inter-
actionism into the approach – things that make it controversial in two ways as
far as the European phenomenological tradition is concerned. First, the North
American phenomenology is comfortable in describing what is being experi-
enced (for example, in relation to something such as homelessness), rather
than attempting to uncover the essence of what is meant by the term. Second,
and linked with this, it also places some value on describing individuals’
experiences for their own sake. The new phenomenology might well investi-
gate homelessness by asking what being homeless means to those who are
homeless, what events and emotions they have experienced as a consequence
of being homeless and what it means to them. The experiences of the indi-
vidual are taken as significant data in their own right, not something to be put
to one side in order to identify the universal essence of the phenomenon.

In practice, it is not always easy to separate the two traditions. Ideas from
one area are imported to another, not always reflecting the original very faith-
fully. It has been argued, for example, that although Heidegger is frequently
cited within the North American tradition as a key source, this is not really
appropriate. As Crotty (1996: 77) contends, ‘Heidegger is after the meaning of
Being itself. He is not intent on divining the meanings of real-life experiences.’
Such blurring of the boundaries complicates life for the would-be user of a
phenomenological approach. This should not, though, deter a researcher from
choosing this approach, since many aspects of social research operate in such
contested domains. It does, however, alert the would-be user to the need for
particular clarity about the purpose of the research the specific way in which
the phenomena of human experience will be described, and the ultimate goal
of the investigation.

10 Advantages of phenomenology

• Offers the prospect of authentic accounts of complex phenomena. The social
world is complex and rarely straightforward. A phenomenological
approach allows the researcher to deal with that complexity. It scratches
beneath the superficial aspects of social reality. It calls for the researcher to
delve into phenomena in depth and to provide descriptions that are
detailed enough to reflect the complexity of the social world.

• A humanistic style of research. There is a respect for people built into the
phenomenological approach. It carries an aura of humanism and, in its
efforts to base its inquiry on the lived experiences of people in the everyday
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world, it represents a style of research that is far removed from any high-
minded, abstract theorizing. In effect, the researcher needs to be close to the
objects of study.

• Suited to small-scale research. Phenomenological research generally relies on
in-depth interviews and does not call for technologically sophisticated or
expensive equipment for the purposes of data collection and analysis.
Coupled with this, it is often undertaken in specific localities such as hos-
pitals, schools or industrial plants. In both respects, it lends itself to small-
scale research where the budget is low and the main resource is the
researcher him/herself.

• The description of experiences can tell an interesting story. There is an inherent
potential within (new) phenomenology to describe experiences in a way
that is immediately accessible and interesting to a wide range of readers. By
unfolding the events and laying bare the feelings experienced by people
the research is likely to attract a relatively wide readership. It deals with
everyday life and people can generally relate to this.

11 Disadvantages of phenomenology

• Lacks scientific rigour. The emphasis of phenomenology on subjectivity,
description and interpretation contrasts with the scientific emphasis on
objectivity, analysis and measurement. Although phenomenology is self-
consciously non-positivist – and proud to be so – there is the danger that
this can be turned against it and be treated as a weakness rather than a
strength by those who do not share its stance.

• Associated with description and no analysis. The importance attached to pro-
viding a detailed and accurate description of the events and experiences
being studied can lead to accusations that phenomenology does nothing
but provide descriptions. This might not be warranted, in particular where
the phenomenologist goes on to develop explanations based on the
descriptive material. There is, none the less, the danger that those who are
not sympathetic to phenomenology might seize the opportunity to criticize
it for its primary focus on description.

• Generalizations from phenomenological studies. Phenomenological research
does not normally involve large numbers or instances of the phenomenon
being studied. This will always raise questions about the representativeness
of the data and how far it is justifiable to generalize from the findings.
Phenomenologists, for their part, might not regard such a concern as rele-
vant to their work, but many other kinds of researchers will be concerned
with this issue.

• Attention to the mundane features of life. For phenomenologists the study of
routine aspects of everyday life occurs because it is fundamental for under-
standing the nature of the social world. For others it might be (mis)inter-
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preted as dealing with things that are mundane, trivial and relatively
unimportant compared with the big issues of the day in the spheres of
social policy, international relations, economic progress and the like.

• Feasibility of suspending common sense. In principle, suspending presupposi-
tions about the way things work might seem a reasonable way of trying to
get a clearer view of them. However, it is doubtful indeed if it is ever possible
to rid ourselves entirely of such presuppositions. Socialization and the use
of language make it impossible. What can be done, though, is to be reflect-
ive and self-conscious about the way perceptions are shaped by things like
common sense and then to try to moderate their impact.
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➠ 8

Grounded theory

The ‘grounded theory’ approach has become a popular choice of methodology
among social researchers in recent times. In particular, it has been adopted by
those engaged in small-scale projects using qualitative data for the study of
human interaction, and by those whose research is exploratory and focused on
particular settings. ‘Grounded theory’ is cited frequently in such research – not
least because it has come to provide a well recognized, authoritative rationale
for the adoption of an approach that does not necessarily involve statistical
analysis, quantitative data or the quest for representative samples.

The approach originated with the work of Barney Glaser and Anselm Strauss
and, in particular, their book The Discovery of Grounded Theory, which was
published in 1967. Since that time, the notion of grounded theory has come to
mean slightly different things to different people. There has been a tendency
for researchers to ‘adopt and adapt’ grounded theory and to use it selectively
for their own purposes. As Glaser (1995) himself acknowledges, there is an
almost inevitable process where the original idea gets transformed through the
way that people interpret it, the way they apply it, the way they selectively use
bits of it alongside other methods and the way they might try to develop the
idea further. In some quarters, the extent of the differences that have emerged
over time has caused researchers to talk in terms of alternative versions of
grounded theory (Locke 2001; Goulding 2002). Sometimes, researchers are
even expected to specify which variant of grounded theory they have used.
Even the two originators of grounded theory have moved in slightly different
directions over the years since their original work.

There are, though, certain basic ideas associated with the grounded theory
approach that remain fairly constant, and these are outlined in this chapter.
They draw principally on the writings of Glaser and Strauss themselves and the
main focus is on those components of the grounded theory approach that
mark it out as distinctive and constitute its core components as an approach to
social research.



1 Grounded theory as a strategy for social research

Theories should be ‘grounded’ in empirical research

In the eyes of Glaser and Strauss, it is not good enough to do empirical work
and then ‘tag on theory’. Their approach directly challenges the value of theor-
izing at a high level of abstraction and then, subsequently, doing some empir-
ical work to see if the theory actually works. It is much better to develop the
theories on the basis of empirical research and gradually build up general
theories that emerge from the data.

The insistence that theories should be ‘grounded’ brings with it the idea that
researchers should be engaged with fieldwork as the fundamental part of the
work they do. When adopting the grounded theory approach the researcher
should undertake data collection in the field, not only as the starting point of
the research but throughout the course of the research as well.
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Theories should be generated by a systematic analysis of the data

Glaser and Strauss were keen to stress that an emphasis on collecting data in
the field does not equate their approach with those whose purpose is to amass
as much detail as possible about particular situations and then ‘let the data
speak for themselves’. It differs in this respect from certain kinds of ethno-
graphic research. Always high on the agenda for grounded theory research is a
concerted effort to analyse the data and to generate theories from the data.
And grounded theory is characterized by the specific way in which it
approaches the business of analysing the data. Concepts and theories are
developed out of the data through a persistent process of comparing the ideas
with existing data, and improving the emerging concepts and theories by
checking them against new data collected specifically for the purpose. In the
words of Glaser and Strauss (1967: 6), ‘Generating a theory from data means
that most hypotheses and concepts not only come from the data, but are
systematically worked out in relation to the data during the course of the
research.’

The selection of people, instances etc. to be included in the
research reflects the developing nature of the theory and cannot
be predicted at the start

The instances to be included follow a trail of discovery – like a detective follows
a ‘lead’. Each new phase of the investigation reflects what has been discovered
so far, with new angles of investigation and new avenues of enquiry to be
explored. So, in the spirit of ‘grounded theory’ it is neither feasible nor desir-
able for the researcher to identify prior to the start exactly who or what will be
included in the sample. This, of course, runs right against the grain as far as
conventional social research practice is concerned. Normally, the social
researcher would be expected to have a very clear vision of the intended
sample, chosen on the basis of criteria linked to the ideas and theories being
tested by the research.

Researchers should start out with an ‘open-mind’

In marked contrast to the researcher who sets out to test a theory, the
researcher who follows the principles of grounded theory needs to approach
the topic without a rigid set of ideas that shape what he or she focuses upon
during the investigation. Rather than basing an investigation upon whether
certain theories do or do not work, the researcher embarks on a voyage of
discovery.

This should not be seen to imply that a good social researcher starts out with
a ‘blank’ mind.

To be sure, one goes out and studies an area with a particular . . . perspec-
tive, and with a focus, a general question or a problem in mind. But the
researcher can (and we believe should) also study an area without any
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preconceived theory that dictates, prior to the research, ‘relevancies’ in
concepts and hypotheses.

(Glaser and Strauss 1967: 33)

So an open mind is not a blank mind on a subject. It is informed about an area,
even quite aware of previous theories that might apply, but does not approach
the analysis of data using preordained ways of seeing things. It avoids using
previous theories and concepts to make sense of the data and thus is open to
discovering new factors of relevance to an explanation of that area.

Theories should be useful at a practical level and meaningful to
those ‘on the ground’

The grounded theory approach has its roots in pragmatism, whose guiding
philosophy is clearly acknowledged by Glaser and Strauss. Pragmatism places
great emphasis on the ‘practical’ rather than the ‘abstract’ when it comes to
issues of knowledge and truth. In stark contrast with other approaches to phil-
osophy and science, in pragmatism theories are not valued as things that
operate at an abstract level driven by the pursuit of new knowledge for its own
sake. Pragmatism operates on the premise that the value of any theory can
only be gauged by how well it addresses real practical needs and how well it
works in practice.

What this implies is that ‘People in situations for which a grounded theory
has been generated can apply it in the natural course of daily events’ (Glaser
and Strauss 1967: 249). Explanations of events and situations need to be mean-
ingful and relevant to those whose actions and behaviour are involved. If the
research involves interaction between teachers and pupils in the school class-
room it is vital not only that a grounded theory is based on fieldwork in the
classroom setting but also that its explanation makes sense to the teachers and
pupils involved and ‘rings true’ for them.
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2 When is the grounded theory approach useful?

The grounded theory approach does not purport to be the only proper way of
conducting social research. It is one approach among many. What it does
claim, however, is that it offers an approach that is well suited to the needs of
particular kinds of social research. When deciding whether or not to adopt a
grounded theory approach, then, some consideration needs to be given to
whether the type of investigation lends itself to the use of grounded theory.
Guidance on this point stems from two sources. First, the key features of the
grounded theory approach that have been outlined above indicate that, in
principle, the approach is better suited to some kinds of investigation than
others. Second, examples of how it has been applied over the past few decades
suggests that, in practice, researchers regard it as more suitable for particular
kinds of research than others. Combined, these sources point to four kinds of
research for which the grounded theory approach is well suited.

Qualitative research

Although in their original exposition of grounded theory Glaser and Strauss
claimed that the approach could be applied to quantitative data as well as
qualitative data, and despite subsequent claims that ‘It transcends specific data
collection methods’ (Glaser 1978: 6), the grounded theory approach has
become firmly associated over time with qualitative research. The nature of
Glaser and Strauss’s own research effectively set the tenor for the kind of
research that has come to be associated with the grounded theory approach
and by far the most common use of the grounded theory approach by other
researchers has been with studies using qualitative data.

Exploratory research

Because there is an emphasis on discovery and because there is a stress on the
need to approach investigations without being blinkered by the concepts and
theories of previous research, the grounded theory approach fits neatly with
the needs of researchers who are setting out to explore new territory in terms
of either the subject matter of their investigation or the extent to which rele-
vant theories have already been developed. As Goulding (2002: 55) notes,
‘usually researchers adopt grounded theory when the topic of interest has been
relatively ignored in the literature or has been given only superficial attention.’

Studies of human interaction

The grounded theory approach is appropriate for social research that focuses
on human interaction, particularly where the researcher wishes to investigate
the subjective meanings that people use when interacting with others in spe-
cific settings. Again, this reflects the roots of Glaser and Strauss’s early research,
but in this case it relates to their use of an approach called symbolic interaction-
ism. This is a form of social research that focuses on the way that participants
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in social settings make sense of things through their interaction with other
participants in the setting. There is plenty that could be written about the
thinking behind the approach and the range of different versions of it but
there are two crucial points to note. Adopting this perspective, there is a
particular interest in:

1 Practical activity and routine situations. This sits comfortably alongside prag-
matism’s focus on concrete practices in the real world and its concern to
develop theories that are ‘recognizable to those involved’

2 The participants’ point of view. The aim is ‘to describe how the actors them-
selves act towards the world on the basis of how they see it, and not on
the basis of how the world appears to the outside observer’ (Layder 1993:
38). This is broadly in line with phenomenology’s concern with subject-
ive experience. Indeed, Glaser and Strauss, in their original book on
grounded theory, explicitly regard themselves as phenomenological in
orientation.

Link up with Phenomenology, Chapter 7

Small-scale research

Grounded theory’s affinity with qualitative research, its desire to generate
explanations from the study of particular instances, its need for detailed
data about activities and practice and its value for exploratory research,
combine to make it an approach that is well suited to small-scale research
conducted by individual researchers operating within the constraints of a
tight budget.

3 Methods of data collection

There is not a particular method of data collection that is claimed to be unique
to grounded theory. Indeed, as Strauss (1987: 1) has indicated, ‘Very diverse
materials (interviews, transcripts of meetings, court proceedings; field observa-
tions; other documents, like diaries and letters; questionnaire answers; census
statistics; etc.) provide indispensable data for social research.’
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Having made this point, there are certain methods that lend themselves
better than others to use within a grounded theory approach. These are
methods that allow the collection of data in a ‘raw’ state – not unduly shaped
by prior concepts or theories. The point is to generate theories, not to test
them, and so there is a preference for unstructured interviews rather than
structured interviews, for the use of open-ended questions in a questionnaire
rather than fixed-choice answers, and the use of fieldnotes rather than obser-
vations based on a tick-box schedule. The preference, quite logically, is for the
use of methods that produce qualitative data that are relatively unstructured.

4 Initial ideas and concepts: the starting point

The normal starting point for research is to use findings from previous research
as a platform for deciding what is worth investigating and how it needs to be
investigated. The grounded theory approach, by contrast, expects the
researcher to start research without any fixed ideas about the nature of the
thing that is about to be investigated or how it operates.

Taken to extremes, this calls for the researcher to approach the topic without
being influenced by previous theories or other research relating to the area. A
literature review of the subject, by this vision, is prohibited. Taken even
further, grounded research could require the researcher to ditch any previous
expectations he or she might have about the topic. The researcher might need
to forget common sense and everyday knowledge based on personal experi-
ence, and approach the topic almost like a new-born person whose vision of
the world has not yet been influenced by the process of socialization.

Certainly, it is possible to find evidence for these extremes in the principal
writings on grounded theory (Glaser and Strauss 1967; Strauss and Corbin
1990), and critics of grounded theory have seized on these points to argue that
the grounded theory approach is ‘bad science’ (ignoring the accumulated
knowledge of the past) and/or ludicrous in expecting that researchers can
forget everything they already know about a topic.

In practice, however, the adoption of a grounded theory approach has not
actually involved such extremes and, indeed, it is quite clear in some of the
writings of the originators of grounded theory that the extreme interpretation
was not what they intended to mean. A more moderate and feasible version of
the point quite clearly accepts that previous theories and personal experience
will have an influence.

The initial questions or area for observation are based on concepts derived
from literature or experience. Since these concepts . . . do not yet have
proven theoretical relevance to the evolving theory, they must be con-
sidered provisional. Nevertheless, they provide a beginning focus, a place
for the researcher to start.

(Strauss and Corbin 1990: 180)

The crucial point is that, whatever the source of the influence on ‘what we
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already know about the topic’, the concepts are to be treated as ‘provisional’
and open to question. They are not fixed, they are not necessarily right. They
are simply a tentative starting point from which to launch the investigation.

5 Initial sites for fieldwork

Researchers who adopt the grounded theory approach need to start their
investigation by concentrating on a particular situation, event or group. At the
beginning, all that is required is that this site is ‘relevant’. The criterion for its
selection need only be that it might reasonably be expected to provide relevant
information on the situation, event or group the researcher is interested in
investigating. To illustrate the point, if a researcher wishes to investigate ‘class-
room control’, he or she could initiate research by observing a small number of
lessons in one school. In the first instance, the selection of the particular
lessons and the specific school does not matter too much. When some lessons
have been observed and various participants interviewed, however, the sub-
sequent sites for research will be selected to follow up ideas prompted by the
data. From this time forward, the selection of sites becomes far more critical for
the research and far more constrained by the need to fit the lines of inquiry
suggested by the codes, concepts and categories developing from the research.
Following the example above, sites (schools) might be selected as instances
where control problems are acknowledged to be rife, and lessons might be
selected for observation that offer a relevant contrast in terms of the way they
are routinely organized (history and English lessons in a normal classroom
being compared with art lessons, sports classes and chemistry laboratory
sessions). But, at the very beginning, the relevance of such different contexts
might not have been realized.

The criterion of ‘relevance’ means that the grounded theory approach takes
a distinct position in its choice of the initial site for fieldwork. It differs from
the case study approach in the sense that there is no need for researchers using
the grounded theory approach to get overly concerned about locating
their initial fieldwork in a setting that can be demonstrated as being
‘representative’, ‘typical’ or ‘extreme’ types.

Link up with Case studies, Chapter 2

6 Subsequent sites for fieldwork: theoretical sampling

After having selected the initial site for research (based on its likely relevance
for the topic), subsequent sites are selected according to a process of theoretical
sampling. This form of sampling is a distinctive feature of the grounded theory
approach and it involves two key features.

• Sites to be included in the research are deliberately selected by the

116 Strategies for social research



researcher for what they can contribute to the research. Specifically, sites are
selected because of their relevance to emerging categories and concepts.
They are chosen to allow comparisons and contrast with previous sites and,
according to Strauss’s version of the approach, they allow the researcher to
test out emerging concepts and verify the developing theory as the research
goes along. This means that, unlike random sampling, theoretical sampling
is a form of non-probability sampling in which the new sites are con-
sciously selected by the researcher because of their particular characteristics.
It is a form of ‘purposive’ sampling.

Link up with Surveys and sampling, p. 11

• The researcher following the principles of grounded theory will not want
to, or be able to, specify at the outset exactly what the sample will in-
clude. He/she will not be able to state exactly how large the sample will
be nor exactly what sites (events or whatever) will be included because the
sample emerges, reflecting the pursuit of generating theory. The process of
research will involve the continued selection of units until the research
arrives at the point of ‘theoretical saturation’ (see below). It is only when
the new data seems to confirm the analysis rather than add anything new
that the sampling ceases and the sample size is ‘enough’. Here, again,
theoretical sampling stands in stark contrast with the conventions that
expect researchers to be clear at the outset about the size and nature of
their intended sample, and how it constitutes a representative sub-section
of the overall group of things that are to be studied.

Strauss and Corbin (1990) draw our attention to four other features of theor-
etical sampling that are important to recognize. First, theoretical sampling is
cumulative. There is a sense of building on the previous instances that have
been sampled to date, and on building up a strong foundation for the concepts
and categories that are being refined through the grounded research approach.
Events, instances or people sampled early in the research should be considered
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as an integral part of the overall sample – a vital component in the path of
discovery – and not jettisoned as being obsolete, irrelevant or wrong.

Second, theoretical sampling involves an increased depth of focus. Initially,
the researcher’s aim is to generate a large number of categories related to the
phenomenon being studied – to keep things as ‘open’ as possible early on. For
this purpose it is necessary to spread the net wide and gather data on a wide
range of relevant things. As the work progresses, though, certain initial codes
and categories will become relegated in importance and not pursued. As things
move on, the researcher will find himself or herself able to concentrate on a
smaller number of codes and categories – the ones that emerge as being more
crucial to the analysis. And, because these ones are more central to the analysis
and are fewer in number, he or she will be in a position to probe them more
fully and investigate them in more depth.

Third, theoretical sampling calls for consistency. Theoretical sampling is not
random or haphazard. It is not based on arbitrary choices, whim or conveni-
ence. It follows a rationale. This rationale is based on the relevance of new
additions to the sample to the emerging theory and the development of the
codes and categories being used – their theoretical relevance. And, at each
stage of the sampling, the selection criteria should be clear, systematic and
consistent with the emerging theory.

Fourth, theoretical sampling needs to retain some element of flexibility.
Although the previous three features of theoretical sampling emphasize focus,
relevance and system – a funnelling of the focus of attention that concentrates
research on to key components – there also needs to be a degree of flexibility
built into the selection process. Partly, this is necessary to allow the researcher
to respond to opportunities that arise during the course of fieldwork. Equally,
it is vital to permit the exploration of new avenues of investigation that the
researcher could not have anticipated as being relevant. Without flexibility,
the path of exploration is likely to become set too firmly in its direction too
early in the programme of research, curtailing potentially useful lines of
inquiry and closing off areas of investigation that might have proved to be
illuminating – possibly crucial – to the eventual explanation of the situation
being studied.
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7 Analysing the data

Analysis involves the separation of things into their component parts. More
specifically, it involves the study of complex things in order to identify their
basic elements. It calls on the researcher to discover the key components or
general principles underlying a particular phenomenon so that these can be
used to provide a clearer understanding of that thing.

Link up with Qualitative data analysis, ch. 14

The analysis of data in the grounded theory approach adheres closely to this
aim. Behind all guidelines and procedures linked to grounded theory there
rests the premise that good explanations of a complex social phenomenon
require an analytic process that:

• identifies the core elements of that phenomenon;

• arrives at the underlying principles that explain the phenomenon.

Codes, categories and concepts

The search for core elements starts by taking the raw data (interviews, field-
notes, documents etc.) and looking for themes that recur in the data that
appear to be crucial for understanding that phenomenon. The first stage of
analysis here involves the coding and categorizing of the data. This means that
the researcher begins to assign bits of the ‘raw data’ to particular categories.
Careful scrutiny of the data (for example, an interview transcript) will allow
the researcher to see that certain bits of the data have something in common.
Possibly they will refer to the same issue. Possibly they will involve statements
about the same emotion. Possibly they will share the use of a similar word or
phrase in relation to a specific topic. Whatever it is, the chunks of raw data
have something in common that the researcher can identify and that allows
those chunks of data to be coded (tagged) as belonging to a broader category. It
is worth noting that there are a number of commercially available software
programs that can help researchers with this process.

Link up with Computer-aided analysis of qualitative data, p. 275

Unlike codes used with quantitative data, in grounded theory the codes are
open to change and refinement as research progresses. Indeed, it is to be
expected that initial codes and categories will be refined as the research pro-
gresses. Strauss (1987) suggests that initially the researcher starts to establish
codes and concepts from the data by approaching things with an open mind.
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The codes will be fairly descriptive and are likely to involve labelling chunks of
data in terms of their content. This is referred to as open coding. As the codes
take shape, the researcher will look for relationships between the codes – links
and associations that allow certain codes to be subsumed under broader head-
ings and certain codes to be seen as more crucial than others. This is referred to
as axial coding, since it shifts the analysis towards the identification of key
(axial) components. Eventually, the researcher should be in a position to focus
attention on just the key components, the most significant categories, and
concentrate his or her efforts on these. This selective coding focuses attention
on just the core codes, the ones that have emerged from open and axial coding
as being vital to any explanation of the complex social phenomenon.

The aim of this process is to arrive at concepts that help to explain the phe-
nomenon – basic ideas that encapsulate the way that the categories relate to
each other in a single notion. These concepts then form the cornerstone for
the generation of theories that provide an account of things and, in some
sense or other, explain why things happen as they do. In the words of Strauss
and Corbin (1990), ‘Concepts are the basis of analysis in grounded theory
research. All grounded theory procedures are aimed at identifying, developing,
and relating concepts.’

The constant comparative method

The grounded theory approach uses the constant comparative method as a
means for analysing the data. This entails a commitment to comparing and
contrasting new codes, categories and concepts as they emerge – constantly
seeking to check them out against existing versions. By comparing each coded
instance with others that have been similarly coded, by contrasting instances
with those in different categories, even using hypothetical possibilities, the
researcher is able to refine and improve the explanatory power of the concepts
and theories generated from the data. Such comparison helps the researcher to
refine the codes, categories and concepts by

• highlighting the similarities and differences that exist (promoting better
categories and descriptions);

• allowing researchers to integrate categories and codes under common head-
ings (facilitating the reduction of complex phenomena to simpler
elements);

• allowing researchers to check out their developing theories as they
emerge (incorporating a way to verify them or refute them at the stage of
production rather than after the event).

Through the constant comparative method the researcher can never lose sight
of the data, or move the analysis too far away from what is happening on the
ground. It ensures that any theory developed by the research remains closely
in touch with its origins in the data – that it remains ‘grounded’ in empirical
reality. This, of course, is of vital importance to the whole approach.
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Note that an important distinction occurs here between the analysis of
qualitative data and that of quantitative data. Following the grounded theory
approach, the concepts that form the foundation of the theory/analysis
emerge from the process of the research activity itself and are not, as is the case
with quantitative data, established prior to the investigation itself.

8 Completing the research (theoretical saturation)

How much research is enough? This is, necessarily, rather difficult to specify
when using the grounded theory approach. Whereas survey researchers using
quantitative data will know at the start how many items are to be collected,
and will be able to plan the duration of the research project around this, those
who opt for a grounded theory approach face the uncomfortable prospect of
not knowing in advance how long the research will take or how much data
they will need to collect. In principle, they will be expected to continue
theoretical sampling to test and validate the developing codes, categories and
concepts until reaching the point of theoretical saturation.

This point cannot be predicted accurately at the start of the research
but the researcher will recognize when he or she has arrived there because,
at this point, the collection of further bits of data ceases to contribute any-
thing new to the properties of the codes, categories and concepts being devel-
oped. Additional field research will tend to confirm the concepts, codes and
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categories that have been developed to date – serving only to confirm and
verify the theory, not to refine it. Further research, in effect, adds nothing
new to the researcher’s understanding.

9 Theories and grounded research

The grounded theory approach, when it was originally conceived by Glaser
and Strauss, was a reaction against the kind of ‘grand’ theories produced
through the logico-deductive method of science that Glaser and Strauss
encountered during the late 1950s and early 1960s. As Layder (1993: 42) points
out, ‘Such theories are generally “speculative” in nature because they have not
grown directly out of research, and thus remain ungrounded. As a con-
sequence, these theories very often lack validity because they do not “fit” the
real world and thereby remain irrelevant to the people concerned.’ Glaser and
Strauss were dissatisfied with this approach and argued that a theory
developed through the grounded theory approach would have distinct
advantages over those derived from the more traditional ’scientific’ methods.

First, it is unlikely that new data will be found that serve to refute the theory.
Since the theory has been built upon substantive data extracted from field-
work, the theory should already take account of all the crucial aspects of the
situation it explains so that there should be no ‘nasty surprises’ waiting to be
uncovered that will point to a major weakness in the theory. This contrasts, of
course, with theories that have been logically deduced and that are then
subjected to test by seeing if they work in practice. The ’scientific’ approach
certainly is susceptible to such nasty surprises and radical rethinks about the
theory when findings do not support the theory. In grounded theory, the
testing is conducted as an integral part of the development of the theory – as
an ongoing process – not as a separate process conducted after the theory has
been put together in an abstract form.

Second, the theory has more credibility. Because the theory emerges from
the data there ought to be a comfortable fit between the facts of the situation
and the theory used to explain them. Put rather simply, the theory is shaped
by the facts, and therefore there should be a good fit. There should be a close
correspondence between the realities of the situation and the theories used to
explain them. On this basis, there can be no allegations that researchers are in
any sense forcing a fit between the data and the theory. By contrast, the process
of testing theories can involve a search, more or less consciously, for facts that
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fit the theory. Without necessarily intending to do so, researchers can have
their vision of facts shaped by the theory they are setting out to test. They can
end up being selective about what they ’see’ and what they find, managing to
corroborate their theory by a process of selective perception in which facts
that do not fit the theory get subtly edited out of the picture as irrelevant or
non-existent.

Substantive theory and formal theory

There are two kinds of theory that can be generated using the grounded theory
approach. The first is linked closely to the empirical situation that has been the
subject of study. It is a fairly localized kind of theory and is known as substan-
tive theory. This is by far the most common kind of theory associated with the
approach. The other kind of theory is more conceptual, with more general
coverage and application to circumstances beyond particular settings. This is
known as formal theory. The distinction is made quite clear in The Discovery of
Grounded Theory:

By substantive theory we mean that developed for a substantive, or em-
pirical, area of sociological inquiry, such as patient care, race relations,
professional education, delinquency, or research organizations. By formal
theory, we mean that developed for a formal, or conceptual, area of socio-
logical inquiry, such as stigma, deviant behavior, formal organization,
socialization.

(Glaser and Strauss 1967: 32)

Substantive theory, then, is closely linked to practice, interaction and specific
kinds of settings, whereas ‘when we speak of formal theory . . . we usually refer
to those areas of inquiry that operate at a high level of generality, such as
systems theory, agency theory, population ecology, and contingency theory’
(Locke 2001: 35). Ultimately, the aim is to move from a growing body of good,
grounded substantive theories towards the integration of these in higher-level
formal theories. But, as Glaser and Strauss indicate, there is no ambition with
formal theory to replicate the kind of grand overarching theories that operate
at a very high level of abstraction: ‘Both types of theory may be considered as
“middle-range”. That is, they fall between the “minor working hypotheses” of
everyday life and the “all-inclusive” grand theories.’ (Glaser and Strauss 1967:
32–3).

Using empirical data as a ‘guide’ to theory: a more
flexible approach

The grounded theory approach focuses on particular events, groups or situ-
ations as the source of its data. The explanation then emerges from the data.
Whether it emerges on the basis of being immersed in the data and letting the
codes and so on simply come to the researcher (perhaps more in tune with
Glaser) or whether it comes from the careful application of coding paradigms
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(as with Strauss), the underlying belief with the grounded theory approach is
that:

• the data themselves hold the clue to explanations;

• explanations should be meaningful to those whose actions are being
studied.

There is a danger here that grounded theory can become ’empiricist’ and
‘positivistic’ in the sense that it treats the observed events as having their own
underlying logic, with the role of the researcher being to compile meticulous
observations that will, through the use of inductive logic, reveal the ‘theory’
behind the events. Although Glaser and Strauss, to a greater or lesser extent,
acknowledge that the researcher cannot be entirely free from the influence of
social conditioning and previous theorizing when it comes to the analysis of
their data, there is an strong tendency to rely on the data themselves as the
source of any theory that is generated.

This tendency has been criticized because it effectively blinds grounded
theory to the influence of wider social, political, economic and historical
influences on the events it seeks to explain. Its emphasis on the particular
instances and the generation of theories that make sense to the people
involved leaves little scope for the explanations to incorporate factors such as
power relations operating at a societal level. According to those adopting a
‘realist’ perspective, grounded theories will ignore the influence of things like
social class, sex and race inequality, capitalism and globalization, and are
unlikely to show how much events owe to circumstances in the past – their
own history.

The concern with power and history as vital components of good theories
has prompted the call for some revision of grounded theory to be more flexible
in its approach to the analysis of data. Without wishing to lose sight of the
strengths of the approach in the way it firmly roots theory in empirical obser-
vation of ‘the real world’, writers like Layder (1993: 69) argue that ‘Field
researchers must search for the influence of macro-structural features on the
behaviour and interaction they observe and/or record.’ In doing so, of course,
researchers will necessarily introduce some elements of thinking that may not
be immediately evident in the events they observe. They should not lose sight
of their observed data, but they should be encouraged to look beyond what is
immediately apparent towards factors that lie behind the events – factors that
explain what is going on but that are not necessarily obvious in the data. From
this ‘realist’ perspective, the empirical data should always guide the emerging
theory, but never dictate the scope of the theory that is generated.

10 Developments in grounded theory

Since the notion of a grounded theory approach was first coined, subsequent
works by the originators have moved in slightly different directions. This
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divergence reflects two potential stances that coexist within the grounded
theory approach. On the one hand there is Glaser’s version (Glaser 1978, 1995,
1999), which rests on the belief that: (a) the researcher should maintain
a distance and independence from the data; and (b) the meaning of the data
will emerge inductively from the data if studied using a suitably neutral
methodology. This is really quite positivistic in outlook.

Contrasting with this, there is Strauss’s version (Strauss 1987; Strauss and
Corbin 1990, 1998), which is more in line with interpretivism, in that the role
of the researcher is to go looking for the meaning that the data hold, possibly
probing beyond their superficial meaning. Things like ‘coding paradigms’
provide a fairly extensive and detailed framework that is intended to
help researchers to make sense of the data; that is, to interpret the data in a
systematic way.

To complicate matters further, as noted at the beginning of this chapter,
researchers have selectively adapted the approach to suit their specific needs,
with the consequence that ‘grounded theory’ appears in a number of guises.
And, on top of this, there are approaches that have branched off from
grounded theory (see Goulding 2002) or incorporated elements of the
approach within distinct new approaches (Layder 1998).

The researcher who wants to use the grounded theory approach needs to be
aware that such debates and developments exist under the umbrella term
‘grounded theory’. They might even need to delve into the schisms and con-
troversies in order to defend their research as being in line with a particular
version of grounded theory. Professional researchers and those using
grounded theory as a core feature of a PhD would fall into this category.
Project researchers, however, are less likely to need to pursue the methodology
to this depth. Provided they adhere to the keypoints listed below, they should
be justified in saying that they have adopted a grounded theory approach
because these items incorporate the core tenets of the approach.

Grounded theory 125



Caution

The term ‘grounded theory’ is often used in a rather loose way – a way that
neither Glaser nor Strauss would appreciate – to refer to approaches that accept
some of the basic premises but do not adopt the methodological rigour
espoused by the originators of the term. All too frequently, Glaser and Strauss
are cited by way of justification for methodologies that actually bear few of the
hallmarks of the strict conception of ‘grounded theory’.

Worse than this, there is a very real danger that the term ‘grounded theory’
can be hijacked and cited as justification for what is, in reality, sloppy research.
Taken out of context, ‘grounded theory’ can be misused as a rationale for
approaching research

• without too clear an idea of the topic of research;

• without a clear basis in mind for selecting the sample;

• with a general ‘jump in at the deep end’, ‘try it and see’, ‘find out as we go’
approach.

This is certainly not in tune with the spirit of Glaser and Strauss’s ideas, which
included a clear concern with increased rigour in the analysis of qualitative
data.

11 Advantages of grounded theory

• The notion of grounded theory has currency in the research community
and it has become a recognized rationale for qualitative research. Grounded
theory provides a standard justification that can fend off potential criti-
cism from those who might otherwise question the rigour of small-scale
qualitative research.

• The approach is fairly adaptable, lending itself to use with a variety of quali-
tative data collection methods (e.g. interviews, observation, documents)
and forms of data (interview transcripts, fieldwork, texts).

• There is a focus on practice (human interaction) and what is practical (prag-
matic philosophy), which makes the approach well suited to studies in
areas, such as health, business and education, that are concerned with
understanding and improving matters in terms of interpersonal relations.

• The systematic way of analysing qualitative data, especially as developed by
Strauss, can be helpful to the newcomer who might wonder how on earth
he or she can make sense of the data and how he or she can move towards
developing concepts and ultimately theories.

• The analysis can draw on computer software for help with the coding and
sorting of the qualitative data.
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• The approach includes the means for developing theoretical propositions from
data, and should boost project researchers’ confidence in the realms of the-
orizing. All researchers – not just the venerable experts – are encouraged to
arrive at modest theories on the basis of the data that they have collected.

• Explanations are grounded in reality. Concepts and theories are developed
with constant reference to the empirical data and this means that, unlike
with speculative, abstract theory, they are built on a sound foundation of
evidence. This ensures that grounded theories are kept in touch with
reality.

• The approach permits a degree of flexibility in both the selection of
instances for inclusion in the sample and the analysis of the data – both of
which are well suited to the exploration of new topics and new ideas.

12 Disadvantages of grounded theory

• The approach does not lend itself to precise planning. The use of ‘theoretical
sampling’ means that it is not possible to predict in advance the nature of
the sample that will be used. And the need to achieve ‘theoretical satur-
ation’ makes it impossible to state at the outset the eventual size of the
sample. The voyage of discovery comes with a price and that price is the
ability to plan all aspects of the research in advance and anticipate when
the research will be completed.

• By focusing research on specific instances of behaviour in particular set-
tings, there is a tendency to divorce the explanation of the situation being studied
from broader contextual factors. In particular, there is the danger that the
theory generated from the data might ignore the influence of social, eco-
nomic and political factors (e.g. globalization, migration, social class,
gender and race inequalities) and the historical background to events,
which might be vital to any full and valid theory explaining the
phenomenon.

• An ‘open-minded’ approach to the data is something that can operate at a variety
of levels. The need to approach things with an ‘open mind’ is a fundamental
principle of the grounded theory approach but, in practice, it raises some
awkward questions. Researchers are inevitably influenced by prior concep-
tions based on their own culture and personal experience. The question
is: how far can these be put to one side for the purposes of analysing the
data? There is also the controversial point about how far previous concepts
and theories should be allowed to influence matters. Should grounded
theory researchers avoid undertaking a literature review in order to avoid
having their minds ‘contaminated’ by existing concepts and theories? And,
if so, does this invite the possibility of ‘reinventing the wheel’ or failing to
learn from what has been researched in the past? Within the grounded
theory approach different researchers adopt different positions on such
issues.
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• The systematic way of analysing data developed by Strauss and Corbin
(1990, 1998) can be daunting in terms of the complexity of the process.
Indeed, Strauss’s development of ‘guidance’ for the analysis of qualitative
data actually incensed his former collaborator, Barney Glaser, who saw the
template and framework for analysis as unnecessary and going against the
spirit of grounded theory by ‘forcing’ categories and codes on to the data,
rather than letting them naturally ’emerge’ .

• Interpretivists will be unhappy with any suggestion that substantive theories
provide the one correct explanation of things. Yet within the writings of Glaser
and Strauss there are occasions when this position is taken. There is a posi-
tivistic strand of thought in which the ‘grounding’ of theory means that it is
not liable to be refuted by the later discovery of facts that do not fit the
theory. If the theory emerges from the data and is meaningful to the parti-
cipants, then it is a good theory that stands in its own right – not open to
alternative interpretation.

• The approach can be criticized as being ’empiricist’. By looking to fieldwork
data as the source of its theories, and by setting itself against the use of
general theories, it opens itself to the criticism that it relies too heavily on
the empirical data – expecting an explanation to exist within the accumu-
lated data, waiting to be ‘discovered’ by the researcher. For one thing, this
inductive approach is rather naive about the complex relationship between
theory and data collection and the way it calls for researchers to approach
the data without the use of prior theories and concepts. For another,
‘grounded theory is inherently limited by its dogmatic exclusion of other
kinds of theory and alternative strategies designed to generate theory from
data (Layder 1998). It fails to appreciate the value of insights obtained from
general theories and forfeits any understanding of a phenomenon that does
not originate directly from the immediate data.
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➠ Part II

Methods of social
research

Horses for courses

When it comes to selecting a method for the collection of data, certain
research strategies will tend to be associated with the use of certain research
methods. Surveys tend to be linked with questionnaires as experiments tend
to be linked with observation. And such links are not just a matter of luck
or the legacy of long research traditions. There are some sound theoretical
reasons which explain the tendency of some strategies to be linked with some
methods – but these need not detain us here. From the position of the project
researcher, the crucial thing to recognize is that within the various strategies
for social research there still remains some element of choice about which
methods to use. This choice will be influenced by the strategy itself, but it will
also reflect preferences about the kind of data that the researcher wishes to
obtain and practical considerations related to time, resources and access to the
sources of data.

Each of the methods has its particular strengths and weaknesses, and some
guidance on these is contained in the following chapters. However, when it
comes to choosing a research method, researchers should be aware that it is a
matter of deciding which is the most appropriate method in practice, not of decid-
ing that one data collection method is superior to all others in any absolute
sense. They should ask themselves which method is best suited to the task at
hand and operate on the premise that, when choosing a method for the collection
of data, it is a matter of ‘horses for courses’.

Multi-methods and triangulation

In some senses the four research methods – questionnaires, interviews, obser-
vation and documents – can be seen as competing with each other. They vie



with each other for selection by the researcher. They are different, and they are
suited to some situations better than others. Yet, in another way, they can
come to complement each other. They can be combined to produce differing
but mutually supporting ways of collecting data.

The possibility of employing more than one method stems from the fact
that the various methods contain their own set of assumptions about the
nature of the social world and the kind of data that can be produced to increase
knowledge about the world. Theoretical debate about the relative merits of
their underlying premises has failed to establish any single method as the
universally accepted ‘best’ for all situations. The ‘epistemological’ debate con-
tinues; the jury is still out. This means that for those engaged in practical
research, particularly the small-scale project researcher, none of the possible
methods for data collection can be regarded as perfect and none can be
regarded as rubbish. None has the sole key to ‘truth’, and none can be dis-
missed as hopelessly irrelevant for enhancing knowledge. A far more profitable
way to approach things, and one which is far more in tune with the mood of
social research as we enter the twenty-first century, is to recognize that each
method provides its own distinctive perspective. Each method approaches the
collection of data with a certain set of assumptions and produces a kind of data
which needs to be recognized as having certain inherent strengths and certain
inherent weaknesses in relation to the aims of the particular research and the
practical constraints (time, resources, access) faced by the researcher.

A new and exciting possibility is opened up. Different methods can be used
to collect data on the same thing. Each can look at the thing from a different
angle – from its own distinct perspective – and these perspectives can be used
by the researcher as a means of comparison and contrast. Imagine a case study
in which the focus of attention is on disruptive behaviour by pupils in a sec-
ondary school. The researcher could elect to use observation as the method for
collecting data, and would, of course, want to justify this choice in relation to
the kind of data desired and practical factors affecting the research. A more
creative and ambitious approach, though, might entail the use of more than
one method. After all, interviews with the staff and pupils involved could shed
light on the topic. Questionnaires administered to all staff and pupils might
gather other relevant information, and documents such as school records
could supply a further avenue for exploring the topic.

Using multi-methods produces different kinds of data on the same topic.
The initial and obvious benefit of this is that it will involve more data, thus
being likely to improve the quality of the research. There is a cost to this,
though, because the researcher will almost certainly need to sacrifice some
areas of investigation which would have been included using one method in
order to free up the resources to use a multi-method approach. The researcher
might well decide that this is a price worth paying. What he or she gets instead
are different kinds of data on the same topic, which allow the researcher to see
the thing from different perspectives and to understand the topic in a more
rounded and complete fashion than would be the case had the data been
drawn from just one method.

Valuable though this is, the production of more and different kinds of data
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on a given topic is not necessarily the prime benefit of using more than
method. From the researcher’s point of view, an equal benefit springs from the
way the alternative methods allow the findings from one method to be
checked against the findings from another. The multi-method approach
allows findings to be corroborated or questioned by comparing the data pro-
duced by different methods. If observation of disruptive behaviour suggests
one possible explanation, this might be corroborated or discarded on the
basis of findings from, say, interviews with those involved. School records
might confirm or deny impressions given through interviews or question-
naires. Indeed, as the example suggests, the use of more than one method can
be designed with the clear sequence in mind, so that lines of enquiry can be
pursued and checked, rather than simply using more than one method
simultaneously to investigate the same thing.

Seeing things from a different perspective and the opportunity to corro-
borate findings can enhance the validity of the data. They do not prove that
the researcher has ‘got it right’, but they do give some confidence that the
meaning of the data has some consistency across methods and that the find-
ings are not too closely tied up with a particular method used to collect the
data. Effectively, they lend support to the analysis. There is an analogy which
is often used in this respect: triangulation. Triangulation involves locating a
true position by referring to two or more other coordinates. It relies on the
known properties of triangles (angles, length of sides, ratios) and, in the past,
was used for navigation. Sailors could identify their true position at sea with
reference to known fixed points, such as stars. To follow the analogy using the
example above, a researcher wishing to know the ‘truth’ about disruptive
behaviour in school could use different methods of data collection to provide
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an angle on the topic. With two or three such referent points, the researcher
will be able to know where the ‘truth’ lies.

The analogy with navigational triangulation can be taken too far. There is an
assumption with navigation that there is a single true location which can be
discovered using the known properties of triangles. With social science, there
is a lot of controversy about whether such a comparable point exists. On the
one hand there are positivists. They subscribe to the idea of a single truth and
reality, and would ideally expect the lines from each method to converge on a
single point of ‘truth’. At the other extreme, constructivists dispute the idea
that any single reality exists: it all depends on what angle you are coming
from, what perspective you have. For them, the lines might hardly be expected
to intersect at all.

In the context of this debate and uncertainty, then, what guidance can be
offered to the newcomer or project researcher when it comes to the selection of
research methods?

• The researcher should be encouraged, where possible, to use more than one
method when investigating a topic.

• The researcher should recognize the value of using multi-methods for the
corroboration of findings and for enhancing the validity of data.

• The researcher needs to recognize that the notion of a single social reality is
controversial, and therefore adopt a cautious position which avoids any
naive use of triangulation.

• The researcher should appreciate that different methods might point in a
similar direction but are unlikely to meet at some precise, unequivocal
point of reality.

• The researcher should avoid the presumption that use of methodological
triangulation can prove that the data or analyses are absolutely correct.

Ethics

Social researchers should be ethical. In the collection of their data, in the
process of analysing the data and in the dissemination of findings, they are
expected to:

1 Respect the rights and dignity of those who are participating in the research
project.

2 Avoid any harm to the participants arising from their involvement in the
research.

3 Operate with honesty and integrity.

On moral grounds, these principles stem from the belief that people should be
protected from researchers who might be tempted to use any means available
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to advance the state of knowledge on a given topic. The principles rest on the
assumption that researchers have no privileged position in society that justi-
fies them pursuing their interests at the expense of those they are studying –
no matter how valuable they hope the findings might be.

There are practical reasons, too, why social researchers need to adopt an
ethical approach to their investigations. Protection of the public from the
unscrupulous collection and use of data has become enshrined in legislation.
Prompted by the potential of computers to store and process vast quantities of
personal data, and given further impetus by the growth of the Internet, most
societies have some data protection laws that lay down conditions governing
the legitimate collection and storage of personal data, and human rights legisla-
tion that has implications for the way in which researchers go about their
business. Both kinds of legislation provide a framework within which
researchers must operate if they are to stay within the law.
Although it might be a good thing for those conducting small-scale research
projects to make themselves familiar with the relevant legislation in their own
society, some of the burden of this is relieved by the fact that professional
research associations almost always publish an explicit code of conduct that
they expect their members to abide by, and these codes embody the key points
of legislation, as well as trying to establish a standard of conduct that is both
moral and professional. The disciplines that make up the social sciences have
their own professional associations and their codes of conduct are usually
available through their websites.

There is a large degree of overlap between the various disciplines’ codes. This
is hardly surprising, since in many cases they are responding to the same sets
of laws. The similarity, however, stems from more than just the laws: it owes
much to a shared sense of values in relation to research. Certainly, there is
scope for some difference. Market research associations approach things in a
slightly different way from medical associations, reflecting the different nature
of the procedures the researchers are likely to use and the potential harm that
might be done to participants. Market researchers collecting data on consumer
preferences are not likely to be exposing participants to the same kind of risk,
psychological or physical, as health researchers investigating the effectiveness
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of a new drug or surgical procedure. So there are some differences in emphasis.
More striking, though, is the level of agreement about the underlying ethical
principles that should guide the activities of researchers. In a nutshell, these
fall under three headings.

Principle 1: the interest of participants should be protected

There is general agreement that people should not suffer as a consequence of
their involvement with a piece of research. Those who contribute to research
findings as informants or as research subjects should be no worse off at the end
of their participation than they were when they started. Nor should there be
longer-term repercussions stemming from their involvement that, in any
sense, harm the participants.

In accord with this principle, researchers have a duty to consider in advance
the likely consequences of participation and to take measures that safeguard
the interests of those who help with the investigation. First of all, they need to
ensure that participants do not come to any physical harm as a result of the
research. This might sound like an issue more appropriate to health research,
but it is something that is also coming to the foreground in social research.
Increasingly, safety considerations are built into research design. Safety is some-
thing that can no longer be taken for granted and it is something to which
researchers should give serious consideration in the design of their investiga-
tion. To illustrate the point, a good researcher will consider the issue of per-
sonal safety when arranging the time and location to meet someone for an
interview. The researcher will bear in mind any potential dangers, such as the
prospect of being attacked on the way to the interview, recognizing that, while
the possibility might be quite remote, they have a responsibility to foresee and
avoid the risk as far as possible.

Second, care needs to be taken to avoid psychological harm resulting from
research. Again, this consideration should be built into the design of the
research because any investigation that is potentially going to lead to trauma,
stress or other psychological harm will not be considered ethical.
Researchers, on this point, need to bear in mind the extent to which the
research will be intrusive, touch on sensitive issues or threaten the beliefs of
the participants.

Third, participants should suffer no personal harm arising from the dis-
closure of information collected during the research. Disclosure of personal
information could be embarrassing for the participants and, depending on the
type of information, it could also involve economic loss or even the prospect
of legal action being taken against participants on the basis of the disclosed
information if it was to come to the attention of relevant authorities (e.g.
Inland Revenue, social security inspectors, the police, customs officials). There
is broad agreement, therefore, that researchers need to protect the interests of
the participants by ensuring the confidentiality of information that is given to
them. Research data should be kept secure and, when publishing results, care
needs to be taken not to disclose the personal identities of individuals who
have contributed to the findings.

136 Methods of social research



Principle 2: researchers should avoid deception
or misrepresentation

There is a general expectation that researchers should operate in an honest and
open manner with respect to their investigation. Codes of conduct include
reference to providing fair and unbiased analysis of findings and, crucially in
the current context, researchers are expected to avoid deception or mis-
representation in their dealings with informants or research subjects. They are
expected to be open and explicit about what they are doing – to let people
know that they are researchers and that they intend to collect data for the
purposes of an investigation into a particular topic. Furthermore, they are
expected to tell the truth about the nature of their investigation and the role of
the participants in that research.

There are, though, occasions when it is not feasible for the researcher to be
completely open and honest with participants. To be so would automatically
jeopardize any prospect of the investigation actually taking place or would
cause participants to react to the research in a way that would contaminate the
results. Research on illegal activity and research on sensitive issues are obvious
examples of instances where the researcher might feel the need to be econom-
ical with the truth. Even with more mundane areas of investigation, there are
many occasions where total openness about the research and its aims at the
start of the investigation could hinder the collection of data or skew the find-
ings. Many psychology experiments, for example, would be ruined if the sub-
jects knew in advance what the researcher was investigating, and it has been
estimated that about three-quarters of psychology experiments involve giving
participants information that, in one respect or another, actually misleads
them about the purpose of the experiment (Menges 1973).

When some form of deception is seen as necessary, researchers face an
ethical dilemma: from the point of view of good research design deception is
regarded as essential, yet from the point of view of ethical research such decep-
tion is bad practice. Fortunately, there is a way round the problem. It is recog-
nized in the vast majority of the codes of conduct published by professional
associations that, on certain occasions, some deception by researchers might
be warranted as absolutely necessary for the purposes of the research. The
conditions under which it might be acceptable generally require the researcher
to:

• acknowledge that the deception entails a transgression of a core ethical
principle;

• provide an explicit justification for why it was deemed necessary on this
particular occasion;

• use a ‘debriefing’ session in which, after the event, participants are put in
the picture about the true nature of the enquiry and why they could not be
informed about this at the beginning.

Exceptionally, there are occasions when researchers use deception in order to
collect their data and do not at any time tell those people being studied about
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the fact that they have been involved in a research project. Some types of
ethnographic study, for example, involve fieldwork where it might be danger-
ous to disclose the researcher’s identity even after the event. Such occasions,
though, need to be treated as exceptions to the rule – ones that can be justified
only on the basis of the very special circumstances surrounding the particular
investigation.

Principle 3: participants should give informed consent

People should never be forced or coerced into helping with research. Their
participation must always be voluntary, and they must have sufficient infor-
mation about the research to arrive at a reasoned judgement about whether or
not they want to participate. These are the premises of ‘informed consent’. Of
course, as with the other ethical principles, there are exceptions because it is
not always feasible to gain consent from people. Observation of crowd
behaviour at football matches and observation of the movements of visitors to
art galleries are clearly situations where it would prove impossible to get the
consent of all involved. As with the other exceptions, the codes of conduct of
the professional associations generally include clauses that acknowledge such
situations. And, as before, the conditions under which researchers can collect
data ethically without getting informed consent involve the recognition that
it is an exception to the general principle coupled with an explicit justification
for not seeking it on this particular occasion. The grounds for not seeking
informed consent tend to centre on the claims that: (a) it is not feasible to get
such consent; or (b) the form of data collection is unlikely to involve much by
way of personal risks to the informant (e.g. clipboard questionnaire research
conducted on the streets on a topic that is not particularly controversial or
sensitive).

For those kinds of research that call for greater personal involvement on the
part of the participant, where the research is more lengthy or ongoing and
particularly where the kind of information collected is of a sensitive nature,
there is normally a need to get informed consent. But, more than this, there is
a need to get that consent in writing. When the consent is in writing it acts as a
way of formally recording the agreement to participate and confirming that
the participant has been informed about the nature of the research. This pro-
tects the researcher from any possible accusation that he or she acted
improperly when recruiting people to take part in the research.

The following items should be included in any form that is used for
obtaining written consent from participants.
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The need for ethical approval

The importance attached to research ethics is evident in the fact that most
social researchers will need to get prior approval for their investigation from an
ethics committee. In particular, this is the case where the proposed research
involves collecting data directly from people, or collecting personal data about
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living people. Even with small-scale research, it is increasingly the case that
before the research can be conducted it will need to have been scrutinized by a
committee of suitably qualified experts to ensure that the design of the
research includes appropriate measures to protect the interests of the people
and groups covered by the research. Researchers in the field of health will find
that medical ethics committees are powerful in this respect, and those con-
ducting investigations as part of an educational qualification will normally be
required to have their plans vetted by an ethics committee within their uni-
versity before they are allowed to start the investigation. Submissions to ethics
committees will be judged according to the broad principles for ethical
research outlined above, and might include further specific stipulations
depending on the field of the research. And the need to get approval from such
ethics committees reinforces the point that a concern with ethics is not an
option – it is a fundamental feature of all good research.

Data protection

In the collection and use of data, social researchers need to be conscious of the
legislation relating to ‘personal data’. Most societies have some form of such
legislation. In the UK, it is covered by the Data Protection Act 1998. This
defines personal data as data relating to living, identifiable individuals. The
legislation covers paper documents as well as computer files covering all forms
of personal data, no matter how they are collected and stored. Under the
legislation, data users are required to:

• supply details of their data to a public register;

• abide by a set of data protection principles.

In practice, researchers in the UK do not always need to go through the process
of notifying their research to the public register. One reason for this is that
where their research is conducted under the auspices of some organization the
organization itself might have a ‘notification’ that already covers the activity
of the researcher. Students and staff at universities are likely to be covered
in this way, particularly with respect to research conducted for academic
dissertations and coursework.

There are also a number of exemptions contained in the Act that serve to help
small-scale academic research by allowing personal data to be held without
necessarily going through the process of ‘notifying’ the details of the data to the
Data Commissioner or being required to abide by the data protection prin-
ciples. For example, research is exempted from the requirements of the legisla-
tion where the data are not used to influence any decisions concerned with the
treatment of the individual concerned. So, for example, examination results
collected as part of a dataset relating to personal data on students would be
exempt if used by someone as part of an academic research project tracing an
association between examination performance and other factors, but would
be covered by the legislation if kept by a university and used as part of the
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decision-making process about the award of a degree qualification. The holding
of personal data by academic researchers doing dissertations might also be
exempted under section 36 of the Data Protection Act 1998, which specifically
exempts from the need to comply with the data protection principles ‘personal
data processed by an individual only for the affairs of that individual’s
personal, family or household affairs (including recreational purposes)’.

Even when they are formally exempted from the provisions of the Act, it is
good practice for researchers to recognize the data protection principles and
operate within the spirit of the law. It is good research practice to:

• Collect and process data in a fair and lawful manner. There is an obligation on
researchers to stick within the law in the way they collect their data and,
equally, to avoid deception or subterfuge in order to get their information.

• Use data only for the purposes originally specified. It is not legitimate under the
legislation to collect data for one purpose and then use them for some other
purpose that was not stated at the time the data were collected.

• Collect only the data that are actually needed. Researchers should not collect
vast amounts of data anticipating that some of it might come in useful now
or at some time in the future. The data collection should be targeted at the
current and actual needs of the project.

• Take care to ensure the data are accurate. Researchers, like other data col-
lectors, have a duty of care to make sure the data they hold are accurate and,
where appropriate, kept up to date.

• Keep data no longer than is necessary. Although researchers do not need to
erase data after any given time, the legislation establishes the principle that
data should be kept for use rather than simply accumulated. Obviously,
in research terms there is some real value in retaining data for future
comparison and checking.

• Keep the data secure. Very importantly, data should be kept safe. Depending
upon the sensitivity of the data, appropriate measures need to be taken to
avoid the possibility of them falling into the wrong hands by being lost or
stolen. With data held on computers, this entails a suitable use of passwords
or encryption to prevent unauthorized access to the data. With paper
documents, the data need to be kept under lock and key.

• Not distribute the data. Legislation here relates mainly to the commercial use
of data and conditions under which personal data can be passed on to other
organizations. Under specific exemptions in the UK legislation, it is legit-
imate for researchers to hand their data to other researchers for specifically
research purposes.

• Restrict access to data. Although the legislation gives people the right to
demand access to the data held about them, this does not generally apply in
the case of research where the results and statistics are not made available in
any way that allows the individual to be identified.
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• Keep data anonymous. If the data are anonymous and cannot therefore
be traced to any particular individual, the legislation does not apply. If
this is the case, contributors should be informed at the time the data are
collected that the information will be used in an anonymized form and
that it will not be possible for individuals to be identified in any report
or other publication arising from the research. Clearly, the researcher
should consider whether it is really necessary to collect data that are linked
to identifiable individuals since anonymized data are exempted from
legislation.
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➠ 9

Questionnaires

There are no cast iron guarantees that following a set of practical guidelines
will lead to the production of a good questionnaire. Guidelines, however, do
help, and this chapter contains checklists which are based on ‘good practice’
and which spell out some fundamentals for avoiding the production of a bad
questionnaire.

There are many types of questionnaires. They can vary enormously in terms
of their purpose, their size and their appearance. To qualify as a research
questionnaire, however, they should:

• Be designed to collect information which can be used subsequently as data for
analysis. As a research tool, questionnaires do not set out to change people’s
attitudes or provide them with information. Though questionnaires are
sometimes used for this purpose – for instance, as a way of marketing
a product – it is not strictly in keeping with the spirit of a research
questionnaire, whose purpose is to discover things.

• Consist of a written list of questions. The important point here is that each
person who answers the particular questionnaire reads an identical set of



questions. This allows for consistency and precision in terms of the wording
of the questions, and makes the processing of the answers easier.

• Gather information by asking people directly about the points concerned with
the research. Questionnaires work on the premise that if you want to find
out something about people and their attitudes you simply go and ask them
what it is you want to know, and get the information ‘straight from the
horse’s mouth’.

There is an assumption in this chapter that the kinds of research questionnaire
being considered are the postal type and the Internet type – not the face-to-
face clipboard questionnaire that involves more personal, interactional
factors. If a clipboard-style questionnaire is being considered, the effect of such
interactional factors must be considered in addition to many of the points
related here.

1 When is it appropriate to use a questionnaire for research?

Different methods are better suited to different circumstances, and question-
naires are no exception. Although they can be used, perhaps ingeniously,
across a wide spectrum of research situations, questionnaires are at their most
productive:

• when used with large numbers of respondents in many locations, e.g. the
postal questionnaire;

• when what is required tends to be fairly straightforward information – rela-
tively brief and uncontroversial;

• when the social climate is open enough to allow full and honest answers;

• when there is a need for standardized data from identical questions –
without requiring personal, face-to-face interaction;

• when time allows for delays caused by production, piloting, posting and
procrastination before receipt of a response;

• when resources allow for the costs of printing, postage and data preparation;

• when the respondents can be expected to be able to read and understand the
questions – the implications of age, intellect and eyesight need to be
considered.

2 What kinds of data are collected by questionnaires?

Questionnaires rely on written information supplied directly by people in
response to questions asked by the researcher. In this respect, the kind of data
is distinct from that which could be obtained from interviews, observation or
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documents. The information from questionnaires tends to fall into two broad
categories – ‘facts’ and ‘opinions’ – and it is vital that at all stages of using
questionnaires the researcher is clear about whether the information being
sought is to do with facts or to do with opinions.

Factual information does not require much in the way of judgement or per-
sonal attitudes on the part of respondents. It just requires respondents to
reveal (accurately and honestly) information: their address, age, sex, marital
status, number of children etc.

Opinions, attitudes, views, beliefs, preferences etc. can also be investigated
using questionnaires. In this case, though, respondents are required to reveal
information about feelings, to express values, to weigh up alternatives etc., in a
way that calls for a judgement about things rather than the mere reporting of
facts.

It is worth stressing that, in practice, questionnaires are very likely to include
questions about both facts and opinions. Political opinion polls, for instance,
might include factual questions about how people actually voted at the last
election as well as questions about feelings of support for particular political
parties’ policies, and market researchers might want to know factual informa-
tion about the age, social class, sex etc. of the people whose opinions, attitudes
and preferences they are investigating.

3 Planning the use of questionnaires

Questionnaires tend to be ‘one-offs’. In general, researchers do not have the
time or resources to repeat pieces of research which involve the use of ques-
tionnaires; nor do they have the opportunity to make amendments and cor-
rections to the questionnaire once it has been printed and distributed. And the
vast majority of respondents are likely to be less than sympathetic to a plea
from the researcher to fill in the questionnaire a second time in order to over-
come a mistake in the first version. There is, therefore, a lot of pressure to get it
right first time.

Bearing this in mind, the successful use of questionnaires depends on devot-
ing the right balance of effort to the planning stage, rather than rushing too
early into distributing the questionnaire. If the questionnaire is to produce
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worthwhile results, the researcher needs to have a clear plan of action in mind
and some reasonable idea of the costs and time-span involved in the venture.

Link up with Surveys, ch. 1

Planning, right from the start, involves the researcher in consideration of the
following points:

Costs

What are the likely costs of producing, distributing, collecting and analysing
the results of the questionnaire?

Production might entail printing costs. There might be postal charges and
the need for envelopes (increased by the need to follow up non-respondents).
Will the costs include supplying a stamped addressed envelope? Is there the
intention to use a computer to analyse the results and, if so, what costs might
emerge in terms of the necessary software, access to computers and data prep-
aration? The shrewd researcher works out the resource implications before
embarking on the use of questionnaires.

Production

The production of a well designed questionnaire can take time. First, there is
the lead-in time of developing the suitable questions and piloting the ques-
tionnaire. Second, depending on the size of the surveys, there can be time
delays arising from the printing and production stage.

Organization

The process for distribution, collection and analysis of results from question-
naires demands an eye on organization. A fundamental skill of good research
is tight organization, and nowhere is this needed more than in the use of a
questionnaire survey.

From the outset the researcher must keep a record of how many question-
naires are sent out, to whom they are sent and when they were sent. Unless the
questionnaire is anonymous, responses can then be checked off against the
mailing list and an accurate follow-up survey of non-respondents undertaken
at an appropriate time. Obviously, a filing system of some sort is vital.

Schedule

Questionnaires, especially when used as part of a broad postal survey, do not
supply instant results. The researcher, therefore, needs to consider what
time-span is likely to be involved before the results from the questionnaire are
available for analysis.
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The time-span for the research, it should be stressed, involves all the time
spent in the production, distribution and collection of the questionnaires. It is
not just the time between sending out the questionnaires and receiving the
completed returns; the planning should involve the whole period between the
conception of the research and the receipt of data. The researcher needs to be
aware of this and plan accordingly.

Permission

Depending on the nature of the questionnaire and the people to whom it is
being sent, there may be the need to gain permission from those in authority
to conduct the survey.

For example, if a questionnaire is being contemplated for use with young
people and it is intended to distribute the questionnaires via schools or youth
clubs, staff and the local authorities are likely to want to give approval before
allowing the survey to proceed using their facilities. The researcher needs to be
cautious on this score. It is dangerous to short-circuit proper channels of
authority. However, gaining permission from appropriate authorities can take
time and this consideration needs to be built into the schedule.

4 Routine essentials for questionnaire design

Designing a good questionnaire involves attention to certain almost routine
matters, quite separate from the more creative and taxing aspects, such as
constructing the questions themselves (see below). However, such routine
matters are absolutely vital.

Background information about the questionnaire

From both an ethical and a practical point of view, the researcher needs to
provide sufficient background information about the research and the
questionnaire.

Each questionnaire should have some information about:

• The sponsor. Under whose auspices is the research being undertaken? Is it
individual research or does the research emanate from an institution?
Headed notepaper is an obvious way to indicate the nature of the institu-
tion from which the questionnaire comes.

• The purpose. What is the questionnaire for, and how will the information be
used? It is important here to reveal sufficient information to explain the
purpose of the research without going too far and ‘leading’ the respondent
into a line of answering. A brief paragraph should suffice.

• Return address and date. It is vital that the questionnaire contains in it
somewhere quite visibly the name and address of the person(s) to whom
the completed questionnaire is to be returned and the date by which it is
required.
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• Confidentiality. Assuming that the research is operating according to the
normal code of ethics for social researchers, the information collected will
not be made publicly available. Respondents should be reassured on this
point. If the data are to be stored with respondents’ names on computer, the
Data Protection Act comes into play and respondents should be advised of
their right to see their personal file on request.

• Voluntary responses. In the vast majority of cases, researchers collect
information from respondents who volunteer to cooperate with the
research. Rewards are not generally used (though in market research there
may be some enticements offered), and people are not usually obliged to
respond. Again, this point should be acknowledged on the cover page and
respondents reassured that the questionnaire is to be completed
voluntarily.

• Thanks. It follows from the fact that questionnaires are normally voluntar-
ily completed that the researcher is beholden to those who cooperated.
Courtesy suggests that some word of thanks from the researcher should
appear either on the front cover or right at the end of the questionnaire.

Instructions to the respondent

It is very important that respondents are instructed on how to go about
answering the questions. It is no good assuming that it is self-evident; experi-
ence will soon prove that wrong. Mistakes that occur can invalidate a whole
questionnaire, so it is worth being meticulously careful in giving instructions
on how to do the answers.

• Example. It is useful to present an example at the start of the questionnaire. This
can set the respondent’s mind at rest and indicate exactly what is expected
of him or her.

• Instructions. Specific instructions should be given for each question where the
style of question varies throughout the questionnaire (e.g. put a tick in the
appropriate box, circle the relevant number, delete as appropriate).

The allocation of serial numbers

Whether dealing with small numbers or with thousands, the good researcher
needs to keep good records. Each questionnaire, therefore, should be num-
bered so that it can be distinguished from others and located if necessary. The
serial number can be used to identify the date of distribution, the place and
possibly the person. But note; if the questionnaires are anonymous, such serial
numbers should only allow general factors such as the date and location to be
identified – not the identity of any individual person.
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5 Length and appearance of the questionnaire

The length of the questionnaire

There is no hard and fast rule about the number of questions that can be
included in a questionnaire. This will depend on factors like the topic under
investigation, how complex the questions are, the nature of the respondents
who have been targeted and the time it takes to complete the questionnaire.
Decisions about the size of a questionnaire are ultimately a matter of judge-
ment on the part of the researcher, who needs to gauge how many questions
can be included before the respondent is likely to run out of patience and
consign the questionnaire to the waste paper bin.

In most cases, researchers do not get a second chance to follow up issues
they might have missed in the initial questionnaire. Conscious of this ‘one-
shot’ constraint, there may be the temptation to ask about everything that
might possibly be of relevance. It is, after all, vital to cover all key matters if the
questionnaire is to supply data which permit a reasonable analysis by the
researcher. But the shrewd researcher realizes that it is counter-productive to
include everything that might feasibly have some relevance to the research
issues. Every effort should be made to keep the questionnaire as brief as pos-
sible by restricting the scope of the questions to crucial issues related to the
research, and avoiding any superfluous detail or non-essential topics. When
designing a questionnaire, then, the researcher has to walk a tightrope
between ensuring coverage of all the vital issues and ensuring the question-
naire is brief enough to encourage people to bother answering it.

To accomplish this balancing act there are certain rules to bear in mind.

• Only ask those questions which are absolutely vital for the research. The better
the research is planned, the easier it will be to identify the absolutely crucial
questions and discard the ‘just in case I need this information later’
questions.

• Be rigorous in weeding out any duplication of questions. For example, if a ques-
tionnaire contains as separate questions, ‘What is your date of birth?’ and
‘How old are you?’ we need to ask just how vital it is that both are included.
A moment’s reflection might lead the researcher to the conclusion that one
or other will supply adequate information for the particular purposes of the
investigation – or that one can be deduced from the other.

Questionnaires 151



• Make the task of responding to the questionnaire as straightforward and speedy as
possible.

• Pilot the questionnaire to see how long it takes to answer and then consider
whether it is reasonable to expect the specific target group to spare this
amount of time supplying the answers.

Note: researchers who have access to an optical mark reader (OMR) machine will
want to design the questionnaire to meet the technical requirements of the
machine. Basically, OMR questionnaires operate on the same basis as a lottery
ticket. Boxes are marked on the questionnaire and when the questionnaires
are fed into the OMR machine it reads those marks, translating them into an
appropriate data file.

The visual appearance of the questionnaire

A questionnaire should be as user-friendly as possible. One positive way of
making it user-friendly is to make it easy on the eye, because this encourages a
more positive attitude to filling it in. A good layout also minimizes the possi-
bility of errors arising through confusion about where answers should go and
in which form they should be given.

6 Constructing the questions

Identifying the key issues

A questionnaire needs to be crisp and concise, asking just those questions
which are crucial to the research. This means that the researcher must have a
clear vision of exactly what issues are at the heart of the research and what
kind of information would enlighten those issues. There is little room for
vagueness or imprecision.

Before focusing on the exact wording and structure of the questions, the
researcher needs to consider a few broader points that will influence the style
and direction of the questions. First of all, the researcher needs to consider
whether the information being sought from the respondent is amenable to
direct questions, or whether it will need to be measured by indirect means.
This has a bearing on the matter of the ‘validity’ of the questionnaire. Yet
again, the importance of the researcher having a clear conception of the
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issues under examination becomes evident. Where the information being
sought is of an overt, factual nature, there is not normally a problem on this
point. The questions will take the form of ‘How many times . . .? or ‘When
did you last . . .? However, questionnaires are frequently geared to less
straightforward matters, where a direct question would be inappropriate. If,
for example, the researcher wishes to know what social class the respondent
comes from, it would not be wise to ask the straightforward question, ‘What
is your social class?’ Apart from the fact that some people might find this
offensive, the term social class has different meanings for different people,
and the question will produce inconsistent answers. In this case, the
researcher needs to pinpoint exactly what he or she defines as social class and
then devise questions that will supply the type of information which will
allow the respondent’s social class to be deduced. For this purpose, indirect
questions will be used about occupation, income, education etc.

The wording of the questions

The researcher needs to be confident that:

• The questions will not be irritating or annoying for the respondents to answer.
The success of the questionnaire depends on the willingness of the
respondents to supply the answer voluntarily.

• The respondents will have some information, knowledge, experience or opin-
ions on the topic of the questions. It is no good designing perfect questions
where the responses are likely to be a series of ‘don’t knows’ or ‘not
applicable’.

• The proposed style of questions is suited to the target group. Questions geared to
14-year-olds will need to be different in terms of conceptual complexity and
wording from ones aimed at, for example, members of a professional
association.

• The questions require respondents to answer only about themselves or matters of
fact they can realistically answer for others. It is not good practice, generally
speaking, to ask respondents to answer for other people. For example, it
would be inappropriate to ask a parent to say which TV programmes were
his or her children’s favourite. The parent’s perception might differ from
the children’s and, in any case, each child is likely to prefer something
different. If we really wish to know the children’s favourite TV programme
we should devise a questionnaire that the children will answer.

• The questions are on a topic and of a kind which the respondents will be willing to
answer. This point applies, in particular, where questions are on highly
personal matters or moral/legal indiscretions.

There are some specific things the researcher needs to bear in mind when
devising the questions:
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• Avoid the use of ‘leading’ questions. These are questions which suggest an
answer or which prompt the respondent to give a particular kind of answer
(e.g. Would you agree that there should be controls on the emission of
carbon dioxide from cars?).

• Avoid asking the same question twice in a different fashion.

• Make sure the wording is completely unambiguous.

• Avoid vague questions. The more specific and concrete the question, the
easier it is to give a precise answer. And, in all probability, the answer will
prove to be of more value to the researcher.

• Be sure to include sufficient options in the answer. If the list might prove too
long, selecting the main possibilities and then tagging on the ‘Other (please
specify)’ option is a good strategy.

• Use only the minimum amount of technical jargon. In terms of a questionnaire,
the aim is not to see how clever people are.

• Keep the questions as short and straightforward as possible. This will avoid
unnecessary confusion and wasted time re-reading questions or trying to
decipher the meaning of the question.

• Include only those questions which are absolutely vital for the research.

• Pay attention to the way the questions are numbered. Obviously they should be
sequential, but there are clever ways of using sub-questions (e.g. 4a, 4b and
so on) which can help the respondent to map his or her way through the
series of questions.

• Don’t make unwarranted presumptions in the questions. It can be annoying to
the respondent who does not match the presumption. For example, ques-
tions about people’s reading habits should not start with something like
‘How many novels have you read in the past 12 months?’ This presumes
that all respondents read novels. It would be better to ask first (1) ‘Do you
read novels?’, and if the answer is yes, follow this up with a supplementary
question: (1a) ‘How many novels have you read in the past 12 months?’

• Avoid words or phrases which might cause offence. If, for example, the ques-
tionnaire involves ethnic minority issues, it is important to use the ‘politi-
cally correct’ terms.

The order of the questions

The ordering of the questions in a questionnaire is important for three reasons.
First and foremost, questions asked at an earlier point in the questionnaire can
affect the answers supplied at a later stage. This is evident in many commercial
‘marketing/sales questionnaires’, where there is a conscious attempt to make
use of this feature of questionnaires.

The second way in which the ordering of questions can be important is that
it can entice or deter the respondent from continuing with the exercise of
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providing answers. If the respondent is immediately faced with the most
complex of the questions at the start of the questionnaire, this might deter
him or her from going any further. However, if the questionnaire starts with
straightforward questions and then gradually moves towards such questions at a
later stage, there is a greater likelihood that the respondent will persevere. This
same point is true for those questions which might be perceived as more per-
sonal and on sensitive issues. There will be a greater chance of success if such
questions appear later in the questionnaire than if they appear right at the
start.

7 Types of questions

There are a variety of ways in which questions can be put in a questionnaire. These
are outlined below. However, from the outset it is worth giving some thought
to whether the overall questionnaire will benefit from using a variety of kinds
of questions, or whether it is better to aim for a consistent style throughout.
Variety has two potential advantages. First, it stops the respondent becoming
bored. Second, it stops the respondent falling into a ‘pattern’ of answers
where, for example, on a scale of 1 to 5 he or she begins to put 4 down as the
answer to all questions. Aiming for a consistent style of question, for its part,
has the advantage of allowing the respondent to get used to the kind of
questions so that they can be answered quickly and with less likelihood of
confusion or misunderstanding. There is no hard and fast rule on this point: it
is down to a judgement call on the part of the researcher.

‘Open’ and ‘closed’ questions

Open questions are those that leave the respondent to decide the wording of the
answer, the length of the answer and the kind of matters to be raised in the
answer. The questions tend to be short and the answers tend to be long. For
example, the questionnaire might ask, ‘How do you feel about the inclusion of
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nuclear arms as part of Britain’s defence capability?’ and then provide a
number of empty lines which invite the respondent to enter his or her
thoughts on the matter.

The advantage of ‘open’ questions is that the information gathered by way
of the responses is more likely to reflect the full richness and complexity of the
views held by the respondent. Respondents are allowed space to express them-
selves in their own words. Weighed against this, however, there are two dis-
advantages which are built into the use of open questions. First, they demand
more effort on the part of the respondents (which might well reduce their
willingness to take part in the research). Second, they leave the researcher with
data which are quite ‘raw’ and require a lot of time-consuming analysis before
they can be used.

Closed questions structure the answers by allowing only answers which fit
into categories that have been established in advance by the researcher. The
researcher, in this case, instructs the respondent to answer by selecting from a
range of two or more options supplied on the questionnaire. The options can
be restricted to as few as two (e.g. ‘Yes’ or ‘No’; ‘Male’ or ‘Female’) or can include
quite complex lists of alternatives from which the respondent can choose.

The advantages and disadvantages of the ‘closed’ question are more or less a
mirror image of those connected with the open, unstructured approach. In a
nutshell, the main advantage is that the structure imposed on the respond-
ents’ answers provides the researcher with information which is of uniform
length and in a form that lends itself nicely to being quantified and compared.
The answers, in fact, provide pre-coded data that can be easily analysed.
Weighed against this, there are two disadvantages. First, there is less scope for
respondents to supply answers which reflect the exact facts or true feelings on
a topic if the facts or opinions happen to be complicated or do not exactly fit
into the range of options supplied in the questionnaire. The closed question
allows for less subtlety in the answers. Second, and largely as a result of the first
disadvantage, the respondents might get frustrated by not being allowed to
express their views fully in a way that accounts for any sophistication, intri-
cacy or even inconsistencies in their views.

Caution

Closed questions, in general, lend themselves to the production of quantita-
tive data. However, it is very important for the researcher to be clear at the
design stage about which particular kind(s) of quantitative data will be col-
lected (nominal, ordinal, etc.) and what specific statistical procedures will be
used. Unless the researcher thinks ahead on this point there is a very real
danger that the data collected will turn out to be inappropriate for the kind of
analysis that the researcher eventually wants to undertake.

Link up with Analysis of quantitative data, ch. 13
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8 Evaluating questionnaires

There are four basic criteria for evaluating a research questionnaire. The first of
these concerns an assessment of the likelihood that the questionnaire will
provide full information on the particular topic(s) of research. The value of the
questionnaire will depend in no small measure on the extent to which it
includes coverage of all vital information pertaining to the area of research.

The second criterion concerns the likelihood that the questionnaire will
provide accurate information. What confidence do we have that the responses
on the questionnaires are as full and honest as they can be – free from mis-
chievous attempts to scupper the research, errors arising through ambiguous
questions etc.?

Third, the questionnaire can be evaluated according to its likelihood of
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achieving a decent response rate. In order to get a representative picture, the
questionnaire needs to avoid ‘turning people off’ by being poorly presented,
taking too long to complete, asking insensitive questions etc.

Fourth, the questionnaire needs to adopt an ethical stance, in which recogni-
tion is given to the respondents’ rights to have the information they supply
treated according to strict professional standards. Apart from legal require-
ments associated with data protection when personal information is stored on
computer, there is some moral obligation on the researcher to protect the
interests of those who supply information and to give them sufficient informa-
tion about the nature of the research so that they can make an informed
judgement about whether they wish to cooperate with the research.

9 Advantages of questionnaires

• Questionnaires are economical, in the sense that they can supply a consider-
able amount of research data for a relatively low cost in terms of materials,
money and time.

• Easier to arrange. Questionnaires are easier to arrange than, for example,
personal interviews. There is no need to ‘arrange’ it at all, in fact, since the
questionnaire may be simply sent unannounced to the respondent. (Some
researchers, though, have sought to improve the response rate by contact-
ing respondents before they send a questionnaire to them. This contact can
be by phone or letter. However, it obviously increases the amount of time
and money involved in conducting the research.)

• Questionnaires supply standardized answers, to the extent that all respondents
are posed with exactly the same questions – with no scope for variation to
slip in via face-to-face contact with the researcher. The data collected, then,
are very unlikely to be contaminated through variations in the wording of
the questions or the manner in which the question is asked. There is little
scope for the data to be affected by ‘interpersonal factors’.

• Pre-coded answers. A further, and important, advantage of the questionnaire
is that it encourages pre-coded answers. As we have seen, this is not an
essential facet of questionnaires, because unstructured answers can be
sought. However, particularly with questionnaires, the value of the data is
likely to be greatest where respondents provide answers that fit into a range
of options offered by the researcher. These allow for the speedy collation
and analysis of data by the researcher. They also have an advantage for the
respondents, who, instead of needing to think of how to express their ideas,
are faced with the relatively easy task of needing to pick one or more
answers which are spelt out for them.
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10 Disadvantages of questionnaires

In many respects the potential disadvantages of questionnaires go hand in
glove with the potential advantages. You can’t have one without the other.

• Pre-coded questions can be frustrating for respondents and, thus, deter them from
answering. The advantage for the researcher of using pre-coded answers set
out in the questionnaire carries with it a possible disadvantage. While the
respondents might find it less demanding merely to tick appropriate boxes
they might, equally, find this restricting and frustrating. So, on the one hand,
the ‘tick box’ routine might encourage people to respond but, on the
other hand, this same routine might be experienced as negative and put
people off cooperating with the research.

Link up with Response rates, p. 19

• Pre-coded questions can bias the findings towards the researcher’s, rather than the
respondent’s, way of seeing things. Questionnaires, by their very nature, can
start to impose a structure on the answers and shape the nature of the
responses in a way that reflects the researcher’s thinking rather than the
respondent’s. Good research practice will minimize the prospect of this, but
there is always the danger that the options open to the respondent when
answering the questions will channel responses away from the respond-
ent’s perception of matters to fit in with a line of thinking established by
the researcher.

• Questionnaires offer little opportunity for the researcher to check the truthfulness
of the answers given by the respondents. Because the researcher does not meet
the respondent and because the answers are given ‘at a distance’, the
researcher cannot rely on a number of clues that an interviewer might have
about whether the answers are genuine or not. The interviewer might see
some incongruity between answers given by the same interviewee and be
able to probe the matter. Or the interviewer might note a disparity between
a given answer and some other factor (e.g. stated occupation and apparent
level of income). In the case of the questionnaire, however, if a respondent
states his or her occupation to be a ‘dentist’, it would seem at first glance
that the researcher has little option but to accept this as true. Likewise, on
matters of taste or opinion, if the respondent answers along a particular
line, the questionnaire researcher would seem to have no solid grounds for
challenging the answer. This is all the more true if the questionnaires are
anonymous.
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➠ 10

Interviews

Interviews are an attractive proposition for the project researcher. At first
glance, they do not involve much technical paraphernalia in order to collect
the information – perhaps a notepad and a portable tape-recorder – and the
basic technique draws on a skill that researchers already have – the ability to
conduct a conversation. No complex equipment and no need to spend time
learning new skills: this is a particularly enticing recipe.

The reality, though, is not quite so simple. Although there are a lot of super-
ficial similarities between a conversation and an interview, interviews are
actually something more than just a conversation. Interviews involve a set of
assumptions and understandings about the situation which are not normally
associated with a casual conversation (Denscombe 1983; Silverman 1985).
When someone agrees to take part in a research interview:

• There is consent to take part. From the researcher’s point of view this is par-
ticularly important in relation to research ethics. The interview is not done
by secret recording of discussions or the use of casual conversations as
research data. It is openly a meeting intended to produce material that will
be used for research purposes – and the interviewee understands this and
agrees to it.

• The interviewee’s words can be treated as ‘on the record’ and ‘for the record’. In
the research interview there is a general understanding (a) that the words
can be used by the researcher at some later date and (b) that the talk can be
taken as a genuine reflection of the person’s thoughts, rather than being a
joke or a ‘wind up’. It is, of course, possible for the interviewee to stipulate
that his or her words are not to be attributed to him or her, or not to be made
publicly available. The point is, though, that unless the interviewee speci-
fies to the contrary, the interview talk is ‘on record’ and ‘for the record’. It is
to be taken seriously.



• The agenda for the discussion is set by the researcher. There is a tacit agreement
built into the notion of being interviewed that the proceedings and the
agenda for the discussion will be controlled by the researcher. The degree of
control exercised by the researcher will vary according to the style of inter-
viewing, and there are occasions when interviewees might try to take
control of proceedings, but there is none the less some implied agreement
at the outset of the research interview that the researcher is given the right
to control the proceedings and the direction of the discussion.

These assumptions do not apply during the course of a normal conversation.
The research interview does not happen by chance; it is arranged. The discus-
sion is not arbitrary or at the whim of one of the parties; it is dedicated to
investigating a given topic. The flow of the discussion is rarely free form; it is
normally monitored and follows an agenda set by the researcher.

Caution

The superficial similarity between an interview and a conversation can gener-
ate an illusion of simplicity. We all have conversations and it is likely that most
of us do not have too much difficulty with them. So an interview should be
fairly straightforward. As long as we know to whom we are going to talk and
what we want to ask, the rest should be plain sailing. Here lies the problem.
The researcher can be lulled into a false sense of security. The superficial simi-
larity can encourage a relaxed attitude to the planning, preparation and
conduct of the method that would be unlikely were it to involve question-
naires or experiments. In reality, interviewing is no easy option. It is fraught
with hidden dangers and can fail miserably unless there is good planning,
proper preparation and a sensitivity to the complex nature of interaction
during the interview itself.

1 When is it appropriate to use interviews for research?

The use of interviews normally means that the researcher has reached the
decision that, for the purposes of the particular project in mind, the research
would be better served by getting material which provides more of an in-depth
insight into the topic, drawing on information provided by fewer informants.
To reach this decision, the social researcher needs to consider the following
two questions and be persuaded that, overall, interviews are a reasonable
option to pursue in terms of the desirability of the particular type of data they
produce.

• Does the research really require the kind of detailed information that
interviews supply?

• Is it reasonable to rely on information gathered from a small number of
informants?
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The researcher ought to be able to justify the decision to go for depth rather
than breadth in the material as being best suited to the specific needs to the
project. Such a justification is likely to incorporate reference to:

• Data based on emotions, experiences and feelings. If the researcher wishes to
investigate emotions, experiences and feelings rather than more straight-
forward factual matters, then he or she may be justified in preferring inter-
views to the use of questionnaires. The nature of emotions, experiences and
feelings is such that they need to be explored rather than simply reported in
a word or two.

• Data based on sensitive issues. When the research covers issues that might be
considered sensitive or rather personal, there is a case to be made for using
interviews. Such things call for careful handling and perhaps some coaxing
in order to get the informant to be open and honest. Any justification along
these lines, however, will also need to recognize the problems that might
arise from ‘the interviewer effect’ (see below) and argue that, on balance,
the face-to-face approach will produce better data.

• Data based on privileged information. Here, the justification for interviews is
based on the value of contact with key players in the field who can give
privileged information. The depth of information provided by interviews
can produce best ‘value for money’ if the informants are willing and able to
give information that others could not – when what they offer is an insight
they have as people in a special position ‘to know’.

The decision to use interviews also needs to take account of their feasibility.
Before embarking on a programme of interviews the researcher needs to feel
assured about the following two questions.

• Is it possible to gain direct access to the prospective interviewees? There is obvi-
ously no point in pursuing the idea of conducting interviews unless there
are good grounds for believing that the necessary people can be accessed,
and that some agreement can be obtained from all the parties involved in
the research.

• Are the interviews viable in terms of the costs in time and travel involved? With
limited resources, the researcher needs to ensure that the people are not
distributed too widely across a large geographical area and that conducting
the interviews will not incur prohibitive costs.

2 What kinds of data are collected by interviews?

Interview data can be used in a variety of ways and for a variety of specialist
purposes, depending on the background of the researcher and the context in
which the interview occurs. For project researchers, by far the most common
use will be as a source of information. As an information-gathering tool, the
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interview lends itself to being used alongside other methods as a way of sup-
plementing their data – adding detail and depth. It is, indeed, frequently used
by way of:

• Preparation for a questionnaire. To fine-tune the questions and concepts that
will appear in a widely circulated questionnaire, researchers can use
interviews to supply the detail and depth needed to ensure that the
questionnaire asks valid questions.

• Follow-up to a questionnaire. Where the questionnaire might have thrown up
some interesting lines of enquiry, researchers can use interviews to pursue
these in greater detail and depth. The interview data complement the
questionnaire data.

• Triangulation with other methods. Rather than interviews being regarded
as competing with other methods, they can be combined in order to
corroborate facts using a different approach.

3 Types of research interview

Structured interviews

Structured interviews involve tight control over the format of the questions
and answers. In essence, the structured interview is like a questionnaire which
is administered face to face with a respondent. The researcher has a predeter-
mined list of questions, to which the respondent is invited to offer limited-
option responses. The tight control over the wording of the questions, the
order in which the questions occur and the range of answers that are on offer
have the advantage of ‘standardization’. Each respondent is faced with identi-
cal questions. And the range of pre-coded answers on offer to respondents
ensures that data analysis is relatively easy. The structured interview, in this
respect, lends itself to the collection of quantitative data.

Structured interviews are often associated with social surveys where
researchers are trying to collect large volumes of data from a wide range of
respondents. Here, we are witnessing the replacement of interviewers armed
with clipboards and paper questionnaires with interviewers using laptop com-
puters to input information direct into a suitable software program. Such
computer-assisted personal interviewing (CAPI) has the advantage of using soft-
ware with built-in checks to eliminate errors in the collection of data,
and it allows quick analysis of the data. However, its relatively large initial
costs, caused by the purchase of the laptop computers, the development of
suitable software and the training involved, means that CAPI is better suited to
large-budget, large-number surveys than to small-scale research.

Link up with Questionnaires, ch. 9
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Whether using a laptop computer, telephone or printed schedule of ques-
tions, the structured interview, in spirit, bears more resemblance to question-
naire methods than to the other types of interviews. For this reason, this
chapter focuses on semi-structured and unstructured interviews rather than structured
questionnaires.

Semi-structured interviews

With semi-structured interviews, the interviewer still has a clear list of issues to
be addressed and questions to be answered. However, with the semi-structured
interview the interviewer is prepared to be flexible in terms of the order in
which the topics are considered, and, perhaps more significantly, to let the
interviewee develop ideas and speak more widely on the issues raised by
the researcher. The answers are open-ended, and there is more emphasis on the
interviewee elaborating points of interest.

Unstructured interviews

Unstructured interviews go further in the extent to which emphasis is placed
on the interviewee’s thoughts. The researcher’s role is to be as unintrusive as
possible – to start the ball rolling by introducing a theme or topic and then
letting the interviewee develop his or her ideas and pursue his or her train of
thought.

Semi-structured and unstructured interviews are really on a continuum and,
in practice, it is likely that any interview will slide back and forth along the
scale. What they have in common, and what separates them from structured
interviews, is their willingness to allow interviewees to use their own words
and develop their own thoughts. Allowing interviewees to ‘speak their minds’
is a better way of discovering things about complex issues and, generally, semi-
structured and unstructured interviews have as their aim ‘discovery’ rather
then ‘checking’. They lend themselves to in-depth investigations, particularly
those which explore personal accounts of experiences and feelings.

One-to-one interviews

The most common form of semi-structured or unstructured interview is the
one-to-one variety, which involves a meeting between one researcher and one
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informant. One reason for its popularity is that it is relatively easy to arrange.
Only two people’s diaries need to coincide. Another advantage is that the
opinions and views expressed throughout the interview stem from one source:
the interviewee. This makes it fairly straightforward for the researcher to locate
specific ideas with specific people. A third advantage is that the one-to-one
interview is relatively easy to control. The researcher only has one person’s
ideas to grasp and interrogate, and one person to guide through the interview
agenda.

Group interviews

Sometimes research can involve the use of more than one informant. The
numbers involved in such group interviewing, normally about four to six
people, really reflect the practical matter of how difficult it is to get people
together to discuss matters on one occasion, and how many voices can con-
tribute to the discussion during any one interview. But the crucial thing to bear
in mind here is that a group interview is not an opportunity for the researcher
to pose questions to a sequence of individuals, taking turns around a table. The
term ‘group’ is crucial here, because it tells us that those present during the
interview will interact with one another and that the discussion will operate at
the level of the group. As Lewis notes:

Group interviews have several advantages over individual interviews. In
particular, they help to reveal consensus views, may generate richer
responses by allowing participants to challenge one another’s views, may
be used to verify research ideas of data gained through other methods and
may enhance the reliability of . . . responses.

(Lewis 1992: 413)

Weighed against this, of course, group interviews hold the prospect of drown-
ing out certain views, especially those of ‘quieter’ people. Certain members of
the group might dominate the talk, while others might struggle to get them-
selves heard. There is a gender issue here: it is men who tend to hog the centre
stage in group discussions, it is women whose opinions might tend to get
passed over in terms of data from such interviews.

Another potential disadvantage of group interviews is that the opinions that
are expressed are ones that are perceived to be ‘acceptable’ within the group.
Where group members regard their opinions as contrary to prevailing opinion
within the group, they might be inclined to keep quiet, or moderate their
views somewhat. The privacy of the one-to-one interview does not pose this
difficulty.

Focus groups

Focus groups have become an extremely popular form of interview technique.
Their extensive use in the worlds of market research and advertising has spread
to social research more generally in recent years. Focus groups consist of a
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small group of people, usually between six and nine in number, who are
brought together by a trained ‘moderator’ (the researcher) to explore attitudes
and perceptions, feelings and ideas about a topic. The three distinctive and
vital points about focus groups are that:

• the sessions usually revolve around a prompt, a trigger, some stimulus
introduced by the moderator in order to ‘focus’ the discussion;

• there is less emphasis on the need for the moderator to adopt a neutral role
in the proceedings than is normally the case with other interview
techniques;

• they place particular value on the interaction within the group as a means
for eliciting information, rather than just collecting each individual’s point
of view – there is a special value placed on the collective view, rather than
the aggregate view.

Focus groups are generally regarded as a useful way of exploring attitudes on
non-sensitive, non-controversial topics. They can excite contributions from
interviewees who might otherwise be reluctant to contribute and, through
their relatively informal interchanges, focus groups can lead to insights that
might not otherwise have come to light through the one-to-one conventional
interview. Weighed against this, it is difficult to record the discussion that
takes place, as speakers interrupt one another and talk simultaneously. It
should be recognized that, as with all group interviews, there is the possibility
that people will be reluctant to disclose thoughts on sensitive, personal, pol-
itical or emotional matters in the company of others, or that extrovert char-
acters can dominate the proceedings and bully more timid members of the
focus group into expressing opinions they would not admit to in private. Of
course, the moderator ought to manage the event to avoid this happening, but
this calls for experience on the part of the moderator and a judicious selection
of people to participate in the focus group.

4 The interviewer effect

Personal identity

Research on interviewing has demonstrated fairly conclusively that people
respond differently depending on how they perceive the person asking the
questions.

In particular, the sex, the age and the ethnic origins of the interviewer have a
bearing on the amount of information people are willing to divulge and their
honesty about what they reveal. The data, in other words, are affected by the
personal identity of the researcher.

The impact of the researcher’s personal identity, of course, will depend on
who is being interviewed. It is not, strictly speaking, the identity in its own
right that affects the data, but what the researcher’s identity means as far as the
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person being interviewed is concerned. Interviewees, and interviewers come to
that, have their own preferences and prejudices, and these are likely to have some
impact on the chances of developing rapport and trust during an interview.

The effect of the researcher’s identity, of course, will also depend on the
nature of the topic being discussed. On sensitive issues or on matters regarded
as rather personal, the interviewer’s identity assumes particular importance. If
the research is dealing with religious beliefs, with earnings, with sexual rela-
tionships, with personal health or any of a host of similar issues, the sex, age
and ethnicity of the interviewer in relation to the sex, age and ethnicity of the
interviewee is very likely to influence the nature of the data that emerges –
their fullness and their honesty. On some questions people can be embar-
rassed. They can feel awkward or defensive. Whenever this is the case, there is
the possibility that interviewees might supply answers which they feel fit in
with what the researcher expects from them – fulfilling the perceived expect-
ations of the researcher. Or the answers might tend to be tailored to match
what the interviewee suspects is the researcher’s point of view, keeping the
researcher happy. Either way, the quality of the data suffers.

From the perspective of the small-scale project researcher, there is a limit to
what can be done about this. There are limits to the extent that researchers can
disguise their ‘self’ during interviews. We bring to interviews certain personal
attributes which are ‘givens’ and which cannot be altered on a whim to suit the
needs of the research interview. Our sex, our age, our ethnic origin, our accent, even
our occupational status, all are aspects of our ‘self’ which, for practical purposes,
cannot be changed. We can make efforts to be polite and punctual, receptive and
neutral, in order to encourage the right climate for an interviewee to feel com-
fortable and provide honest answers. What we cannot do is change these
personal attributes.
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Self-presentation

Conventional advice to researchers has been geared to minimizing the impact
of researchers on the outcome of the research by having them adopt a passive
and neutral stance. The idea is that the researcher:

• presents himself or herself in a light which is designed not to antagonize or
upset the interviewee (conventional clothes, courtesy etc.);

• remains neutral and non-committal on the statements made during the
interview by the interviewee.

Passivity and neutrality are the order of the day. The researcher’s ‘self’, adopt-
ing this approach, is kept firmly hidden beneath a cloak of cordiality and
receptiveness to the words of the interviewee. To a certain degree, this is sound
advice. The researcher, after all, is there to listen and learn, not to preach. The
point is to get the interviewee to open up, not to provoke hostility or put the
interviewee on the defensive.

Personal involvement

One line of reasoning argues that a cold and calculating style of interviewing
reinforces a gulf between the researcher and the informant, and does little to
help or empower the informant. Now, if the aims of the research are specific-
ally to help or empower the people being researched, rather than dispassion-
ately learn from them, then the approach of the interviewer will need to alter
accordingly (Oakley 1981). Under these circumstances, the researcher will be
inclined to show emotion, to respond with feeling and to engage in a true
dialogue with the interviewee. The researcher will become fully involved as a
person with feelings, with experiences and with knowledge which can be
shared with the interviewee. A word of warning, though. This style of inter-
viewing remains ‘unconventional’, and the researcher needs to be confident
and committed to make it work. The researcher also needs to feel sure that his
or her audience understand and share the underlying logic of the approach
rather than expecting the researcher to adopt the cool and dispassionate
stance.
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5 Planning and preparation for interviews

The topics for discussion

With the use of unstructured interviews, it might be argued that the researcher
should not have preconceived ideas about the crucial issues and direction the
interview should take. In practice, however, it is not very often that researchers
operate at the extreme end of the continuum with unstructured interviews. In
the vast majority of cases, researchers approach an interview with some
agenda and with some game-plan in mind. In such cases it would be tempting
fate to proceed to a research interview without having devoted considerable
time to thinking through the key points that warrant attention. This does not
necessarily mean that the researcher needs to have a rigid framework of ques-
tions and issues in mind – though this will be the case when using structured
interviews. It does mean that there is likely to be more benefit from the inter-
view if he or she is well informed about the topic and has done the necessary
homework on the issues that are likely to arise during the interview.

Choice of informants

In principle, there is nothing to stop researchers from selecting informants on
the basis of random sampling. In practice, though, this is unlikely to happen.
Interviews are generally conducted with lower numbers than would be the
case with questionnaire surveys, and this means that the selection of people to
interview is more likely to be based on non-probability sampling. People tend
to be chosen deliberately because they have some special contribution to
make, because they have some unique insight or because of the position they
hold. It is worth emphasizing, though, that there is no hard and fast rule on
this. It depends on whether the overall aim of the research is to produce results
which are generalizable (in which case the emphasis will be on choosing a
representative sample of people to interview) or the aim is to delve in depth
into a particular situation with a view to exploring the specifics (in which case
the emphasis will be on choosing key players in the field).

In the case of group interviews, researchers can decide to select interviewees
in order to get a cross-section of opinion within the group, or, perhaps, to
ensure that group members hold opposing views on the topic for discussion.
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Authorization

In many, if not most, research situations it will be necessary to get approval
from relevant ‘authorities’. This will be necessary in any instance of research
where the people selected to participate in the interviews are either:

• working within an organization where they are accountable to others higher
up the chain of command;

• or potentially vulnerable, and therefore protected by responsible others – the
young, the infirm and some other groups are under the protection of others
whose permission must be sought (e.g. school children).

Organizations or authorities that grant permission will wish to be persuaded
that it is bona fide research, and they will also be influenced by the personal/
research credentials of the researcher. Letters of contact, therefore, should spell
out the range of factors which will persuade the organization or authority that the
researcher is both (a) trustworthy and (b) capable. Research which can call on
suitable referees or which will be conducted under the auspices of a suitable
organization (e.g. a university) is at an advantage for these.

To emphasize what ought to be obvious, such authorization to conduct the
interviews must be gained before the interviews take place.

Arranging the venue

Securing an agreement to be interviewed is often easier if the prospective
interviewee is contacted in advance. This also allows both parties to arrange a
mutually convenient time for the interview. At this point, of course, the
researcher will probably be asked how long the interview will take, and should
therefore be in a position to respond. It is most unlikely that busy people will
feel comfortable with a suggestion that the interview will ‘take as long as it
takes’. The researcher needs to make a bid for an agreed length of time whether it
be 15 minutes, half an hour, 45 minutes or an hour.

Where the interview is to take place in the field, the researcher loses much
control over the arrangement. This means there is an added danger that things
can go wrong. Through whatever means, though, the researcher needs to try to
get a location for the interview in which they will not be disturbed, which offers
privacy, which has fairly good acoustics and which is reasonably quiet. This
can prove to be a pretty tall order in places like busy organizations, schools,
hospitals and so on. But at least the desirability of such a venue should be
conveyed to the person arranging the interview room.

Within the interview room, it is important to be able to set up the seating
arrangements in a way that allows comfortable interaction between the
researcher and the interviewee(s). In a one-to-one interview the researcher
should try to arrange seating so that the two parties are at a 90 degree angle to
each other. This allows for eye contact without the confrontational feeling
arising from sitting directly opposite the other person. With group interviews,
it is important to arrange the seating to allow contact between all parties
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without putting the researcher in a focal position and without hiding
individuals at the back of the group or outside the group.

6 Recording the interview

The researcher wishing to capture the discussion that happened during the
interview can rely on memory. However, the human memory is rather unreli-
able as a research instrument. It is prone to partial recall, bias and error, as
any psychologist will testify. Interviewers, instead, can call on other more
permanent records of what was said.

Field notes

Under certain circumstances researchers will need to rely on field notes written
soon after the interview or actually during the interview. Sometimes inter-
viewees will decline to be tape-recorded. This means that what was actually
said will always remain a matter of recollection and interpretation. There will
never be an objective record of the discussion. This suits the needs of certain
interviewees, particularly where the discussion touches on sensitive issues,
commercially, politically or even personally. Notes taken during the interview,
however, offer a compromise in such situations. The interviewer is left with
some permanent record of his or her interpretation of what was said, and can
refer back to this at various later stages to refresh the memory. The notes also

act as some form of permanent record. However, from the interviewee’s point
of view, it is always possible to deny that certain things were said and to argue
that the researcher might have ‘misinterpreted’ a point should the interviewee
wish to dissociate himself or herself from the point at some later date. A crucial
advantage of taking field notes at an interview, however, is that they can fill in
some of the relevant information that the audio tape-recording alone might
miss. Field notes can cover information relating to the context of the location,
the climate and atmosphere under which the interview was conducted, clues
about the intent behind the statements and comments on aspects of
non-verbal communication as they were deemed relevant to the interview.

Tape-recording

Audio tape-recording offers a permanent record and one that is complete in
terms of the speech that occurs. It lends itself to being checked by other
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researchers. However, it captures only speech, and misses non-verbal com-
munication and other contextual factors.

Video tape-recording requires more bulky equipment and tends to be more
intrusive in terms of the interview setting. It captures many non-verbal as well
as verbal communications, and offers the most complete record of events
during the interview. As with audio recording, it provides a permanent record
which can be checked by other researchers.

In practice, most research interviewers rely on audio tape-recording backed up
by written field notes. While some researchers can muster the resources and the
enthusiasm to make video recordings, their use still tends to be the exception
rather than the rule. It is not the cost factor which explains this, because video
cameras are not prohibitively expensive. Generally, it is the intrusiveness of
video recording on the setting. Audio tape-recording can be disconcerting
enough for informants, and the researcher needs to proceed with caution
when broaching the issue of using the tape-recorder during the interview. At
first people can feel rather threatened by it. Most people ease up after an initial
period of hesitancy and, when used sensitively, the audio tape does not pose
too much of a disturbance to most interview situations. It is worth stressing,
though, that the disturbance will depend on each distinct situation and the
researcher needs to make an assessment of its feasibility before embarking on
its use. Video recording has all the more potential to disturb the setting –
especially where the interviews take place ‘in the field’.

Equipment

It is a cardinal sin to start an interview without having thoroughly checked out
the equipment. This sounds obvious, but in the run-up to an interview it is all
too easy to overlook such a basic chore. Remember, an interview is a one-off
situation. If the equipment fails you can hardly expect the interviewee to run
through the whole discussion again!

Hard and fast advice on tapes and equipment is difficult to give, because
technological advances can make such advice quickly out of date. What can be
said at a general level is that the researcher should:

• use equipment which is good enough to supply adequate sound (or visual)
reproduction;

• be certain that the equipment is functioning well before the interview;
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• have a reliable power source plus back-up in case of emergency;

• choose tapes which are long enough on each side to cover the planned
duration of the interview without the need to ‘reload’ the recorder.

The process of recording

At one level, the audio tape-recorder and the video camera are reliable
research instruments. They capture the proceedings on a permanent record,
and they provide an objective record of the proceedings in the sense that, in
themselves, they have no values and no vested interest in the outcome of the
interview. These research instruments do not interpret the events, they simply store
them.

However, it would be naive to assume that they therefore have no impact on
the nature of what emerges as the ‘interview data’. They do have an impact, in
two ways. First, they are selective in terms of what they capture. Audio tapes
only capture the verbal utterances and necessarily miss any non-verbal com-
munication and visual signals which occur during the interview. That is why
researchers are encouraged to make field notes to fill in the missing bits as far
as possible. Video-recording manages to capture more of the totality of the
interview. Yet, even here, the camera cannot capture all the action. The posi-
tion of the camera, its breadth of focus etc. will still impose limitations on
how far this method can store a complete record of events.

Second, the very presence of the recording equipment can have an impact
on the interview situation. Informants will vary in the extent to which they
are affected by the tape-recorder or camera. Some will be shy and nervous,
others less so. It is generally the case that people become less conscious of the
recording equipment the longer the interview lasts. None the less, the process of
recording has a bearing on the freedom with which people speak, and the visual
appearance of the equipment serves to remind informants of the fact that they are
being recorded.

7 Interview skills

The good interviewer needs to be attentive. This may sound obvious, but it is
all too easy to lose the thread of the discussion because the researcher needs
to be monitoring a few other things while listening closely to what the in-
formant has to say: writing the field notes, looking for relevant non-verbal
communication, checking that the tape-recorder is working.

The good interviewer is sensitive to the feelings of the informant. This is not just a
matter of social courtesy, though that is certainly a worthy aspect of it. It is also
a skill which is necessary for getting the best out of an interview. Where the
interviewer is able to empathize with the informant and to gauge the feelings
of the informant, he or she will be in a better position to coax out the most
relevant information.

The good interviewer is able to tolerate silences during the talk, and knows when
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to shut up and say nothing. Anxiety is the main danger. Fearing that the
interview might be on the verge of breaking down, the researcher can feel the
need to say something quickly to kick-start the discussion. Worrying about
cramming in every possible gem of wisdom in the allotted time, the inter-
viewer can be inclined to rush the informant on quickly to the next point. But,
most of all, feeling uncomfortable when the conversation lapses into silence,
the interviewer can be all too quick to say something when a more experi-
enced interviewer would know that the silence can be used as a wonderful
resource during interviews (see below).

The good interviewer is adept at using prompts. Although silences can be pro-
ductive, the interviewer needs to exercise judgement on this. There are times
during an interview when the researcher may feel that it is necessary to spur
the informant to speak. Listed below are some examples of how this can be
done. What the examples share is a degree of subtlety. It is not normally
acceptable for research interviewers to demand that the informant answers the
questions. Research interviews are not police interviews. The idea is to nudge
the informant gently into revealing their knowledge or thoughts on a specific
point.

The good interviewer is adept at using probes. There are occasions during an
interview when the researcher might want to delve deeper into a topic rather
than let the discussion flow on to the next point. An informant might make
a point in passing which the researcher thinks should be explored in more
detail. Some explanation might be called for, or some justification for a
comment. Some apparent inconsistency in the informant’s line of reasoning
might be detected, an inconsistency which needs unravelling. Examples of
how this can be done are listed below. Again, they attempt to be subtle and
avoid an aggressive stance.

The good interviewer is adept at using checks. One of the major advantages of
interviews is that they offer the researcher the opportunity to check that he
or she has understood the informant correctly. As an ongoing part of the
normal talk during interviews, the researcher can present a summary of what
he or she thinks the informant has said, which the informant can then
confirm as an accurate understanding, or can correct it if it is felt to be a
misunderstanding of what has been said. Such checks can be used at strategic
points during the interview as a way of concluding discussion on one aspect
of the topic.

With group interviews, the good researcher manages to let everyone have a say. It
is vital to avoid the situation where a dominant personality hogs the
discussion and bullies others in the group to agree with his (less often her)
opinion.

The good interviewer is non-judgemental. As the researcher enters the interview
situation he or she should, as far as is possible, suspend personal values and
adopt a non-judgemental stance in relation to the topics covered during the
interview. This means not only biting your lip on occasion, but also taking care
not to reveal disgust, surprise or pleasure through facial gestures. The good
researcher must also respect the rights of the interviewee. This means accepting if
a person simply does not wish to tell you something and knowing when to
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back off if the discussion is beginning to cause the interviewee particular
embarrassment or stress. This is a point of personal sensitivity and research
ethics.

8 Conducting the interview

In the intensity of a research interview it is not easy to attend to all the points
that should be remembered and, in any case, interviews are ‘live’ events which
require the interviewer to adjust plans as things progress. Nevertheless, there
are some pretty basic formalities which need to be observed. There are also a
number of skills the researcher should exercise and, despite the fluid nature of
interviews, it is worth spelling out a list of things that go towards a good
interview.

Introduction and formalities

At the beginning there should be the opportunity to say ‘Hello’, to do some
introductions, to talk about the aims of the research and to say something
about the origins of the researcher’s own interest in the topic. During the
initial phase, there should also be confirmation that you have permission to
tape-record the discussion and reassurances about the confidentiality of com-
ments made during the interview. The aim is to set the tone for the rest of the
interview – normally a relaxed atmosphere in which the interviewee feels free
to open up on the topic under consideration. Trust and rapport are the
keywords.

During the pre-interview phase, the interviewer should do two other
things:
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• prepare the recording equipment;

• as far as possible, arrange the seating positions to best advantage.

Starting the interview

The first question takes on a particular significance for the interview. It should
offer the interviewee the chance to settle down and relax. For this reason it is
normally good practice to kick off with an ‘easy’ question: something on which
the interviewee might be expected to have well formulated views and some-
thing that is quite near the forefront of their mind. Two tactics might help
here.

• Ask respondents, in a general way, about themselves and their role as it
relates to the overall area of the interview. This allows the researcher to
collect valuable background information about informants while, at the same
time, letting informants start off by covering familiar territory.

• Use some ‘trigger’ or ‘stimulus’ material, so that the discussion can relate to
something concrete, rather than launch straight into abstract ideas.

Monitoring progress

During the interview, the researcher should keep a discreet eye on the time.
The good researcher needs to wind things up within the allotted time and will
have covered most of the key issues during that time. While doing this,
the good interviewer also needs to attend to the following things during the
progress of the interview itself.

• Identify the main points being stated by the interviewee and the priorities as
expressed by the interviewee. With group interviewers, what consensus is
emerging about the key points?

• Look for the underlying logic of what is being said by the informant. The
interviewer needs to ‘read between the lines’ to decipher the rationale lying
beneath the surface of what is being said. The interviewer should ask ‘What
are they really telling me here?’ and, perhaps more significantly, ‘What are
they not mentioning?’

• Look for inconsistencies in the position being outlined by the respondent. If
such inconsistencies exist, this does not invalidate the position. Most
people have inconsistencies in their opinions and feelings on many
topics. However, such inconsistencies will be worth probing as the
interview progresses to see what they reveal.

• Pick up clues about whether the informant’s answers involve an element of
boasting or are answers intended to please the interviewer.
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• Be constantly on the look out for the kind of answer that is a ‘fob-off ’.

• Get a feel for the context in which the discussion is taking place. The priorities
expressed by the interviewee might reflect events immediately prior to the
interview, or things about to happen in the near future. They might be
‘issues of the moment’, which would not assume such importance were the
interview to be conducted a few weeks later. The researcher needs to be
sensitive to this possibility and find out from the interviewee if there are
events which are influencing priorities in this way.

• Keep a suitable level of eye contact throughout the interview and make a
note of non-verbal communication which might help a later interpretation of
the interview talk.

Finishing the interview

Interviews can come to an end because the interviewee has run out of things to
say and the interviewer cannot goad any more information from the person.
This is not a good state of affairs unless the interview has no outside time limit.
It is better for the interview to come to a close in some orderly fashion guided
by the interviewer. Having kept an eye on the time, and having ensured that
most of the required areas for discussion have been covered, the interviewer
should draw events to a close making sure that:

• the interviewee is invited to raise any points that they think still need to be
covered and have not been covered so far;

• normal courtesies are extended to the interviewee for having given up the
time to participate in the interview.

Notes on the interview

Researchers should make notes on an interview as a complement to a tape-
recording. During the interview itself, if it is possible, the researcher should
write down as field notes any impressions he or she might have about the
situation. The ambience, significant bits of non-verbal communication, the
things the tape-recorder cannot capture: these are the things that need to be
noted by the researcher and kept alongside the tape when it comes to using
that tape for analysis. As soon as possible after the interview, notes should
be written up covering the physical context of the interview and any other
impressions the researcher might have about the interview and the
situation.
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9 Transcribing the interview

Audio tapes

There might be a temptation to regard transcribing audio tapes as a straight-
forward process. In practice, researchers soon find that it is not. First of all, it is
very time-consuming. For every hour of talk on a tape it will take several more
to transcribe it. The actual time will depend on the clarity of the tape-
recording itself, the availability of transcription equipment and the typing
speed of the researcher. When you are planning interview research, it is
important to bear this in mind. From the point of view of the project
researcher, the process of transcribing needs to be recognized as a substantial part
of the method of interviewing and not to be treated as some trivial chore to be tagged
on once the real business of interviewing has been completed.

The value of transcription

The process of transcription is certainly laborious. However, it is also a very
valuable part of the research, because it brings the researcher ‘close to the data’.
The process brings the talk to life again, and is a real asset when it comes to
using interviews for qualitative data. Added to this, the end-product of the
process provides the researcher with a form of data that is far easier to analyse
than an audio tape. It is easier to flick through pages of text to pick out the
interesting sections than it is to move back and forth through a tape-recording.
When the tape has been transcribed into a text file, there are a growing
number of computer packages specifically designed to help the researcher to
analyse the data.

Link up with Computer-aided analysis of qualitative data, p. 275

Annotations

When transcribing a tape, the researcher should put informal notes and com-
ments alongside the interviewee’s words. These annotations can be based on
the memories that come flooding back during the process of transcribing.
They should also draw on field notes taken during the interview or notes made
soon afterwards about the interview. They should include observations about
the ambience of the interview and things like gestures, outside interferences,
uncomfortable silences or other feelings that give a richer meaning to the
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words that were spoken. These annotations should be placed in a special
column on the page.

Line numbering and coding

Each line in the transcript is given a unique line number, so that parts of the
data can be identified and located precisely and quickly. The researcher codes
the material, and it is useful to leave a column on the sheet of paper to allow
for this. There can be more than one code placed against a piece of speech if
the words cover more than one area which the researcher has identified as ‘of
interest’ and which has been allocated a unique code to represent an issue, a
topic or a meaning.

Problems of transcription

The difficulty of transcribing a taped interview stems principally from three
things.

The recorded talk is not always easy to hear

Especially with group interviews, but also with one-to-one versions, there can
be occasions when more than one person speaks at the same time, where
outside noises interfere or where poor audio quality itself makes transcribing
the words very difficult. There is a fine dividing line here between the need to
ditch these parts of the interview records and disregard them as worthwhile
data, and the need to exercise some reasonable interpretation about what was
actually said.

People do not always speak in nice finite sentences

Normally, the researcher needs to add punctuation and a sentence structure to
the talk, so that a reader can understand the sequence of words. The talk, in a
sense, needs to be reconstructed so that it makes sense in a written form. This
process takes time – and it also means that the crude data get cleaned up a little
by the researcher so that they can be intelligible to a readership who were not
present at the time of the recording.
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Intonation, emphasis and accents used in speech are hard to depict on
a transcript

There are established conventions which allow these to be added to a written
transcript, but the project researcher is unlikely to be able to devote the neces-
sary time to learning these conventions. The result is that interview transcripts
in small-scale research are generally based on the words and the words alone,

Interviews 185



with little attempt to show intonation, emphasis and accents. This con-
sequence is that, in practice, the data are stripped of some of their meaning in
transcription.

10 How do you know if the informant is telling the truth?

This is a crucial question facing the researcher who uses interview data. When
the interview is concerned with gathering information of a factual nature, the
researcher can make some checks to see if the information is broadly corrobor-
ated by other people and other sources. When the interview concerns matters
such as the emotions, feelings and experiences of the interviewee, it is a lot
more difficult to make such checks. Ultimately, there is no absolute way of
verifying what someone tells you about their thoughts and feelings.
Researchers are not ‘mind readers’. But there are still some practical checks
researchers can make to gauge the credibility of what they have been told. It
should be stressed, though, that these are not watertight methods of detecting
false statements given during interviews. They are practical ways of helping
the researcher to avoid being a gullible dupe who accepts all that he or she is
told at face value. They help the researcher to ‘smell a rat’. By the same token, if
the following checks are used, the researcher can have greater confidence in
the interview data, knowing that some effort has been made to ensure the
validity of the data.

Checking the transcript with the informant

Where possible, the researcher should go back to the interviewee with the
transcript to check with that person that it is an accurate statement. Now, of
course, checking for accuracy is not strictly what is going on here. Unless
the interviewer also sends a copy of the tape, the interviewee has no way of
knowing if what appears on the transcript is actually what was said. The
point of the exercise is more to do with ‘putting the record straight’. If the
researcher is solely concerned with gathering facts from the interview, this is
an opportunity to ensure that the facts are correct and that the interviewer
has got the correct information. That is a nice safeguard. If, alternatively,
the interview is concerned with a person’s emotions, opinions and experi-
ences, the exercise invites the interviewee to confirm that what was said at
the time of the interview was what was really meant, and not said ‘in the
heat of the moment’. Either way, there is an initial check on the accuracy of
the data.

Check the data with other sources

The researcher should make efforts to corroborate the interview data with
other sources of information on the topic. Triangulation should be used.
Documents and observations can provide some back-up for the content of the
interview, or can cast some doubt on how seriously the interview data should
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be taken. Interview content can even be checked against other interviews to
see if there is some level of consistency. The point is that interview data should
not be taken at face value if it is at all possible to confirm or dispute the
statements using alternative sources.

Link up with Triangulation, p. 131

Check the plausibility of the data

Some people are interviewed specifically because they are in a position to
know about the things that interest the researcher. The ‘key players’ are picked
out precisely because they are specialists, experts, highly experienced – and
their testimony carries with it a high degree of credibility. This is not necessar-
ily the case with those chosen for interview on some other grounds. When
assessing the credibility of information contained in an interview, the
researcher needs to gauge how far an informant might be expected to be in
possession of the facts and to know about the topic being discussed. The
researcher should ask if it is reasonable to suppose that such a person would be
in a position to comment authoritatively on the topic – or is there a chance
that they are talking about something of which they have little knowledge?

Look for themes in the transcript(s)

Where possible, avoid basing findings on one interview – look for themes
emerging from a number of interviews. Where themes emerge across a number
of interviews, the researcher does not have to rely on any one transcript as the
sole source of what is ‘real’ or ‘correct’. A recurrent theme in interviews indi-
cates that the idea/issue is something which is shared among a wider group,
and therefore the researcher can refer to it with rather more confidence than
any idea/issue which stems from the words of one individual.

11 The analysis of interview data

After having transcribed the audio-recording and made some checks on the
validity of the data, the researcher is faced with the task of analysing the
material. This means deciding what meaning can be attributed to the words
and what implications the words have in relation to the topic that is being
investigated. If the researcher prefers to use a quantitative approach to the
analysis of the transcript, he or she will use content analysis.

If, on the other hand, the researcher prefers to use a qualitative approach, he
or she can use the procedures outlined in Chapter 14.
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Link up with Content analysis, p. 221

When analysing the data, the researcher should be aware of the role of
the ‘self’ in the interview process. The researcher inevitably uses some
amount of judgement and interpretive skills throughout the whole process of
interviewing: in the conduct of the interview itself, in the transformation of
the discussion into transcript data and in the analysis of the data. This is why it
is good research practice to acknowledge the impact of the researcher’s own identity
and values in the analysis of interview data.

12 The use of interview extracts in research reports

Extracts from transcripts can be used to good effect in social research. For one
thing, they can be interesting in their own right, giving the reader a flavour of
the data and letting the reader ‘hear’ the points as stated by the informants. For
another, they can be used as a piece of evidence supporting the argument that is
being constructed in the report by the researcher. It is very unlikely, however,
that an extract from an interview transcript can be presented as proof of a
point. There are two reasons for this.

• The significance of extracts from transcripts is always limited by the fact that they
are, to some extent, presented out of context. Extracts, as the very word itself
suggests, are pieces of the data that are plucked from their context within
the rest of the taped interview. This opens up the possibility that the quote
could be taken ‘out of context’. Everyone knows the danger of being quoted
out of context. The meaning of the words is changed by the fact that they
are not linked to what came before and what was said after. The shrewd
researcher will try to explain to the reader the context within which the
extract arose but, inevitably, there is limited opportunity to do this in
research reports.

• The process of selecting extracts involves a level of judgement and discretion on the
part of the researcher. The selection of which parts of the transcript to include
is entirely at the discretion of the researcher, and this inevitably limits the
significance which can be attached to any one extract. It is an editorial deci-
sion which reflects the needs of the particular research report. How does the
reader know that it was a fair selection, representative of the overall picture?

As a result, in the vast majority of reports produced by project researchers
extracts will serve as illustrations of a point and supporting evidence for an
argument – nothing more and nothing less. It is important that the project
researcher is aware of this when using extracts, and avoids the temptation to
present quotes from interviewees as though they stand in their own right as
unequivocal proof of the point being discussed.

188 Methods of social research



Having made this point, there are some things the researcher can do to get
the best out of the extracts that are selected.

• Use quotes and extracts verbatim. Despite the points above about the dif-
ficulty of transcribing tapes, the researcher should be as literal as possible
when quoting people. Use the exact words.

• Change the names to ensure anonymity (unless you have their explicit
permission to reveal the person’s identity).

• Provide some details about the person you are quoting, without endangering
their anonymity. The general best advice here is to provide sufficient detail
to distinguish informants from one another and to provide the reader with
some idea of relevant background factors associated with the person, but to
protect the identity of the person you quote by restricting how much infor-
mation is given (e.g. teacher A, female, school 4, geography, mid-career).

• Try to give some indication of the context in which the quotation arose.
Within the confines of a research report, try to provide some indication of
the context of the extract so that the meaning as intended comes through.
As far as it is feasible, the researcher should address the inevitable problem
of taking the extract ‘out of context’ by giving the reader some guidance on
the background within which the statement arose.

13 Advantages of interviews

• Depth of information. Interviews are particularly good at producing data
which deal with topics in depth and in detail. Subjects can be probed, issues
pursued and lines of investigation followed over a relatively lengthy period.

• Insights. The researcher is likely to gain valuable insights based on the depth
of the information gathered and the wisdom of ‘key informants’.

• Equipment. Interviews require only simple equipment and build on conver-
sation skills which researchers already have.

• Informants’ priorities. Interviews are a good method for producing data based
on informants’ priorities, opinions and ideas. Informants have the
opportunity to expand their ideas, explain their views and identify what
they regard as the crucial factors.

• Flexibility. As a method for data collection, interviews are probably the
most flexible. Adjustments to the lines of enquiry can be made during the
interview itself. Interviewing allows for a developing line of enquiry.

• Validity. Direct contact at the point of the interview means that data can be
checked for accuracy and relevance as they are collected.

• High response rate. Interviews are generally prearranged and scheduled for a
convenient time and location. This ensures a relatively high response rate.
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• Therapeutic. Interviews can be a rewarding experience for the informant.
Compared with questionnaires, observation and experiments, there is a
more personal element to the method, and people tend to enjoy the rather
rare chance to talk about their ideas at length to a person whose purpose is
to listen and note the ideas without being critical.

14 Disadvantages of interviews

• Time-consuming. Analysis of data can be difficult and time-consuming. Data
preparation and analysis is ‘end-loaded’ compared with, for instance, ques-
tionnaires which are pre-coded and where data are ready for analysis once
they have been collected. The transcribing and coding of interview data is a
major task for the researcher which occurs after the data have been
collected.

• Data analysis. The interview method tends to produce non-standard
responses. Semi-structured and unstructured interviews produce data that
are not pre-coded and have a relatively open format.

• Reliability. The impact of the interviewer and of the context means that
consistency and objectivity are hard to achieve. The data collected are, to an
extent, unique owing to the specific context and the specific individuals
involved. This has an adverse effect on reliability.

• Interviewer effect. The data from interviews are based on what people say
rather than what they do. The two may not tally. What people say they do,
what they say they prefer and what they say they think cannot automati-
cally be assumed to reflect the truth. In particular, interviewee statements
can be affected by the identity of the researcher.

• Inhibitions. The tape-recorder (or video-recorder) can inhibit the informant.
Although the impact of the recording device tends to wear off quite quickly,
this is not always the case. The interview is an artificial situation (as, of
course, are experiments) where people are speaking for the record and on
the record, and this can be daunting for certain kinds of people.

• Invasion of privacy. Tactless interviewing can be an invasion of privacy
and/or upsetting for the informant. While interviews can be enjoyable, the
other side of the coin is that the personal element of being interviewed
carries its own kinds of dangers as well.

• Resources. The costs of interviewer’s time, of travel and of transcription can
be relatively high if the informants are geographically widespread.
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➠ 11

Observation

Observation offers the social researcher a distinct way of collecting data. It
does not rely on what people say they do, or what they say they think. It is
more direct than that. Instead, it draws on the direct evidence of the eye to
witness events first hand. It is based on the premise that, for certain purposes,
it is best to observe what actually happens.

There are essentially two kinds of observation research used in the social
sciences. The first of these is systematic observation. Systematic observation has
its origins in social psychology – in particular the study of interaction in set-
tings such as school classrooms (Flanders 1970; Simon and Boyer 1970; Croll
1986). It is normally linked with the production of quantitative data and the
use of statistical analysis. The second is participant observation. This is mainly
associated with sociology and anthropology, and is used by researchers to
infiltrate situations, sometimes as an undercover operation, to understand the
culture and processes of the groups being investigated. It usually produces
qualitative data.

These two methods might seem poles apart in terms of their origins and
their use in current social research, but they share some vital characteristics.

• Direct observation. The obvious connection is that they both rely on direct
observation. In this respect they stand together, in contrast to methods
such as questionnaires and interviews, which base their data on what
informants tell the researcher, and in contrast to documents where the
researcher tends to be one step removed from the action.

• Fieldwork. The second common factor is their dedication to collecting data
in real life situations – out there in the field. In their distinct ways, they both
involve fieldwork. The dedication to fieldwork immediately identifies
observation as an empirical method for data collection. As a method, it
requires the researcher to go in search of information, first hand, rather
than relying on secondary sources.



• Natural settings. Fieldwork observation – distinct from laboratory observa-
tions – occurs in situations which would have occurred whether or not the
research had taken place. The whole point is to observe things as they nor-
mally happen, rather than as they happen under artificially created condi-
tions such as laboratory experiments. There is a major concern to avoid
disrupting the naturalness of the setting when undertaking the research. In
this approach to social research, it becomes very important to minimize the
extent to which the presence of the researcher might alter the situation
being researched.

• The issue of perception. Systematic observation and participant observation
both recognize that the process of observing is far from straightforward.
Both are acutely sensitive to the possibility that researchers’ perceptions of
situations might be influenced by personal factors and that the data col-
lected could thus be unreliable. They tend to offer very different ways of
overcoming this, but both see it as a problem that needs to be addressed.

1 Perception and observation

Two researchers looking at the same event ought to have recorded precisely the
same things. Or should they? Using common sense, it might seem fairly
obvious that, as long as both researchers were present and able to get a good
vantage point to see all that was happening, the records of the events – the
data – should be identical. Yet in practice we know that this is unlikely to be
the case, very unlikely. In all probability, the two researchers will produce
different records of the thing they jointly witnessed.

Why should this be the case? Obviously, the competence of each individual
researcher is a factor which has to be taken into consideration. The powers of
observation, the powers of recall and the level of commitment of individual
researchers will vary, and this will have an effect on the observational data that
are produced.

The variation in records also reflects psychological factors connected to
memory and perception. Obviously, the research information on this area is
vast but, as far as the use of observation as a research method is concerned,
there are three things which are particularly important that emerge from the
work of psychologists on these topics.

First, they point to the frailties of human memory and the way that we
cannot possibly remember each and every detail of the events and situations
we observe. Basically, we forget most of what we see. But what we forget and
what we recall are not decided at random. There is a pattern to the way the
mind manages to recall certain things and forget others. There is selective recall.

Second, they point to the way the mind filters the information it receives
through the senses. It not only acts to reduce the amount of information, it
also operates certain ‘filters’ which let some kinds of information through to
be experienced as ‘what happened’, while simultaneously putting up barriers
to many others. There is selective perception.
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Third, they point to experiments which show how these filters not only let
in some information while excluding the rest, but also boost our sensitivity to
certain signals depending on our emotional and physical state, and our past
experiences. What we experience can be influenced to some extent by whether
we are, for instance, very hungry, angry, anxious, frustrated, prejudiced etc.
What we experience is shaped by our feelings at the moment and by the emo-
tional baggage we carry around with us as a result of significant things that
have happened to us during our lifetime. These things account for accentuated
perception.

The selection and organization of stimuli, then, is far from random. In fact,
there is a tendency to highlight some information and reject some other,
depending on:

• Familiarity. We tend to see what we are used to seeing. If there is any ambigu-
ity in what is being observed, we tend to interpret things according to
frequent past experiences.

• Past experiences. Past experience ‘teaches’ us to filter out certain ‘nasty’
stimuli (avoidance learning) or exaggerate desirable things.

• Current state. Physical and emotional states can affect what is perceived by
researchers. Physiological states such as hunger and thirst can influence the
way we interpret what we ‘see’. Emotions, anxieties and current priorities
can likewise alter our perceptions.

Without delving too deeply into the psychology of perception, it is easy to
appreciate that, as human beings, researchers do not simply observe and
record the events they witness in some mechanical and straightforward
fashion. Evidence in relation to memory and perception indicates that the
mind acts as an intermediary between ‘the world out there’ and the way it is
experienced by the individual. There is almost inevitably an element of
interpretation.

2 Systematic observation and observation schedules

The psychology of memory and perception explains why the facts recorded by
one researcher are very likely to differ from those recorded by another, and
why different observers can produce different impressions of the situation.
However, all this is rather worrying when it comes to the use of observation as
a method for collecting data. It suggests that the data are liable to be inconsis-
tent between researchers – too dependent upon the individual and the per-
sonal circumstances of each researcher. It implies that different observers will
produce different data.

It is precisely this problem which is addressed by systematic observation and
its use of an observation schedule. The whole purpose of the schedule is to
minimize, possibly eliminate, the variations that will arise from data based
on individual perceptions of events and situations. Its aim is to provide a
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framework for observation which all observers will use, and which will enable
them to:

• be alert to the same activities and be looking out for the same things;

• record data systematically and thoroughly;

• produce data which are consistent between observers, with two or more
researchers who witness the same event recording the same data.

To achieve these three aims, observation schedules contain a list of items that
operate something like a checklist. The researcher who uses an observation
schedule will monitor the items contained in the checklist and make a record
of them as they occur. All observers will have their attention directed to the
same things. The process of systematic observation then becomes a matter of
measuring and recording how many times an event occurs, or how long some
event continues. In this way, there will be a permanent record of the events
which should be consistent between any researchers who use the schedule,
because what is being observed is dictated by the items contained in the
schedule. When researchers are properly trained and experienced, there
should be what is called high ‘inter-observer’ reliability.

The value of findings from the use of an observation schedule will depend,
however, on how appropriate the items contained in the schedule are for the
situation. Precise measurements of something that is irrelevant will not
advance the research at all. It is imperative, for this reason, that the items on
the schedule are carefully selected. The findings will only be worth something
if the items can be shown to be appropriate for the issues being investigated,
and for the method of observation as well.

3 Creating an observation schedule

Literature review

Initially, the possible features of the situation which might be observed using
a schedule can be identified on the basis of a literature review. Such a litera-
ture review will present certain things as worthy of inclusion, and should
allow the researcher to prioritize those aspects of the situation to be observed.
It would be nice to have a huge number of items in the schedule, but this is
not practical. Researchers are limited by the speed and accuracy with which
it is possible to observe and record events they witness. So the items for
inclusion need to be restricted to just the most significant and most relevant,
because it is simply not feasible to include everything. Previous research and
previous theories provide the key to deciding which features of the situation
warrant the focus of attention.
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Types of events and behaviour to be recorded

Observers can measure what happens in a variety of ways. The choice will
depend on the events themselves and, of course, the purpose to which the
results will be put. Observations can be based on:

• Frequency of events. A count of the frequency with which the categories/
items on the observation schedule occur.

• Events at a given point in time. At given intervals (for instance, 25 seconds)
the observer logs what is happening at that instant. This might involve
logging numerous things which happen simultaneously at that point.

• Duration of events. When instances occur they are timed, so that the
researcher gets information on the total time for each category, and when
the categories occurred during the overall time-block for the period of
observation.

• Sample of people. Individuals can be observed for predetermined periods of
time, after which the observer’s attention is switched to another person in a
rota designed to give representative data on all those involved in the
situation.

Suitability for observation

When one is selecting the items for inclusion in the schedule there are seven
conditions which need to be met. The things to be observed need to be:

• Overt. First and foremost, items should entail overt behaviour which is
observable and measurable in a direct manner. Things like attitudes and
thoughts need to be inferred by the researcher, and are not observable in a
direct manner.

• Obvious. They should require a minimum of interpretation by the
researcher. The researcher should have little need to decipher the action or
fathom out whether an action fits one or another category.

• Context independent. Following from the point above, this means that the
context of the situation should not have a significant impact on how the
behaviour is to be interpreted.

• Relevant. They should be the most relevant indications of the thing to be
investigated. It is important that the researcher chooses only valid indica-
tors, things that are a good reflection of the things being studied.

• Complete. They should cover all possibilities. Care needs to be taken to
ensure, as far as is possible, that the categories on the observation sched-
ule cover the full range of possibilities and that there are not gaps which
will become glaringly evident once the observation schedule is used in the
field.
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• Precise. There should be no ambiguity about the categories. They need to be
defined precisely and there should be no overlap between them. There
should be the most relevant indicators of the thing being investigated.

• Easy to record. They should occur with sufficient regularity and sequence for the
observer to be able to log the occurrences accurately and fruitfully. If the
category is something that is relatively rare, it will prove frustrating and
wasteful of time to have a researcher – pen poised – waiting, waiting,
waiting for something to happen. And if, like buses, the events then all
come at once, the observer might well find it impossible to log all instances.
There is a practical consideration here which affects the categories to be
observed. (Choose one-at-a-time events, avoid simultaneously occurring
events.)

Sampling and observation

When deciding what thing is to be observed, the researcher also needs to make
a strategic decision concerning the kind of sampling to be used. Researchers
using systematic observation generally organize their research around set time-
blocks of observation in the field. For example, these might be one-hour chunks
of time in situ. These time-blocks themselves need to be chosen so as to avoid
any bias and to incorporate a representative sample of the thing in question.
So, if the research were to be observations of interaction in school classrooms,
the researcher would need to ensure that the research occurred across the full
school week, the full school day and a cross-section of subjects. To confine
observations to Friday afternoons, or to one subject such as history, would not
provide an accurate picture across the board.

The same applies to the selection of people for inclusion in the study. To get
a representative picture of the event or situation, the use of systematic obser-
vation can involve a deliberate selection of people to be observed, so that
there is a cross-section of the whole research population. In the case of
observation in a school classroom, for example, the researcher could identify
in advance a sample according to the sex and ability of students, thus ensur-
ing that the observations that take place are based on a representative
sample.

Recording contextual factors

Precisely because the use of an observation schedule has the tendency to
decontextualize the things it records, more advanced practice in this area has
made a point of insisting that researchers collect information about relevant
background matters whenever they use a schedule (Galton et al. 1980). Such
background information helps to explain the events observed, and should be
logged with the schedule results to help the observer understand the data he or
she has collected.
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4 Retaining the naturalness of the setting

With systematic observation, the issue of retaining the naturalness of the
setting hinges on the prospect of the researcher fading into the background
and becoming, to all intents and purposes, invisible. At first this might seem
an implausible thing. Armed with a clipboard and pen, and looking like a ‘time
and motion’ researcher, it would seem unlikely that such systematic observa-
tion could avoid disrupting the events it seeks to measure. However, those who
engage in this style of research report that it is indeed possible to ‘merge into
the wallpaper’ and have no discernible impact. They stress that to minimize
the likelihood of disruption researchers should pay attention to three things:

• Positioning. Unobtrusive positioning is vital. But the researcher still needs to
be able to view the whole arena of action.

• Avoiding interaction. The advice here is to be ‘socially invisible’, not engaging
with the participants in the setting if at all possible.

• Time on site. The experience of systematic observers assures them that the
longer they are ‘on site’, the more their presence is taken for granted and
the less they have any significant effect on proceedings.

Link up with Observer effect, p. 66

5 Advantages of systematic observation

• Direct data collection. It directly records what people do, as distinct from that
they say they do.

• Systematic and rigorous. The use of an observation schedule provides an
answer to the problems associated with the selective perception of obser-
vers, and it appears to produce objective observations. The schedule
effectively eliminates any bias from the current emotions or personal
background of the observer.
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• Efficient. It provides a means for collecting substantial amounts of data in a
relatively short timespan.

• Pre-coded data. It produces quantitative data which are pre-coded and ready
for analysis.

• Reliability. When properly established, it should achieve high levels of inter-
observer reliability in the sense that two or more observers using a schedule
should record very similar data.

6 Disadvantages of systematic observation

• Behaviour, not intentions. Its focus on overt behaviour describes what
happens, but not why it happens. It does not deal with the intentions that
motivated the behaviour.

• Oversimplifies. It assumes that overt behaviours can be measured in terms
of categories that are fairly straightforward and unproblematic. This is
premised on the idea that the observer and the observed share an under-
standing of the overt behaviour, and that the behaviour has no double
meaning, hidden meaning or confusion associated with it. As such, sys-
tematic observation has the in-built potential to oversimplify; to ignore or
distort the subtleties of the situation.

• Contextual information. Observation schedules, by themselves, tend to miss
contextual information which has a bearing on the behaviours recorded. It is
not a holistic approach.

• Naturalness of the setting. Despite the confidence arising from experience,
there remains a question mark about the observer’s ability to fade into the
background. Can a researcher with a clipboard and observation schedule
really avoid disrupting the naturalness of the setting?

7 Participant observation

A classic definition of participant observation spells out the crucial character-
istics of this approach, and the things which distinguish it from systematic
observation.

By participant observation we mean the method in which the observer
participates in the daily life of the people under study, either openly in the
role of researcher or covertly in some disguised role, observing things that
happen, listening to what is said, and questioning people, over some
length of time.

(Becker and Geer 1957: 28)

As Becker and Geer indicate, the participant observer can operate in a
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completely covert fashion – like an undercover agent whose success depends
on remaining undetected, whose purpose remains top secret. If no one knows
about the research except the researcher, the logic is that no one will act in
anything but a normal way. Preserving the naturalness of the setting is the key
priority for participant observation. The principal concern is to minimize dis-
ruption so as to be able to see things as they normally occur – unaffected by
any awareness that research is happening.

Another priority is to gain information about cultures or events which
would remain hidden from view if the researcher were to adopt other
methods. Such information could remain hidden for two reasons. Those
involved in the culture or event could deliberately hide or disguise certain
‘truths’ on occasions when they are ‘under the microscope’. In this case, covert
participant observation reveals such events by doing the research secretly.
Nothing will get hidden. The ‘participant observer’ will be able to see every-
thing – the real happenings, warts and all. Alternatively, aspects of the culture/
events could remain hidden because researchers using other methods would
remain unaware of them. In this case, participant observation discloses things
through the researcher’s experience of participating in the culture or event.
Only by experiencing things from the insider’s point of view does the
researcher become aware of the crucial factors explaining the culture or event.
With participant observation the aim is to get insights into cultures and
events – insights only coming to one who experiences things as an insider.

The insider experience puts participant observation in a particularly strong
position to deal with the meaning of actions from the participants’ point of
view.

The nature of participant observation also allows the researcher to place
greater emphasis on depth rather than breadth of data. In principle, participant
observation can produce data which are better able than is the case with other
methods to reflect the detail, the subtleties, the complexity and the intercon-
nectedness of the social world it investigates. In the spirit of anthropology,
cultures and events are subject in the first instance to detailed study. Attention
is given to intricate details of the social world being studied, and on the
routine as well as the special and the extraordinary. Emphasis is placed on
holistic understanding, in which the individual things being studied are exam-
ined in terms of their relationships with other parts, and with the whole event
or culture. And, in similar vein, things are examined in relation to their
context. In those respects, participant observation scores highly in terms of the
validity of the data.

Link up with Ethnography, ch. 6

However, the participant observer role need not involve this total immer-
sion. There are versions of participant observation in which the participation
element is rather different. Participation, in this sense, means ‘being there’ and
‘in the middle of the action’. One possibility here is that the researcher’s role as
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an observer is still kept secret. Particularly when contemplating fieldwork in
more salacious settings, this strategy can be very valuable (Humphreys 1970).
O’Connell Davidson (1995), studying the working practices of a prostitute,
acted occasionally as a receptionist for Madame Desirée, thus allowing her to
be part of the normal scene but also allowing a judicious distance from the
heart of the action.

Another possibility involves hanging out with a group rather than becoming
a member of that group. And this can allow the researcher to be open about his
or her purpose – to get consent for the research – in a way that is denied to the
total version of participant observation. Of course, the downside of this is that
the presence of the researcher can serve to disrupt the naturalness of the
setting.

There are numerous variations which have been used that tinker with the
extent of total participation and the extent of open observation, but the essen-
tial notion of participant observation revolves around the three possibilities:

• Total participation, where the researcher’s role is kept secret. The researcher
assumes the role of someone who normally participates in the setting.
Consent cannot be gained for the research, which poses ethical problems.

• Participation in the normal setting, where the researcher’s role may be known
to certain ‘gatekeepers’, but may be hidden from most of those in the
setting. The role adopted in this type of participant observation is chosen
deliberately to permit observation without affecting the naturalness of the
setting, but it also allows the researcher to keep a distance from the key
group under study. This distance might be warranted on the grounds of
propriety, or the researcher lacks the personal credentials to take on the role
in question.

• Participation as observer, where the researcher’s identity as a researcher is
openly recognized – thus having the advantages of gaining informed
consent from those involved – and takes the form of ‘shadowing’ a person
or group through normal life, witnessing first hand and in intimate detail
the culture/events of interest.

8 What to observe, what to record

Starting fieldwork

The researcher should not enter the field with pre-established hypotheses to be
tested. The researcher is there to learn about the situation. The longer the
researcher is able to spend ‘on site’ the better, because the longer he or she is
part of the action the more can be learnt about the situation. Good participant
observation demands that the researcher devotes considerable time to the field-
work. This is not a hit and run research method. Time on site is needed to gain
trust, to establish rapport and foster insights, insights that are the trade mark
of participant observation as a research method.
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Then there is the question of what to observe during the time on site. The
researcher should start out being fairly non-selective in terms of what he or she
observes. Before anything else, the participant observer should aim to get an
‘overall feel’ for the situation, and to do this he or she should engage in what can
be termed ‘holistic observation’.

Of course, getting a general feel for the setting, while it is valuable as a
background scene-setting device, is really a prelude to more focused observa-
tions. As things emerge which appear to have particular significance or interest,
observation will shift from the broad canvas of activity in the setting towards
specific areas. Things which emerge as important, strange or unusual invite
closer scrutiny.

Following from focused observations, the researcher might be able to under-
take special observations which concentrate on aspects of the setting in which
there appear to be things which are unexpected or contradictory. Attention
can be focused upon things that, according to the observer’s common sense,
ought not to happen.

Finally, observations can try to identify issues and problems which partici-
pants themselves regard as crucial. The point is to observe instances which
indicate how members of the setting see things – their views, beliefs and
experiences.

Making field notes

The fieldwork researcher needs to translate the observations into some per-
manent record at the very earliest opportunity. This might be ‘field notes’ in
the form of written records or tape-recorded memos. Whatever the form, the
researcher doing fieldwork needs to develop a strategy for writing up field
notes as soon as possible after the observation.

The need to do so stems from two things. First, the human memory is not
only selective, but also frail. It is so easy to forget things, particularly the minor
incidents and passing thoughts, if field notes are delayed for a matter of days,
let alone weeks. Field notes are urgent business. The researcher needs to build
into the research some provision to make the field notes on a regular and
prompt basis. The second factor involved here is the general need to take field
notes outside the arena of action. To take field notes while engaging in the
action as a participant, to state the obvious, would be (a) to disrupt the natur-
alness of the setting and (b) to disclose the researcher’s role as observer. As a
general rule, then, participant observers need to establish occasions during
fieldwork, or very soon afterwards, when they can make field notes in private
and unknown to those being observed. The simplest strategy is to write up the
field notes as soon as you get home – assuming that home is separate from the
field being studied.

Ethics

Participant observation can pose particular ethical problems for the researcher.
If ‘total’ participation is used, then those being studied will not be aware of the
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research or their role in it. They can hardly give ‘informed consent’. The justi-
fication for such covert research cannot depend on consent, but draws instead
on two other arguments. First, if it can be demonstrated that none of those
who were studied suffered as a result of being observed, the researcher can
argue that certain ethical standards were maintained. Second, and linked, if
the researcher can show that the identities of those involved were never
disclosed, again there is a reasonable case for saying that the participant
observation was conducted in an ethical manner.

Whichever variant of participant observation is used, there is the possibility
that confidential material might ‘fall into the hands’ of the researcher. Now,
while this is true of most research methods, its prospects are exacerbated with
the use of participant observation, owing to the closeness and intimacy of the
researcher’s role vis-à-vis those being researched. Confidential material might
be disclosed inadvertently by someone who does not know the research inter-
est of the participant. Or, possibly even more problematic, things might get
revealed as a result of the trust and rapport developed between the researcher
and those being observed. This could be true for any of the variants of partici-
pant observation. The ethical problem is whether to use such material
and how to use it. And here the guidelines are quite clear: (a) any use of
the material should ensure that no one suffers as a result, and (b) any use
of the material should avoid disclosing the identities of those involved. Any
departure from these guidelines would need very special consideration and
justification.

9 Self, identity and participant observation

Equipment for research: the ‘self’

One of the attractions of participant observation is that it hinges on the
researcher’s ‘self’, and does not call on much by the way of technical back-up
in the form of gadgets or software. Nor does it tend to produce data that call for
statistical analysis. The key instrument of participant observation methods is the
researcher as a person.

This suggests that there is little in the way of ‘entry costs’ to act as a deter-
rent. Equipment costs are very low. There might appear to be no need for
training (though this, of course, would be a fallacy). The researcher, it might
seem, can jump right into the fieldwork and get on with it. However, as we
see in the next sections, this dependence on the ‘self’ is not altogether a
straightforward advantage.

Access to settings

There is the need to gain access. For participant observation this has a special
twist. It is not necessarily to do with getting approval from relevant authorities
or getting a ‘gatekeeper’ to help open doors to the necessary contacts and
settings. As well as these, when engaging in the total version of participant
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observation there is a special, peculiar issue affecting access. If the researcher
is to adopt a role in the setting then he or she needs to have the necessary
credentials – both personal and qualifications.

To operate ‘under cover’ in a setting it is obvious that the researcher should
not stand out like a sore thumb. Depending on the situation, this can effect-
ively exclude many researchers from many roles. The age factor will bar most
(all?) researchers from using participant observation to investigate student cul-
tures in schools. Observing the setting as a teacher is a more likely prospect.
Sex will offer other barriers. Male researchers will be hard pushed to use total
participant observation for the study of, for example, cocktail waitresses.
Observing as a barman in the setting is a more likely prospect. Black researchers
will find it exceptionally difficult to infiltrate the Ku-Klux-Klan. The biological
factors place severe constraints on access to situations. Skills and qualifications
provide another barrier. To participate in the sense of adopting a role it is
necessary to have the necessary skills and qualifications associated with that
group. As Polsky (1967) points out, his study of pool hall hustling was only
possible as a participant observer because – through a ‘misspent youth’ – he
was already something of an accomplished pool player himself. The would-be
researcher, however, might be reluctant or unable to achieve such a skill
specifically for the purpose of a piece of research. Following the logic here,
there are many, many roles which the researcher will be unable to adopt –
from brain surgeon to tree surgeon – because of a lack of credentials.

Selecting a topic

In view of the constraints on access and the potential hazards of doing field-
work as a full participant, there are two things which emerge that have a direct
bearing on the selection of a topic.

• To a large extent, researchers who do participant observation have their
topic selected for them on the basis of their pre-existing personal attributes.
The ‘choice’ is rarely much of a free choice. The researcher’s self – age, sex,
ethnicity, qualifications, skills, social background and lifestyle – tends to
direct the possibilities and provide major constraints on the roles that can be
adopted.

• While it is arguably the most revealing and sensitive of research methods in
the social sciences, it is also very demanding. It is not a soft option. The level
of commitment needed for full participant observation can be far more
than that demanded by other methods – commitment in terms of
researcher’s time and the degree to which the act of research invades the
routine life of the researcher.

It is not surprising, then, that many of the fascinating studies emerge as ‘one-
offs’ in which researchers have explored an area of social life for which they are
uniquely qualified to participate through their own past experience. It is far
more unusual to find examples where researchers have been deliberately
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employed to infiltrate a group (e.g. Festinger et al. 1956) or where researchers
have consciously adopted a role which is alien to them and which involves
danger and discomfort (e.g. Griffin 1962).

Another consequence of the restrictions to full participation is the decision
of many social researchers to opt for the version of participant observation
which is not ‘total participation’. Participation in the setting and participation
as observer offer approaches which side-step some of the dangers of total
participation and offer a more palatable experience for the researcher on
many occasions (e.g. Humphreys 1970; Whyte 1981; O’Connell Davidson
1995).

Going native

If the researcher has the necessary credentials and personal resources to gain
access as a participant observer, he or she is then faced with the need to operate
at two levels while in the setting. The success of participant observation relies
on the researcher’s ability, at one and the same time, to be a member of
the group being studied and to retain a certain detachment which allows for
the research observation aspect of the role. It is vital, in this respect, that the
researcher does not lose sight of the original purpose for being there, does not
get engulfed by the circumstances or swallowed up. The success of participant
observation depends on being able to walk a tightrope between the involve-
ment and passion associated with full participation and the cool detachment
associated with research observation. If the researcher’s self gets lost, this is
rather like an anthropologist forgetting all about his or her research and set-
tling down to live out his or her days as a member of the ‘tribe’ that he or she
had originally set out to study: ‘going native’.

Going native is an objectionable term, deservedly, for an objectionable
phenomenon. It means over-identifying with the respondents, and losing
the researcher’s twin perspective of her own culture and, more import-
antly, of her ‘research’ and outlook.

(Delamont 1992: 34)

Dangers of fieldwork

Doing participant observation can be dangerous. First, there is physical danger.
As Lee (1995) points out, being physically injured while doing fieldwork is
fairly unlikely but, depending on the circumstances, cannot be ignored as a
possibility. It is a potential built into some forms of fieldwork. Danger lurks for
anthropologists who travel in remote regions with inhospitable climates and
treacherous terrains. In the early years of the century, evidently, there were
instances where anthropologists were actually killed by the people they were
studying (Howell 1990). Danger lurks for political scientists who operate in
unstable societies where the rule of law is tenuous and civilians can get caught
up in factional disputes. Danger lurks for sociologists and ethnographers when
they make contact with groups whose activities are on the margins of, or even
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outside, the law. As they tap into the underworlds of drugs, prostitution,
football hooligans, bikers, religious sects and the like, they take a risk.

Imagine, for the sake of illustration, that a researcher sees the need to
investigate the culture surrounding the use of hard drugs by young people. The
use of a participant observation approach would seem well suited to such a
study. After all, the ‘reality’ of how, when and why hard drugs are used is
hardly likely to emerge by using questionnaires or experiments. Interviews
might be useful, but there is a prima facie case for participant observation as the
method best suited to this particular issue. Provided that a researcher can over-
come the first hurdle – to ‘look the part’ – the fieldwork then involves a range
of dangers. There is actual physical danger. This is not just a reference to the
prospect of getting mugged or assaulted, or of retribution if the cover is blown
at some stage. There is also the danger posed by the lifestyle itself and the
impact on health of a changed diet and changed accommodation. Changing
lifestyle carries its own hazards. Of course, if the researcher were to become
dependent on the use of hard drugs, the health consequences could be far
more dramatic.

The fieldwork could involve a second danger: legal prosecution. Being ‘part of
the scene’ when hard drugs are around immediately puts the researcher at risk
of prosecution. There are no special immunities afforded to social researchers.

The researcher who chooses to engage in such fieldwork might also jeopard-
ize his or her social well-being. The ‘other’ life he or she is called upon to live
for the purposes of the research can have an adverse effect on domestic life, on
relationships with others and on commitments to do with work and leisure
which make up the ‘normal’ life of the researcher. The researcher, in effect, needs
to sustain two lifestyles, and these may not be compatible. Being away from
home, being out late and doing fieldwork at ‘unsocial’ hours can tax the
patience of the nearest and dearest. (Let alone what the researcher does while
in the field!)

Finally, there is the psychological danger resulting from the dual existence
demanded of fieldwork such as this. The lifestyle, at its worst, can have
something of a traumatic effect on the researcher, or can have a lasting or
permanent effect on the researcher’s personality.
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10 Advantages of participant observation

• Basic equipment. Participant observation uses the researcher’s ‘self’ as the
main instrument of research, and therefore requires little by way of
technical/statistical support.

• Non-interference. It stands a better chance of retaining the naturalness of the
setting than other social research methods.

• Insights. It provides a good platform for gaining rich insights into social
processes and is suited to dealing with complex realities.

• Ecological validity. The data produced by participant observation has the
potential to be particularly context sensitive and ecologically valid.

• Holistic. Participant observation studies offer holistic explanations incor-
porating the relationships between various factors.

• Subjects’ points of view. As a method of social research, participant observa-
tion is good for getting at actors’ meanings as they see them.

11 Disadvantages of participant observation

• Access. There are limited options open to the researcher about which roles to
adopt or settings to participate in.

• Commitment. Participant observation can be a very demanding method in
terms of personal commitment and personal resources.

• Danger. Participant observation can be potentially hazardous for the
researcher; physically, legally, socially and psychologically risky.

• Reliability. Dependence on the ‘self’ of the researcher and on the use of field
notes as data leads to a lack of verifiable data. Reliability is open to doubt.
Because participant observation relies so crucially on the researcher’s ‘self’
as the instrument of research, it becomes exceedingly difficult to repeat a
study to check for reliability. The dependence on field notes for data, con-
structed (soon) after fieldwork and based on the researcher’s recollections
of events, does little to encourage those who would want to apply
conventional criteria for reliability to this method.

• Representativeness of the data. There are problems of generalizing from the
research. The focal role of the researcher’s ‘self’ and the emphasis on
detailed research of the particular setting opens participant observation to
the criticism that it is difficult to generalize from the findings. In one sense,
this might hold water as a valid criticism. After all, the situations for
research using participant observation are not selected on the grounds of
being representative. As we have seen, they tend to be chosen on the
basis of a mixture of availability and convenience. However, it might be
argued that it is inappropriate to apply standard criteria of reliability and
generalizability to this method.
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• Deception. When researchers opt to conduct full participation, keeping their
true identity and purpose secret from others in the setting, there are ethical
problems arising from the absence of consent on the part of those being
observed, and of deception by the researcher.
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➠ 12

Documents

Documents can be treated as a source of data in their own right – in effect an
alternative to questionnaires, interviews or observation. In the social sciences,
library-based research, desk research, black letter research and archive research
are all types of research in which the data come from documents of one kind or
another.

1 Sources of documentary data

The documentary sources identified below are written sources. There are alter-
native types of documents for research, which take the form of visual sources
(pictures, artefacts etc.) and even sounds (music). These also constitute some
form of ‘document’ which has a value for research but, because they are used
relatively rarely within the social sciences, the initial comments are restricted
to written forms of documents.

Books and journals

From the academic researcher’s point of view, books and journals should be
the first port of call. In principle, they contain the accumulated wisdom on
which the research project should build, and also the latest cutting-edge ideas
which can shape the direction of the research. Libraries provide a means for
accessing the publications and, for most purposes, the costs to the researcher
should not prove to be a deterrent.

Books and journals, as with any other source of data used for research pur-
poses, need to be assessed in terms of the quality of the ideas and information
they contain. It would be naive in the extreme to accept everything at face
value or, for that matter, to treat all documentary sources as being equally
valid. The researcher needs to evaluate the various sources and discriminate



between them in terms of the amount of credibility that is afforded to them
and the reliance that is placed upon them.

Academic journals and commercial publishers generally have their material
refereed by experts in the field before the work is published, so the researcher
has some assurance about the quality of the ideas he or she reads. However,
this offers no absolute guarantee. And how does the reader find out which
journals are refereed and which publishers are reputable? Some rules of thumb
might help here. For journals:

• How long has the journal existed? Generally, a journal which has existed
for a long time will be OK. Less confidence can be held about new journals.
However, this does not mean old equals good, new equals bad: that would
be far too simplistic.

• Does the title involve a national title (e.g. British Medical Journal, American
Journal of Sociology)? Again, there is nothing cast iron about this, but it offers
some clue as to the standing of the journal.

• Is the journal published by, or on behalf of, a professional association or
some authority?

• Does the journal contain a list of its editorial board and editorial advisers,
and do these people strike you as ‘of high standing’ in the field?

• Is there a clear statement that articles are refereed?

Books and their publishers are even more difficult to evaluate in terms of
their ‘reputation’. Some things which might help here are:

• Have you heard of the publisher before? If so, this might be reassuring.

• Is the publisher a university press (e.g. Cambridge University Press)? If so,
again this offers some confidence about the academic quality of the work
being published.

• Is the book in a second or subsequent edition? If so, there has been suf-
ficient demand for the book to warrant new editions, and this would
suggest that it has something worthwhile to say. The same applies to a lesser
extent where a book has been reprinted several times. Look for the details,
usually contained at the start of the book between the title and contents
pages.

• If it is a library book, how frequently has it been out on loan recently? The
chances are that a book that is frequently on loan has been recommended,
and that is why it is in demand.
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Web site pages and the Internet

Documents, as a form of data, include material obtained from the Internet. In a
sense, the medium through which the document is obtained is not the issue.
We can read newspapers in their original paper form, or we can read them on
microfiche or via a CD-ROM. Equally, we can obtain documents through Web
site pages or email, and this does not, of itself, have a bearing on the use of the
output as a document for research. However, there is one particular issue
which arises in connection with the use of the Internet as a source of docu-
ments for research: there are few restrictions on what is placed on the Internet.
Internet documents, therefore, needed to be subjected to the researcher’s own
quality audit along the lines of those recommended in relation to books and
journals – but with even more vigour and rigour.

Newspapers and magazines

The ‘press’ provides a potentially valuable source of information for research
purposes. One reason for this is that newspapers and magazines can supply
good, up-to-date information. In this case, the value of the newspaper or
magazine for the research will stem from one or a combination of:

• The expertise of the journalists;

• The specialism of the publication;

• The insider information which the correspondents can uncover.

So, for example, in the UK, business researchers might use the Economist or the
Financial Times for these reasons. Of course, the discerning researcher will also
realize that there are plenty of newspapers and magazines whose contents
should not be relied upon to reflect anything approaching an objective
account of real events!

Records

The bureaucratization of industrial society has created a wealth of documenta-
tion in relation to administration, policy, management, finance and com-
merce. These provide an abundant source of data for social researchers in
whatever field they operate.
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The purpose of most such documentation is to enhance accountability. The
records which are kept of meetings (minutes), the records kept of transactions,
the records kept of finances etc. are kept in principle so that people and institu-
tions can be held accountable for their actions. This means that the records
need to have two qualities, both of which happen to be of particular value for
research.

• First, they need to contain a pretty systematic picture of things that have hap-
pened. These might be decisions of a committee or transfers of money
between accounts. Whatever the records, though, the principle behind
them is that they provide a detailed and accurate picture of what took place.
They have got to make events sufficiently transparent for the readers to
comprehend what took place and why.

• Second, they should be publicly available. The records only serve the func-
tion of accountability to the extent that they are made available to relevant
people to scrutinize.

Caution

Records, whether publicly available or on restricted access, purport to depict
things that have happened in a full and accurate manner. However, there is
ample evidence that such records tend to be partial – in both senses of the
word. They will tend to be selective in terms of what they report, emphasizing
some things and ignoring others, and thus recording only part of the overall
event. They will also tend to reflect a particular interpretation of what hap-
pened, recording events from a particular angle. We should remember that
when such records are produced as part of public accountability, there will be a
tendency to be cautious about what is recorded. Things might have been said
‘off the record’ or following ‘Don’t minute this but . . .’. The records, in other
words, may be subtly edited to exclude things which might render people
vulnerable to criticism when the record is published. The researcher, therefore,
needs to be cautious about accepting such records at face value. Publicly available
records reflect upon matters in a way that is publicly acceptable at a given time
and in a given social sphere. They tend to offer a version of reality massaged to
meet public expectations.

Letters and memos

Private correspondence between people can be used for research purposes. This
can take the form of memos sent between people at work or even personal
letters exchanged between people. The more private the correspondence, of
course, the more difficult it is for the researcher to gain access to the docu-
ments. These are really at the other end of the spectrum from the publicly
available reports, and pose far more of a challenge for the researcher when it
comes to getting hold of such documents and, especially, when it comes to
getting permission to use them as research data.
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Letters and memos also differ from reports in terms of the extent to which
there is any formal obligation on the writer to give a full and accurate portrayal
of events. Because they are written to specific people, rather than for a broader
public, their contents are likely to rely far more on assumptions about what
the other person already knows or what that person feels. They are more likely
to ‘fill in the bits’ rather than paint the whole picture. They can be expected to
be from a personal point of view rather than be impartial. When contemplat-
ing the use of letters or memos as data for research, then, you need to recognize
that they are not very reliable as accounts which depict objective reality,
but they are extremely valuable as a source which reveals the writer’s own
perceptions and views of events.

Diaries

As a source of documentary data, diaries are written by people whose thoughts
and behaviour the researcher wishes to study. For research purposes such
diaries are important in terms of recording things that have already happened.
We are not talking about the kind of diaries which act as a planner, noting
commitments in the future that need to be scheduled. For research purposes,
the diary is normally a retrospective account of things that have happened.

There are three crucial elements to this kind of diary – three elements which,
incidentally, are shared with the literary diary and the statesman’s diary.

• Factual data: a log of things that happened, decisions made and people
involved.

• Significant incidents: the identification of things seen as particularly import-
ant and a description of the diary-writer’s priorities.

• Personal interpretation: a personal reflection and interpretation of happen-
ings, plus an account of the personal feelings and emotions surrounding
the events described.

Each of these three things has the potential to provide a rich source of data for
the researcher. However, the accounts they provide should not be used by the
researcher as a statement of objective fact. That would be very naive. As a
retrospective account, diaries must always be seen as a version of things as seen
by the writer, filtered through the writer’s past experiences, own identity, own
aspirations and own personality.

Government publications and official statistics

At first glance, government publications and official statistics would seem to
be an attractive proposition for the social researcher. They would appear to
provide a documentary source of information which is:

• Authoritative. Since the data have been produced by the state, employing
large resources and expert professionals, they tend to have credibility.
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• Objective. Since the data have been produced by officials, they might be
regarded as impartial.

• Factual. In the case of the statistics, they take the form of numbers that are
amenable to computer storage/analysis, and constitute ‘hard facts’ around
which there can be no ambiguity.

It is not surprising, then, that in the Western world government publications
and official statistics have come to provide a key source of documentary
information for social scientists. However, the extent to which such docu-
ments can live up to the image of being authoritative, objective and factual
depends very much on the data they contain. Certain types of official statistics
will, to all intents and purposes, provide an objective picture of reality.
Unfortunately, the same cannot be said for certain other types of official stat-
istics. When politicians debate the accuracy of unemployment figures or the
significance of particular national economic figures, there is clearly room for
some doubt and controversy about the objectivity, the accuracy, the com-
pleteness and the relevance of some official statistics. This should alert us to
the point that official statistics cannot always be taken as ‘objective facts’.

To say this is not to reject the use of all official statistics as a source of data for
social research. Far from it. But what it does mean is that before treating a set of
official statistics as accurate and objective, the researcher should consider the
following factors.

• The extent to which the event or thing being measured is clear-cut and straight-
forward. Basically, the more clear-cut the event, the more confidence we can
have in the data. The official statistics on things like births, deaths, mar-
riages and divorce are likely to be virtually complete. Whether or not
someone is born or dies, whether a marriage or divorce occurs, does not
require much in the way of interpretation by the registrars involved. The
events themselves happen or don’t happen, with little scope for ‘creative
accounting’ or biased interpretation. All right, a very small number of births
and deaths might go unrecorded and slip through the net of the tight
official procedures for collecting such data. But the numbers will be suf-
ficiently low not to present any serious challenge to the idea that these
official statistics are a full and accurate record. Things like unemployment,
homelessness and ill-health, though, are far less clear-cut. There are a
number of ways of defining these things, and this opens up the possibility
of disputes about whether the statistics depict real levels of unemployment
etc., or whether they offer a picture biased by the nature of the definition
that has been used.

• Whether there are vested interests in the statistics that are produced. When those
who produce the statistics stand to gain or lose on the basis of what the
figures reveal, the astute researcher should treat them with some caution.
Trade figures, hospital waiting lists, sales figures: all have consequences for
people who want or need the statistics to reveal a particular trend. And
official statistics are not immune to the point. Governments can have a
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vested interest in a variety of statistics, from trade to inflation, from
unemployment to health.

• The extent to which the statistics are the outcome of a series of decisions and
judgements made by people. The more the statistics rely on decisions and
choices by those who produce them, the more the eventual official statistics
become open to being challenged. The more the statistics are the end-
product of a series of choices made by people – choices that involve judge-
ment and discretion – the more the official statistics can be regarded as a
‘social construction’ rather than a detached, impartial picture of the real
world.

Crime statistics provide a good illustration of the construction of official stat-
istics. Crime statistics are based on those crimes that people decide to report to
the police. A large proportion of crime, however, never gets reported. Petty
crimes may go unreported. Theft is frequently not reported, particularly when
people see no chance of recovering their property and when the property is
not insured. (If a claim is to be made through insurance, a ‘crime number’ is
needed from the police, and this motivates people to report the crime.) Many
crimes are not discovered and so obviously do not get reported (e.g.
embezzlement). There are the ‘crimes with no victims’, where, unless someone
is caught by the police, no record of the offence will ever appear (e.g. recre-
ational drug use). In the case of some crimes, there may be an unwillingness of
the victim to complain because of the accruing stigma (e.g. rape) or fear of
retribution.

Even when a crime is reported to the police, there is a level of discretion
open to them about how they interpret things and whether to formalize the
matter. A lot of ‘crime’ is sorted out informally, without ever entering
the system as a recorded crime. Even when it is in the system, the nature of the
offence is open to some degree of interpretation. From the police officer receiv-
ing the report onwards, there is some scope for leeway and interpretation
about (a) whether to prosecute, (b) what offence gets noted, (c) whether a
caution is given, (d) whether the matter proceeds to court and (e) whether the
prosecution is successful or not.

At each stage people are taking decisions, using discretion and making
judgements. Overall, these can have a marked impact on the end-product: the
official statistics. It means that there will be a huge difference (in the case of
crime) between the real level of crime in society and the figures that get pub-
lished by the government as ‘the crime rate’. It is estimated that recorded crime
may be as little as one-fifth of ‘actual’ crime.

2 Access to documentary sources

Probably the greatest attraction of using documentary sources is their accessi-
bility. To get hold of the material the researcher needs only to visit the library
or use the World Wide Web via a home computer. Vast amounts of informa-
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tion are conveniently available without much cost, without much delay,
without prior appointment, without the need for authorization and without
any likelihood of ethical problems. Documents, in other words, pose consider-
ably fewer problems than people as a source of data for social researchers.

There are times, however, when the use of documents does not completely
side-step the kind of problems that face researchers using other sources. While
access to documents in the public domain is certainly straightforward,
researchers can sometimes need to use materials whose availability is delib-
erately restricted. When this is the case, access becomes a crucial part of the
research method – more than something that can be taken for granted. When
documents are on restricted access researchers need to enter negotiations with
those who hold the data in order to persuade them to allow the researcher the
privilege of access to the material. Documents such as police files and medical
records, and certain kinds of company reports and memos, might rightly be
considered sensitive and confidential by those who ‘own’ them, and they are
only likely to grant access when they are convinced that the researcher will
honour the confidentiality of the material and use it in a way that will not
harm the interests of anyone concerned.

In the case of documents considered to be secret, of course, the holders will
seek to deny any access to outsiders. Companies may have secret strategic
plans regarded as too sensitive for even a bona fide researcher. The government
wishes to keep many documents secret ‘in the national interest’. Records of
illegal activities, whether a drug smuggler’s diary or a second set of books for
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VAT returns, are extremely unlikely to be opened to the researcher. Access will
not be willingly given. To get access to such secret documents requires the
approach of investigative journalism or participant observation with a degree
of deception and covert infiltration being used.

3 Evaluating documentary sources

The good researcher should always ask, ‘Have I evaluated the documents
rather than accepted them at face value?’ Some guidance has already been
given in relation to journals, books, the Internet, newspapers etc. At a general
level, though, good documentary research can use four basic criteria to
evaluate documents. Following Platt (1981) and Scott (1990), these can be
summarized as follows.

Authenticity

Is it the genuine article? Is it the real thing? Can we be satisfied that the
document is what it purports to be – not a fake or a forgery?

Credibility

Is it accurate? Is it free from bias and errors? This will depend on factors like:

• What purpose was the document written for?

• Who produced the document? What was the status of the author and did he or
she have a particular belief or persuasion that would colour the version of
things?

• If it reports on events, was it a first hand report directly witnessed by the
author? How long after the event was the document written?

• When was the document produced? In what social context and climate?

Representativeness

Is the document typical of its type? Does it represent a typical instance of the
thing it portrays? Is the document complete? Has it been edited? Is the extract
treated ‘in context’?

Meaning

Is the meaning of the words clear and unambiguous? Are there hidden mean-
ings? Does the document contain argot and subtle codes? Are there meanings
which involve ‘what’s left unsaid’ or ‘reading between the lines’?
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4 Content analysis

Content analysis is a method which helps the researcher to analyse the
content of documents. Basically, it is a method that can be used with any
‘text’, whether it be in the form of writing, sounds or pictures, as a way of
quantifying the contents of that text. Political scientists might use it to study
the transcripts of speeches, educationists might study the content of children’s
books, historians might use it to study statesmen’s correspondence.

Whatever its specific application, content analysis generally follows a logical
and relatively straightforward procedure.

• Choose an appropriate sample of texts. The criterion for the choice of such a
sample should be quite explicit.

• Break the text down into smaller component units.The unit for analysis can be
each and every word. Alternatively, the analysis can use complete sentences
as the unit, whole paragraphs or things like headlines. It can also be based
on visual images or the content of pictures.

• Develop relevant categories for analysing the data. The researcher needs to have
a clear idea of the kinds of categories, issues and ideas that he or she is
concerned with and how these might appear in the text. This might take
the form of ‘key words’ associated with the theme. So, for example, a search
for sex bias in children’s stories might look for instances of boys’ names
and girls’ names – the names being treated as indicative of the nature of
the content. The researcher might also wish to code the text in terms of the
kinds of names, rather than just how many times such names occur.

• Code the units in line with the categories. Meticulous attention to the text is
needed to code all the relevant words, sentences etc. These codes are either
written on the text and subsequently referred to, or entered via a computer
program specially designed for the purpose.

Link up with Computer-aided analysis of qualitative data, p. 275

• Count the frequency with which these units occur. The first part of analysis is
normally a tally of the times when various units occur.

• Analyse the text in terms of the frequency of the units and their relationship with
other units that occur in the text. Once the units have been coded, a more
sophisticated analysis is possible which links the units and attempts to
explain when and why they occur in the way they do.

Content analysis has the potential to disclose many ‘hidden’ aspects of what
is being communicated through the written text. The idea is that, quite
independent of what the writer had consciously intended, the text carries
some clues about a deeper rooted and possibly unintentional message that is
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actually being communicated. You do not have to base the analysis on what
the author thought he or she was saying when the text contains more tangible
evidence about its message (Gerbner et al. 1969).

The main strength of content analysis is that it provides a means for quanti-
fying the contents of a text, and it does so by using a method that is clear and,
in principle, repeatable by other researchers. Its main limitation is that it has
an in-built tendency to dislocate the units and their meaning from the context
in which they were made, and even the intentions of the writer. And it is
difficult for content analysis to deal with the meaning of the text in terms of its
implied meanings, how the meaning draws on what has just been said, what
follows or even what is left unsaid. In many ways, it is a rather crude instru-
ment for dealing with the subtle and intricate ways in which a text conveys
meaning.

In practice, therefore, content analysis is at its best when dealing with aspects of
communication which tend to be more straightforward, obvious and simple. The
more the text relies on subtle and intricate meanings conveyed by the writer or
inferred by the reader, the less valuable content analysis becomes in revealing
the meaning of the text.

5 Image-based research

The documents referred to so far have been text-based. There are, however,
alternative kinds of documentary data available to social researchers, ones that
are based on visual images. Central to the idea of image-based research, visual
images can be used as data in their own right – distinct from text, numbers or
sounds as a potential source of research information. Just like other docu-
ments, visual images can prove to be valuable for the purposes of the research
in terms of:

• the factual information they contain;

222 Methods of social research



• how they represent things (the symbolism and hidden meanings
communicated through the document or image).

Link up with Qualitative data, Chapter 14,  and Image-based data
analysis, p. 277

Types of image

For practical reasons there has been a tendency to concentrate on two-
dimensional ’still’ images, such as photographs, as the source of image-based
data. Photographs are relatively inexpensive. They also lend themselves to
analysis and reproduction alongside more conventional text-based research,
e.g. in printed journals or academic dissertations. Potentially, though, there
are a wide variety of visual images that could be used. There have been adven-
turous attempts on occasion to explore the possibilities of moving images and
even three-dimensional objects (Emmison and Smith 2000; Banks 2001).

The use of ‘created’ images

The researcher can generate images specifically for the purposes of the investi-
gation – so-called created images. The visual images, in this sense, provide
primary source data. These images can be valuable as a means of recording
things. Researchers can make records of events, people, cultures and so on by
photographing, filming or drawing them. Such visual records provide an
alternative to tape-recordings (sound), an alternative to the use of written
documents such as fieldnotes, diaries or minutes (text) and an alternative to
the use of quantitative data such as figures from questionnaires or statistics
based on systematic observation (numbers).

When embarking on the use of created images the researcher ought to bear
in mind certain practical issues. The first concerns equipment. Cameras for
photographs and camcorders for videos come in a range of technical specifica-
tions and prices. They can produce output in film or digital format. The
researcher needs to decide what equipment will best suit the purposes of the
research and what equipment is actually available. This may well call for some
sort of compromise decision that balances the quality and format of the
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output against the resources that exist. In arriving at the decision the
researcher will need to be aware that more sophisticated equipment might call
for technical skills and expertise and that any additional technical wizardry
attached to more expensive equipment might be wasted without the necessary
talent to make use of it. Weighed against this, cheap equipment that produces
poor quality images might prove to be a poor saving of resources. Forethought
needs to be given to the environments in which the images will be collected.
Will the lighting be adequate to avoid flash photography that might be intru-
sive or distracting? Will better quality film and equipment overcome such a
problem? Will a zoom lens be necessary to capture enough detail?

Quite apart from the technical considerations involved with image-based
research, when researchers set out to capture data by ‘creating’ the images first
hand they are confronted as well by a range of social and cultural factors that
can have a marked impact on their ability to record things ‘as they are’. Even
when things might seem quite straightforward, there can be problems lurking
just beneath the surface. For example, filming objects such as buildings, trans-
port facilities and artefacts would appear to be fairly unproblematic as a means
of data collection. There are circumstances, however, where filming and pho-
tography are not allowed. Some countries might regard it as a security threat
depending on the location. There are issues of privacy to be considered, and in
galleries and museums there are often restrictions on photography and filming
of the artefacts. Forethought needs to be given to the legal and cultural context
within which data collection is to take place in order to minimize the risk that
the filming or photography of specific objects will be regarded as an offence or
as offensive.

When the image-based research involves people there is all the more need for
sensitivity to the social and cultural context. As Prosser and Schwartz (1998:
119) point out, researchers need to appreciate that ‘making pictures can be a
threatening act (amply demonstrated by the metaphors photography invokes:
we ‘load’, ‘aim’ and ‘shoot’). The act of being ‘captured’ on film can be perceived
as threatening even if the researcher’s intention is benign, and this likelihood
has two important repercussions for the process of data collection:

• It can limit access to research sites. If people feel threatened, if they feel that
there is an invasion of privacy, they might well refuse to co-operate with the
research.

• It can cause people to become self-conscious and to act in a way that they
would not do normally.

There is, in effect, an element of reflexivity involved with the collection of
‘created’ images. Prosser (1998: 104–5) writes of this in terms of ‘procedural
reactivity’ and ‘personal reactivity’. Procedural reactivity refers to the way the
act of taking the photographs makes the researcher more obviously visible
when collecting data for the record, and the way that this can alter the natural
state of affairs by inhibiting, embarrassing or in some other way altering the
behaviour and activities of the person(s) being photographed. Personal
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reactivity refers to the way the photographer/researcher can have an effect on
the situation simply on the basis of their own identity and personal character-
istics, and their own judgements in terms of the nature of the photograph that
is taken. An example might be a photographer’s presence when recording
images at the birth of a child and the way the sex and age of the photographer
might have a bearing on the types of photograph that are taken and the reac-
tion of the mother, the father and nursing staff to being photographed during
this intimate moment.

Bearing the issue of reflexivity in mind, researchers need to be conscious of
the way their actions will be perceived. Consideration needs to be given to the
impact of things like:

• The equipment. Flash photography will be more evident than daylight pho-
tography, and a discreet small digital camera will be less visible than bulky,
professional camcorder equipment.

• The situation. Certain events involve film records more normally than
others. Ceremonial events, for instance, might allow the use of created
images by the researcher in a way that would not be the case in more per-
sonal, intimate circumstances.

• The people involved. People who live ‘in the public eye’, those with high-
profile jobs and people like media celebrities, will probably be fairly com-
fortable in the knowledge that they are being filmed or photographed
because it is a routine part of their working lives. They might, however,
reserve the right to privacy on occasions when they are ‘off duty’, regarding
this as their personal and private life.

• Personalities. Extroverts and publicity seekers will be likely to adore the
attention of the camera in a way that more introverted and camera-shy
people will not.

The factors come into play, of course, only when people are aware that they are
being filmed. This need not always be the case. The researcher might choose to
undertake covert research, in which the process of filming is kept secret from
those who are being studied. There are particular ethical issues that arise in this
case and, to gain approval from any relevant authorizing body (e.g. an ethics
committee), a strong case will need to be made for not seeking informed
consent from those being studied. This pertains, of course, to a range of social
research methods, but the fullness of the data captured on film can make
people all the more defensive and reticent to cooperate – more than would be
the case if the research relied on things like interviews or questionnaire data.

Link up with Ethics, p. 134
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The use of ‘found’ images

The social researcher can make use of images that already exist – so-called
found images. These are images that have been produced by other people for
reasons not directly connected with the researcher’s investigation.

The kind of images used depends largely on the subject discipline of the
researcher. Media studies and marketing often use advertisements and news-
paper photographs. Anthropologists, historians and sociologists will use
images of groups and cultural events portrayed using film, photographs, paint-
ings, graffiti or artefacts. Such items contain a visual record that can be used to
provide factual information about groups or events, or the images can be
interpreted to provide some better understanding of the ideas and lifestyles
that generated the images.

As a source of data, ‘found’ images sidestep a number of problems associated
with the data gathering process for ‘created’ images. Technical issues about
equipment and practical issues of access to locations, for instance, no longer
arise, since the image(s) already exists. Immediately, this suggests that the use
of found images is an attractive proposition for the social researcher because it
requires less skill to produce and may well prove less expensive if it saves
fieldwork, travel and production costs. Equally attractively, it overcomes the
ethical concerns of getting informed consent in those cases where the image
involves living people. Added to this, the Internet has vastly increased the
availability of images for social researchers. Images can be downloaded from
across the globe to arrive almost instantaneously with the researcher. No
fieldwork and no travel is required.

The ease with which found images can be obtained should not seduce the
researcher into opting for their use without recognizing that there are also
some specific issues that arise in relation to the use of found images that need
to be weighed against the ease and cost factors.

Authenticity

As with other documentary data, the social researcher who uses visual
images will want to feel certain about the authenticity of the image. This is
particularly the case with ‘found’ images that are to be used as a source of
factual information. The researcher needs to be wary about whether the
image has been tampered with, changed or edited from the original. Com-
puter software, of course, makes this increasingly simple to do. Photographic
images, in particular, are relatively easy to alter and the researcher should
not take it as a matter of trust that the image is genuine. As (Loizos 2000: 95)
warns,

One fallacy is implied by the phrase ‘the camera cannot lie’. Humans, the
agents who wield cameras, can and do lie: . . . they can distort the eviden-
tial recording capacity of visual data just as readily as they can distort
written words.
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Copyright

Ownership of an image is an important issue, particularly if the image is to be
reproduced and made publicly available through the process of research. If the
image already exists, the chances are that it ‘belongs’ to some person,
company or institution, in which case it is necessary to obtain permission to
use the image. At one extreme this might be a fairly informal thing. If, for
example, the image to be used is a personal photograph from a family album,
the necessary permission could involve little more than getting approval
(preferably in writing) from the owner for the use of the image for research
purposes. At the other extreme, images based on advertisements or works of
art, and drawn from news media, entertainment magazines or the Internet, are
the kind of thing that will probably require a very formal request to the copy-
right holder for permission to reproduce the image. If the copyright holder
agrees to this, it might be conditional on the payment of a fee. The fee can be
prohibitively large and it is important to make it clear when requesting per-
mission that the image is to be used for the purposes of small-scale, private
research from which there will be no monetary gain. Fees might be waived or
reduced under these circumstances, though this will depend on the nature of
the image and the policies of the particular copyright holder. If the image to be
used has an obscure origin and the copyright holder cannot be traced there is a
standard solution to the problem, which consists of making a clear statement
at the start of any report or dissertation along the lines that ‘Efforts have been
made to obtain permission from copyright holders of the (photographic
images) used. Where the copyright owners have not been traced the author
invites further information from anyone concerned and will seek to remedy
the situation.’ This does presume, of course, that rigorous efforts have indeed
been made and the statement should not be used as a way to avoid the work of
tracing copyright holders.
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Caution

Despite claims that contemporary society has more of a ‘visual culture’ than in
the past, and despite some signs of a growing interest in ‘visual research’ (Flick
2002), the use of image-based data remains relatively uncommon in the social
sciences. Part of the reason for this is that film, video and three-dimensional
images do not readily fit the medium within which research data and analyses
are normally presented. They do not fit in dissertations, journals or computer
documents. These favour, instead, a two-dimensional, text-based format.
Partly, this might be because of the cost of using full-colour glossy photo-
graphic data, or the space that photographic data might consume when there
are tight editorial restrictions on the number of pages available. What is clear,
however, is that image-based research remains somewhat marginalized and,
as yet, struggles to achieve a parity of status in the social sciences with
research whose data take the form of numbers or words. The project researcher
undertaking small-scale research might do well to bear this in mind.

6 Advantages of documentary research

• Access to data. Vast amounts of information are held in documents. Depend-
ing on the nature of the documents, most researchers will find access to the
sources relatively easy and inexpensive.

• Cost-effective. Documentary research provides a cost-effective method of
getting data, particularly large-scale data such as those provided by official
statistics.

• Permanence of data. Documents generally provide a source of data which is
permanent and available in a form that can be checked by others. The data
are open to public scrutiny.

7 Disadvantages of documentary research

• Credibility of the source. Researchers need to evaluate the authority of the
source and the procedures used to produce the original data in order to
gauge the credibility of the documents.

• Secondary data. When researchers use documents as a source of data, they
generally rely on something which has been produced for other purposes
and not for the specific aims of the investigation.

• Social constructions. Documents can owe more to the interpretations of
those who produce them than to an objective picture of reality.
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➠ Part III

Analysis

The terms ‘qualitative research’ and ‘quantitative research’ are widely used and
understood within the realms of social research as signposts to the kind of
assumptions being used by the researchers and the nature of the research being
undertaken. As we probe deeper into the distinction between ‘qualitative
research’ and ‘quantitative research’, however, it becomes apparent that, in the
real world of social research, things do not fall neatly into the two categories.
There are three reasons for this.

1 In practice, the approaches are not mutually exclusive. Social researchers rarely,
if ever, rely on one approach to the exclusion of the other. Good research
tends to use parts of both approaches, and the difference lies in the degree to
which the research is based in one camp or the other.

2 In theory, the distinction is too simplistic. The assumptions associated with the
two approaches are frequently shared, frequently overlap and basically do
not fall either side of a clear dividing line.

3 Strictly speaking, the distinction between ‘qualitative’ and ‘quantitative’
relates to the treatment of data, rather than the research methods as such. As
Strauss (1987: 2) argues, ‘the genuinely useful distinction is in how data are
treated analytically.’ This is dealt with in Chapters 10 and 11.

We must recognize, then, that a distinction between qualitative and quantita-
tive research is far from ‘watertight’.

Bearing this in mind, what is conveyed through the use of labels such as
‘qualitative research’ and ‘quantitative research’? The terms ‘qualitative’ and
‘quantitative’ have come to denote contrasting positions in relation to a
number of dimensions of social research. Each term implies a commitment to
a particular set of assumptions about the nature of the social world being
investigated and the appropriate way to investigate it, a position which is in



opposition to that linked with the other term. As these polar opposites are
listed, though, it is important to bear in mind that the distinctions are based
on something of an oversimplification and a caricature, not a depiction of the
real world of social research, with people in two entirely separate camps.

Words or numbers

Qualitative research tends to be associated with words as the unit of analysis.

Quantitative research tends to be associated with numbers as the unit of
analysis.

The most elementary distinction between the two approaches lies in the use
of words or numbers as the basic unit for analysis. On the one hand, there is
‘quantitative research’, whose aim is to measure phenomena so that they
can be transformed into numbers. Once the phenomena have been quantified,
they lend themselves to analysis through statistical procedures – procedures
which are very powerful but utterly dependent on receiving numerical data
as the input. The obsession of quantitative approaches, then, is with genera-
ting data that are numerical, with transforming what is observed, reported
or recorded into quantifiable units. On the other hand, qualitative research
relies on transforming information from observations, reports and record-
ings into data in the form of the written word, not numbers. The sources of
information, it should be noted, need not differ between qualitative and
quantitative approaches. What is different is the way the information is
transformed into qualitative data (words) or quantitative data (numbers). In
the case of qualitative data, taped interviews get transformed into tran-
scripts, observations get recorded in field notes, pictures get described in
words.

Description or analysis

Qualitative research tends to be associated with description.

Quantitative research tends to be associated with analysis.

Again, it is the potential of numbers to be analysed using statistical procedures
which places quantitative data in a strong position when it comes to analysis.
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The numbers are particularly well suited to the kind of comparisons and
correlations demanded by any analysis of results.

Qualitative research is better suited to description. Whether dealing with
meanings or with patterns of behaviour, qualitative researchers tend to rely on
a detailed and intricate description of events or people. Such ‘thick descrip-
tion’ (Geertz 1973), as it is known, is necessary in order to convey the complex-
ity of the situation and to provide the reader with sufficient detail to judge for
himself or herself whether the researcher’s interpretation of the phenomenon
is justifiable and relevant for other circumstances.

Small-scale or large-scale

Qualitative research tends to be associated with small-scale studies.

Quantitative research tends to be associated with large-scale studies.

Statistics tend to operate more safely with larger numbers. It is not surprising,
then, that quantitative research tends to favour larger-scale research with
larger numbers and greater quantities. The sheer amounts involved, once they
have been transformed into numerical data, do not slow down the analysis to
any discernible degree. A statistical procedure can be undertaken by a com-
puter on a sample of 2,000 pretty much as quickly as it can on a sample of 20.
The results, though, will be more reliable when conducted on 2,000 than on
20. The larger the numbers involved, the more the results are likely to be
generalizable and reliable statistically speaking. Size matters.

The same might be said for qualitative research, but, in this case, the adage is
more likely to be ‘small is beautiful’. There is nothing inherently opposed to
large-scale qualitative research, but there is a strong tendency for qualitative
research to be relatively focused in terms of the scope of the study and to
involve relatively few people or situations. Much of this reflects the preference
for depth of study and the associated ‘thick description’ which only becomes
possible in relation to limited numbers. It equally reflects the fact that words
do not lend themselves to the kind of analysis that can utilize the power of
computers, at least nowhere near as much as numbers do. So, for the qualita-
tive researcher, there is a vast difference in the time it takes to analyse results
from larger amounts of data compared with smaller amounts. Together, these
factors account for the association of qualitative research with small-scale
studies.

Holistic or specific focus

Qualitative research tends to be associated with holistic perspective.

Quantitative research tends to be associated with a specific focus.

The approach of quantitative research is to focus on specific factors and to
study them in relation to specific other factors. To do this, it is necessary to
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isolate variables – to separate them from their natural location intertwined
with a host of others – in order to study their working and their effect. Qualita-
tive research, on the other hand, rather than isolating variables and focusing
on specific factors, generally exhibits a preference for seeing things ‘in context’
and for stressing how things are related and interdependent. In line with
Lincoln and Guba’s ‘naturalistic’ approach, qualitative research tends to
operate on the assumption that social ‘realities are wholes that cannot be
understood in isolation from their contexts, nor can they be fragmented for
separate study of their parts’ (Lincoln and Guba 1985: 39).

Researcher involvement or detachment

Qualitative research tends to be associated with researcher involvement.

Quantitative research tends to be associated with researcher detachment.

The whole point of quantitative research is to produce numerical data that are
‘objective’ in the sense that they exist independently of the researcher and are
not the result of undue influence on the part of the researcher himself or
herself. Ideally, the numerical data are seen as the product of research instru-
ments which have been tested for validity and reliability to ensure that the
data accurately reflect the event itself, not the researcher’s preferences. Quali-
tative research, by contrast, tends to place great emphasis on the role of the
researcher in the construction of the data. There is typically little use of stand-
ardized research instruments in qualitative research. Rather, it is recognized
that the researcher is the crucial ‘measurement device’, and that the
researcher’s self (his or her social background, values, identity and beliefs) will
have a significant bearing on the nature of the data collected and the
interpretations of that data.

Emergent or predetermined research design

Qualitative research tends to be associated with an emergent research
design.

Quantitative research tends to be associated with a predetermined research
design.

One of the key features of quantitative research is the precision with which
research designs are established at the outset of the study. Hypotheses estab-
lish exactly the nature of the research question(s), and there is a definite
sample or experimental procedure to be undertaken. In marked contrast to
this, qualitative research is frequently premised on the idea that the theory
and the methods will emerge during the course of the research, and will not be
specified at the beginning. Theories can be developed and tested as part of an
ongoing process (what Glaser and Strauss (1967) call ‘grounded theory’). And
the sample to be investigated will depend on following up leads so that the
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researcher can know neither how many or which people or events will be
investigated until the end of the research. As Maykut and Morehouse (1994)
point out, the emphasis is on ‘discovery’, not ‘proof’.
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➠ 13

Quantitative data

The use of quantitative data in social research has its attractions. For one thing,
it carries with it an aura of scientific respectability. Because it uses numbers
and can present findings in the form of graphs and tables, it conveys a sense of
solid, objective research.

In the past, there has been a limit on the extent to which newcomers might
want to indulge in the numbers game. To play the game, the researcher needed
to devote time, effort and considerable skill to the process of subjecting data to
statistical analysis and to producing appropriate graphs and tables to represent
the results. The advent of the personal computer and powerful statistical
software packages has altered all this. Social researchers have at their disposal
the means to do the kind of number-crunching that used to be reserved
for the seasoned statistical expert. All the more reason, one might suppose, to
use quantitative data.

The availability of such software, however, is a mixed blessing. Relative
novices can undertake fairly complex statistical tests – but there is the very real
danger that they could be the wrong tests! The computer will undertake the
analysis, but it is the researcher who needs to choose which test to apply.
Fortunately, though, the use of quantitative data in social research need not
entail the researcher in the use of sophisticated statistical analysis. In the case
of much project research – small-scale research with quite limited resources –



the use of quantitative data need not go beyond the use of what are called
‘descriptive’ statistics.

This chapter on the analysis of quantitative data is deliberately restricted to
the elementary aspects of analysis and presentation of quantitative data. For the
project researcher this will generally be sufficient. Properly organized, simple
statistics can be used to very good effect in such research. They can provide a
clear foundation for discussion and critique – a solid foundation from which
to progress the argument.

1 Types of quantitative data

Social researchers who want to use quantitative data need to be clear about the
type of data they are using. This makes a major difference to what can be done
with the data, statistically speaking, and the kind of conclusions that can be
drawn from the analysis. There are certain statistical techniques that work
with some kinds of data that will not work with others.

Nominal data

Nominal data come from counting things and placing them into a category.
They are the lowest level of quantitative data, in the sense that they allow little
by way of statistical manipulation compared with the other types. Typically,
there is a head count of members of a particular category, such as male/female
or White/South Asian/African-Caribbean. These categories are based simply
on names; there is no underlying order to the names.

Ordinal data

Like nominal data, ordinal data are based on counts of things assigned to
specific categories, but, in this case, the categories stand in some clear, ordered,
ranked relationship. The categories are ‘in order’ . This means that the data in
each category can be compared with data in the other categories as being
higher or lower than, more or less than etc., those in the other categories.

The most obvious example of ordinal data comes from the use of question-
naires in which respondents are asked to respond on a five-point scale such as:

The responses coded as 2 (agree) can legitimately be seen as more positive than
those coded as 3, 4 or 5 (neutral, disagree, strongly disagree), but less positive
than those coded 1 (strongly agree). This scale is known as the Likert scale.
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It is worth stressing that rank order is all that can be inferred. With ordinal data
we do not know the cause of the order, or by how much they differ.

Interval data

Interval data are like ordinal data, but the categories are ranked on a scale. This
means that the ‘distance’ between the categories is a known factor and can be
pulled into the analysis. The researcher can not only deal with the data in
terms of ‘more than’ or ‘less than’, but also say how much more or how much
less. The ranking of the categories is proportionate, and this allows for direct
contrast and comparison.

Calendar years provide a suitable example of such data. Data collected for
the years ad 1960, 1970, 1980, 1990 and 2000 not only differ in terms of being
earlier or later than one another, they are also earlier or later by a known time-
span interval. This allows the researcher to use addition and subtraction (but
not multiplication or division) to contrast the difference between various
periods: the difference between 1960 and 1970 can be directly compared with
the difference between 1970 and 1980, and so on.

Ratio data

Ratio data are like interval data, except that the categories exist on a scale
which has a ‘true zero’ or an absolute reference point. When the categories
concern things like incomes, distances and weights, they give rise to ratio data
because the scales have a zero point. Calendar years, in the previous example,
do not exist on such a scale, because the year 0 does not denote the beginning
of all time and history. The important thing about the scale having a true zero
is that the researcher can compare and contrast the data for each category
in terms of ratios, using multiplication and division, rather than being
restricted to the use of addition and subtraction as is the case with interval
data. Ratio data are the highest level of data in terms of how amenable they are
to mathematical manipulation.

Discrete data

Certain data are based on phenomena which naturally come in whole units.
Numbers of children per family, in reality, have to be whole numbers. We
might aggregate the numbers to arrive at an average figure of 1.9 or whatever,
but we do not suppose that there exists anywhere 0.9 of a child belonging to a
family. In this example, our measurement of children per family can be exact
for each and every household, with no need for approximations or results
accurate to the nearest fraction. The discrete data come in chunks: 1, 2, 3, 4 and
so on.

Continuous data

Contrasted with this there are certain kinds of data which, for practical pur-
poses, are inevitably measured ‘to the nearest unit’ simply because they do not
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come in neat, discrete chunks. Such things are measured to the nearest small
unit because, as a variable, they are continuous. People’s height, age and weight
are obvious examples here. In principle, there is no end to the precision with
which we might try to measure these items. We could measure height in
millimetres, weight in grams, age in seconds. For practical purposes, however,
such precision would be counter-productive, because it would throw up vast
arrays of data which would not lend themselves to analysis. When variables
are continuous, the researcher, in effect, needs to categorize the data. The unit
of data is not exact height, exact weight, exact age; rather, it is ‘height falling
within a range of 2 cm’, ‘weight to the nearest 0.5 kilograms’, or ‘age at last
birthday’.

The significance of continuous data lies with the implicit categories which
are formed by the researcher to cope with difficulties of measuring points/
units on a sliding scale. The researcher needs to be absolutely clear about the
boundaries to such categories and exactly where the mid-point of the category
resides. The accuracy of statistics based on continuous data depends on
knowing the boundaries and mid-point to the categories of the data.

2 Preparing quantitative data for analysis

Coding the data

The raw data with which the social researcher works sometimes occur ‘natur-
ally’ in the form of numbers. This is convenient. However, on many occasions
the researcher starts off with material in the form of words or pictures and
needs to transform the material from this format into the only format suitable
for quantitative analysis: numbers. This involves a process of ‘coding’ the data.
Coding, in essence, entails the attribution of a number to a piece of data, or
group of data, with the express aim of allowing such data to be analysed in
quantitative terms. Such coding is usually done at an early stage in the
research process and, in fact, the general advice as far as quantitative analysis is
concerned is to do the coding prior to the collection of the data.

Link up with Questionnaires, ch. 9

If this sounds a bit abstract, it might be useful to illustrate the process briefly
in relation to the use of questionnaires. Suppose that the researcher is inter-
ested in people’s occupations, and intends to conduct a survey of 1,000
people. The questionnaire might contain a question asking the respondent to
state his or her occupation. This would result in a mass of data, all in the form
of words, covering a huge range of possibilities. In this format the data are
difficult to handle and very difficult to analyse. Imagine the researcher’s
problem when faced with a list of 1,000 separate jobs. To make the task
of analysis possible, the researcher needs to identify a smaller number of
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categories of jobs, and then to assign each job listed to one of the categories.
Each category will have a numerical code, and so the process of analysis
involves coding each of the words by giving it a numerical value which accords
with the category of job to which it fits.

Where the researcher knows in advance that he or she wants to generate
quantitative data, it makes good sense to sort out the categories and their
respective numbers and build these into the design of the research. Things like
a person’s occupation can be categorized in advance using existing official
classifications. Instead of people being asked to state what their job is, they can
be asked to identify which category of occupations best fits their own. The
result of doing it this way is that, if there are, say, ten categories of occupation
used, the researcher will obtain results in the form of numbers in each of the
ten categories, rather than the list of 1,000 words. The data, in this format, are
ready for analysis.

Grouping the data

The first stage in the analysis of quantitative data is to organize the raw data in
a way that makes them more easily understood. As Figure 1 shows, it is rather
difficult to make sense of raw data when the number of items goes above ten.

Initially, it is some help to construct an array of the raw data, i.e. to arrange
the data in order. As Figure 2 shows, this immediately helps in terms of getting
some grasp of what the data hold.

Figure 1 Raw data example

Figure 2 Array of raw data example
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A further stage in organizing the data is to make a tally of the frequencies (see
Figure 3). This gives a clearer picture of which frequencies were the most
common and is far better in terms of being able to ‘read’ the data. It immedi-
ately suggests certain things about the data and invites questions about why
certain frequencies are more common than others. Is this sheer fluke, or is
there some underlying cause?

Where there are a large number of frequencies, the researcher can organize
the data by grouping the frequencies (see Figure 4). Such grouped frequency
distributions are a very valuable and commonly used strategy for the organiza-
tion of raw data.

Caution

It is worth bearing in mind that as soon as the researcher creates groups, he or
she is imposing on the data in a pretty strong way. The data in the format of a
grouped frequency distribution may be easier to understand, but they have
moved away from a natural or raw state and begin to bear the hallmarks of the
creative shaping of data by the researcher.

Figure 3 Tally of frequencies example

Figure 4 Grouped frequency distribution example
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3 The presentation of data

With descriptive data, the process of transforming a mass of raw data into
tables and charts is vital as part of making sense of the data. And it is, indeed, a
process of making sense. The transformation is done by researchers on the data.
It is a process of artfully moulding, extracting and refining the raw data, so that
the meaning and significance can be grasped.

Computer software provides a major help on this score. Statistical packages
allow the researcher to code and recode data, to group and regroup data and to
undertake statistical analyses. And there are packages which help with the
presentation of tables and charts based on the data. However, the problem is
that the project researcher can actually become overwhelmed by the help on
offer through such packages. The power of such software can produce a rather
daunting range of possibilities for analysing and presenting the data.

What follows is not an attempt to cover this vast range of possibilities. This
would take a separate book. There are, though, certain ‘basics’ that can help
the project researcher to keep an eye on the target and not get side-tracked by
the plethora of statistical analyses which are available at the press of a button,
or the bewildering variety of templates for presenting results through tables
and charts.

Essentials for the presentation of tables and charts

The point of producing a table or chart is to convey information in a succinct
manner and use visual impact to best effect. Its success or otherwise hinges on
how well it achieves these things. The skill of producing good tables and charts
rests on the ability to:

• present enough information without ‘drowning’ the reader with information
overload;

• help the reader to interpret the table or chart through visual clues and
appropriate presentation;

• use an appropriate type of table or chart for the purpose at hand.

There are certain bits of information which must always be included. If these
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are absent, then the table or chart ceases to have much value as far as the
reader is concerned (see Figure 7 as an illustration). The table or chart must
always have

• a title;

• information about the units being represented in the columns of the table or on
the axes of the chart (sometimes this is placed by the axes, sometimes by the
bars or lines, sometimes in a legend);

• the source of the data, if they were originally produced elsewhere.

Added to this, in most cases – though not all:

• the horizontal axis is the ‘x axis’ and is used for the independent variable;

• the vertical axis is the ‘y axis’ and is used for the dependent variable.

There are some exceptions to the rule about the x axis being the horizontal
axis, and these are mentioned below. When constructing a chart or table,
though, it is important for the researcher to have a clear view about which
variable is seen to be the ‘cause’ and which is the ‘effect’. The variable which
is treated as the ‘cause’ is the independent variable (normally on the hori-
zontal axis) and the variable which is being affected is the dependent vari-
able (normally on the vertical axis). Dates (for example, 1970, 1980, 1990,
2000) are usually on the horizontal axis and are treated as an independent
variable.

If the researcher pays attention to these points, the remaining dangers to the
success of the table or chart generally come from trying to be too ambitious
and putting in too much detail. Simplicity is a virtue that is hard to overstress
in relation to the production of tables and charts. If too much data are sup-
plied in a table, it becomes almost impossible for the reader to decipher the
meaning of the data. If too many frequencies are presented in a chart, it
becomes difficult to grasp the key points. Too many patterns, too many words,
too many figures, and the impact of the table or chart is lost. Having said this,
of course, there need to be sufficient data in the table or chart to make it
worthwhile and ‘say something’ of interest, and essential details need to be
incorporated for the sake of precision. This means that the researcher is often
obliged to compromise between the amount of information that can be conveyed and
the visual impact of the table or chart.
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Tables

A main virtue of tables is their flexibility. They can be used with just about
all types of numerical data. Computer software offers a variety of templates
for tables, which aid the presentation of data in a visually attractive
fashion.

The degree of complexity of the table depends on two things: the audi-
ence being addressed and the restrictions imposed by the format of the
document in which the table appears. For the purposes of most project
researchers it is likely that tables will remain fairly simple in structure. If the
table does need to involve a considerable number of rows, the researcher
should be prepared to insert horizontal and vertical ‘breaks’ or blank lines to
ease reading and to avoid the eye slipping to the wrong line of data (see
Figure 5).

One particularly common use of tables is to present a comparison of sets of
nominal data. Such tables are known as contingency tables (see Figure 6). They
allow a visual comparison of the data and also act as the basis for statistical
tests of association, such as the chi-squared test.

Bar charts

Bar charts are an effective way of presenting frequencies, and they are very
common in reports of small-scale research. They can be used with nominal data

Figure 5 Table example

Figure 6 Contingency table example

244 Analysis



and with discrete data. The principle behind them is that the bars should be of
equal width, with the height of the bars representing the frequency or the
amount for each separate category. Conventionally, there is a gap between
each bar. Their strength is that they are visually striking and simple to read –
provided, that is, that not too many categories are used. The fewer the categor-
ies (bars) the more striking the impact. Beyond ten categories bar charts tend
to become too crowded and confusing to read. Figure 7 shows a simple bar
chart.

There are many variations on the standard bar chart. The pictogram embel-
lishes the basic idea by using symbols or images instead of the standard bar. It
does not tell you anything more, but it catches the eye more readily.

Bar charts are sometimes turned on their sides to make it easier to label the
categories (see Figure 8). In such horizontal bar charts, the vertical axis becomes
the x axis – as an exception to the convention.

Sometimes each bar incorporates the component elements of the total for a
category. This is known as a stacked bar chart (see Figure 9). Interestingly,
stacked bar charts can be used as an alternative to pie charts (see below)
because they show clearly the relative proportions of the factors that make up
the total. They have an advantage, too. A number of stacked bars can be
incorporated into the same chart, allowing a more direct visual contrast than
could be achieved by placing a similar number of pie charts together.

Figure 7 Simple bar chart example
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Figure 8 Horizontal bar chart example

Figure 9 Stacked bar chart example
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Histogram

A histogram, like a bar chart, is a valuable aid to presenting data on frequencies
or amounts. Like a bar chart, the bars are normally of equal width and where
they are of equal width, the height of the bar is used to depict variations in the
frequencies or amounts. However, what distinguishes a histogram from a bar
chart is that the histogram is used for continuous data, whereas a bar chart is used
for discrete data or nominal data. In contrast to the bar chart,

• there are no gaps between the bars;

• the data ‘flow’ along the x axis, rather than being distinct and separate
items.

Scatter plot

A scatter plot is used to display the extent of a relationship between two variables
(see Figure 11). The data are represented by unconnected points on a grid, and
the clustering or spread of such points is the basis for detecting a close co-
variation between two variables, or a not so close co-variation. The more
closely the points come together, the closer the relationship between the vari-
ables on the x axis and the y axis. The more spread out the points are, the less
closely the variables are connected. The extent of the relationship is made
nicely visible; indeed the scatter plot is particularly good at showing patterns
and deviations. There is a drawback, however. It does need a reasonable
amount of data to reveal such a pattern.

Figure 10 Histogram example
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Line graph

A line graph is used for depicting development or progression in a sequence of
data (see Figure 12). It is good for showing trends in data. The most common
use of the line graph is with dates. A time sequence is plotted left to right on
the x axis. The line varies in height according to the frequency or the amount
of the units. Line graphs work better with large data sets and big variations. A
bar chart can be used to do the same thing, and sometimes bars and lines are
combined within the same chart.

Figure 11 Scatter plot example

Figure 12 Line graph example
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Pie charts

Pie charts, as their name suggests, present data as segments of the whole pie
(see Figure 13). Pie charts are visually powerful. They convey simply and
straightforwardly the proportions of each category which go to make up the
total. In most cases, the segments are presented in terms of percentages.

To enhance their impact, pie charts that wish to draw attention to one par-
ticular component have that segment extracted from the rest of the pie. On
other occasions, all segments are pulled away from the core in what is known
as an exploded pie chart.

Weighed against their visual strength, pie charts can only be used with one
data set. Their impact is also dependent on not having too many segments. As
a rule of thumb, a pie chart should have no more than seven segments and not
have a segment which accounts for less than 2 per cent of the total.

As a form of chart they tend to take up quite a lot of space on a page. The
labels need to be kept horizontal, and this spreads the chart out across the
page. As good practice, incidentally, the proportions should be shown as a
figure, where possible within the segments.

Caution

The presentation of quantitative data in graphs and charts can be used to
mislead and give the wrong impression. Playing around with the scales on the
x axis and the y axis can artificially exaggerate or underplay the appearance of
differences in the data. Care needs to be taken to avoid distorting the data in
this way.

Figure 13 Pie chart example
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4 Basic statistics

Evidence based on frequencies and amounts forms the bedrock of quantitative
data and, as we have seen, well constructed tables and charts are a valuable
asset for organizing and presenting such evidence. However, in a sense the data
they contain need to be taken at face value. The tables and charts, of course, are
designed to bring out the key points of the data, and the researcher can back
them up with a statement drawing attention to possible implications of the
data. Beyond that, though, the data are more or less left to speak for themselves.

Social researchers will often want to move beyond this point in search of
something a little more ‘scientific’ that will help them interpret the informa-
tion and allow them to draw more generalized conclusions on the basis of the
evidence. This is where statistics come in. By subjecting the data to statistical
analysis, social researchers can move beyond individual interpretations of the
data towards some more universal criteria for assessing key facets of the data.
Specifically, when (a) describing the frequencies and their distribution, or (b)
looking for connections between variables or categories in the data, researchers
are able to draw upon scientifically based tests to help their interpretation and
to bolster their belief in the data.
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5 Descriptive statistics: describing the frequencies and
their distribution

When describing the distribution of a set of data there are two basic questions
that might be asked.

• What is the mid-point or the average?

• How wide is the spread, and how even is the spread?

Whether or not the researcher chooses to use statistics, it seems that these are
very reasonable and common-sense things to consider. They are elementary.
The use of statistics, though, adds something to the way these are considered
by providing some universal benchmarks for dealing with each and some pre-
cision to the way in which researchers deal with the questions.

What is the mid-point or average?

Statisticians will point out that there are three types of average, which are col-
lectively known as ‘measures of central tendency’. These are the mean, the
median and the mode. When describing data, then, social researchers need to
be aware of the difference between the three and decide which is most
appropriate for their specific purposes.

The mean (the arithmetic average)

The mean is what most people have in mind when, in common parlance, they
think about ‘the average’. It is a measure of central tendency in the sense that it
describes what would result if there were a totally equal distribution of values – if
the total amount or frequencies were spread evenly.

1 4 7 11 12 17 17 47

To calculate the mean of the values above:

1 Add together the total of all the values for a variable or category (= 116).

2 Divide this total by the number of cases (÷ 8).

Mean = 14.5

For social researchers, the mean has certain strengths and certain limitations
when it comes to describing the data.

• The mean can be used only with real (cardinal) numbers. This gives it precision
and opens it up to further mathematical processing. Weighed against this
strength, calculations of the mean are not appropriate for some kinds of
social data. Clearly it makes no sense to think of this kind of average when
the researcher is dealing in nominal data; how can you average two sexes,
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four ethnic groups or ten occupations? The mean only works with real
numbers.

• The mean is affected by extreme values (‘outliers’). Because the mean includes
all values it is prone to being affected by the odd one or two values that
might be vastly different from the rest. Extreme or unusual values get
included in the overall mean, and can shift the figure for the mean towards
any such ‘outliers’. Two things will minimize the impact of such outliers.
First, a large data set will shroud the influence of the odd one or two outliers.
An outlier will have less of a distorting impact on a large sample than it will
on a small sample, because the extent of its deviation from the rest will get
subdivided more and more as the size of the sample gets bigger. Second, and
linked to this, calculations of the mean are safest when there are relatively
few outliers, and the outliers that do exist have a tendency to balance up
and cancel each other out.

• Use of the mean may lead to strange descriptions. When we conclude, for
example, that the average size of households in Britain has fallen from 2.91
persons in 1979 to 2.3 persons in 2000, we clearly do not mean this as a
literal description of the situation. What does 0.3 of a person look like? It is a
statistical description.

The median (the middle point)

The idea of ‘average’ can sometimes carry with it the idea of ‘middle of the
range’, and this is the sense in which the median operates. The median is the
mid-point of a range.

Calculation of the median is really very straightforward. Values in the data
are placed in either ascending or descending rank order and the point which
lies in the middle of the range is the median. With even numbers of values, it is
the mid-point of the two central values. So, in the following set of data, the
median is 11.5, half-way between the two middle values.

1 4 7 11 12 17 17 47

There are some crucial advantages and limitations connected with the use of
the median as a measure of central tendency.

• It can be used with ordinal data as well as interval and ratio data. This opens
up the scope of uses to many areas which are not suitable for the arithmetic
mean.

• Because it is an ordinal operation, the median is not affected by extreme values,
the ‘outliers’. Looking at the values above, it should be clear that the value
of 47, an obvious outlier, does not affect the calculation of the median. It
would, though, affect the calculation of the mean. As far as the median is
concerned, that value could lie anywhere between 18 and infinity because
its sole significance is that it exists as a value in the range which is greater
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than 17. Now this, of course, can cut both ways. While the median is
unaffected by outliers, it is equally insensitive to the implications of any
such extreme values. It effectively eliminates such data from the picture.

• The median works well with a low number of values. In fact, in contrast to the
mean, it is better suited to low numbers of values.

• We have the advantage of knowing that exactly half the values are above the
median and half the values are below the median. It offers a quick and easy-
to-grasp measure of the central point of the data.

• The main disadvantage of the median is that it does not allow for further
mathematical processing.

The mode (the most common)

As the name suggests, when social researchers use the mode as a measure of
central tendency they have in mind the most fashionable or popular figure.
But this does not imply that they are looking for the best liked value in the
data. It is the value which is most common that is the mode.

Identification of the modal value simply consists of seeing which value
among a set occurs most frequently: this is the mode. In the set below, the mode
is 17.

1 1 4 4 7 11 12 17 17 17 47

As with the mean and the median, there are certain strengths and weaknesses
pertaining to the use of the mode, and these need to be considered.

• The mode can be used with nominal data, as well as ordinal, interval and ratio
data. It has the widest possible scope for application, then, in relation to
social data. As a measure of central tendency it makes sense, for example, to
talk about the most commonly watched soap opera on TV, whereas we
cannot sensibly talk about the mean or median soap opera.

• Like the median, it is unaffected by outliers or extreme values. It focuses only
on the most common value and ignores all others.

• It shares with the median the limitation that the mode does not allow any
further mathematical processing to be undertaken on it. It is a stand-alone
end-product.

• One other limitation: there might not be one most popular value, or some
values might share top spot, so that there might be two or more modes.

How wide is the spread of data? How even is the spread of data?

If researchers wish to describe a set of frequencies it will help if they can
provide a measure of central tendency. The profile of the data, however, can
only be described effectively when there is also some idea of the way the data
are spread out from that central point – how they are dispersed.
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The range

This is the most simple way of describing the spread of data. It is none the less
effective, and a valuable method of giving an instant image of the dispersion of
the data. The range of the data is calculated by subtracting the minimum value
from the maximum value. In the set of values below, the range is 44 (i.e. 47
minus 3).

3 4 7 11 12 17 17 47

Although a statement of the range has value as an instant picture of how wide
the data are spread, it does have a rather serious limitation as a statistic. It is
governed by the extreme values in any set and may consequently give a biased
picture of the spread of the values between the extremes. In the example
above, the range of 44 is obviously determined by the outlier value of 47.
Visually, it is evident that seven of the eight values lie within a range of just 14.
So, although reference to the range of values is quick and easy, it needs to be
used cautiously and with a special lookout for any extreme values and the way
these might give a misleading impression of the spread.

Fractiles

Fractiles are based on the idea of dividing the range of the data into fractions,
so that comparisons can be made about the spread of the values across the
range. The starting point for this is the median. The median, as we have seen,
is the mid-point of the range. It is the half-way point, always with 50 per cent
of the cases to one side and 50 per cent of cases to the other. Fractiles develop
on this.

Quartiles, for instance, subdivide the range into four equal parts. Each quartile
contains exactly one-quarter of the cases contained in the whole range. Deciles
operate on the same principle but, as the name suggests, they divide the range
into tenths. Percentiles divide the range into hundredths.

There are two uses of this for social researchers. First, researchers can use
quartiles as a way of eliminating extreme highs and lows from the data they
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wish to examine. By focusing on those cases which fall between the first quar-
tile (Q1) and the third quartile (Q3), researchers know that they are dealing
with exactly half of all the cases and, more than that, they are dealing with the
half that are ‘in the middle’. This middle part of the range is known as the
‘inter-quartile range’. With incomes, for instance, use of the inter-quartile
range overcomes the possibility of some very high incomes distorting the
overall picture, since these would occur in the top quartile. Likewise, by not
using the bottom quartile the researchers would eliminate very low incomes
from their analysis. So, one use of fractiles is the selection of cases to analyse.

A second use is for comparison. Researchers know that a given proportion of
their cases occur within a specific fractile of the range. This is true by defin-
ition. But this allows them to compare data from one fractile with data from
another. The most prominent use of this is in comparisons of income and
wealth. The top decile (the 10 per cent of all earners who earn more than the
other 90 per cent of earners) can have their pay compared with the 10 per cent
of all earners who earn the least. The comparison can be in terms of how much
is earned. Here the researchers can calculate the mean earnings of the top
decile and compare this with the mean earnings of the bottom decile. Or the
proportion of all income going to those in the top decile can be compared with
the proportion going to those in the lowest decile. Used in this way, fractiles are
a valuable tool for the social scientist in describing the spread in a frequency
distribution.

Standard deviation

An alternative method of dealing with the spread of data comes in the form of
the standard deviation (symbolized as s). Instead of treating the spread in terms
of the overall range of the values, the standard deviation measures the spread
of data relative to the arithmetic mean of the data. It is not an absolute
measure of the difference between the highest value and the lowest value, as is
the case with the use of ranges. More subtly, the standard deviation uses all the
values (not just top and bottom) to calculate how far in general the values tend to be
spread out around the mean.

There are variations in the formulae used for calculating the standard devi-
ation, and there are certain complications that set in when it is used with
grouped frequencies. However, these should not detain us, because computer
software will generally take care of the mathematics involved.

The basic point is this: the greater the dispersion, the larger the standard
deviation.

There are a number of factors associated with the use of the standard devi-
ation as a measure of dispersion.

• The standard deviation lends itself to further mathematical analysis in a
way that a straightforward description of the spread does not.

• Following from this, the standard deviation assumes huge importance in
social research, because it is the basis of so many other statistical
procedures.
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• Because it takes the arithmetic mean as the basis of its calculations, only
those kinds of data that lend themselves to this measure of central tendency
can be used. That is, the standard deviation can be used only with cardinal
numbers (interval and ratio data). It is meaningless to use it with nominal
or even, strictly speaking, with ordinal data.

6 Tests for association and difference: looking for connections

One of the main things we might wish to do once we have collected our
quantitative data is to check whether there is any association, or link, between
two or more sets of data. Does one category of data match another, or does one
category vary along with another? Alternatively, we might wish to check
whether there is any difference between two sets of data where we might have
expected there to be a similarity. Either way, we want to move beyond describ-
ing and presenting the data (descriptive statistics) to a position where we are
looking for connections.

Looking for connections, at one level, can be a very straightforward process.
In essence, it need only involve looking at the data in the tables or the charts to
see what links are evident. However, appearances can be deceptive. They may
not tell the whole truth. They may not tell the truth at all! Looking at the data
for connections may be a good starting point but, from the point of view
of good research, it remains just that – a starting point. Suppose there is an
apparent connection between two variables. Should this lead the researcher
to conclude that the association is real and prompt him or her to conduct
further research on the basis that a link had been discovered between the two
variables? The answer has to be ‘No, at least not yet.’

For research purposes, the mere appearance of a connection is not enough.
Good researchers want to know:

• whether the findings were a fluke;

• how strong the connection is between the two variables;

• whether one causes the other, or whether the two are mutually
interdependent.

These seem reasonable questions to ask of the data. Although we may be able
to ‘see’ a link in a table or chart, we really need something more positive to
support what appears on the surface to be a link between the variables. We
need some reassurance that the findings were not a one-off fluke. We need
something to give us confidence that what we have found is a genuine associ-
ation of the two. And this is where statistical tests of significance prove to be of
enormous benefit. Such statistical tests provide an estimate of the probability
that any association we find between two or more variables is the product of
sheer chance rather than a genuine connection between such variables – con-
nections that will be found on other occasions. They provide a benchmark
for researchers, indicating whether to proceed on the assumption that the

Quantitative data 257



apparent connection is real or whether to treat the data as unreliable evidence
on the point.

Statistical tests of significance start from the assumption that, despite what
might appear in the data, there is no real association between the variables.
The frame of mind is that of the sceptic. ‘Go on. Convince me that the appar-
ent relationship should be taken seriously. Convince me it is not a fluke, a one-
off chance happening!’ In the trade this takes the form of what is called the
null hypothesis. Using the null hypothesis, researchers do not set out to prove
the existence of an apparent relationship between variables. Instead, they start
from the premise that there is no such relationship – a position that, as scien-
tists, they will hold unless they can be convinced that what was found did not
arise by chance.

Statistical tests of significance arrive at a figure that is an estimate of the
likelihood that any perceived association is due to chance. The figure is a
probability, based on statistical theory and procedures, that what appears to be
contained in the data is actually the outcome of chance. It appears at the end
of the computation of statistics in the form ‘p < 0.12’ or whatever figure
pertains.

If the probability is estimated to be greater than 1 in 20 that the results
are a one-off, the sceptically minded researcher will consider that the null
hypothesis stands. The researcher will not be convinced that any connec-
tion in the data is to be taken seriously. If, on the other hand, it is estimated
that there is a probability of less than 1 in 20 that the results arose by
chance, the apparent connection is deemed to be statistically significant.
Within the conventions of statistics, it is held that where the probability is
less than 1 in 20 any association in the data may be treated as likely to be
genuine and real.

Researchers look for a probability of less than 1 in 20 (p < 0.05) that the results
arose by chance.

Statistical tests for association and difference

There is little virtue in the context of this book in trying to outline the
mechanics of conducting the statistical tests referred to below. Partly, this is
because many project researchers will blanch at the sight of the relevant
formulae and decide to focus on collecting qualitative data instead. Partly, it
is because there are many other sources which offer detailed guidance on
statistics for the social scientist. Mostly, though, it is because computer soft-
ware that will do the necessary calculations is now readily available to the
vast majority of social researchers. This means that researchers are released
from the burden of long-winded procedures and can pay proper attention to
the suitability of the statistics they are using for the specific purposes at
hand.

It should also be noted that reference is made only to the basic, standard
statistics – the type that might interest the project researcher. The advice at this
point: seek independent expert advice on the choice of statistical analysis.
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Caution

Statistical significance does not necessarily imply social significance. The
researcher needs to be wary of mixing the two senses of ‘significance’. Stat-
istical significance only relates to the amount of confidence we have that the
findings we obtained were not the product of pure chance. It does not auto-
matically imply that the findings are ‘important’. That is something to be
shown elsewhere by other means.

How do I find out if two variables are associated to a significant level?

Probably the most flexible and certainly the most commonly used statistical
test for this is the chi-square test. The chi-square test works with nominal data
as well as ordinal, interval and ratio data – which does much to explain its
popularity. The columns and rows can use nominal data based on things like
sex, ethnicity and occupation, factors which feature prominently in data col-
lected by social researchers. See Figure 14.

It works on the supposition that if there were no relationship between the
variables then the units would be distributed in the cells of the contingency
table in equal proportion. This means that if there were three times as many
women as men in a sample, we would start from the assumption that women
would account for 75 per cent of the amounts or frequencies we are measuring
– for instance, absences from work. If there is no connection between sex and
absenteeism from work, we might expect the larger proportion of women in
the sample to account for a larger proportion of absences – in the strict ratio of
3:1. This ‘expected’ distribution (based on the null hypothesis) is, in other

Figure 14 Chi-square and contingency table examples
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words, a theoretical distribution based on a starting premise that the two vari-
ables concerned do not affect each other. In reality, it is extremely unlikely
that the research findings will match this theoretical distribution. Almost cer-
tainly there will be a difference between what might be expected and what is
actually found in practice. And this difference, the difference between what
was ‘observed’ and what was ‘expected’, is the key to the chi-squared test. The
chi-squared test uses the extent of difference (in the cells of a contingency
table) between what was observed and what might have been expected in
order to calculate whether we can have confidence that the observed relation-
ship was actually due to something other than pure chance – whether it was
real or a fluke.

The main restriction on the use of the chi-squared test is that there needs to
be a sufficiently large data set and/or a sufficiently even distribution among
the various categories in order to get a minimum of five in each cell. Where
cells in the contingency table have fewer than five in them it threatens the
accuracy of the statistic. There are ways around this should it become a
problem. There is a statistical fix which can be used (e.g. Yates correction
factor), and most computer programs will put this into operation automatic-
ally. Alternatively, the categories can be combined and reduced in number to
ensure that each cell has enough data in it.

There is a danger with the use of the chi-squared test that the results are
heavily affected by the categories which are used. Where categories are com-
bined (for example, to ensure a minimum of five in each cell) or where categor-
ies are based on grouped frequencies, the researcher needs to be very aware that:

• the ‘boundaries’ for the categories are creations of the researcher;

• use of different combinations or boundaries will affect the chi-square
statistic.

The flexibility in terms of categories in the columns and rows, then, turns out
to be both a strength and a potential weakness of the test.

How do I see if two groups or categories are different to a significant level?

Project researchers often wish to compare two sets of data to see if there is a
significant difference between them. For example, a teacher might wish to
compare two sets of test scores obtained from students: one set obtained at the
start of the school year, the other set obtained from the same students on the
same test at the end of the school year. Alternatively, she might wish to
compare the results obtained from students in one class with those from
another. In small-scale research the need to compare two such groups or
categories in these ways is very common.

The most appropriate statistical test for this purpose is the t-test. The t-test
provides the researcher with a statistical test of significance. It uses the means
of the two sets of data and their standard deviations to arrive at a figure which
tells the researcher the specific likelihood that any differences between the two
sets of data are due to chance.
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Researchers using the t-test take the null hypothesis as their starting point.
They presume that there is no real difference until they can be persuaded
otherwise by a statistical test which tells them that there is a very strong likeli-
hood that any variation found between the two sets of data were the result of
something other than pure chance. As with the chi-shared test, researchers
normally treat differences as ‘real’ (not a fluke) when they find that there is a
probability of less than one in twenty, usually expressed as ‘p. < 0.05’, that any
difference between the two sets of data were due to chance.

The t-test has two notable strengths which are of particular benefit for small-
scale research. The t-test works well with small sample sizes (less than 30) – an
obvious advantage with small-scale research – and the groups do not have to
be exactly the same size. A data set of 20 items can be compared with a data set
of 15, for example.

There are other statistical tests which compare the results from two sets of
data that will work with ordinal data rather than interval or ratio data. For
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example, the Mann–Whitney U test is a well known test that works by using the
rank-ordering of cases in each group. This is why it can work with ordinal data
such as examination grades (A, B+, B etc.) if actual percentage scores are not
available. The Mann–Whitney U test works by producing one overall ranking
which is made from both groups being investigated. The positions of members
of each group on this combined ranking are then used as the basis for calculat-
ing whether there is a statistically significant difference between the two
groups.

How do I see if three or more groups or categories are significantly related?

This question is likely to be moving beyond the scope of interest for project
researchers. It suggests a fairly large data set with more than two variables
potentially connected and worthy of statistical test. It calls for a basic factor
analysis, such as one-way ANOVA (analysis of variance). This test analyses the
variation within and between groups or categories of data using a comparison
of means.

How do I assess the strength of a relationship between two variables?

This question is not concerned with the likelihood of any apparent connection
between two variables being real; it is concerned with how closely two variables
are connected. The relevant statistics here are correlations.

Correlations between two variables can be visualized using a scatter plot.
These need ratio, interval or ordinal data, and cannot be used with nominal
data. They also require reasonably large data sets to work best. See Figure 15.

Figure 15 Correlations and scatter plot examples
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The two most commonly used correlation statistics are Spearman’s rank cor-
relation coefficient (which works with ordinal data) and Pearson’s product
moment correlation coefficient (which works with interval and ratio data).
These statistical tests are used to arrive at a correlation coefficient based on the
data. The correlation coefficients range as follows:

+1 0 −1

perfect no perfect
positive relationship negative
correlation correlation
(one goes up, (one goes up,
other goes up) other goes down)

In reality, correlations are unlikely to be perfect. Researchers generally regard
any correlation coefficient between 0.3 and 0.7 (plus or minus) as demonstrat-
ing some reasonable correlation between two variables. 0.3 is reasonably weak,
0.7 is reasonably strong.

It is important to appreciate that correlation is different from cause. The
connection between two variables that might be demonstrated using a correl-
ation test says nothing about which variable is the dependent and which is the
independent one. It says nothing about which is the cause and which is
the effect. It only establishes that there is a connection, with a specified
closeness of fit between the variables.

Researchers wishing to investigate connections in terms of cause and effect
need to use regression analysis.

7 Types of quantitative data and appropriate descriptive
statistics

Adapted from Worthington and Holloway (1997–76).
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8 Advantages of quantitative analysis

• Scientific. Quantitative data lend themselves to various forms of statistical
techniques based on the principles of mathematics and probability. Such
statistics provide the analyses with an aura of scientific respectability. The
analyses appear to be based on objective laws rather than the values of the
researcher.

• Confidence. Statistical tests of significance give researchers additional cred-
ibility in terms of the interpretations they make and the confidence they
have in their findings.

• Measurement. The analysis of quantitative data provides a solid foundation
for description and analysis. Interpretations and findings are based on
measured quantities rather than impressions, and these are, at least in prin-
ciple, quantities that can be checked by others for authenticity.

• Analysis. Large volumes of quantitative data can be analysed relatively
quickly, provided adequate preparation and planning has occurred in
advance. Once the procedures are ‘up and running’, researchers can inter-
rogate their results relatively quickly.

• Presentation. Tables and charts provide a succinct and effective way of organ-
izing quantitative data and communicating the findings to others. Widely
available computer software aids the design of tables and charts, and takes
most of the hard labour out of statistical analysis.

9 Disadvantages of quantitative analysis

• Quality of data. The quantitative data are only as good as the methods used
to collect them and the questions that are asked. As with computers, it is a
matter of ‘garbage in, garbage out’.

• Technicist. There is a danger of researchers becoming obsessed with the
techniques of analysis at the expense of the broader issues underlying the
research. Particularly with the power of computers at researchers’ finger-
tips, attention can sway from the real purpose of the research towards an
overbearing concern with the technical aspects of analysis.

• Data overload. Large volumes of data can be a strength of quantitative
analysis but, without care, it can start to overload the researcher. Too
many cases, too many variables, too many factors to consider – the analysis
can be driven towards too much complexity. The researcher can get
swamped.

• False promise. Decisions made during the analysis of quantitative data can
have far-reaching effects on the kinds of findings that emerge. In fact, the
analysis of quantitative data, in some respects, is no more neutral or object-
ive than the analysis of qualitative data. For example, the manipulation of
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categories and the boundaries of grouped frequencies can be used to
achieve a data fix, to show significance where other combinations of the
data do not. Quantitative analysis is not as scientifically objective as it might
seem on the surface.
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➠ 14

Qualitative data

Qualitative research is an umbrella term that covers a variety of styles of social
research, drawing on a variety of disciplines such as sociology, social anthro-
pology and social psychology. Tesch (1990) lists 26 distinct kinds of social
research which can fall under the term ‘qualitative’ and, no doubt, as time goes
by the list could be extended. But, as she goes on to indicate, there are some
common elements to these approaches which begin to give some sense to the
term ‘qualitative research’.

• A concern with meanings and the way people understand things. Human activity
is seen as a product of symbols and meanings that are used by members of
the social group to make sense of things. Such symbols and meanings need
to be analysed as a ‘text’ – to be interpreted rather like a literary critic
interprets a book.

• A concern with patterns of behaviour. Here the focus is on the activities of a
social group, such as in rituals, traditions and relationships, and the way
these are expressed as patterns of behaviour, cultural norms and types of
language used.

In their own right, however, these two strands of interest are not enough to
give qualitative research its distinctive character. These interests have also
been the concern of approaches which would never align themselves with the
word ‘qualitative’. Strictly speaking, it is neither the topics it investigates nor
even the nature of its data, which is truly at the heart of qualitative research.
What actually separates qualitative research and gives it its distinct identity is
the fact that it has its own special approach to the collection and analysis of
data, which, as this chapter shows, marks it out as quite different from its
quantitative counterpart.



1 The self and qualitative analysis

Qualitative data, whether words or images, are the product of a process of
interpretation. The data only become data when they are used as such. The
data do not exist ‘out there’ waiting to be discovered, as would be the case if
a positivistic approach were adopted, but are produced by the way they are
interpreted and used by researchers.

This is particularly important to recognize, because the nature of qualitative
data – in the main, ‘words’ – lends itself to the temptation to present them as
though they were pure and untouched by the act of research itself. It might be
tempting, for example, to present a quote extracted from an interview tran-
script as though it needs no commentary and can be taken at face value.
However, this is not a practice that would be supported by the vast majority of
‘qualitative’ researchers. And the reason they would not support it stems from
the general premise underlying the analysis of qualitative data: that the
researcher’s self plays a significant role in the production and interpretation of
qualitative data. The researcher’s identity, values and beliefs cannot be entirely
eliminated from the process – again in stark contrast to the ambitions of a
positivistic approach to social research. Among practitioners of qualitative
research there is a general acceptance that the researcher’s self is inevitably an
integral part of the analysis, and should be acknowledged as such.

There are two ways in which qualitative researchers can deal with this
involvement of the self. On the one hand, they can deal with it by saying:

the researcher’s identity, values and beliefs play a role in the production
and analysis of qualitative data and therefore researchers should be on
their guard to distance themselves from their normal, everyday beliefs and
to suspend judgements on social issues for the duration of their research.

At this end of the scale, researchers know that their self is intertwined with
their research activity, but proceed on the basis that they can exercise suf-
ficient control over their normal attitudes to allow them to operate in a
detached manner, so that their investigation is not clouded by personal
prejudices. In this case, the researcher needs to suspend personal beliefs for the
purposes of the production and analysis of the data.
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On the other hand, they can take the position that:

the researcher’s identity, values and beliefs play a role in the production
and analysis of qualitative data and therefore researchers should come
clean about the way their research agenda has been shaped by personal
experiences and social backgrounds.

At the extreme, this approach can take the form of celebrating the extent to
which the self is intertwined with the research process. There are those who
argue that their self gives them a privileged insight into social issues, so that
the researcher’s self should not be regarded as a limitation to the research but
as a crucial resource. Some feminist researchers and some researchers in the
field of ‘race’ make the case that their identity, values and beliefs actually
enable the research and should be exploited to the full to get at areas that will
remain barred to researchers with a different self. So some feminists argue that
only a woman can truly grasp the significance of factors concerned with the
subordination of women in society. Some black researchers would make a
similar point in relation to ‘race’ inequality.

Between these two positions lie a variety of shades of opinion about the
degree to which the researcher’s self can and should be acknowledged as
affecting the production and analysis of qualitative data.

2 Preparing qualitative data for analysis

Qualitative data can be obtained using a variety of research methods (see pre-
vious chapters) and can come in a variety of formats: fieldwork notes, inter-
view transcripts, texts etc. Whatever the format, they need to be organized
before they can lend themselves to a process of analysis, and the organization
of qualitative data in preparation for analysis requires the following practical
steps.

• As far as possible, get all materials in similar format (for example, all on A4
size pages, or all on record cards of the same size). This helps with storage
and when sifting through the materials.

• Where possible, the raw data should be collated in a way that allows
researchers’ notes and comments to be added alongside. So, for example,
when taped interviews are transcribed, there should be a wide margin to the
right-hand side of the page left blank, so that the researcher can add notes
next to the relevant words. Experienced researchers think ahead on this
score. Field notes, for instance, will be kept in a notebook which is specially
prepared to have a blank column on the right of each page for later
comments.

• Each piece of ‘raw data’ material should be identified with a unique serial
number or code for reference purposes. The format of the reference code is not
important, as long as it enables each separate item to be identified exactly in
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terms of where it should be located. The importance of this is twofold. First,
when analysing the data it is vital that the researcher is able to return to
points in the data which are of particular interest. Without an adequate
reference system, it will be virtually impossible for the researcher to navi-
gate back and forth through the data, or to record which bits of data are
significant. Second, on a very practical note, when you are sifting through
mounds of papers or record cards, it is all too easy to muddle the order or
lose the place where the piece of raw data was originally located. A sound
reference code is needed to relocate such material.

Link up with Computer-aided analysis of qualitative data, p. 275

This reference coding of the raw data applies whatever the kind of materials.
At its simplest, it means tagging an audio tape with details of when and
where it was recorded. With field notes and transcripts, however, it is neces-
sary to put a unique reference to each part of the material. This can mean a
unique reference code for each page, or even for each paragraph. Note that
this offers an early opportunity to retain the confidentiality and anonymity
of data if required. So, for example, rather than code the tenth page of the
transcript of an interview with Ms Hallam at Dovedale High School as
[Hallam:Dovedale:p.10], the teacher and school could be identified via a sep-
arate coding list. Ms Hallam might be allocated T07 (the seventh teacher
interviewed, perhaps), Dovedale High School might be allocated the code
13 (as school number 13), so that the actual code to appear on the raw data
sheets would be [T07:13:p.10]. Such codes are, incidentally, a great saving of
effort when this needs to be applied sequentially to every piece of data.

• Make a back-up copy of all original materials, and use the back-up copies for
any analysis. Because qualitative data tend to be irreplaceable, it is good
practice to make a duplicate of any tapes and to photocopy any documents,
such as field notes or transcripts. This can prove to be something of a chore.
It is time-consuming and can be expensive. But any loss or damage to the
material is catastrophic for the research.

To save effort, it is best to duplicate the raw data as soon as they have been
reference coded. This saves the need to do the reference coding on both the
original and the back-up. The original should be stored safely – preferably in
a location quite separate from the back-up copies, which now become the
‘working copies’ that the researcher uses for analysis.

3 Procedures for analysing qualitative data

Qualitative research produces large volumes of data in non-standard format.
This poses a challenge for the researcher in terms of how to interpret the data.
One way of doing this is to become immersed in the data, looking at them
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many times and then making an intuitive attempt to identify the key categor-
ies and connections on the basis of knowing the data so well that insights
simply come to the researcher almost as a matter of inspiration. This method
of interpretation can sometimes work very well but, as Turner (1983: 333)
warns, ‘At its best such an approach can produce brilliant material, but it is not
a reliable method. [Nor] is it an appropriate approach to teach to new
researchers and it often misses important features of the data collected.’ A
more systematic method of analysis is advisable.

Descriptive accounts of the situation

Most researchers using qualitative data start their analysis on the basis of a
descriptive account, or ‘narrative’, of the situation being investigated. The
narrative requires a reasonably detailed description of the setting – a thick
description, as it has been called. The importance of this narrative is that it
provides the information needed in order to make comparisons with findings
from other research.

Coding and categorizing the data

This process is quite distinct from putting a reference code on the various pieces
of data so that parts can be identified and stored in an organized manner.
Coding the data, in this sense, involves:

• Breaking the data down into units for analysis.

• Categorizing the units.

It is analytic coding. The raw data might take the form of interview transcripts,
field notes, documents or video tapes. Whatever the form, the first thing the
researcher needs to do is decide on the units that will be used for the analysis.
This process is sometimes known as ‘unitizing’ the data. With documents
the units might be specific words. In newspapers or interview transcripts,
for example, the units might consist of a specific word appearing or being
used. More commonly, qualitative researchers will be on the lookout for the
occurrence in the data of particular ideas or events.

This begs the question, ‘which words, ideas or events should be looked for in
the data, and which categories should they be put into?’ Here, the answer from
most qualitative researchers would be that, at the beginning, the choice is not
crucial. The researcher can use existing theories, respondent categories or
personal/professional hunches to guide how this is done in the first place. The
reason it is not regarded as crucial at the initial phase of analysis is that the
units and the categories are subject to a continual process of refinement during
the research, so if the initial units and categories are ‘incorrect’, later versions
will be refined and improved.

The initial stage of coding has been termed ‘open coding’. ‘The aim of open
coding is to discover, name and categorize phenomena; also to develop
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categories in terms of their properties and dimensions’ (Strauss and Corbin
1990: 181).

Link up with Gounded theory, Chapter 8

Reflections on the early coding and categories

The researcher needs to go through the field notes, transcripts or texts, adding
comments and reflections in the margins alongside the raw data. As the analy-
sis progresses, new things might emerge as relevant, or new interpretations
might be given to the same extract of data. As new insights come to the
researcher, they should be recorded on the (back-up copy of the) data.

Most experts in this approach to research also advocate the keeping of
memos to self at all stages of the research. Such memos, like the comments in
the margins on the raw data, serve two purposes. First, they act as a reminder
about new thinking by the researcher on facets of the investigation. Second,
they act as a log of the developing line of thinking, and this helps enormously
with the audit trail (see below).

Identification of themes and relationships

A vital part of the reflections undertaken by the qualitative researcher
will be the attempt to identify ‘patterns and processes, commonalities and
differences’ (Miles and Huberman 1994: 9). When revisiting the field notes,
transcripts or text, the researcher should be on the lookout for themes or
interconnections that recur between the units and categories that are emerging.

It is worth emphasizing that this is a part of the analysis of qualitative data
which is repeated time and again in order to refine the explanation to which
the researcher is working.

Return to the field to check out emerging explanations

As various explanations and themes emerge from the early consideration of
the data, the researcher should go back to the field with these explanations
and themes to check their validity against ‘reality’.

Develop a set of generalizations

Through the process of reflection on the materials and checking these out in
the field, the researcher should aim to refine a set of generalizations that
explain the themes and relationships identified in the data.
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Use the new generalizations to improve any relevant existing
theories

The researcher should compare the new generalized statements with existing
theories or explanations and develop these in line with the findings from
fieldwork.

4 Justifying the methods and conclusions

As with any kind of research, the methods and conclusions need to be justifi-
able. Such justification cannot be an assertion or an act of faith, but must rely
on demonstrating to the reader the nature of the decisions taken during the
research and the grounds on which the decisions can be seen as ‘reasonable’.
Equally, the issues of objectivity, reliability and validity are as relevant to
qualitative research as to any other approach (Kirk and Miller 1986; Silverman
1993; Miles and Huberman 1994).

Objectivity

The basic issue here can be framed as one of relative neutrality and reason-
able freedom from unacknowledged researcher biases – at the minimum
explicitness about the inevitable biases that exist.

(Miles and Huberman 1994: 278)

As we have seen, the role of the self in qualitative research is important,
and there is a growing acceptance among those involved in qualitative data
analysis that some biographical details about the researcher warrant inclusion as
part of the analysis, thus allowing the writer to explore the ways in which he or
she feels personal experiences and values might influence matters. The reader
of the research, by the same token, is given valuable information on which to
base a judgement about how reasonable the writer’s claims are with regard to
the detachment or involvement of self-identity, values and beliefs. The analysis
of qualitative data calls for a reflexive account by the researcher concerning the
researcher’s self and its impact on the research.

Reliability

In the classic meaning of reliability, the criterion of reliability is whether the
research instruments are neutral in their effect, and would measure the same
result when used on other occasions (applied to the same ‘object’). But with
qualitative research the researcher’s self, as we have argued, is an integral part
of the research instrument. The issue of reliability, then, is transformed into
the question:

If someone else did the research would he or she have got the same results
and arrived at the same conclusions?
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In an absolute sense there is probably no way of knowing this for certain. Yet
there are ways of dealing with this issue in qualitative research. Principally,
these involve providing an explicit account of:

• the aims of the research and its basic premises (purpose, theory);

• how the research was undertaken;

• most importantly in this context, the reasoning behind key decisions made
(e.g. in relation to sampling).

Only if such information is supplied is it possible to reach conclusions about
how far another researcher would have come up with the same findings. This
is why it is good practice to keep a fairly detailed record of the process of the
research decisions – what is sometimes termed an audit trail.

An audit trail (Lincoln and Guba 1985) should be constructed and mapped
out for the reader – allowing him or her to follow the path and key decisions
taken by the researcher from conception of the research through to the find-
ings and conclusions derived from the research. But, as Lincoln and Guba
stress, ‘An inquiry audit cannot be conducted without a residue of records
stemming from the inquiry, just as a fiscal audit cannot be conducted without
a residue of records from the business transactions involved’ (Lincoln and
Guba 1985: 319).

Validity

There are many ways in which checks on the validity of the findings can be
undertaken, but they boil down to the following items.

• Do the conclusions do justice to the complexity of the phenomenon being
investigated and avoid ‘oversimplifications’, while also offering internal
consistency?

• Has the researcher’s self been recognized as an influence in the research but
not a cause of biased and one-sided reporting? This is a difficult tightrope to
walk, but vital in the context of such research.

• Have the instances selected for investigation been chosen on explicit and
reasonable grounds as far as the aims of the research are concerned?

• Have alternative possible explanations been explored? The researcher needs
to demonstrate that he or she has not simply plumped for the first explan-
ation that fits, rather than seeing if rival theories work or whether there are
hidden problems with the proposed explanation.

• Have the findings been ‘triangulated’ with alternative sources as a way of
bolstering confidence in their validity?

• Have the research findings been fed back to informants to get their opinion
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on the explanation being proposed? The informants would normally be
expected to identify with the research account and feel that it accords with
their feelings and behaviours;

• How far do the findings and conclusion fit with existing knowledge on the
area, and how far do they translate to other comparable situations?
(external validity).

5 Computer-aided analysis of qualitative data

There are a number of computer software packages that have been developed
specifically for the analysis of qualitative data. Perhaps the best known of
these are Ethnograph (http://www.qualisresearch.com), Nud.ist NVivo (http://
www.qsr.com.au) and ATLAS.ti (http://www.atlasti.com). Word processing
packages also have potential for the analysis of qualitative data. The text man-
agement facilities with integral coding fields ensure that many, if not most,
project researchers will have some computer software available to help with
their analysis.

The main advantages of using such software to aid the analysis of qualitative
data stem from the superb abilities of computers to manage the data. Computers
offer a major advance in terms of:

• Storage of data. Interview transcripts, field notes and documents can be kept
in text files. Copies are quick.

• Coding of data. The data can be easily coded – in the sense of both indexing
the data (serial codes) and categorizing chunks of the data as a preliminary
part of the analysis.

• Retrieval of data. The search facilities of the software make it easy to locate
data once it has been coded and to pluck it out for further scrutiny.

Constant advances in computer technology and software design promise to
make this chunking and coding, as Tesch (1990) puts it, even easier in the future.
Indeed, the capabilities of the hardware and software in respect of chunking
and coding will exceed the needs of the vast majority of social researchers. In
the words of Lyn and Tom Richards, designers of Nud.ist:

Computerization removes barriers to scale and complexity of analyses.
There are virtually no clerical limits to how much stuff you get now, and
few to how complex it is.

(Richards and Richards 1993: 40)

There are some spin-offs from the computer-aided management of data
which offer further benefits for the analysis of qualitative data. As Fielding and
Lee (1993: 3) argue:
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• it makes it easier to find deviant cases or to extract small but significant
pieces of information buried within a large mass of material;

• the mechanics of field research should become less likely to get in the way
of analytic processes;

• following Tesch (1990), ‘the computer encourages researchers to “play”
with the data, a process which fosters analytic insight.’

The extent to which computer packages can aid the analysis of qualitative
data, distinct from the storage/retrieval capability, is a matter of controversy.
Some software packages lay claim to going beyond helping researchers with
the management of the data to helping to undertake the analysis itself. Miles
and Huberman refer to these as ‘theory builder’ programs.

They usually include code-and-retrieve capabilities, but also allow you to
make connections between codes (categories of information); to develop
higher-order classifications and categories; to formulate propositions or
assertions, implying a conceptual structure that fits the data; and/or to test
such propositions to determine whether they apply.

(Miles and Huberman 1994: 312)

However, Tesch (among others) warns of the dangers of overestimating the
extent to which computer programs can actually do the analysis.

In all qualitative analyses the process consists of two simultaneous activ-
ities. The conceptual operations involved can be carried out only in con-
junction with or after the accomplishment of certain mechanical tasks in
the management of the data . . . This, of course, is where the computer
becomes useful . . .

The thinking, judging, deciding, interpreting, etc. are still done by the
researcher. The computer does not make conceptual decisions, such as
which words or themes are important to focus on, or which analytic step
to take next.

(Tesch 1993: 25–6)

There is a justifiable fear, then, that slavishly following the conventions and
procedures built into the software programs will kill off the intuitive art of
analysis in qualitative research. It leaves little scope for interpretive leaps and
inspirational flashes of enlightenment. It reduces analysis to a mechanical
chore.

The use of computers for the analysis of qualitative data gives rise to a
second concern not altogether unlinked to the first. It is likely to exacerbate
the tendency to focus on the literal or superficial content of the text and
further decontextualize the chunks of data that are analysed. Computer
programs cannot analyse the temporal sequence in the data. They cannot
understand the implied meanings which depend on events in the background.
To be fair, the computer programs in this respect are only extending and
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exaggerating a potential hazard facing any procedure which seeks to analyse
the data through a systematic chunking and coding. The point is that dedi-
cated software packages do this more quickly and more extensively, and hence
are potentially more dangerous.

There is a third kind of danger associated with the use of computer packages
as an aid to the analysis of qualitative data: data overload and the tendency to
distance the researcher from the data. The point is that the increasing power of
the computer offers the researcher the enticing prospect of using ever more
complex codes and connections. It can cope with vastly more complex
procedures – and vastly more data. Yet this can actually turn out to be
counter-productive as far as research is concerned.

A fourth deterrent to the use of computers is the start-up time and costs
involved. These might pay off for the large-scale projects, but not for the small-
scale. Most small-scale research projects will find the set-up costs (time and money)
of using computer software packages will outweigh any potential benefits.

Caution

The process of analysing the data is often overlooked in reports of qualitative
data. Whereas an explanation of statistical techniques and data manipulation
always accompanies the use of quantitative data in research, all too often an
account of the comparable processes is missing when it comes to reports on
the use of qualitative data. The process that leads from the data to the
researcher’s conclusions gets ignored, with the reader of the research report
being given little or no indication of how the data – for example, tape-recorded
interviews – were actually analysed. This missing element is being noted
increasingly as a weakness of qualitative research. Quite rightly, those who use
qualitative data are now expected to include in their accounts of research a
description of the processes they used to move from the raw data to their
findings.

6 Image-based research

The analysis of image-based data reflects the purposes for which the data were
collected. Broadly, images are used for either, or both, of two reasons:

• for the factual information they contain;

• for the cultural significance and symbolic meaning that lies behind their
content.

There are a variety of strands to the analysis of visual images. Without becom-
ing embroiled in the detail of the differences it is perhaps possible to identify
three elements to the analysis of image-based data.

• The image itself: contents, genre, styles;
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• The producer: intentions and context (by whom, when, under what cir-
cumstances, why, the intention of the creator);

• The viewer: interpretation and context.

The image itself can be valuable as a source of factual information. There is a
case to be made that images provide a relatively reliable source of data – prefer-
able, at least, argues Collier (2001: 59), to the ‘deceptive world of words’.
Objectively frozen in time, the image contains evidence of things with a clarity
that words could never hope to match. Photographs from archives, film from
distant fieldwork settings, snapshots from a family album, each contains a firm
record of events that can be subsequently analysed by the researcher. ‘Such
images are produced to serve as records of reality, as documentary evidence of
the people, places, things, actions and events they depict. Their analysis is a
matter of extracting just that kind of information from them.’ (van Leeuwen
and Jewitt 2001: 4)

Link up with Image-based data collection, p. 222

To help get to grips with the information contained in large collections of
images researchers can use content analysis, and it is quite possible to produce
quantitative data as part of the analysis of images (see Bell 2000 for a detailed
account of this). In practice, however, image-based research has largely
favoured a qualitative approach. The key reason for this is that social
researchers in recent years have become reluctant to take the content of images
entirely ‘at face value’. Rather than accepting images as neutral depictions of
reality (along with the positivistic connotations this has), most social
researchers in the twenty-first century would acknowledge, as Rose (2001)
argues, that images do not contain ‘one right meaning’. What they depict is
open to interpretation and it would be rather naive to presume that the con-
tents of visual images are self-explanatory. Without entirely abandoning the
use of images in terms of their ostensive content (the ‘facts’ they portray),
researchers have become more inclined to treat the contents as something that
needs to be interpreted. The image is not created ‘literally’ but is interpreted.
The meaning of the image is the thing of value for the researcher, the meaning
as given within a particular culture, within a given time, within a social
context within which it was produced.

Link up with Documents, Chapter 12

One way of interpreting an image is as a cultural artefact. As a cultural arte-
fact, the focus moves away from just the content of the image and what this
can tell the researcher to incorporate, as well, questions about the context in
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which the image was produced. What purpose did/does it serve? Why was it
produced? As a source of evidence, the value of the image is in what lies behind
the surface appearance. To give an illustration, a photograph might appear to
show a family on a seaside beach. At one level the researcher could use the
image to get factual information about the style of beachwear worn at the time
the photograph was taken. Provided the photograph was authentic, the image
acts as a source of factual data. However, that same image might be interpreted
as a cultural artefact by asking questions about how and why it was produced.
Who took the photograph? Why was it taken? What importance is attached to
it that might explain why it has been kept over a long period of time? What
equipment was used to take the photograph? Such lines of enquiry could help
researchers to understand the significance of family holidays, the role of photo
albums and the nature of leisure activity in their cultural context. The
meaning of the photograph, that is, goes beyond the superficial content
depicting two adults and two children at the seaside.

Another approach to the analysis of images interprets them in terms of what
they denote. It probes the image as a symbolic representation whose interest lies
not as much in the ‘facts’ contained in the image as in the significance
attached to the contents by those who view it. Images, used in this way,
provide a source for uncovering ideologies and cultural codes. Drawing on the
field of ‘semiotics’, the researcher first considers the various aspects of the
content to see what they denote. Taken at face value, what do they ‘say’? Next
the researcher considers the connotations of the key elements in the image.
What associations spring to mind when looking at those elements? Then, in
the final stage of analysis, semiotics moves towards drawing contrasts and
similarities with other signs in a way that helps us to understand the symbol-
ism of the image. (See Penn 2000 for further information on the semiotic
analysis of still images.)

It is important to note that reading the message is not entirely an individual,
personal thing in which each viewer interprets things differently. While there
is certainly some scope for variation, semiotics and cultural studies operate on
the premise that there is a degree of consensus among viewers about the
meaning of an image. People who come from a similar cultural background,
who are members of the same society or who have been brought up within a
particular ideological tradition (e.g. democracy, Christianity) might be
expected to make sense of images in roughly the same way. As members of
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social groups they will have been socialized into ways of seeing what is meant
by visual images – learning from others since their early years how to make
sense of visual clues contained in things like signs, advertisements, portraits
and music videos. We learn not to treat images simply in terms of their ‘literal’
contents. Road signs that point upwards are not interpreted to mean ‘go
upwards’.

Caution

When using images for research purposes there is always the danger that they
might be ‘taken out of context’. Events prior and subsequent to the moment
captured by the image might have a crucial bearing on the meaning that can
be attributed to it.

7 Advantages of qualitative analysis

• The data and the analysis are ‘grounded’. A particular strength associated with
qualitative research is that the descriptions and theories such research gen-
erates are ‘grounded in reality’. This is not to suggest that they depict reality
in some simplistic sense, as though social reality were ‘out there’ waiting to
be ‘discovered’. But it does suggest that the data and the analysis have their
roots in the conditions of social existence. There is little scope for ‘armchair
theorizing’ or ‘ideas plucked out of thin air’.

• There is a richness and detail to the data. The in-depth study of relatively
focused areas, the tendency towards small-scale research and the generation
of ‘thick descriptions’ mean that qualitative research scores well in terms of
the way it deals with complex social situations. It is better able to deal with
the intricacies of a situation and do justice to the subtleties of social life.

• There is tolerance of ambiguity and contradictions. To the extent that social
existence involves uncertainty, accounts of that existence ought to be able
to tolerate ambiguities and contradictions, and qualitative research is better
able to do this than quantitative research (Maykut and Morehouse 1994:

280 Analysis



34). This is not a reflection of a weak analysis. It is a reflection of the social
reality being investigated.

• There is the prospect of alternative explanations. Qualitative analysis, because it
draws on the interpretive skills of the researcher, opens up the possibility of
more than one explanation being valid. Rather than a presumption that
there must be, in theory at least, one correct explanation, it allows for the
possibility that different researchers might reach different conclusions,
despite using broadly the same methods.

8 Disadvantages of qualitative analysis

• The data may be less representative. The flip-side of qualitative research’s
attention to thick description and the grounded approach is that it becomes
more difficult to establish how far the findings from the detailed, in-depth
study of a small number of instances may be generalized to other similar
instances. Provided sufficient detail is given about the circumstances of the
research, however, it is still possible to gauge how far the findings relate to
other instances, but such generalizability is still more open to doubt than it
is with well conducted quantitative research.

• Interpretation is bound up with the ‘self’ of the researcher. Qualitative research
recognizes more openly than does quantitative research that the
researcher’s own identity, background and beliefs have a role in the cre-
ation of data and the analysis of data. The research is ‘self-aware’. This
means that the findings are necessarily more cautious and tentative,
because it operates on the basic assumption that the findings are a creation
of the researcher rather than a discovery of fact. Although it may be argued
that quantitative research is guilty of trying to gloss over the point – which
equally well applies – the greater exposure of the intrusion of the ‘self’ in
qualitative research inevitably means more cautious approaches to the
findings.

• There is a possibility of decontextualizing the meaning. In the process of coding
and categorizing the field notes, texts or transcripts there is a possibility
that the words (or images for that matter) get taken literally out of context.
The context is an integral part of the qualitative data, and the context refers
to both events surrounding the production of the data, and events and
words that precede and follow the actual extracted pieces of data that are
used to form the units for analysis. There is a very real danger for the
researcher that in coding and categorizing of the data the meaning of the
data is lost or transformed by wrenching it from its location (a) within a
sequence of data (e.g. interview talk), or (b) within surrounding circum-
stances which have a bearing on the meaning of the unit as it was originally
conceived at the time of data collection.

• There is the danger of oversimplifying the explanation. In the quest to identify
themes in the data and to develop generalizations the researcher can feel
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pressured to underplay, possibly disregard, data that ‘doesn’t fit’.
Inconsistencies, ambiguities, alternative explanations can be frustrating in
the way they inhibit a nice clear generalization – but they are an inherent
feature of social life. Social phenomena are complex, and the analysis of
qualitative data needs to acknowledge this and avoid attempts to over-
simplify matters.
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➠ 15

Writing up
the research

Only when there is a formal record of the research does it become open to
public scrutiny and amenable to evaluation by others, things normally
expected of anything which purports to be research. There may be some
unusual exceptions to this – perhaps with ‘action research’ or research con-
cerned with ‘empowerment’ – but as a general rule the research procedures and
findings need to be recorded in writing if they are to be of any value.

Having accepted this point, the project researcher might be tempted to
regard such writing up as something to be tagged on at the end of the research.
It might be seen as a bit of a chore – a mechanical process to be done once the
real research has been completed, like writing up chemistry experiments once
they have been conducted in the laboratory. Having observed and measured
and made meticulous notes, the researcher produces a factual description of
the events. This, however, would be a dangerous attitude to take, because:

• It would fail to appreciate the ways in which writing up is creative. It is not a
matter of literal reportage; it is a matter of producing an account of the
research.

• It would fail to acknowledge the influence of different audiences on the way
in which the research is written up.



• It would fail to recognize the importance of ‘writing up’ as an aspect of
research which is skilful in its own right. Writing up is something of a craft.
It needs to adopt an appropriate style of writing and take account of certain
conventions to do with the layout of the reports, their structure and style of
writing.

Writing up involves a blend of interpretation, craft and convention aimed at
producing a formal record of the research which can be evaluated by others. At
one and the same time it is a creative enterprise and an activity constrained by
convention.

1 Producing accounts of the research

Without getting side-tracked into the philosophical issues behind this, the
project researcher would do well to recognize that, when one is writing about
the research, what is being produced is unlikely to be a literal depiction of
events. Indeed, it is almost impossible to envisage a literal account of the
research process, because:

• There are always limitations to the space available to provide the account of
what happened, which means the researcher needs to provide an edited
version of the totality. Decisions need to be made about what details are
included and which are considered less important and can be missed out of
the account.

• The editorial decisions taken by the researcher are likely to be shaped by the
researcher’s need to present the methods in their best possible light. Quite
rationally, the researcher will wish to put a positive spin on events and to
bring out the best in the process. Without resorting to deceit or untruths,
the account of research will almost certainly entail some upbeat positive
filtering. The point, after all, is to justify the procedures as ‘good’ research.

• Although research notes will be used to anchor the description of what
happened during the course of the research, the writing up of the research is
inevitably a retrospective vision. Situations and data are likely to have a dif-
ferent meaning when viewed from the end of the research process from that
at the time they occurred. They will be interpreted with the wisdom of
hindsight.

• The impact of social norms and personal values on the way we interpret
events pretty well guarantees that, to a greater or lesser extent, any account
of research should be regarded as a version of the truth rather than a literal
depiction of what happened. Within the social sciences, the idea of a purely
objective position is controversial, and a researcher would be naive to
presume that his or her account can stand, without careful consideration, as
an ‘objective’ description of what really occurred.

The end product, therefore, no matter how scrupulous it attempts to be, must
always be recognized for what it is – an account of the research.
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2 Different audiences for writing up research

Differing audiences have differing expectations when it comes to reading the
research, and the researcher needs to decide how to pitch the account of the
research to meet the expectations of that group whose views are considered
most important when it comes to evaluating the report. The easy illustration
of this comes in the form of research reports produced for an academic qualifi-
cation as part of an examined course – an undergraduate project, a masters
dissertation, a doctoral thesis. The researcher should need little reminding that
the work will be assessed by supervisors and examiners who will be focusing
on detail, rigour, precision, coherence and originality as top priorities. A differ-
ent audience might bring different expectations. In the case of commissioned
research, the audience is likely to be more concerned with receiving a report
which is succinct, easy to digest and strong on practical outcomes. In prin-
ciple, the research could be just the same; the way it is written up, though, will
reflect the needs of the differing audiences.

Link up with The structure of research reports, p. 291

3 Vital information to be included when writing up research

Although reports of research respond to the needs of a target audience and rely
on an element of interpretation by the researcher, this does not make them
idiosyncratic. Far from being one-offs that reflect just the specific audience and
the specific researcher, there are some aspects of writing up research which are,
if not universal, at least widely accepted. There are some common themes and
shared concerns that underlie formal reports of research across the spectrum of
approaches within the social sciences. There is some general consensus that
when writing up research the aim is to:

1 Explain the purpose of the research.

2 Describe how the research was done.

3 Present the findings from the research.

4 Discuss and analyse the findings.

5 Reach conclusions.

4 Conventions for writing up research

There are conventions which cover the writing up of research. These conven-
tions deal with things like referencing (the way in which references are made to
sources used by the researcher and the way that these are listed in the Refer-
ences section towards the end of the report on the research), the layout of the
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document, the order in which material should be presented and the kinds of
essential information the researcher needs to provide. There are guidelines on
such conventions. For the production of dissertations there is, for example, the
British Standards specification no. 4821. For the production of academic
articles and for referencing techniques, the researcher could turn to the Pub-
lication Manual of the American Psychological Association. There are also books
devoted to guidance for authors on the technical conventions associated with
writing up research – for example, K. L. Turabian’s Manual for Writers of Term
Papers, Theses and Dissertations (University of Chicago Press, 5th edn, 1987).
There is plenty of advice – but there is also a catch. There is no single set of rules
and guidelines for writing up research which covers all situations and provides a
universally accepted convention.

Caution

If the conventions for writing up research are ignored, the research is unlikely
to gain much respect or credibility.

The advice here is that such general guidelines, valuable and authoritative
though they are, should be reserved for use when the researcher is faced with
any lack of direct guidance from the publisher or assessor of the work. When
you are writing up the research, it is more important to be guided by the
specifications given by, for instance, the university to whom a dissertation is
being submitted. University regulations will contain details covering style and
presentation. Academic journals always include guidance to authors which
spell out the journal’s own policy as far as the presentation of work is concerned
– particularly referencing style. In the case of commissioned or sponsored
research, such details about the expectations of those who will evaluate the
research is likely to be less specific, and this could well provide a suitable
occasion on which to seek guidance from one of the more general sources.
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5 The Harvard referencing system

There are certain conventions for referring to the ideas, arguments and sup-
porting evidence gleaned from others. There are two that are generally recog-
nized: the numerical system and the Harvard system. The numerical system
involves placing a number in the text at each point where the author wishes to
refer to a specific source. The full references are then given at the end of the
book or individual chapters, and these can be incorporated into endnotes. It is
the other system, the Harvard system, however, which is more commonplace
these days and, for that reason, further details will concentrate on this
convention.

In the Harvard system, the sources of ideas, arguments and supporting evi-
dence are indicated by citing the name of the author and the date of publica-
tion of the relevant work. This is done at the appropriate point in the text. Full
details of the author’s name and the publication are subsequently given at the
end of the report, so that the reader can identify the exact source and, if neces-
sary, refer to it directly. As used in this book, the Harvard system involves
referring to authors in the text in the following ways.

• Harris (2003) argues that postmodernism has a dubious future.

• It has been argued that postmodernism has a dubious future (Harris
2003).

• The point has been made that ‘it is not easy to see what contribution post-
modernism will make in the twenty-first century’ (Harris 2003: 131).

In the References section towards the end of the research report, the full details
of ‘Harris 2003’ are given, as they are for all the authors’ works cited in the
report. For Harris, it might look like this:

Harris, J. (2003) The meaning of postmodernism for research methodology,
British Journal of Sociological Research, 15: 249–66.

As far as the References section is concerned, there are seven key components
of the Harvard system:

• Author’s name and initial(s). Alphabetical order on authors’ surnames.
Surname followed by forename or initial. If the book is an edited volume,
then (ed.) or (eds) should follow the name.

• Date of publication. To identify when the work was written and to dis-
tinguish different works published by the same author(s).

• Title. The title of a book is put in italics, and uses capital letters for the first
letter of the main words. Papers and articles have titles in lower case.

• Journal name (if applicable). This is put in italics and details are given of the
number, volume and page numbers of the specified article. If the source is a
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contribution to an edited volume then details are given about the book in
which it appears (i.e. editor’s name, title of edited volume).

• Publisher. Vital for locating more-obscure sources. This is included for books
but not for journals.

• Place of publication. Helpful in the location of obscure sources.

• Edition. If the work appears in a second, third etc. edition, this needs to be
specified.

Real examples are to be found in the References section in this book, and can
be used to illustrate the principles further.

6 Style and presentation when writing up the research

The rules of style for writing up research are really like the rules for writing
which operate for the English language in general. Inexperienced writers
should stick to the rules. Experienced writers might break the rules, but the
assumption is that they know they are breaking the rules and are doing so
consciously for a particular purpose, to achieve a specific effect. Project
researchers, then, are best advised to stick to the rules.

Use the third person

Conventionally, researchers avoid the use of the first person when writing up
research. It is not normal to write that ‘I distributed 164 questionnaires . . . I
received 46 per cent back . . . From the research I found that . . .’. Instead, the
third person is used: ‘Research involved the distribution of 164 questionnaires
. . . A response rate of 46 per cent was achieved . . . Findings from the research
indicated that . . .’.

Use the past tense

For the most part, this convention poses little trouble because researchers are
reflecting upon events that happened in the past. It might be the recent past,
but none the less the writing up refers to things that were done and events that
happened.

Achieve good standards of spelling and grammar

Perhaps obvious, this convention is still worth stressing. Word-processing
packages can be used as spell-checkers and can help with the writing style.
Scrutiny of the text by the researcher is still needed, however, to avoid those
text errors which cannot be picked up by the spell-checker; where ‘at’ has been
typed instead of ‘an’, for example.
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Develop logical links from one section to the next

A good report is one that takes the reader on a journey of discovery. The
pathways of this journey should be clear, and the reader should never be left in
doubt about the direction of the discussion or the crucial points that are being
argued. The logic of the discussion should build point on point towards a final
conclusion.

Link up with The structure of research reports, p. 291

Use headings and sub-headings to divide the text into clear
sections

Judicious use of headings and sub-headings can separate the text into blocks in
a way that makes the reader’s task of understanding the overall report far
easier. They act as signposts. As with signposts, too few and the reader gets lost,
too many and the reader gets confused. As with signposts, their success
depends on being clear and being in the right place.

Be consistent in the use of the referencing style

Whether the Harvard or the numerical style is used, there should be consistency
throughout the report. Use one or the other, not both.

Use care with the page layout

The visual element of the presentation is important, and the researcher should
give some consideration to things like the page layout and the use of graphs,
tables and illustrations to enhance the appeal of the report.

Present tables and figures properly

Tables and figures should be presented in a consistent style that provides the
reader with the necessary information to decipher the meaning of the data
contained in them. There should be:

• a clear and precise title;

• the source of the table or figure (if it is not original material);

• the units of measurement being used (£, cm, tonnes etc.);

• x axis as the independent variable (where relevant).
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Caution

If project researchers choose to break these rules, they should be aware that
they run the risk of having their report perceived as poorly written. If this is a
risk that is deemed worth taking, they need to offer some explanation of why
the rules have been broken to avoid any such impression. So, for example, if a
researcher decides quite consciously to present an account of the research
which uses the first person, there should be some acknowledgement that this
is not conventional and some justification offered for its use.

7 The structure of research reports

Research reports tend to be structured according to certain conventions. The
order in which they present material, and even the headings used, tend to
conform to a familiar pattern – a pattern which is dictated largely by the need
to present information in a logical order, with each new section building on
information that has been provided earlier. The project researcher would do
well to use such a structure for guidance when it comes to writing up.

The familiar structure for research reports, in some contexts, has become
formalized into a template for dividing up the material and presenting it in a
preordained sequence. Following the lead of scientific journals, there are jour-
nals for social research which insist on the report conforming with the use of
headings such as ‘Abstract’, ‘Introduction, ‘Methods’, ‘Findings’, ‘Discussion’,
‘Conclusions’. If researchers are writing for such journals they must adopt this
rigid format. Elsewhere, researchers can exercise a little more freedom in their
construction of the research report, being a bit flexible with the order and
using headings that are somewhat different. Writing up research for a PhD, for
instance, allows some leeway from this structure, as does writing up a commis-
sioned piece of research whose audience is likely to have different priorities.
But, even where researchers do not find themselves constrained by explicit,
externally imposed formats, there remains the same underlying rationale to
the writing up of research, and this should guide the researcher. The con-
ventional structure can and should be adapted to meet the requirements of
specific audiences and specific kinds of research, but it equally provides a
robust template that all social researchers can use to guide their construction
of a research report.

The conventional structure for reporting research divides the material into
three parts: the preliminary part, the main text and the end matter. This is as
true for a full length book as it is for a PhD, for a brief journal article and for a
workplace project.
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The preliminary part

Title

The title itself needs to indicate accurately the contents of the work. It also
needs to be fairly brief. A good way of combining the two is to have a two-part
title. The first part acts as the main title and gives a broad indication of the
area of the work. The second part adds more detail. For example, ‘Ethnicity
and friendship: the contrast between sociometric research and fieldwork
observation in primary school classrooms’.

Abstract

An abstract is a synopsis of a piece of research. Its purpose is to provide a brief
summary which can be circulated widely to allow other people to see, at a
glance, if the research is relevant to their needs and worth tracking down to
read in full. An abstract is normally about 250–300 words in length, and is
presented on a separate sheet.

Key words

Researchers are often asked to identify up to five ‘key words’. These words are
‘identifiers’ – words that capture the essence of what the report is all about. The
key words are needed for cross-referencing during library searches.

List of contents

Depending on the context, this can range from being just a list of chapter
headings and their starting page through to being an extensive list, including
details of the contents within the major section of the report; for instance,
based on headings and sub-headings.

List of tables and figures

This should list the titles of the various tables and figures and their locations.

Preface

This provides the opportunity for the researcher to give a personal statement
about the origins of the research and the significance of the research for the
researcher as a person. In view of the importance of the ‘self’ in the research
process, the Preface offers a valuable place in the research report to explore,
albeit briefly, how the research reflects the personal experiences and biography
of the researcher.

Acknowledgements

Under this heading, credit can be given to those who have helped with the
research. This can range from people who acted as ‘gatekeepers’ in relation
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to fieldwork, through to academic supervisors, through to those who have
commented on early drafts of the research report.

List of abbreviations

If the nature of the report demands that many abbreviations are used in
the text, these should be listed, usually alphabetically, under this heading,
alongside the full version of what they stand for.

The main text

The main text is generally divided into sections, whether this be chapters as in
the case of a larger piece of work, or headings as in the case of shorter reports.
These generally follow the logical sequence below.

Introduction

For the purposes of writing up research there needs to be an introduction. This
may, or may not, coincide with a section or chapter titled as an ‘Introduction’,
depending on how much discretion is open to the researcher and how far this
is taken. The important thing is to recognize that, at the beginning, the reader
needs to be provided with information about:

• the background to the work (in relation to significant issues, problems,
ideas);

• the aims of the research;

• key definitions and concepts to be used;

• optionally, in longer pieces, an overview of the report (mapping out its
contents).

Literature review

This may be presented as an integral part of the ‘Introduction’ or it may appear
as a separate chapter or section. It is, though, essential that in the early stages
of the report there is a review of the material that already exists on the topic in
question. The current research should build on existing knowledge, not
‘reinvent the wheel’. The literature review should demonstrate how the
research being reported relates to previous research and, if possible, how it
gives rise to particular issues, problems and ideas that the current research
addresses.

Methods of investigation

At this point, having analysed the existing state of knowledge on a topic, it is
reasonable to describe the methods of investigation. See the section below on
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‘The research methods chapter or section’ for guidance on how this should be
done.

Findings

This is where the reader gets introduced to the data. Aspects of the findings are
singled out and described. The first step is to say, ‘This is what was found with
respect to this issue . . . This is what was found with respect to another issue
. . .’

The aim for the researcher is to be able to present relevant findings before
going ahead to analyse those findings and see what implications they might
have for the issues, problems or ideas that prompted the research. First things
first: let’s see what we have found. Then, and only then, as a subsequent stage,
will we move on to considering what significance the data might have in the
context of the overall aims of the research.

Discussion and analysis

Here, the findings that have been outlined are subjected to scrutiny in terms of
what they might mean. They are literally discussed and analysed with refer-
ence to the theories and ideas, issues and problems that were noted earlier in
the report as providing the context in which the research was conceived. The
researcher ‘makes sense’ of the findings by considering their implications
beyond the confines of the current research.

Conclusions and recommendations

Finally, in the main text, the researcher needs to draw together the threads of
the research to arrive at some general conclusion and, perhaps, to suggest
some way forward. Rather than let the report fizzle out as it reaches the end,
this part of the report should be constructive and positive. It can contain some
of the following things:

• a retrospective evaluation of the research and its contribution;

• recommendations for improving the situation, guidelines or codes of
practice;

• identification of new directions for further research.

The end matter

Appendices

This is the place for material which is too bulky for the main body of the text,
or for material which, though directly relevant to the discussion, might entail
too much of a sidetrack if placed in the text. Typical things that can be lodged
in an appendix are:
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• extensive tables of data;

• questionnaires used in a survey;

• extracts from an interview transcript;

• memos or minutes of meetings;

• technical specifications.

Notes

These will mainly occur when the researcher is using a numerical referencing
system. They also offer the opportunity for scholarly details to be added which
would interrupt the flow of the reading were they to be put directly into the
text.

References

See the section on the Harvard system of referencing above.

Index

Provision of an index is usually restricted to large reports and books. It is
unlikely that the kind of report produced by a project researcher would require
an index.

8 Writing up qualitative research

For the qualitative researcher, the presentation of research in sections under
the headings of ‘abstract’, ‘introduction’, ‘findings’, ‘methods’, ‘discussion’
and ‘conclusions’ might seem inappropriate and not in keeping with the way
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the research actually evolved. Headings like these might seem to accord with a
design and execution of research more in line with experiments and surveys
than ethnography or grounded theory, and therefore pose a difficulty for the
qualitative researcher when it comes to meeting the conventions associated
with writing up research. They would seem to be artificial and inappropriate.

Rather than ditch such headings, however, qualitative researchers might
well consider using them as a template for constructing their accounts of the
research – a template which gives some structure to the accounts and which is
comfortably recognized by those coming from different traditions within the
social sciences. While acknowledging that writing up qualitative research
involves much more of a retrospective reconstruction of what actually hap-
pened than would be the case with more positivist approaches, it still needs to
be recognized as just that – a retrospective account rather than a literal depic-
tion of the rationale and the events. By latching on to the traditional conven-
tions, the interpretive social researcher is provided with a template for report-
ing the research. The template, in this case, does not provide a means for
faithfully reporting in some structured sequential manner what actually hap-
pened in the process of research. It does, however, provide a means for
reconstructing and presenting the research in a way that:

• addresses and highlights the key issues;

• is clearly comprehendable to the reader;

• is logically ordered.

9 The research methods chapter or section

In all accounts of research there needs to be some description and justification
of the methods used to collect the data. In larger works, this appears in a
separate chapter. In shorter reports and articles, it tends to be curtailed to a
section under a ‘research methods’ heading or to a clearly identifiable para-
graph or two. Within the confines of the available space, the researcher needs
to explain how the research was conceived, designed and executed. This is
vital in order for the reader to make some informed evaluation of the study.
Basically, if the reader is not told how and why the data were collected, he or
she cannot make any judgement about how good the research is and whether
any credibility should be given to its findings or conclusions.

Within the confines of the space available, the methods section should do
three things.

Describe how the research was conducted

Precise details need to be given, using specific and accurate numbers and dates.

• What method(s) were used (the technical name)?

• When did the research take place (month and year, duration of research)?
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• Where did the research take place (location, situation)?

• How was access to the data or subjects obtained?

• Who was involved in the research (the population, sample, cases,
examples)?

• How many were involved in the research (precise numbers)?

• How were they selected (sampling technique)?

Justify these procedures

An argument needs to be put forward supporting the choice of method(s) as:

• feasible in terms of the resources and time available;

• appropriate under the circumstances for collecting the necessary type of
data;

• suitable for addressing the issues, problems or questions that underpin the
research;

• having rigour, coherence and consistency – a professional standard;

• producing data that are representative, valid and reliable;

• conforming with ethical standards.

Acknowledge any limitations to the methods employed

Good research evaluates the weaknesses as well as the strengths of its
methodology.

• What unexpected factors arose during the research, and what effect did
they have?

• In what ways, if any, did resource constraints influence the quality of the
findings?

• Are there any reservations about the authenticity, accuracy or honesty of
answers?

• In retrospect, could the methods have been improved?
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Frequently asked
questions

What is analysis?

Analysis means the separation of something into its component parts. To do
this, of course, the researcher first needs to identify what those parts might be,
and this links with a further meaning of analysis, which is to trace things back
to their underlying sources. Analysis, then, involves probing beneath the
surface appearance of something to discover the component elements which
have come together to produce it. By tracing things back in this fashion, the
researcher aims to expose some general principles that can be used to explain
the nature of the thing being studied and can be applied elsewhere to other
situations.

What is a concept?

A concept is a basic idea. It is an idea that is generally abstract and universal
rather than concrete and specific. And it is basic in the sense that it cannot be
easily explained in terms of other ideas or equated to other ideas. In terms of
ideas, then, a concept is a basic building block that captures the essence of a
thing (e.g. ‘love’, ‘relevance’).

What is positivism?

Positivism is an approach to social research which seeks to apply the natural
science model of research to investigations of the social world. It is based on
the assumption that there are patterns and regularities, causes and con-
sequences in the social world, just as there are in the natural world. These
patterns and regularities in the social world are seen as having their own



existence – they are real. For positivists, the aim of social research is to discover
the patterns and regularities of the social world by using the kind of scientific
methods used to such good effect in the natural sciences.

What is reflexivity?

Reflexivity concerns the relationship between the researcher and the social
world. Contrary to positivism, reflexivity suggests that there is no prospect of
the social researcher achieving an entirely objective position from which to
study the social world. This is because the concepts the researcher uses to make
sense of the world are also a part of that social world. Reflexivity is an awkward
thing for social research. It means that what we know about the social world
can never be entirely objective. A researcher can never stand outside the social
world he or she is studying in order to gain some vantage point from which to
view things from a perspective which is not contaminated by contact with that
social world. Inevitably, the sense we make of the social world and the
meaning we give to events and situations are shaped by our experience as
social beings and the legacy of the values, norms and concepts we have assimi-
lated during our lifetime. And these will differ from person to person, culture
to culture.

What is reliability?

Researchers need to feel confident that their measurements are not affected by
a research instrument that gives one reading on the first occasion it is used and
a different reading on the next occasion when there has been no real change in
the item being measured. This is why they are concerned with the ‘reliability’
of a research instrument. A good level of reliability means that the research
instrument produces the same data time after time on each occasion that it is
used, and that any variation in the results obtained through using the instru-
ment is due entirely to variations in the thing being measured. None of the
variation is due to fluctuations caused by the volatile nature of the research
instrument itself. So a research instrument such as a particular experiment or
questionnaire is said to be ‘reliable’ if it is consistent, and this is generally
deemed to be a good thing as far as research is concerned.

What is a theory?

A theory is a proposition about the relationship between things. In principle, a
theory is universal, applying at all times and to all instances of the thing(s) in
question. In the social sciences, the notion of ‘theory’ needs to be treated more
cautiously than in the natural sciences, because of the complexity of social
phenomena and because people react to knowledge about themselves in a way
that chemicals and forces do not.
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What is validity?

In a broad sense, validity means that the data and the methods are ‘right’. In
terms of research data, the notion of validity hinges around whether or not the
data reflect the truth, reflect reality and cover the crucial matters. In terms of
the methods used to obtain data, validity addresses the question, ‘Are we
measuring suitable indicators of the concept and are we getting accurate
results?’ The idea of validity hinges around the extent to which research data and the
methods for obtaining the data are deemed accurate, honest and on target.
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