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Groundwater: Mining = Hugo A. Loáiciga . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436
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Irrigation Systems: Drip = I. Pai Wu, Javier Barragan and Vince Bralts . . . . . . . . . . . . . . . . . 618

Irrigation: Deficit = M.H. Behboudian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 638

Irrigation: Efficiency = Terry A. Howell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 640

Irrigation: Impact on River Flows = Robert W. Hill and Ivan A. Walter . . . . . . . . . . . . . . . . . 650

Irrigation: Saline Water = B. A. Stewart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 662

Irrigation: Sewage Effluent Use = B. A. Stewart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 664

Irrigation: Site-Specific = Dennis C. Kincaid and Gerald W. Buchleiter . . . . . . . . . . . . . . . . . 666

Precision Agriculture and Water Use = Robert J. Lascano and Hong Li . . . . . . . . . . . . . . . . . 912

Tailwater Recovery and Reuse = C. Dean Yonts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1209

Water Balance Scheduling in Arid Regions = Richard L. Snyder, Simon Eching,
Kent Frame and Bekele Temesgen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1311

Land Use and Water

Mining

Mining Impact: Metals = Mark Patrick Taylor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 759

Surface Water: Pollution by Surface Mines = Jeffrey G. Skousen and George F. Vance . . . . . . . 1191

Rural

Cropland

Agricultural Runoff: Characteristics = Matt C. Smith, Daniel L. Thomas and David K. Gattie . . 13

Conservation: Tillage and No-Tillage = Paul W. Unger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Crop Coefficients = Richard G. Allen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Crop Development Models = Peter S. Carberry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Crop Residues: Snow Capture by = Donald K. McCool, Brenton S. Sharratt
and John R. Morse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Rural Water Supply: Water Harvesting = F. A. El-Awar, Rabi H. Mohtar and W. Jabre . . . . . . 998

Timber Harvesting: Influence on Water Yield and Water Quality = C. Rhett Jackson . . . . . . . . . 1219

Water Quality: Sampling of Runoff from Agricultural Fields = John M. Laflen . . . . . . . . . . . . . 1334

Forest

Agroforestry: Enhancing Water Use Efficiency = James R. Brandle, Xinhua Zhou
and Laurie Hodges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Rural Water Supply: Water Harvesting = F. A. El-Awar, Rabi H. Mohtar and W. Jabre . . . . . . 998

Timber Harvesting: Influence on Water Yield and Water Quality = C. Rhett Jackson . . . . . . . . . 1219

Grazed Land and Livestock Issues

Livestock and Poultry Production: Water Consumption = David B. Parker and Michael S. Brown . . 722

Livestock: Water Harvesting Methods = Gary W. Frasier . . . . . . . . . . . . . . . . . . . . . . . . . . 731

Manure Management: Beef Cattle Industry Requirements = Brent W. Auvermann
and John M. Sweeten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 738

Manure Management: Dairy = D. R. Bray and H. H. Van Horn . . . . . . . . . . . . . . . . . . . . . . 740

Manure Management: Poultry = Patricia K. Haan and Saqib Mukhtar . . . . . . . . . . . . . . . . . 744

Manure Management: Swine = Frank J. Humenik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 747

xxxiii

© 2008 by Taylor & Francis Group, LLC



Land Use and Water (cont’d.)

Rural (cont’d.)

Rangeland Management: Enhanced Water Utilization = Darrel N. Ueckert and
W. Allan McGinty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 950

Rangeland Water Yield: Influence of Brush Clearing = Jeffrey G. Arnold, Steven Bednarz,
Tim Dybala, William A. Dugas, Ranjan S. Muttiah and Wes Rosenthal . . . . . . . . . . . . . . . 955

Rangelands: Water Balance = Bradford P. Wilcox, David D. Breshears
and Mark S. Seyfried . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 958

Water Balance Scheduling in Arid Regions = Richard L. Snyder, Simon Eching,
Kent Frame and Bekele Temesgen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1311

Water Quality: Range and Pasture Land = Thomas L. Thurow . . . . . . . . . . . . . . . . . . . . . . . 1330

Water Quality: Sampling of Runoff from Agricultural Fields = John M. Laflen . . . . . . . . . . . . . 1334

Urban

Low-Impact Development = Curtis H. Hinman and Derek B. Booth . . . . . . . . . . . . . . . . . . . . 734

Porous Pavements = Bruce K. Ferguson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 882

Residential Irrigation Water Use and Control = Michael D. Dukes . . . . . . . . . . . . . . . . . . . . 965

Stormwater Management = Derek B. Booth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1163

Urban Hydrology = C. Rhett Jackson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1268

Urban Water Quality = Linda Schweitzer and I.H. (Mel) Suffet . . . . . . . . . . . . . . . . . . . . . 1272

Regional and Historical Case Studies

Geographical Areas

Africa n Market Gard en = Amnon Bustan and Dov Pasternak . . . . . . . . . . . . . . . . . . . . . . .  7

Aral Sea Disaster = Guy Fipps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Arctic Hydrology = Bretton Somers and H. Jesse Walker . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Brahmaputra Basin = Vijay P. Singh and Sharad K. Jain . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Chernobyl Accident: Impacts on Water Resources = Jim T. Smith and Oleg Voitsekhovitch . . . . . 96

Chesapeake Bay = Sean M. Smith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Dryland and Semiarid Regions: Research Centers = John Ryan . . . . . . . . . . . . . . . . . . . . . . . 232

Dryland Cropping Systems = William A. Payne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Dryland Farming = Clay A. Robinson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

Dust Bowl Era = R. Louis Baumhardt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

El Niño = David E. Stooksbury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Everglades = Kenneth L. Campbell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

Ganges River = M. Monirul Qadar Mirza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Hypoxia: Gulf of Mexico = Nancy N. Rabalais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524

Irrigated Agriculture: Historical View = Lyman S. Willardson . . . . . . . . . . . . . . . . . . . . . . . 539

La Niña = David E. Stooksbury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 700

Neuse River = Curtis J. Varnell and John Van Brahana . . . . . . . . . . . . . . . . . . . . . . . . . . . 768

Platte River = William L. Graf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 873

Sacramento–San Joaquin Delta = Mark J. Roberson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1005

Salton Sea = Timothy P. Krantz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1014

xxxiv

© 2008 by Taylor & Francis Group, LLC



Seas: Dead and Dying = Andrey G. Kostianoy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1029

Yellow River = Zixi Zhu, Ynuzhang Wang and Yifei Zhu . . . . . . . . . . . . . . . . . . . . . . . . . . 1368

Historical Case Studies

Ancient Greece: Agricultural Hydraulic Works = Demetris Koutsoyiannis
and A. N. Angelakis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Ancient Greece: Hydrologic and Hydraulic Science and Technology = A. N. Angelakis
and Demetris Koutsoyiannis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Ancient Greece: Urban Water Engineering and Management = Demetris Koutsoyiannis
and A. N. Angelakis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Dust Bowl Era = R. Louis Baumhardt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

Seas: Dead and Dying = Andrey G. Kostianoy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1029

Yellow River = Zixi Zhu, Ynuzhang Wang and Yifei Zhu . . . . . . . . . . . . . . . . . . . . . . . . . . 1368

Research

Archives, Data Sources and Research Centers

Databases = Rosemary Streatfeild . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Evapotranspiration: Weather Station Networks Information = Simon O. Eching,
Kent Frame, Bekele Temesgen and Richard L. Snyder . . . . . . . . . . . . . . . . . . . . . . . . . . 353

Hydrology Research Centers = Daniel L. Thomas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521

Internet = Janet G. Norris . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529

Journals = Joseph R. Makuch and Stuart R. Gagnon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 688

Library Resources = Robert Teeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 719

Precipitation: Measurement = Marshall J. McFarland . . . . . . . . . . . . . . . . . . . . . . . . . . . . 893

Precipitation: Remote Sensing Measurement = Marshall J. McFarland . . . . . . . . . . . . . . . . . . 898

Satellite Sensing: Atmospheric Water = Vincenzo Levizzani . . . . . . . . . . . . . . . . . . . . . . . . . 1018

General

Academic Disciplines = Joseph R. Makuch and Paul D. Robillard . . . . . . . . . . . . . . . . . . . . 1

Professional Societies = Faye Anderson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 920

Research Organizations = Gabriel Eckstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 962

Methods

Software Development = Matthias Langensiepen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1044

Soil Moisture Measurement by Feel and Appearance = Rick P. Leopold . . . . . . . . . . . . . . . . . 1051

Soil Water Measurement: Capacitance = Ioan Paltineanu and James L. Starr . . . . . . . . . . . . 1054

Soil Water Measurement: Granular Matrix Sensors = Clinton C. Shock . . . . . . . . . . . . . . . . . 1058

Soil Water Measurement: Gravimetric = Joseph L. Pikul Jr. . . . . . . . . . . . . . . . . . . . . . . . . 1063

Soil Water Measurement: Neutron Thermalization = Steven R. Evett . . . . . . . . . . . . . . . . . . . 1066

Soil Water Measurement: Soil Probes = Clay A. Robinson . . . . . . . . . . . . . . . . . . . . . . . . . 1071

Soil Water Measurement: Tensiometers = James ‘‘Buck’’ Sisson and Joel M. Hubbell . . . . . . . . 1074

Soil Water Measurement: Time Domain Reflectometry = Steven R. Evett . . . . . . . . . . . . . . . . 1078

Soil Water: Salinity Measurement = Dennis L. Corwin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1117

Soil Water: Sensor-Based Automatic Irrigation of Vegetable Crops = Michael D. Dukes
and Rafael Mu~nnoz-Carpena . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1123

xxxv

© 2008 by Taylor & Francis Group, LLC



Research (cont’d. )

Modelling

Crop Development Models = Peter S. Carberry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Hydrologic Process Modeling = Matt C. Smith and Daniel L. Thomas . . . . . . . . . . . . . . . . . . 518

Water Quality: Modeling = Richard Lowrance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1327

Soil and Plant Water

Management

Drought Hardening and Pre-Sowing Seed Hardening = Neil C. Turner . . . . . . . . . . . . . . . . . . 218

Field Water Supply and Balance = Jean L. Steiner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

Plant Yield and Water Use = M. H. Behboudian and Tessa Marie Mills . . . . . . . . . . . . . . . . . 855

Storativity and Specific Yield = Hugo A. Loa�iciga and Paul F. Hudak . . . . . . . . . . . . . . . . . . 1158

Vadose Zone and Groundwater Protection = Charalambos Papelis and Michael H. Young . . . . . 1276

Measurement

Matric Potential = Melvin T. Tyree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 752

Ring and Tension Infiltrometers = Laosheng Wu and Dong Wang . . . . . . . . . . . . . . . . . . . . . 977

Soil Moisture Measurement by Feel and Appearance = Rick P. Leopold . . . . . . . . . . . . . . . . . 1051

Soil Water Measurement: Capacitance = Ioan Paltineanu and James L. Starr . . . . . . . . . . . . 1054

Soil Water Measurement: Granular Matrix Sensors = Clinton C. Shock . . . . . . . . . . . . . . . . . 1058

Soil Water Measurement: Gravimetric = Joseph L. Pikul Jr. . . . . . . . . . . . . . . . . . . . . . . . . 1063

Soil Water Measurement: Neutron Thermalization = Steven R. Evett . . . . . . . . . . . . . . . . . . . 1066

Soil Water Measurement: Soil Probes = Clay A. Robinson . . . . . . . . . . . . . . . . . . . . . . . . . 1071

Soil Water Measurement: Tensiometers = James ‘‘Buck’’ Sisson and Joel M. Hubbell . . . . . . . . 1074

Soil Water Measurement: Time Domain Reflectometry = Steven R. Evett . . . . . . . . . . . . . . . . 1078

Soil Water: Salinity Measurement = Dennis L. Corwin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1117

Nomenclature and Process

Frozen Soil: Water Movement in = John M. Baker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 398

Leaf Water Potential = Andreas J. Karamanos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 710

Plants: Salt Tolerance = Michael C. Shannon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 870

Soil Macropores: Water and Solute Movement = David E. Radcliffe . . . . . . . . . . . . . . . . . . . 1048

Soil Water: Antecedent = Sally D. Logsdon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1083

Soil Water: Capillary Rise = James E. Smith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086

Soil Water: Diffusion = Laosheng Wu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1090

Soil Water: Energy Concepts = Sally D. Logsdon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1093

Soil Water: Flow under Saturated Conditions = Jan W. Hopmans and Graham E. Fogg . . . . . . . 1096

Soil Water: Flow under Unsaturated Conditions = Jacob H. Dane and Jan W. Hopmans . . . . . . 1100

Soil Water: Functions in Pedostructure = Erik Braudeau and Rabi H. Mohtar . . . . . . . . . . . . . 1104

Soil Water: Hysteresis = Dan Jaynes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1110

Soil Water: Plant-Available = Judy A. Tolk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1113

Soil Water: Sensor-Based Automatic Irrigation of Vegetable Crops = Michael D. Dukes
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Preface to Second Edition

Continuing and updating the Encyclopedia of Water Science over the past four years has
been an exciting but daunting task. It has been exciting because the subject is so critical
to life and living, and daunting because the original editors set such a high standard. As
ever, water is the central focus in environmental science. In addition to all the critical
factors cited in the Preface to the first edition, global warming has now become more
certain so that water issues will become even more important.

My goals for this new edition have been to (1) expand the number of entries along the
same subject areas found in the first edition, (2) revise old entries as needed and (3) expand
into new subject areas. For the latter, the main thrust has been the science of streams,
not only the engineering aspects, but also the natural ones including morphology and pro-
cess. The latter, fluvial geomorphology, is my own field. Presumably, future editors
will also insure that their own specialty is well covered too. We have also moved into
entirely new fields such as virtual water. The number of entries has increased by more
than 50 percent since the first edition.

There are many people to thank for making the second edition possible. First and fore-
most is the Editorial Advisory Board. While small in number for an undertaking of this
magnitude, these people have been giants in their contributions. Not only have they
recommended authors and referees and even refereed themselves, but they have also con-
tributed fine entries, several in some cases. I want to mention in particular Mary Beth
Kirkham, Andrew Goudie, Dennis Wichelns and Steve Parker without whose help this
second edition would have been impossible. The second group of people who have made
this possible are the authors who have given generously of their expertise and time. The
third group is the referees. Usually with little or no thanks or credit, they have given
of themselves to improve entries, sometimes being absolutely critical to making entries
most effective.

The fourth group to which I owe a debt of gratitude is the editorial team at Dekker,
now Taylor and Francis. They took care of countless details and helped me stay on track.
In particular, Sapna Maloor, Susan Lee, and Laura Sylvest were outstanding as my
editorial assistants. They saw to contacting authors and referees, all involving thousands
of e-mail exchanges. And I must thank Claire Miller who oversaw the project and gave
valuable direction. To all, thanks!

Stanley W. Trimble
Prospect TN
27 July 2007
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Preface to First Edition

All living things require water. More specifically, they require it daily and often in a nearly
pure state. As world population increased from 2.5 billion people in 1950 to more than
6 billion in 2000, water demand escalated. One in five people on this planet does not
have access to safe and affordable drinking water, and half do not have access to sani-
tation. With global population predicted to reach almost 8 billion by 2025, water man-
agement and treatment will become critical.

Most of the world’s water is salt water, unsuitable for most uses. Fresh water makes up
only 2.5% of the water supply and two-thirds of this is in the form of glaciers and per-
mafrost, leaving less than 1% of the world’s water available for use. Of this remaining
1%, agriculture is the biggest user of water withdrawals from groundwater and surface
water supplies: Agriculture comprises 69% of water use compared with industrial and
domestic users, who consume 21% and 10%, respectively. But as population growth con-
tinues and industrialization expands, there will be greater competition among all users
and an increasing need for more efficient water use.

Food production during the past 50 years has kept pace with population growth. The
increase in per capita grain production from 247 kg in 1950 to more than 300 kg today is
due largely to increased irrigation requiring large amounts of water:

� Approximately 500 kg of water is required to produce 1 kg of potato, while wheat,
maize, and rice require approximately 900, 1400, and 2000 kg, respectively, for each
kilogram of grain.

� Around 95% of all agricultural land and 83% of the cropland depend entirely on
precipitation to meet plant needs.

� Although the 17% of cropland that is irrigated uses an enormous amount of water, it
produces almost 40% of the world’s food and fiber needs.

Future food requirements will require even additional irrigated lands. However, while
irrigation greatly increases food production, it can simultaneously degrade soil and water
resources, leading to serious environmental problems.

In recent years, there has been a dramatic change in the way meat and dairy animals are
handled. Large, concentrated animal feeding operations are becoming commonplace and
require large amounts of water for both livestock consumption and manure and waste
handling. These facilities can also present a potential pollution hazard for surface and
groundwater resources.

Industrial and domestic water users often degrade water to the point that it must
be treated before it can be used for other purposes or even returned to the environment.
Wastewater treatment usually requires extensive facilities and expenditures to ensure
environmental protection.

Efficient water use and water resource protection can be accomplished only by
informed producers and policymakers with access to state-of-the-art information. The
Encyclopedia of Water Science is designed and compiled to meet this need. An inter-
national team of hundreds of dedicated scientists, policymakers, educators, and others
involved with water use have prepared nearly 250 entries addressing important topics
ranging from water composition to irrigation water application to agricultural fields.
An advisory board was important in planning the scope, and topic editors reviewed entries
and offered advice to the editors and authors. We thank all these individuals for
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their efforts. The initial edition, to be updated quarterly online, addresses critical issues
of water use. Perhaps more importantly, the authors have identified additional sources
of information for readers who need further, in-depth resources. Published in both online
and print formats, the encyclopedia’s features will appeal to a wide range of users.

Thanks are also due to the staff of Marcel Dekker, Inc., for their efforts in handling the
thousands of communications required to invite authors, review drafts, and manage other
matters necessary to produce a publication of this magnitude. It was a great pleasure to
work with Ellen Lichtenstein and Sapna Maloor. Their professionalism, commitment to
excellence, and dedication are much appreciated and were the key to accomplishing this
task. The information assembled will be a useful tool in helping humanity address and
meet water use challenges of the 21st century.

The Founding Editors
B. A. Stewart
Terry A. Howell

xlvi

© 2008 by Taylor & Francis Group, LLC



Encyclopedia of

Water Science
Second Edition

Volume 1

Pages 1 through 692
Academic–Journals

A
ca

de
m

ic
–C

an
al

C
he

m
ic

al
–

D
es

al
in

at
io

n

D
ra

in
ag

e–
D

us
t

El
N

iñ
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Academic Disciplines

Joseph R. Makuch
Water Quality Information Center, National Agricultural Library,
Beltsville, Maryland, U.S.A.

Paul D. Robillard
Agricultural and Biological Engineering, Pennsylvania State University,
University Park, Pennsylvania, U.S.A.

INTRODUCTION

Several academic disciplines from the agricultural,
environmental, and social sciences contribute to the
field of agricultural water management. Successful
agricultural water management enhances the prospects
for farm profitability by efficiently meeting the water
needs of crops and livestock while protecting the natu-
ral environment. Achieving these results requires a
multidisciplinary approach: knowledge from many
disciplines must be integrated into agricultural water
management decisions.

OVERVIEW OF AGRICULTURAL
WATER MANAGEMENT

Agricultural water management encompasses a wide
range of activities that relate to managing water effi-
ciently to grow food and fiber, while protecting water,
and other elements of the natural environment, from
degradation. The focus is on managing the quantity
and quality of water resources/supplies. Agricultural
water management encompasses:

� Crop irrigation, drainage, erosion control, nutrient
and pest management.

� Animal production, especially manure management.
� Provision of safe drinking water for humans and

animals.
� Groundwater and surface water quality protection.

AGRICULTURAL WATER MANAGEMENT
DISCIPLINES

Academic disciplines are fields of study characterized
by academic departments, scholarly journals, and
professional societies. Those disciplines that address
agricultural water management are as varied as

agricultural water management issues. Academic
disciplines usually associated with managing agricul-
tural water quality and quantity are described below.

Descriptions of Specific Disciplines

Agricultural economics

Agricultural economics contributes to agricultural
water management by addressing both farm-level busi-
ness decisions and broader policy decisions related to
water. Agricultural economists examine issues such as
farm profitability under different irrigation systems;
costs and benefits of government conservation pro-
grams; and the influence of cost-share rates on the
adoption of best management practices to reduce
non-point-source pollution.

Agricultural engineering

Agricultural engineering is concerned with the design
and development of systems to identify, analyze, treat,
and remediate water resources, particularly as they
relate to agricultural activities. Agricultural engineers
are also involved in the operation of environmental
quality protection and control systems. Engineering
principles are applied to monitoring, design, and oper-
ation of systems to evaluate the environmental impact
of agricultural practices on surface water and ground-
water quantity and quality. Emphasis areas include
engineering design and operation of irrigation and
drainage systems; erosion and sedimentation control
structures; modeling of contaminant transport pro-
cesses; and design of watershed monitoring and control
systems utilizing simulation models, geographic infor-
mation systems (GIS), and remote-sensing data.
Specialized fields in agricultural engineering include
land application of wastewater and controlled environ-
ments (such as water and wastewater treatment and
operation systems for greenhouses; confined livestock

1
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facilities; and aquaculture). In all cases, the impact of
these operations on water quality is of concern.

Agricultural law

Agricultural law covers the legal aspects of agricultural
water use, including environmental impacts. The issues
may relate to individual farm enterprises or to larger
public policy questions. At the farm level, legal issues
might include rights to water for irrigation, or liability
for degradation of a stream. Broader public policy
issues could include developing, implementing, and
enforcing regulations specifying manure management
practices that are protective of water quality.

Agricultural meteorology and climatology

Agricultural meteorology relates to agricultural water
management in a number of ways. The type, timing,
amount, intensity, and duration of precipitation are
vitally important to agriculture. For example, long-
term rainfall records are used in water quality models
that examine agricultural contaminants in runoff or
those that leach into groundwater. Agricultural
meteorology also provides a knowledge base for
irrigation scheduling.

The related field of climatology helps identify possi-
ble changes in precipitation patterns attributable to
global climate change that could have an effect on
agricultural water management. The study of climate
variability also helps broaden our understanding of
droughts and floods. Understanding of this variability
can help agricultural water managers plan and prepare
for extreme weather events.

Agronomy and soil science

Agronomy, and the associated disciplines of crop
science, plant science, and horticulture, are all con-
cerned with growing plants. Plant types range from
alfalfa to tomatoes to turf grass, but all require water
in the proper amount and at the proper time. These
disciplines study plant water requirements and evalu-
ate irrigation systems for their efficiency and effective-
ness. The disciplines are also concerned with long-term
effects of irrigation, particularly the buildup of salinity
in soils and contaminated return flows. Land appli-
cation of municipal wastewater and biosolids is also
under the purview of these disciplines. Understanding
the quality of irrigation water and its effects on plants
and the environment is especially important in such
waste management/crop production systems.

Nutrients in fertilizers and manures—applied to
promote plant growth—and pesticides—applied to
combat diseases and kill weeds and damaging

insects—can harm water quality if not managed
effectively. Agronomists study ways to optimize the
amount, timing, and application methods of fertilizers
and manures to ensure efficient plant growth while
protecting groundwater and surface water quality.
Similarly, agronomists help design integrated pest
management programs that protect plant health while
avoiding unnecessary applications of synthetic pesti-
cides that may result in water contamination. To
reduce sedimentation of water bodies by soil erosion,
agronomists study cover crops and plant-related
aspects of conservation tillage systems.

A closely related discipline, soil science, focuses on
soil characteristics, responses to management, and
effects of use. With regard to agricultural water man-
agement, soil scientists study the water-holding capaci-
ties and drainage characteristics of soils, the transport
of nutrients and pesticides through the soil profile, and
the effectiveness of conservation tillage systems in
controlling erosion.

Animal science

Animal science deals with raising livestock and poul-
try. Animal scientists study the water quality and
quantity requirements of various farm animals for
optimum production. Since nutrients in manures can
cause water quality problems, animal scientists address
this problem by finding ways for animals to use
nutrients in their feed more efficiently, thereby excret-
ing less in the manure.

Aquatic biology

Aquatic biology is the study of living resources—and
the factors affecting them—in freshwater systems.
Agricultural activities may produce unintended, nega-
tive effects on aquatic organisms. For example,
expanding cropland by clearing trees from a riparian
area removes shading from the stream. Without this
protection, stream temperatures may rise to a level
unsuitable for cold-water fish. Aquatic biologists can
assess the effect agricultural practices may have on
aquatic life, both on the farm and downstream.

Environmental engineering

Environmental engineering is concerned with the
physical, chemical, and biological control of water
and wastewater treatment systems. All aspects of water
and wastewater treatment systems are related to
environmental engineering practices including collec-
tion, storage, stabilization, advanced chemical and
biological treatment, and distribution systems.
Environmental engineers are typically responsible
for the design and operation of water and wastewater

2 Academic Disciplines
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treatment plants. Specialized areas include engineering
design and evaluation of conduit (pressurized) and
open channel flow systems as well as hazardous waste
treatment and disposal systems. Environmental engi-
neers also model and evaluate the impact of municipal
and industrial wastewater discharges on surface water
and groundwater quality.

Forestry and natural resources conservation

Forestry and natural resources conservation also have
relevance to agricultural water management. Special-
ists in these fields may study the establishment, growth,
maintenance, and species composition of woody and
herbaceous plants in riparian buffers; the effects of
stream bank plantings to provide shade and cover
and reduce stream bank erosion and other
management methods to reduce sediment inputs to
streams.

Hydrology and hydrogeology

Hydrology and hydrogeology are focused on water
availability and movement as they relate to both sur-
face and groundwater flow regimes. Hydrology is the
scientific building block for scientific and engineering
water management disciplines. Monitoring of precipi-
tation, stream flows and groundwater flows, in space
and time, are the basis for both short-term and long-
term quantity and quality records. These records are
used to evaluate agricultural and other land-use
impacts on water resources, as well as to develop tools
that provide predictive capabilities for impact analysis.

Hydrogeology—the integrated sciences of geology
and hydrology—focuses on the various geologic for-
mations and their hydraulic characteristics, providing
opportunities to develop tools for the estimation of
aquifer recharge and yield under different climates,
land use, and water withdrawal scenarios. Hydrogeol-
ogists are also concerned with the vulnerability of aqui-
fers to contamination from land uses in recharge areas.
Studies in this area involve monitoring and evaluation
of land-use practices and how they impact the natural
aquifer quality parameters; water quality changes
derived from land-use impacts; and the effect these
quality changes may have on water supply withdrawals
and return flows to streams.

Range science

Range science is concerned with rangeland ecology and
the use of rangelands to meet human needs, including
raising livestock for food. When animals graze in range-
land riparian areas, they may increase erosion and
sedimentation, deposit manure and urine in or very
near streams, and reduce stream shading by damaging
adjacent vegetation. Stream water quality can suffer,
and aquatic habitats can be negatively altered. Range
scientists investigate ways to utilize rangelands for
livestock grazing in ways that protect water quality
and associated natural resources.

CONCLUSION

The broad spectrum of agricultural water management
activities provides opportunities for many disciplines
to contribute to the field. Some disciplines focus on
biological, chemical, and physical aspects, while others
address social and economic issues. Each discipline has
tools and technologies that can be applied to improv-
ing agricultural water management, while addressing
related environmental, economic, and social problems.
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INTRODUCTION

Acid rain is a phenomenon of serious environmental
concern. By definition, acid rain refers to rainwater that
is acidic. But in reality, it is more accurate to use the
term acid deposition since not only rain but also snow,
sleet, hail, and even fog can become acidic. In addition
to the process where acids become associated with pre-
cipitation (called wet deposition), acid gases and parti-
cles can also be deposited on the earth surface directly
(called dry deposition). However, since the name ‘‘acid
rain’’ has become a household term and its formation is
better understood than other types of acid deposition,
the following discussions will focus on acid rain.

Whereas an aqueous solution is acidic if its pH
value is less than 7.0, acid rain refers to rainwater with
pH less than 5.6. This is because, even without the
presence of man-made pollutants, natural rainwater
is already acidic as CO2 in the atmosphere reacts with
water to produce carbonic acid:

CO2 þ H2OðlÞ , H2CO3ðlÞ ð1Þ

The pH value of this solution is around 5.6. Even
though the carbonic acid in rain is fairly dilute, it is suf-
ficient to dissolve minerals in the Earth’s crust, making
them available to plant and animal life, yet not acidic
enough to cause damage. Other atmospheric sub-
stances from volcanic eruptions, forest fires, and simi-
lar natural phenomena also contribute to the natural
sources of acidity in rain. Still, even with the enormous
amounts of acids created annually by nature, normal
rainfall is able to assimilate them to the point where
they cause little, if any, known damage.

However, large-scale human industrial activities
have the potential of throwing off this acid balance,
and converting natural and mildly acidic rain into
precipitation with stronger acidity and far-reaching
environmental effects. This is the root of the acid rain
problem, which is not only of national but also inter-
national concern. This problem may have existed for
more than 300 yr starting at the time when the indus-
trial revolution demanded a large scale burning of coal
in which sulfur was a natural contaminant. Several
English scholars, such as Robert Boyle in the 17th
century and Robert A. Smith of the 19th century,

wrote about the acids in air and rain; though, there was
a lack of appreciation of the magnitude of the problem
at that time. Individual studies of the acid rain phenom-
enon in North America started in the 1920s, but the true
appreciation of the problem came only in the 1970s.

To address this problem, the U.S. Congress estab-
lished the National Acid Precipitation Assessment
Program (NAPAP) to study the causes and impacts of
the acid deposition. This research established that the
acid rain does cause broad environmental and health
effects, the pollution causing acid deposition can travel
hundreds of miles, and the electric power generation is
mainly responsible for SO2 (�65%) and NOx emissions
(�30%). Subsequently, Congress created the Acid Rain
Program under Title IV (Acid Deposition Control) of
the 1990 Clean Air Act Amendments. Electric utilities
are required to reduce their emissions of SO2 and NOx

significantly. By 2010, they need to lower their emis-
sions by 8.5 million tons compared to their 1980 levels.
They also need to reduce their NOx emissions by 2 mil-
lion tons each year compared to the levels before the
Clean Air Act Amendments.

However, it may not be adequate to solve the acid
emission merely at the national level. With increasing
industrialization of the Third World countries in the
coming century, one can expect great increase of the
atmospheric loading of SO2 and NOx because many
of these countries will burn fossil fuels to satisfy their
energy needs. Clearly, some form of international
agreements need to be forged to prevent serious
environmental degradation due to acid rain.

THE CHEMISTRY OF ACID RAIN

Sulfuric acid (H2SO4) and nitric acid (HNO3) are the
two main acid species in the rain. The partitioning of
acids in rain may be different in different places. In
the United States, the partitioning is H2SO4 (�65%),
HNO3 (�30%), and others (�5%). While there are
many possible chemicals that may serve as the precur-
sors of acid rain, the two main substances are SO2 and
NOx (and NOx consists of NO and NO2), and both are
released to the atmosphere via the industrial combus-
tion process. While power generation is the predomi-
nant source of these precursors, industrial boilers and

4
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automobiles also contribute substantially. When these
precursors enter the cloud and precipitation systems,
acid rain occurs. Fig. 1 shows a schematic of the acid
rain formation process.

Once airborne, these chemicals can be involved in
milliards of chemicals reactions. The main paths that
lead to acid rain formation are described as follows.

Sulfuric Acid

SO2 is believed to be the main precursor for the forma-
tion of sulfuric acid drops. Its main source in the
atmosphere is the combustion of fossil fuels. This is
because sulfur is a natural contaminant in coal
(especially the low grade ones) and oil. The following
reactions are thought to occur when SO2 is absorbed
by a water drop (see e.g., Refs.[1,2]):

SO2ðgÞ þ H2OðlÞ , SO2 � H2OðlÞ ð2Þ

SO2 � H2O , Hþ þ HSO3
� ð3Þ

HSO3
� , Hþ þ SO3

�2 ð4Þ

SO3
�2 oxidation

�! SO4
�2 ð5Þ

The oxidant of the last step can be H2O2, O3, OH,
and others. There are still controversies about the
identity of the oxidants.

Note that the equilibrium of the above reaction
system is controlled by the pH values of the drop, and
the presence of ammonia is often considered together
with these reactions since it affects the pH of the
drop. A detailed discussion of these reactions and their

[1].

Nitric Acid

The main ingredients for the formation of nitric acid
are NO and NO2 (and are often combined into one
category, NOx). It is commonly thought that the main
path of nitric acid found in clouds and raindrops is the
formation of gas phase, HNO3, followed by its uptake
by liquid water. Although there are reactions of NOx

with liquid water that can lead to nitric acid, they are
thought to be unimportant due to their slow reaction
rates.

The main reaction for HNO3 formation is

NO2 þ OH þ M ! HNO3 þ M ð6Þ

where M can be any neutral molecule. NO can be con-
verted to NO2 by the following reaction:

2NO þ O2 ! 2NO2 ð7Þ

DROP-SCALE TRANSPORT PROCESSES OF
ACID RAIN

The chemical reactions described earlier must be con-
sidered together with the transport processes to obtain
a quantitative picture of the acid rain formation. This
is especially true for SO2 because absorption and reac-

influences the concentrations of different species and
hence the reaction rates. Fig. 2 illustrates these pro-
cesses schematically. These include the following.

Fig. 1 A schematic of the acid rain formation process.

Fig. 2 A schematic of the drop-scale transport process of
sulfur species involved in the acid rain.

Acid Rain and Precipitation Chemistry 5
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External Transport

This refers to the transport of SO2 gas toward the sur-
face of the drop. It is a convective diffusion process
(both convective transport and diffusional transport
occur) and is influenced by the flow fields created by
the falling drop and atmospheric conditions (pressure
and temperature).

Interfacial Transport

Once SO2 is adsorbed on the surface of the drop, it
must be transferred into the interior for further reac-
tions to occur. The time for establishing phase equilib-
rium is controlled by Henry’s law constant and mass
accommodation coefficient of SO2.

Internal Transport

In the interior of the drop, reactions (2)–(5) occur. At
the same time, these species are transported by both
diffusion and internal circulation. The latter is caused
by the motion of the liquid drop in a viscous medium
and can influence the production rates of these species
(see Ref.[1]).

ENVIRONMENTAL FACTORS INFLUENCING
THE ACID RAIN FORMATION AND IMPACTS

Like many environmental hazards, the acid rain
process is not driven by a few well-controlled physical
and chemical processes, but involves complicated
interactions between the chemicals and the environ-
ments they exist in. While the main ingredients of
acid rain come from industrial activities, many other
factors may influence the formation of acid rain and
its impacts. The following are some of the most
important.

Meteorological Factors

Acid rain occurs in the atmosphere and hence is
greatly influenced by meteorological factors such as
wind direction and speed, amount and frequency of
precipitation, pressure patterns, and temperature. For
example, in drier climates, such as the western United
States, wind blown alkaline dust is abundant and
tends to neutralize the acidity in the rain. This is the
buffering effect of the dust. In humid climates, like
the Eastern Seaboard, less dust is in the air, and
precipitation tends to be more acidic.

Seasonality may also influence acid precipitation.
For example, while it is true that rain may be more
acidic in summer (because of higher demands for

energy and hence more fossil fuel used), the snow in
winter can also pick up substantial amount of acids.
These snow-borne acids can accumulate throughout
winter (if the weather is cold enough) and then are
released in large doses during the spring thaw. These
large doses of acid may have more significant effects
during fish spawning or seed germination than the
same doses at some less critical time.

Topography and Geology

The topography and geology of an area have marked
influence on acid rain effects. Research from the U.S.
EPA pointed out that areas most sensitive to acid pre-
cipitation are those with hard, crystalline bedrock and
very thin surface soils. Here, in the absence of buffer-
ing properties of soil, acid rains will have direct access
to surface waters and their delicate ecosystem. Areas
with steep topography, such as mountainous areas,
generally have thin surface soils and hence are very
vulnerable to acid rain. In contrast, a thick soil mantle
or one with high buffering capacity, such as most flat-
lands, helps keep acid rain damage down.

The location of water bodies is also important.
Headwater lakes and streams are especially vulnerable
to acidification. Lake depth, the ratio of water-shed
area to lake area, and the residence time in lakes all
play a part in determining the consequent threat posed
by acids. The transport mode of the acid (rains or
runoff) also influences the effects.

Biota

Acid rain may fall on trees causing damages. The kinds
of trees and plants in an area, their heights, and
whether they are deciduous or evergreen may all play
a part in the potential effects of acid rain. Without a
dense leaf canopy, more acid may reach the earth to
impact on soil and water chemistries. Stresses on the
plants will also affect the balance of local ecosystem.
Additionally, the rate at which different types of plants
carry on their normal life processes influences an area’s
ratio of precipitation to evaporation. In locales with
high evaporation rates, acids will concentrate on leaf
surfaces. Another factor is that leaf litter decompo-
sition may add to the acidity of the soil due to normal
biological actions.
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African Market Garden
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INTRODUCTION

Agricultural production in sub-Saharan Africa relies
mainly on rain-fed systems.[1] In the semiarid and dry
subhumid regions of Africa, these systems are neither
sustainable nor profitable. Areas of monocultures of
grains and legumes exhibit severe land degradation,
mostly as a result of water and wind erosion.[2] Crop
yields are very small, the commercial value of the
common grains (millet and sorghum) is very low, and
revenue is thus meager. On average, crop failures occur
in two out of five years as a result of droughts. The
final outcome of these processes is severe poverty.

Irrigated agriculture can help alleviate poverty and
reduce the stress on natural resources, especially since
many countries in dry Africa are rich in non-utilized
water resources. For example, the combined annual
discharge of the Niger and the Senegal rivers is about
40 billion m3 yr�1, a value comparable with the 75
billion m3 yr�1 of the Nile river. In addition, rich shal-
low aquifers underlie much of Sahelian Africa,[3] and
there are phreatic shallow aquifers in the proximity
of seasonal rivers. The large-scale utilization of such
water reserves for irrigation is hampered by the rela-
tively high costs of large water projects and of inputs
and by low crop yields.[4] Furthermore, there is little
motivation to initiate large-scale schemes, since
international prices for irrigated commodities are rela-
tively low.

In many areas of dry Africa, market gardens are the
only form of irrigated agriculture.[4] These gardens are
sustainable and profitable, because they supply perish-
able products such as fruit and vegetables that, for
obvious reasons, cannot be imported from elsewhere.
The importance of market gardens is growing steadily
due to the rapid increase of urban population that can
afford to buy fruits and vegetables in city markets.
However, for the market gardens to be successful,
many problems associated with climatic and social
conditions and the lack of appropriate technologies
have to be addressed first. One of the most important
problems is that of irrigation. Most market gardens
are irrigated by hand with watering cans. This activity

is obviously extremely labor demanding and inefficient.
In some places, surface irrigation (mainly basin irri-
gation) is also practiced. The drawbacks of this latter
system are the relatively high energy input required
for motorized water pumps and the low water use
efficiency, particularly in sandy soils, from which a
large proportion of the water is lost through seepage.
Yields and quality of fruits and vegetables are low
because of the inefficient supply of water and nutrients,
the low quality of seeds, and ineffective pest and
disease control methods.

BACKGROUND INFORMATION

In many countries (particularly those towards the
north of the continent), market gardens operate only
five months of the year (November–March). During
the rainy season (July–October) there is shortage of
labor for irrigation, since, at that time, all labor is
directed to rain-fed fields. Furthermore, in the rainy
season, it is difficult to control diseases and pests.
The April–July period is very hot, and most vegetable
species do not give good yields under conditions of
severe heat. Furthermore, in the hot season, it is diffi-
cult to carry watering cans or to do any sort of work
under the scorching sun.

Drip irrigation can provide the solution to the
above-described problems. Drip systems can easily
deliver water to the field in daily quantities required
on the basis of transpiration demands. With this sys-
tem, all plants receive the same quantity of water and
fertilizers, and very low soil water tension is main-
tained throughout the day. These advantages lead to
significant increases in yield and in improved product
quality as compared with other systems.[5–9] An
additional advantage is that drip irrigation is partic-
ularly suitable for saline water irrigation.[10]

Conventional drip-irrigation systems were designed
for large surfaces and are too costly and difficult to
maintain for small fields. In response to the need for
systems suitable for small areas, Israeli drip-irrigation
companies have recently developed low-pressure
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drip-irrigation (LPDI) systems for the small traditional
greenhouses of China. Although the LPDI concept was
first tested in Israel as long ago as the mid-1980s,[11] the
system was not commercialized at that time, mainly
because of problems of drip clogging. The recently
developed LPDIs have large drip orifices that minimize
clogging by impurities in the irrigation water.

The LPDI system has been adapted by us to become
the basis of an integrated production system, desig-
nated the African Market Garden (AMG) [or in
French, Jardin Potager Africain (JPA)] described
below.

THE AFRICAN MARKET GARDEN

Technical Description and Operation
of the LDPI System

The hydraulic performance of three different LPDI
systems manufactured in Israel (Ein Tal, Netafim, and
Plastro-Gvat) has been tested in the field.[12] In all the
tested systems, the variation in water discharge from
the first to the last dripper in a 12.5-m long drip
lateral at a water pressure of 1.3 m did not fall below
90%, and at 1.8 m of pressure there were no differences
in water discharge among individual drippers along a
12.5-m drip lateral.

A schematic presentation of the LPDI manufac-
tured by Netafim is given in Fig. 1.

The system consists of the following elements: a
water reservoir positioned at least 1 m above the field
level, a water valve, a filter, distribution lines, and drip
laterals. Additional details of the system are given in
Fig. 1. The operation of the system is very simple. It
involves filling of the reservoir to a particular level,
cleaning the filter, and opening the tap. Irrigation is
completed when the reservoir is empty. Once a week,
the ends of all laterals are opened; the system is flushed
for about 5 min to clean it from possible accumulated
impurities; and the reservoir is drained.

The relationship between the reservoir size and the
irrigated area is constant and depends on the daily
evapotranspiration (ET) of the particular region. As
an example, the average daily potential ET in Niamey
for the 12 months of the year is given in Fig. 2. Two dis-
tinct seasons can be observed. A season of high ET of
about 8 mm day�1 (February–May) and a season of
lower ET of about 6 mm day�1 (June–February). The
volume of the reservoir should be planned to accom-
modate the maximum daily quantity of irrigation
water required in the particular region. In places with
two distinct seasons, such as Niamey, two lines are
drawn on the reservoir. In Niamey, the upper line
indicates the volume that is needed to give the field
a daily irrigation rate of 8 mm. The lower line indi-
cates the volume that will supply 6 mm day�1.

Fig. 1 Schematic presentation of the LDPI system: 1. Water reservoir; 2. plastic ball valve 100 female thread; 3. plastic filter 100

male thread (120 mesh); 4. P.E. quick-coupling elbow—25 mm � 100, female thread; 5. P.E. quick-coupling elbow—25 mm;
6. main line—LDPE pipe 25 mm class 2.5; 7. dripline—LDPE integrated FDS dripline; 8. start connector—barbed type, for
FDS dripline; 9. start connector plug; 10. insert connector for 8-mm dripline; 11. mini puncher for start connector. (Note:
The illustration of the Netafim design does not infer any preference of the authors for the design of that company.)

8 African Market Garden
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The ‘‘basic unit’’ concept was introduced to
describe a system with a fixed ratio between the reser-
voir volume and the field size. For example, in Niamey,
an area of 500 m2 requires a reservoir with a volume of
4000 L (4 m3) to supply a peak daily water requirement
of 8 mm. Two systems were developed: 1) a ‘‘thrifty’’
system, which caters for farmers with limited resources
(in many instances these are women who operate small
backyard gardens or small plots in communal gar-
dens); and 2) a ‘‘commercial’’ system, which caters to
larger-scale producers, particularly periurban farmers.
The basic unit for the thrifty system consists of an
old 200-L oil drum (these are available everywhere in
Africa at low prices), supplying an area of 40 m2 and
giving a daily irrigation rate of 5 mm (compromises
in the quantity of water have to be made for the sake
of simplification). The system is very versatile. For
example, the same reservoir and distribution lines can
serve an area of 80 m2 or an area of 120 m2 by filling
the reservoir two or three times a day, as required.
Likewise, two or three (or more) barrels can be inter-
connected to provide a basic unit of 80 m2 or 120 m2.
The same principles are applicable to the commercial
version of the AMG.

Water, Salt Buildup, and Nutrition Management

The problem of salt buildup in the soil usually accom-
panies irrigation systems in various degrees of severity.
Among the parameters involved in salt buildup are
the ratio between the evaporative demands and precip-
itations (including irrigation), water quality, soil tex-
ture, and the ability of irrigation water to leach salts.

In arid and semiarid regions, evaporative demands
are high (e.g., Fig. 2). To prevent rapid salt buildup
it is recommended to keep the daily amount of irri-
gation water above (10–20%) plant water require-
ments. The excess amount of water is needed to leach
salts away from the rhizosphere. In cases of saline

irrigation water, leaching requirements increase. In
general, salt accumulation tends to be more intensive
and fast in fine- than in coarse-textured soils due to
the much larger specific surface area (SSA) of the for-
mer, that provides tight interactions with soil water
solution.

Water, as the vector of salt in soils, determines salt
distribution in the soil profile. Water moves in the soil
in three directions: 1) upward, due to evaporation and
capillarity; 2) horizontally, by capillary action; and
3) vertically (downward), by gravitational forces. In
conventional drip irrigation, with water discharge rates
above 2 L hr�1, salts are leached thus creating a gradi-
ent of salt concentration that increases from beneath
the emitter to the margins of the wetted zone. It has
been suspected that with the lower water discharge
rates (0.3–0.7 L hr�1) of LPDI the vertical water vector
is too weak to provide sufficient salt leaching. To clar-
ify this point, we conducted a series of experiments,
in which salt distribution in the soil profile was com-
pared between water discharge rates of 0.3 L hr�1

(1.3 mm hr�1) and 2 L hr�1 (8.0 mm hr�1) in fine- and
coarse-textured soils, respectively (Fig. 3).

The crop was sweet corn. The field was irrigated
daily based on 80% evaporation from a class A USWB
evaporation pan adjusted to the leaf area index
(LAI) of the crop. The electrical conductivity (EC) of
irrigation water containing soluble fertilizers was
1.5 dS m�1. Soil samples were taken 75 days after sow-
ing. There was no rain during the experimental period.
Large differences occurred, as expected, between fine-
and coarse-textured soils. In fine-textured soil, salt
accumulation at the upper layer of soil profile (0–
10 cm) was remarkably fast, with no influence of water
discharge rates (Fig. 3A and B). Below that layer, the
pattern of salt distribution was a reflection of
water distribution. Indeed, salt leaching to the mar-
gins was less pronounced under 0.3 as compared with
2-L hr�1 emitters. Similar patterns of salt distribution,
but to a much lesser extent, were observed in the
coarse-textured soil (Fig. 3C and D).

Two conclusions can be derived from these obser-
vations. First, to ensure sustainability, the use of the
LPDI system in fine-textured soils should be restricted
to regions with a considerable rainy season (above
400 mm yr�1), during which accumulated salts are dis-
carded either by water runoff or leaching to deep soil
layers.

The second conclusion relates to fertilizing man-
agement. The relatively weak salt leaching under LPDI
emitters implies that it is not necessary to add expen-
sive soluble fertilizers to every irrigation event, as prac-
ticed with conventional drip irrigation. The prevailing
horizontal movement of water under the low-discharge
dripper can become an advantage when a heavy dose
of manure (‘‘side dressing’’) is applied between the drip

Fig. 2 Average monthly values of potential ET in Niamey,

Niger. (From ICRISAT Sahelian Center-Niger.)

African Market Garden 9
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Fig. 3 Salt distribution (EC [dS m�1] of saturated soil extracts) in the soil profile. Soil was sampled from 30 places at various

depths and distances from the emitter. Drawings (produced using Surfer 7.0, Golden Software Ltd) represent soil profiles under
0.3-L hr�1 (A, C) and 2-L hr�1 (B, D) water discharge rates in fine- (A, B) and coarse-textured (C, D) soils, 75 day after sowing
sweet corn. Amounts of irrigation water (ECI � 1.5 dS m�1) were equal. The fine-textured soil was a silty clay loam containing

30% silt, 45% clay, and 25% sand. The coarse-textured soil contained 10% silt, 10% clay, and 80% sand.

10 African Market Garden
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lines. The roots will move towards the buried manure
and draw most of the required nutrients from this
source. Nevertheless, to guarantee a minimal supply
of nitrogen to the crops, it is recommended that nitro-
gen, in the form of urea, be applied once a week at a
rate of 0.5 g m�2. The minimization of fertilizer appli-
cation through water will prevent the formation of
bacterial slime in the laterals, an important cause of
drip clogging.

In a preliminary trial on lettuce in which soluble
fertilizer was replaced by an application of organic
manure, there was no difference in yield between the
manured plots and the plots that received daily appli-
cation of fertilizer through the irrigation system.

Effect of Rate of Emitter Discharge on Yield

At an average discharge of 1.5 mm hr�1 and a daily ET
of 6 mm, an irrigation cycle in the AMG lasts for 4 hr.
In the light of reports that continuous irrigation may
be beneficial to crop yields,[13–15] the effect of two dif-
ferent irrigation rates on sweet corn yield was tested
(Table 1). It is evident from Table 1 that in both soil
types prolonged irrigation has a slight positive effect
on dry matter yield but does not affect ear yield. Thus,
for corn (which under desert conditions suffers from
water stress[15]), continuous application of water does
not offer a significant advantage.

Crop Management

The typical market garden of Africa is characterized
by the production of a mix of vegetables and fruit trees
in a relatively small plot. The AMG thus also incorpo-
rates a mixture of crops. In hot dry areas, date palms
are added to produce a three-layered production sys-
tem (date palms, fruit trees, and annual crops). In a
typical 500 m2 plot, 9 date palms are planted (1 male
and 8 female) in a 9 � 11 m configuration. Date
palms, through their high transpiration rates and

shading effects, produce a microclimate that facilitates
reasonable growth of fruit trees and vegetables during
the hot dry season. This date-palm-based production
system is known as ‘‘oasis agriculture.’’ Date palms
also improve the profitability of the system. At
present-day prices, the income from 8 female plants
is about $800 yr�1. To prevent competition for water
between the date palms and the other crops in the
AMG, the drip laterals are looped around the stems
of the palms to triple the amount of water given to
the palms.

CONCLUSION

The AMG—a new production system conceived in
1998—incorporates all the advantages of the conven-
tional drip-irrigation system at a fraction of its cost.
It is simple to operate and to maintain, and it provides
significant increases in yield as well as considerable
savings of energy and labor (this aspect is particularly
important for women who operate small gardens). This
system is applicable to all developing countries that
require small-scale irrigation schemes.

The International Program for Arid Land Crops
(IPALAC, which is managed by Ben-Gurion Univer-
sity of the Negev, Beer-Sheva, Israel) and Desert Mar-
gins Program (DMP, managed by the International
Crops Research Institute for the Semi-Arid Tropics)
have joined hands to disseminate the AMG system
in semiarid Africa, starting in Ethiopia and in the
Sahel. Recently, such systems were also installed in
Rajasthan, India.

The AMG can therefore serve as a platform for the
improvement of the small-scale irrigated agriculture in
Africa. Its introduction will facilitate year-round pro-
duction of irrigated fruit and vegetables, the incorpo-
ration of quality vegetable and fruit tree varieties,
and the application of modern cost-effective methods
for pest and disease management. An adoption of the
AMG should significantly contribute to the alleviation
of poverty—the most serious problem plaguing sub-
Saharan Africa at the beginning of the 21st Century.
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INTRODUCTION

Agricultural runoff is surface water leaving farm fields
as a result of receiving water in excess of the infiltration
rate of the soil. Excess water is primarily due to pre-
cipitation, but it can also be due to irrigation and
snowmelt on frozen soils. In the early 20th century,
there was considerable concern about erosion of farm
fields due to rainfall. The concern was primarily related
to the loss of valuable topsoil from the fields and the
resulting loss in productivity (see Erosion and Pro-
ductivity). With the passage of the Federal Water
Pollution Control Act Amendments of 1972, the
potential for pollution of surface water features such
as rivers and lakes due to agricultural runoff was
officially recognized and an assessment of the nature
and extent of such pollution was mandated.[1,2]

Agricultural runoff is grouped into the category of
non-point source pollution because the potential pol-
lutants originate over large, diffuse areas and the exact
point of entry into water bodies cannot be precisely

Non-point sources of pollution are particularly prob-
lematic in that it is difficult to capture and treat the pol-
luted water before it enters a stream. Point sources of
pollution such as municipal sewer systems usually enter
the water body via pipes and it is comparatively easy to
collect that water and run it through a treatment system
prior to releasing it into the environment. Because of the
non-point source nature of agricultural runoff, efforts
to minimize or eliminate pollutants are, by necessity,
focused on practices to be applied on or near farm fields
themselves. In other words, we usually seek to prevent
the pollution rather than treating the polluted water.

Due to the great successes made in treating polluted
water from point sources such as municipal and indus-
trial wastewater treatment plants, the relative signifi-
cance of pollution from agricultural runoff has
increased. Agricultural runoff is now considered to
be the primary source of pollutants to the streams
and lakes in the United States. It is also the third

leading source of pollution in U.S. estuaries.[3] The
water pollutants that occur in agricultural runoff
include eroded soil particles (sediments), nutrients, pes-
ticides, salts, viruses, bacteria, and organic matter.

AGRICULTURAL RUNOFF QUANTITY

Agricultural runoff occurs when the precipitation rate
exceeds the infiltration rate of the soil. Small soil
particles that have been dislodged by the impact of
raindrops can fill and block soil pores with a resulting
decrease in infiltration rate throughout the duration of
the storm. As the excess precipitation builds up on the
soil surface it flows in thin layers from higher areas of
the field towards lower areas. This diffuse surface
runoff quickly starts to concentrate in small channels
called rills. The concentrated flow will generally have a
higher velocity than the flow in thin films over the sur-
face. The concentrated flow velocity may become rapid
enough to cause scouring of the soil that makes up the
channel sides and bottom. The dislodged soil particles
can then be carried by the flowing water to distant
locations in the same field or be carried all the way
to a receiving water body. If the quantity of flow and
the velocity of flow are large enough, the rills can grow
so large that they cannot be easily repaired by typical
earth moving machinery. When this happens, the rill
has become a gulley.

The quantity of runoff from agricultural fields is not
usually listed explicitly as a concern separate from the
quality of the runoff. However, it should be considered
because it transports the pollutants and can cause
erosion of receiving streams due to excessive flows. If
less runoff is allowed to leave a field, there is less flow
available to transport pollutants to the stream. Also,
if more water is retained on the field, there is likely
to be a corresponding reduction in the amount of
supplemental water that will need to be added through
irrigation. Runoff quantity varies significantly due to
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factors such as soil type, presence of vegetation and
plant residue, physical soil structures such as con-
toured rows and terraces, field topography, and the
timing and intensity of the rainfall event.

Some agricultural practices increase the infiltration
capacity of the soil while other practices can result
in decreases. The presence of vegetation and plant resi-
dues on a field reduce runoff due to improving and
maintaining soil infiltration capacity. Actively growing
plants also reduce the amount of water in the soil due
to evapotranspiration, thus making more room for
infiltrating water to be stored in the soil profile. Bare
soils increase runoff because there is nothing except
the soil surface to absorb the energy of the falling rain-
drops. The rain, therefore, dislodges soil particles that
will tend to seal the surface and reduce infiltration.

SOIL EROSION AND ASSOCIATED
POLLUTANTS

One of the primary pollutants in agricultural runoff
is eroded soil. In 1975, 223 million acres of cropland
produced 3700 million tons of eroded sediments or
an average of 17 tons of soil lost per acre of cropland
per year (see various Erosion articles). It is estimated
that cropland, pasture, and rangeland contributed over
50% of the sediments discharged to surface waters in
1977.[4] As noted above, the energy of raindrops can
dislodge and transport soil particles. In the aquatic
environment the eroded soil is called sediment. There
are several concerns related to excessive sediments
in aquatic systems. These include loss of field pro-
ductivity, habitat destruction, reduced capacity in
reservoirs, and increased dredging requirements in
shipping channels.

Eroded sediments represent a loss of fertile topsoil
from the field, which can reduce the productivity of
the field itself. Soil formation is an extremely slow pro-
cess occurring over periods ranging from decades to
centuries.[5] Possible results to a grower from excessive
erosion of their fields include increasing fertilizer and
water requirements, planting more tolerant crops,
and possibly abandoning the field for agricultural
production (see the article Erosion and Productivity).

A second concern is that many of these sediments
are heavy and will settle out in slow moving portions
of streams or in reservoirs. The settled sediments can
dramatically alter the ecology of the streambed.
Aquatic plants, insects, and fish all have specific
requirements related to composition of the streambed
for them to live and reproduce.[6] Sediments in reser-
voirs reduce the volume of the reservoir available to
store water. This may result in reduced production of
hydroelectric power, reduced water availability for

municipal supply, interference with navigation and
recreation, and increased dredging requirements to
maintain harbor navigability.

Another concern with eroded sediments is that they
can transport other pollutants into receiving waters.
The plant nutrient phosphorus, for example, is most
often transported from the fields where it was applied
as fertilizer by chemically bonding to clay minerals.
Many agricultural pesticides also bond to eroded clays
and organic matter. Once these chemicals have entered
the aquatic ecosystem, many processes occur that
can result in the release of the pollutants from their
sediment carriers. Phosphorus, when released, can
contribute to the eutrophication of lakes and reservoirs
(see the articles and

their degradation products can be toxic to aquatic life
and must be removed from municipal water supplies
(see the article Pesticide Contamination: Surface Water).

Erosion from animal agriculture such as feedlots
and pastures can also result in the transport of sedi-
ments composed of animal manures (see the various

Management articles). These sediments can
transport significant quantities of potential pathogens
(viruses and bacteria). The animal manures are pri-
marily organic in nature and can serve as a food source
for natural bacteria in the receiving water. When these
naturally occurring bacteria begin to utilize the organic
matter in this way they may lower or deplete the water
of dissolved oxygen as they respire and multiply. This
use of oxygen by aquatic bacteria is known as bio-
chemical oxygen demand (BOD). High levels of BOD
can reduce stream oxygen level to the point that fish
and other organisms that require dissolved oxygen
suffer, die, or relocate, when possible, to more suit-
able habitats.[6]

DISSOLVED POLLUTANTS

Agricultural runoff can carry with it many pollutants
that are dissolved in the runoff water itself. These
may include plant nutrients, pesticides, and salts. Since
these pollutants are dissolved in the runoff, control
measures are most often aimed at reducing the volume
of runoff leaving an agricultural field, or making
the pollutants less available to be dissolved into the
runoff water.

One of the major pollutants of concern in agricul-
tural runoff is the plant nutrient nitrogen. Nitrogen
is a relatively cheap component of most fertilizers
and is necessary for plant growth. Unfortunately,
nitrogen in the form of nitrate is highly soluble in
water. Thus nitrate can be easily dissolved in runoff
water. Just as it does in an agricultural field, nitrogen
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can promote growth of aquatic vegetation. Excess
nitrogen and phosphorus in runoff can lead to the
eutrophication of lakes, reservoirs, and estuaries (see

of ammonia can be dissolved into runoff from pastures
and feedlots. Ammonia is toxic to many aquatic
organisms, thus it is important to minimize ammonia
in runoff.[7]

Many agriculturally applied pesticides are also sol-
uble in water. They can be dissolved in runoff and
transported into aquatic ecosystems where there is a

be removed from drinking water supplies and, if con-
centrations are high or persistent, such treatment can
be difficult and expensive. Stable, persistent pesticides
can bioaccumulate in the food chain with the result
that consumers of fish from contaminated waters
might be exposed to higher concentrations than exist
in the water itself.[8]

Runoff from agricultural fields can contain signifi-
cant concentrations of dissolved salts. These salts orig-
inate in precipitation, irrigation water, fertilizers and
other agricultural chemicals, and from the soil
minerals. Plants generally exclude ions of chemicals
that they do not need. In this way, dissolved salts in
irrigation water, for example, can be concentrated in
the root zone of the growing crop. Runoff can
redissolve these salts and transport them into aquatic
ecosystems where some, naturally occurring selenium
for example, can be toxic to fish and other wildlife.[9]

Transport of fertilizers and pesticides from their
point of application can result in significant environ-
mental costs. This transport, or loss from the field,
can also have significant negative economic impacts
on the grower. Fertilizers lost from the field are not
available to promote crop growth. Agricultural chemi-
cals lost from the field, likewise, are not available to
protect the plants from pests and diseases. In both
cases the grower is paying for expensive inputs and
paying to apply them. It is always in the growers’
and the environment’s best interests, therefore, to keep
agricultural chemicals in the field where they are
needed and where they were applied.

CONTROL OF AGRICULTURAL RUNOFF

One of the most direct methods of controlling
pollution by agricultural runoff is to minimize the
potential for runoff to occur. Other methods can be
employed to reduce the amounts of sediments and
dissolved chemicals in runoff. As a whole, manage-
ment practices designed to minimize the potential for
environmental damage from agricultural runoff are
called best management practices (BMPs), (see the

article Nutrients: Best Management Practices). Many
times, practices aimed at controlling one aspect of agri-
cultural runoff are also effective at reducing other
components. This is due to the interrelationships
between runoff volume, erosion, transport, dissolution,
and delivery.

Maintaining good soil tilth and healthy vegetation
can minimize runoff. This will promote increased infil-
tration and a resultant decrease in runoff. Other man-
agement practices such as terracing, contour plowing,
and using vegetated waterways to convey runoff can
result in decreased quantities of runoff by slowing
the water leaving the field and allowing more time
for infiltration to occur. Construction of farm ponds
to receive runoff can result in less total runoff from
the farm, lowered peak rates of runoff, and storage
of runoff for use in irrigation or livestock watering.[2]

Control of water pollution by the mineral and
organic sediments and associated chemicals in agricul-
tural runoff is most effectively achieved by reducing
erosion from the field. The primary method of reduc-
ing erosion is by maintaining a vegetative or plant resi-
due cover on the field at all times or minimizing areas
of the field that are bare. Techniques utilized to accom-
plish these tasks include conservation tillage, strip till-
age, and the use of cover crops (see the article Erosion
Control: Tillage/Residue Methods). Additional mea-
sures that can be employed at the edge of the field,
or off-site include vegetative filter strips and farm
ponds (see the article Farm Ponds).

Methods to control the loss of nitrogen and other
plant nutrients from cropland include applying nitro-
gen in the quantity required by the crop and at the time

and can be difficult for tall crops. For this reason,
most, or all, of the nitrogen required by the crop is
often applied at Nitrogen fertilizers have
often been applied based on general recommendations
for the type of crop to be grown. Since nitrogen ferti-
lizers are relatively inexpensive, growers have tended
to over apply rather than under apply. Soil tests can
tell a grower how much nitrogen is already in the soil
and how much needs to be applied for a specific crop.
Efforts have been made to make the nitrogen less sol-
uble by changing the form of nitrogen applied to the
field so that it becomes available to the plants (and,
thus available for loss in runoff) more slowly.[10]

One method of controlling the loss of agricultural
chemicals is to minimize their solubility in water.
Another is to minimize their use through programs
such as integrated pest management (IPM) where some
crop damage is allowed until it reaches a point that it
becomes economically justified to apply pesticides.[11]

And a third approach is to make the chemicals more
easily degraded so that they do their job and then
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degrade into other, less harmful, chemicals so that they
do not stay around long enough to be influenced by
runoff-producing rainfall events.

CONCLUSION

Agricultural runoff is one of the leading causes of
water quality impairment in streams, lakes, and
estuaries in the United States. It can transport large
quantities of sediments, plant nutrients, agricultural
chemicals, and natural occurring minerals from farm
fields into receiving water bodies. In many cases the
loss of these substances from the field represent an
economic loss to the grower as well as a potential
environmental contaminants. There are many methods
by which the quantity of agricultural runoff can be
reduced. Many of these methods are referred to generi-
cally as BMPs. Adoption of BMPs can also improve
the quality (reduce contaminant concentrations) of
the runoff that does leave the farm. By reducing the
quantity and improving the quality of agricultural
runoff, it will be possible to improve the water quality
in our streams, river, lakes, and estuaries.

REFERENCES

1. U.S. Environmental Protection Agency. EPA Releases
Guidelines for New Water Quality Standards; 2002;

http://www.epa.gov/history/topics/fwpca/02.htm

(accessed July 2002).
2. Stewart, B.A.; Woolhiser, D.A.; Wischmeier, W.H.;

Caro, J.H.; Frere, M.H. Control of Water Pollution
from Cropland, Volume II—An Overview, EPA-600/

2-75-026b; U.S. Environmental Protection Agency:
Washington, DC, 1976.

3. U.S. Environmental Protection Agency. Nonpoint
Source Pollution: The Nation’s Largest Water Quality
Problem; 2002; http://www.epa.gov/OWOW/NPS/
facts/point1.htm (accessed July 2002).

4. Leeden, Van der. The Water Encyclopedia; Lewis
Publishers: Chelsea, MI, 1990.

5. Foth, H.D. Fundamentals of Soil Science, 8th Ed.;
John Wiley & Sons, Inc.: New York, NY, 1990.

6. Gordon, N.D.; T.A.; Finlayson, B.L.
Stream Ecology: An Introduction for Ecologists; John
Wiley & Sons Inc.: New York, NY, 1992.

7.
Francis, Inc.: Bristol, 1996.

8. U.S. Environmental Protection Agency. The Persistent
Bioaccumulators Project; 2002; http://www.epa.gov/
chemrtk/persbioa.htm (accessed 15 July 2002).

9. U.S. Geological Survey. Public Health and Safety:
Element Maps of Soils; http://minerals.cr.usgs.gov/
gips/na/0elemap.htm#elemap (accessed 15 July 2002).

10. Owens, L.B. Impacts of soil N management on the qual-
ity of surface and subsurface water. In Soil Process
and Water Quality; Lal, R., Stewart, B.A., Eds.; Lewis
Publishers, Inc.: Boca Raton, FL, 1994.

11. U.S. Department of Agriculture. National Integrated

16 Agricultural Runoff: Characteristics

© 2008 by Taylor & Francis Group, LLC

McMahon,

Pest Management Network; 2002; http://www.reeusda.

Abel, P.D. Water Pollution Biology, 2nd Ed.; Taylor &

gov/agsys/nipmn/ (accessed 15 July 2002).

http://www.epa.gov
http://www.epa.gov
http://www.epa.gov
http://minerals.cr.usgs.gov
http://www.epa.gov
http://www.epa.gov
http://minerals.cr.usgs.gov


A
ca

de
m

ic
–C

an
al

Agroforestry: Enhancing Water Use Efficiency

James R. Brandle
Xinhua Zhou
School of Natural Resources, University of Nebraska, Lincoln, Nebraska, U.S.A.

Laurie Hodges
Department of Agronomy and Horticulture, University of Nebraska, Lincoln,
Nebraska, U.S.A.

INTRODUCTION

Agroforestry is the intentional integration of trees and
shrubs into agricultural systems. Windbreaks, riparian
forest buffers, alley-cropping, silvopastoral grazing
systems, and forest farming are the primary agrofor-
estry practices found in temperate regions of North
America.[1] Placing trees and shrubs on the landscape
changes the surface energy balance, influences the sur-
rounding microclimate, and has the potential to alter
water use and productivity of adjacent crops.[2,3]

In agricultural systems, water is often the major factor
limiting growth. When water availability is limited as a
result of limited supply or high cost, its efficient use
becomes critical to successful production systems. For
example, proper irrigation at the appropriate stage of
crop development minimizes pumping costs and
increases yield; reducing soil tillage conserves soil water
and may enhance yield, and reducing surface runoff or
trapping snow improves soil water storage for future
crop use. These water conservation efforts contribute to
the efficient use of available water and are determined
primarily by management practices. In contrast, Tanner
and Sinclair[4] distinguish between the efficient use of
water and water use efficiency (WUE). WUE is primar-
ily a function of physiological responses of plants to
environmental conditions. This review focuses on WUE
defined as the amount of biomass (or grain) produced
per unit of land area for each unit of water consumed.[4]

Soil water may be consumed by evaporation from
the soil surface or by the transport of water through
the plant and subsequent evaporation from the leaf
surface. The rate of water consumption is determined
by the microclimate of the crop. Because agroforestry
practices alter the microclimate of adjacent fields, they
affect WUE of plants growing in those fields.

DISCUSSION

Windbreaks, riparian forest buffers or alley-cropping
systems are the practices most likely to be integrated

into crop production systems. In all three practices,
trees and shrubs tend to be arranged in narrow barriers
adjacent to the crop field. Microclimate responses
downwind of any of these types of barriers are similar
and the following discussion applies to all three types
of barriers. As wind approaches these barriers, it is
diverted up and over the barrier creating two zones
of protection, a larger zone to the lee of the barrier
(the side away from the wind) and a smaller zone on
the windward side of the barrier. In these zones, wind
speed is reduced and turbulence and eddy structure in
the vicinity of the barrier are altered. As a result of
these changes, the transfer coefficients for heat and
mass between the crop and the atmosphere are altered;
the gradients of temperature, humidity, and carbon
dioxide concentration above the soil and canopy are
changed;[5] and the plant processes of transpiration
and photosynthesis are altered.[6]

McNaughton[5] defined two regions within the lee-
ward zone of protection: the quiet zone, extending
from the top of the barrier down to a point in the field
located approximately 8H leeward (H is the height of
the barrier) and a wake zone, lying beyond the quiet
zone and extending from approximately 8H to a dis-
tance of 20H to 25H from the barrier. Within the quiet
zone where turbulence is reduced, we expect conditions
to be such that the canopy is ‘‘uncoupled’’ from the
atmospheric conditions above the sheltered zone, while
in the wake zone where turbulence is increased, we expect
the canopy to become more strongly ‘‘coupled’’ to the
atmosphere above. In both locations we would expect
the rates of photosynthesis and transpiration to be
altered and WUE to change.

The magnitude of change in wind speed, as well
as the extent of microclimate modifications within
the quiet and wake zones, are largely determined by
the structure of the windbreak or barrier and the
underlying meteorological conditions. Structure refers
to the amounts of solid material and open space and
their arrangement within the barrier. Dense barriers,
for example, multiple rows of conifers, generally result
in greater wind speed reduction but more turbulence.
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More porous barriers, for example, single rows of
deciduous species, result in less wind speed reduction
but also less turbulence. The downwind extent of the
protected area is generally greater for more porous
barriers. As a result, narrow, less dense barriers (40–
60% density) are typically used to protect crop fields.

The overall influence of wind protection on plant
water relations is complex and linked to temperature,
humidity, wind speed, and other meteorological con-
ditions found in the protected zone, the amount of
available soil water, crop size, and stage of develop-
ment.[2,3,7] Until recently, the major effect of wind
protection and its influence on crop growth and yield
were assumed to be due primarily to soil water conser-
vation and reduced water stress of sheltered plants.[8,9]

There is little question that the evaporation rate from
bare soil is reduced in the protected zone.[3] However,
the effect of reduced wind speed on transpiration,
evaporation from the plant canopy, and overall plant
water status is less clear.[2,3,7]

According to Grace,[9] transpiration rates may
increase, decrease, or remain unaffected by wind protec-
tion depending on wind speed, atmospheric resistance,
and saturation vapor pressure deficit. Cleugh[3] suggests
that as stomatal resistance increases, evaporation from
the canopy may actually be increased with a reduction
in wind speed. When stomatal resistance is high and
water is limited, stomatal resistance controls the rate of
evaporation from the leaf surface, not the amount of
turbulence. Under these conditions a decrease in wind
speed and turbulent mixing may increase the potential
for evaporation from the leaf surface.[3]

Evaporation from the leaf surface consists of two
phases, an energy driven phase and a diffusion driven
phase. Movement of water through the plant and out
the stomata is driven by the water potential gradient
within the plant. This gradient is influenced by the
plant’s energy balance. On the lee side of the buffer,
reduced wind speed and turbulent mixing lead to
increases in leaf temperature and transpiration to meet
the increased energy load on the plant. If adequate
water is available, it is moved through the plant to the
leaf surface and the potential for evaporation from the
leaf surface is increased. If water is limited, the stomata
partially or completely close, transpiration is reduced,
and evaporation from the leaf surface declines.

In contrast, movement of water vapor across the
leaf boundary layer is controlled by the vapor pressure
gradient and the thickness of the leaf boundary layer.
As wind speed decreases, the thickness of this bound-
ary layer increases, the vapor pressure gradient
decreases, and the rate of evaporation from the leaf
surface decreases. The relative magnitude of the two
processes determines whether or not transpiration
and subsequent evaporation from the canopy are
increased, decreased, or remain unchanged.[7,9,10]

While these theoretical considerations are important
in understanding the process, several studies[11–13]

have demonstrated a good correlation between wind
protection, conservation of soil water, and enhanced
crop yield. Even so, the effect of wind protection on
WUE is neither constant throughout the growing
period[7] nor is it consistent over varying meteorological
conditions.

Agroforestry practices impact the water relations
of the crop by affecting the loss of water through
damaged leaves. On soils subject to wind erosion,
windbreaks or other agroforestry buffers provide sig-
nificant reductions in the amount of wind blown soil
and subsequent abrasion of plant parts and cuticular
damage.[9,14] Loss of cuticular integrity or direct tear-
ing of the leaves[15] reduces the ability of the plant to
control water loss.

Agroforestry buffers have a direct effect on the dis-
tribution of precipitation, both rain and snow. In the
case of snow, a porous barrier will result in a more uni-
form distribution of snow across the field, providing
additional soil water for the crop.[16] In the case of rain,
the barrier has minimal influence on the distribution
of precipitation across the field; however, in the area
immediately adjacent to the barrier a rain shadow
may occur on the leeward side. On the windward side,
the barrier may lead to slightly higher levels of mea-
sured precipitation at or near the base of the trees due
to increased stem flow or dripping from the canopy.

Trees and shrubs used in agroforestry practices also
consume a portion of the available water. In the area
immediately adjacent to the barrier, competition for
water between the crop and the barrier has a negative
impact on yield. These same areas are also subject to
some degree of shading depending on the orientation
of the barrier. These changes in radiation load influ-
ence the energy balance and thus the growth and devel-
opment of the crop and the utilization of water.[2]

SUMMARY

In summary, agroforestry practices such as wind-
breaks, riparian forest buffers and alley-cropping sys-
tems generally improve both the efficient use of water
by the agricultural system and the WUE of the individ-
ual crop. In the case of efficient water use, the evidence
is clear. In the case of crop WUE, the evidence leaves
some unanswered questions. How do we account for
the varied crop yield responses reported in the litera-
ture? In many cases yields are increased but no clear
relationship to crop water budget is shown. In other
cases crop yield response is minimal. Under what
meteorological conditions are the effects of agrofor-
estry practices most valuable to water balance questions?
Final crop yield is a integration of the environmental
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conditions over the entire growing season. Many differ-
ent combinations of environmental conditions may
result in similar plant responses. How do we address
the numerous combinations of plant stress and plant
growth to determine ‘‘a response’’ to wind protection?
To answer many of these questions it will be necessary
to intensify the numerical modeling methods developed
by Wilson[17] and Wang and Takle.[18] With a better
model to describe the turbulence fields and the transport
of water, heat, and carbon dioxide as influenced by agro-
forestry practices, it should be possible to assess the
numerous combinations of environmental factors influ-
encing crop growth in these systems.
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INTRODUCTION

The term ‘‘alluvial fan’’ is used in both geomorphology
and geology. An alluvial fan in the geomorphological
sense is a semiconical depositional landform produced
by fluvial and/or debris-flow processes. Fans have
concave-up to straight long profiles but convex-up
cross profiles. A body of deposits forming such a land-
form is also called an alluvial fan. Deltas and delta
deposits may also have semiconical shapes but are
mainly produced by marine processes and so are not
alluvial fans. When alluvial fans enter a standing water
body, they are described as fan deltas.

The apex of a fan corresponds to a point where a
stream leaves a mountainous area and enters a flatter
area. This point also corresponds to the boundary
between the upper erosional area and the lower deposi-
tional area in a fluvial system. Fans may also occur
where small tributary streams enter a larger river val-
ley. The occurrence of fans reflects a relatively abun-
dant sediment supply due to erosion in source basins,
broad lowlands that allow the sedimentation to spread
out, and sharp topographic boundaries between the
mountains and lowlands. Such sharp boundaries often
result from faults and tight folds and hence fans are
characteristic of tectonically active regions. A series
of coalescing fans along a relatively linear boundary
between the mountain and the piedmont provides an
apron-type topography, which has been called a bajada
in arid regions and an alluvial slope in humid regions.

The deposition that causes fan formation is ascrib-
able to the sudden increase in channel width and con-
current decrease in water depth and velocity when a
stream leaves a narrow bedrock gorge for an uncon-
fined flatter area. High permeability of clastic fan sedi-
ment facilitates further deposition since it reduces
surface runoff. This effect seems to be more enhanced
in dry regions where fans form under conditions of
ephemeral flow. Downstream reduction in river gradi-
ent at a fan apex is usually too limited to induce fan
deposition.

Fans occur under various environmental conditions:
in arid regions such as the American Southwest and

Spain; in humid regions such as Japan and northern
India; and in high-latitude regions such as Alaska
and Canada. Fans have been studied in the field and
also in the laboratory using map measurements, analy-
sis of digital data, and flume experiments.

FAN SIZE

The size of alluvial fans is highly variable (Fig. 1).
Small fans with radii of tens to hundreds of meters
can be observed along small steep drainages in almost
any environment. The radius of a large fan can exceed
100 km but such large fans are rare because of space
limitations in depositional lowlands. Fan area tends
to correlate positively with source basin area reflecting
the fact that larger source basins generally supply
greater amounts of sediment and water to transport
the sediment a greater distance. For a given source
area, fan area tends to increase with increasing source
basin slope as steep basins produce more sediment.
Relationships between fan sizes and source basin top-
ography also vary from region to region, depending
on the age of the fan, and other environmental con-
ditions such as the lithology of the source basins,
precipitation, and the rate of tectonic deformation.

FAN SLOPE

The slope of alluvial fans is generally inversely pro-
portional to fan area, source basin area and discharge,
but positively proportional to source basin slope and
particle sizes. There are two different opinions con-
cerning the lower limit of fan slope that affect the defi-
nition of alluvial fans. Studies in arid regions suggest
that fans are relatively steep with gradients larger than
1�. In humid regions, however, much gentler deposi-
tional landforms have been identified as fans (with gra-
dients as low as 0.013�).[1] Blair and McPherson[2]

indicated that alluvial fans have average slopes
between 1.5� and 25�, whereas river gradients in flat
sedimentary basins are significantly lower, rarely
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exceeding 0.5�, resulting in a natural depositional slope
gap of 0.5–1.5�. Thus, they renamed piedmont deposi-
tional landforms gentler than 0.5� (formerly classified
as alluvial fans or fan deltas) as rivers or river deltas.
Abrupt change in the depositional slope, associated
with sudden change in riverbed material from gravel
to sand, also occurs at the toes of humid-region fans,[3]

but the river gradient is significantly lower than 0.5�.
In addition, semiconical piedmont depositional land-
forms with gradients of 0.5–1.5� frequently occur in
humid regions such as Japan, Taiwan, and the
Philippines.[4] Therefore, it seems more appropriate
to define alluvial fans based on their semiconical
shapes rather than on their slopes.

FAN DEPOSITS AND SEDIMENTARY
PROCESSES

The processes of sediment transport and deposition on
alluvial fans are varied depending on the topographical
and lithological properties of the source areas as well as
the climatic conditions. Mass flows such as debris flows
and mud flows tend to create small and steep fans,
whereas fluvial processes play a major role in forming
some large and gentle fans (Fig. 1). Debris flows pro-
vide poorly sorted fan deposits with boulders sup-
ported by a fine matrix and depositional lobes having
well-defined margins. Fluvial processes provide more
sorted and bedded fan deposits without distinct
margins, and their gravel diameters tend to decrease
downstream. Sediment transport processes whose

characteristics are intermediate between fluvial pro-
cesses and debris flows have also been observed on
fans, including transitional debris flows, hyperconcen-
trated flows, sheet flows, and intermediate flows asso-
ciated with sieve deposition.

Various types of fan deposits are often observed
within a single fan or adjacent fans reflecting spatial
and temporal variations in dominant geomorphic pro-
cesses. In some fans, for instance, debris-flow deposits
tend to predominate near the fan apex, while fluvial
sediments often occur in the distal zone. Ancient fan
sediments are also found in the geologic column.

CHANNEL FORMS AND FAN SEGMENTATION

Channels on non-entrenched active alluvial fans are
generally wide, shallow, and unconfined. Thus, they
are typically braided and tend to move laterally,
migrating across the fan surface. The lateral shift of
channels on arid fans is more intermittent and random
than on humid fans. Meandering rivers may also form
very gentle fans.[1]

Some alluvial fans are dissected with entrenched
trunk channels. A common style of entrenchment is
fan-head trenching associated with a reduced riverbed
gradient. Deep fan-head trenching usually reflects
reduced sediment load relative to discharge caused by
climatic change or land-cover change in the source
areas. Shallow fan-head trenching may be temporarily
a part of alternate entrenchment and backfilling

Fig. 1 A comparison of fan systems. Source: From Ref.[1].
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processes reflecting natural temporal variation in flood
discharge or intrinsic slope thresholds.[5]

Non-temporary fan-head trenching leaves behind
older inactive surfaces in the upper part of the fan,
while an active fan surface occurs in the lower part.
Inactive fan surfaces are generally more dissected,
more vegetated, and covered with a thicker soil or
weathered material. In desert regions, thick gravel
coating by desert vanish, composed dominantly of
fine-grained clay minerals including black manganese
oxide and red iron oxide, is also indicative of older
fan surfaces. The apex of the active fan surface
immediately below the fan-head entrenched channel
is called an intersection point. Long-term erosional
and depositional changes may produce more than
two intersection points, resulting in long profiles of
fans with several segments having different slopes. A
decline in base level below fans may lead to deep
incision of fan surfaces. In this case, incision begins
from the fan toe and propagates toward the apex. A
series of base-level drops may form ‘‘fan-terraces’’
along the trunk stream flowing through a fan. The
balance between river processes and tectonic
movement also affects the presence or absence of fan
trenching.

Relationships between Quaternary climatic change
and the development of segmented alluvial fans have
received special attention. Climatic conditions that
favored fan deposition and entrenchment vary signifi-
cantly depending on local conditions. For instance, a
drier climate may lead to fan deposition because of
increased hillslope sediment supply under less vege-
tated conditions, while it may also lead to fan
entrenchment because of decreased discharge available
to transport sediment to a fan. In addition, the mode of
fan development, including channel trenching and

backfilling, may change progressively while fluvial sys-
tems are responding to rapid climatic change (Fig. 2).[6]

ECONOMIC SIGNIFICANCE AND HAZARD

Alluvial fans can be important sources of both flood-
water and ground water. Water flowing through per-
meable fan deposits is useful for irrigation and water
supply, especially in arid regions. The ground water
table tends to be low in the mid-fan, but high in the
fan toe where abundant pure water is available from
wells or springs. In addition, concentrations of heavy
minerals, facilitated by repeated trenching and backfill-
ing in the fan head, may provide placer deposits with
economic values.

Floods on fans may pose serious problems for
settlement and development.[7] Uncertainty as to the
flood path on a fan especially in arid regions, high flow
velocities with debris and active erosion, and depo-
sition during flood events can make alluvial-fan flood-
ing disastrous. Geomorphological analysis to separate
active fan surfaces from inactive ones provides a basis
for flood-hazard zoning on a fan.

CONCLUSION

Alluvial fans have attracted the attention of many geo-
morphologists and geologists, because fans respond to
intrinsic and extrinsic change in various ways and
provide a key to understand links between erosional
and depositional systems. Although the characteristics
of fans vary depending on regional environments,
previous studies tended to focus on fans in arid regions
and rarely dealt with a large dataset of humid

Fig. 2 A three-stage model showing responses of Japanese alluvial fan/source basin systems to increased rainfall at Pleistocene–
Holocene transition. Source: From Ref.[6].
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and high-latitude fans. More research on non-arid
fans is needed.

REFERENCES

1. Stanistreet, I.G.; McCarthy, T.S. The Okavango fan and
the classification of subaerial fan systems. Sediment.
Geol. 1993, 85, 115–133.

2. Blair, T.C.; McPherson, J.G. Alluvial fans and their
natural distinction from rivers based on morphology,
hydraulic processes, sedimentary processes, and facies

assemblages. J. Sediment. Res. Sect. A Sediment Petrol
Processes 1994, 64, 450–489.

3. Yatsu, E. On the longitudinal profile of the graded river.

Trans. Am. Geophys. Union 1955, 36, 655–663.
4. Saito, K. Model of Alluvial Fan Development Based on

Channel Pattern and Gravel Size, Report of Research
Project; Grant-In-Aid for Scientific Research, Saitama

University: Urawa, Japan, 2003.
5. Schumm, S.A. The Fluvial System; John Wiley & Sons:

New York, 1977.

6. Oguchi, T. Relaxation time of geomorphic responses to
Pleistocene–Holocene climatic change. Trans. Jpn.
Geomorphol. Union 1996, 17, 309–321.

7. Committee on alluvial fan flooding. Alluvial Fan
Flooding; National Academy Press: Washington, DC,
1996.

Alluvial Fan 23

© 2008 by Taylor & Francis Group, LLC



A
cadem

ic–C
anal

Ancient Greece: Agricultural Hydraulic Works

Demetris Koutsoyiannis
Department of Water Resources, School of Civil Engineering, National Technical University
of Athens, Zographou, Greece

A. N. Angelakis
Regional Foundation for Agricultural Research, National Foundation of Agricultural Research,
Heracleion, Greece

INTRODUCTION

Agricultural development requires hydraulic works
including flood protection of agricultural areas, land rec-
lamation, and drainage. In addition, in a Mediterranean
climate, irrigation of crops is necessary to sustain
agricultural production and, at the same time, water
storage projects are necessary to remedy the scarcity
of water resources during the irrigation period. In
modern Greece, irrigation is responsible for more
than 85% of the water consumption and, to provide
this quantity, several large hydraulic works have been
built. Similarly, in ancient times, Greeks had to
develop technological means to capture, store, and
convey water and simultaneously to make agricultural
areas productive and protect them from flooding.
Agricultural developments in Greece, traced to the
Minoan and Mycenaean states,[1,2] were responsible
for the increase of agricultural productivity, the growth
of large populations, and the economic progress that
led to the creation of classical civilization. Some exam-
ples of agricultural hydraulic projects of the ancient
times chronologically extending from the Mycenaean
to the Hellenistic period are discussed in this article.

THE EARLY DEVELOPMENTS AND THE
MYTH OF HERACLES

Urban water projects such as water supply aqueducts
and sewer systems have been common in many ancient
civilizations. Archeological and historical evidence
suggests that several such projects were constructed
in ancient Greece, some of which are astonishing.
Obviously, agricultural projects, in comparison to
urban ones, are rougher and also exposed to damages
and decay and thus can hardly be preserved for millen-
nia. However, there is convincing evidence at several
places of Greece and in several stages of the Greek
civilization that important agricultural hydraulic
works have been built. This evidence comes from

mythology, scripts including epigraphs, and remnants
of certain works.

The first actions of hydraulic engineering in main-
land Greece are traced to around 1600 B.C.

[3]; there is
no written information about these actions, which,
however, survived in the mythic folklore in the legend
of the hero Heracles (also known with the Latin name
Hercules). Even from the ancient times, several authors
such as the historian Diodoros Siculus (90–20 B.C.), the
geographer Strabo (67 B.C.–23 A.D.), and the traveler
Pausanias (2nd century AD) explained Heracles in a his-
toric way demystifying him from a mythic hero into a
hydraulic engineer; this continues today.[3–5] The myth
of Heracles fighting against Acheloos indicates the
struggle of the early Greeks against the destructive
power of floods. Acheloos, the river with the highest
mean flow rate in Greece, was then worshipped as a
god. As depicted on Greek vessels, Acheloos was meta-
morphosed into a snake and then a bull, but finally was
defeated by Heracles who won Deianira as his wife.
According to the historian Diodoros Siculus (IV 35)
and the geographer Strabo (X 458–459), the meaning
of the victory is related to channel excavation and con-
struction of dikes to confine the shifting bed of Ache-
loos. There are no technical descriptions of these
works; only some presumed remnants of dikes.[3]

From Strabo (IX 440) and Diodoros (IV 18), it is
also known that similar structures had been built on
another large river located at the Thessaly plain,
Peneios at Larissa, which are again attributed to Hera-
cles. Other labors of Heracles such as those of the
Lernaean Hydra and the Augean stables also symbo-
lize hydraulic works. Lernaean Hydra was a legendary
creature in the form of a water snake with nine heads
that lived in the Lerna swamp near Argos. Hydra pos-
sibly symbolizes the karstic springs of the area or the
Lerna swamp itself, and its annihilation by Heracles
has been interpreted as the drying up of the swamp.
The Augean stables were cleaned by Heracles who
diverted two rivers to run through the stables (a more
sanitary-environmental labor).
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THE MYCENAEAN GREECE AND THE LAND
RECLAMATION SYSTEM IN KOPAIS

Archeological evidence traces the earliest significant
hydraulic works in Greece to the Minoan civilization
at Crete. These, however, were related to urban water
developments and no traces of agricultural hydraulic
projects have been found to date in Crete. Neverthe-
less, Platon[6] believed that the Minoans had practiced
irrigation and developed irrigation and land recla-
mation projects. In addition, according to Marinatos,[7]

many agricultural crops of the present day such as
vegetables, cereals, olives, grapes, and aromatic species
were grown in Minoan Crete.

After the decline of the Minoan civilization (ca. 15th
century B.C.), the Mycenaean civilization in mainland
Greece achieved supremacy. The great Mycenaean cit-
ies (Mycenae, Tiryns, and Pylos in Peloponnese and
Thebes and Orchomenos in Boeotia, north of Athens)
were noted for their heavy fortifications with their
massive, cyclopean masonry, while Minoan cities were
totally unfortified. Close to Thebes and Orchomenos,
there was a large shallow lake, named Kopais, where
the Boeoticos Kephisos River discharged. Natural
karstic sinkholes (katabothres) discharged some of
the water, above a certain level, toward the sea. At
the end of the 19th century AD, the lake was perma-
nently drained and converted into an irrigated plain,
one of central Greece’s most fertile agricultural areas.
The modern drainage of Kopais has also revealed
massive hydraulic engineering works that most prob-
ably drained it in late Mycenaean times (ca. 1450–
1300 B.C.). According to Strabo (IX 406–407, 414–415),
the draining of Kopais was achieved by the Minyae
people who lived there. Huge earthen dykes furnished
with cyclopean walls were built in Kopais. Three main
canals with length 40–50 km, width 40–80 m, and parallel
walls up to 2–3 m thick traverse the former lake area.[5,8]

The whole project included the construction of polders
(Fig. 1) and artificial reservoirs for floodwater retention
and storage and the improvement of the drainage
capacity of the natural sinkholes. The scale of this vast
project, which includes the construction of the enormous
citadel at Gla, another Mycenaean palatial site on a low
limestone island rising up from the floor of the basin,
dwarfs any other Mycenaean building project. Accord-
ing to Knauss,[9] the sophisticated hydraulic system in
the Kopais and its advantages in developing the country
and especially the agricultural production allow the
hypothesis that Kopais was the ‘‘fat province’’ of Boeo-
tia mentioned by Homer in Iliad, Book 7 (219–224).
Knauss is so much impressed by the system as to write
‘‘As an hydraulic engineer of today, always advised to
look for the best economic and ecologic solution of a
given hydrotechnical problem, I admire my early collea-
gues in what they could do and what they did, with

simple tools and materials, but with an intensive and
sensitive observation of natural processes, some thou-
sands years before modern hydraulic engineering could
reach a similar standard.’’

According to Strabo and newer evidence, the area
became reflooded sometime later, probably because
of earthquakes (ca. 1100 B.C.). Interestingly, in the case
of Kopais, the myth relates Heracles with the destruc-
tion, rather than construction, of the project and the
reflooding of the area, thus indicating that war actions
(related to the intra-Mycenaean rivalry) probably
contributed to the collapse of the project.

Another important project of the same Mycenaean
period (ca. 1250–1200 B.C.) is the Tiryns dam. It seems
that, during a flood, a stream south of Tiryns aban-
doned its bed and shifted to the north of the Tiryns.
To protect the lower town from future floods, the inha-
bitants of Tiryns installed an artificial river diversion
consisting of a 10-m-high and 300-m-long dam and a
1.5-km-long canal.[11] The dam is a huge earthen
embankment lined with cyclopean masonry across
the earlier streambed. Yet another massive hydraulic
project of the same period has been found in Olympia.
This includes a dyke in Cladeios river with length
800 m, width 3 m, and height 3 m and a dam in
Alpheios river with length 1000 m, height 2 m at least,
and width 30 m.[10] The two rivers may be those related
to the Augean stables myth mentioned above, and it
has been conjectured[10] that the project is related to
an initial stage of the Olympic Games.

THE DRAINING OF THE LAKE IN PTECHAE
AND THE GREEK INSTITUTIONS FOR
CONSTRUCTING PUBLIC WORKS

The hydrotechnical skill achieved by the Mycenaean
engineers on their land reclamation activities was lost

Fig. 1 Cross section of the polder dyke in Kopais made of
loam-sealed stone. Source: From Ref.[10].
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in the centuries after the decline and finally the collapse
of the Mycenaean world (ca. 1100–900 B.C.). Later, in
the classical Greece civilization, the progress in con-
struction of hydraulic projects is accompanied by
improvement in the understanding of water-related
natural phenomena. However, most findings of
hydraulic works of that period are related to the urban
rather than agricultural water use.

There is evidence, however, that the draining of
the Kopais plain was also attempted at later times.
Thus another salient work, a tunnel 2.5 km long,
1.8 m high, and 1.5 m wide leading from Kopais to
the sea has been revealed. This would provide dis-
charge capacity, additional to that of the natural sink-
holes, for draining the lake. Shafts up to 60 m high
were lowered at distances 40–200 m that helped exca-
vating the tunnel, allowed some daylight, and made
orientation easy. This tunnel has not been explored
to date, and it is not known whether the project was
completed and operated until it went damaged some
time later or was never completed. Papademos[5] main-
tains that this tunnel was not built at Mycenaean times
and it was never completed. Strabo (IX 406) mentions
that draining works were executed in the Kopais
Lake by Crates, engineer of Alexander the Great in
336–323 B.C..

At the same period, the draining of another lake in
Ptechae, which is probably identified with the Dystos
Lake in Southern Euboea, was performed. To validate
the fact that scripta manent, the contract of this project
was revealed in excavations in Chalkis in 1860.[5] The
contract for draining and exploitation of the lake is
between the Eretrians and the engineer-contractor
Chairephanes. The project is what we call today BOOT
(build, own, operate, transfer). The rather wordy (such
as those of today) contract is written on a Pentelian
marble stele (87 � 47 � 9 cm). On the surface, relief
sculptures show the gods that were worshiped in the
region, Apollo, Artemis, and Leto. A carved scripture
in 66 verses signed by more than 150 people contains
the construction contract, starting as �KaTa� Ta�de
Xairefa�nZB e�pagge�lleTai ’EreTrieusin e�xa�xein kai�
xZra�n poi Z�sein TZn li�mnZn TZ�n e�n PTe�waiB . . .� (In
this, Chairephanes promises to the Eretrians that
he will drive away the lake in Ptechae and make it
land . . . ). The first 35 verses are the main cotract.
In the continuation, two resolutions of the parlia-
ment and the Demos are given. With the first one
(verses 36–42), asylum is granted to Chairephanes
and his collaborators for the whole duration of the
contract, and in the second resolution (verses 42–
60), the keeping of the contract is confirmed by oath
to Apollo and Artemis. Moral and material sanc-
tions (penalty for breach of contract) such as the
confiscation of their property and the dedication
of it to Artemis are foreseen against misdemeanors.

A summary of the main contract is as follows
(adapted from Ref.[5]):

1. Between the city of the Eretrians representing
the 31 municipalities of the Eretrian region
and the contractor Chairephanes, a contract is
signed concerning the draining of the lake in
Ptechae.

2. The draining works include the construction of
drainage canals, sewers, and wells for the drain-
age of water to natural underground holes or
cracks and miscellaneous protection works,
including wooden or metallic railings.

3. Irrigation works, such as the construction of
a reservoir with side length up to 2 stadia
(360 m) for storing irrigation water, and sluice
gates, are included in the project.

4. A 4-year construction period is agreed, which
can be extended in case of war.

5. The contractor is granted the right to exploit the
dried fields for 10 years (extended in case of
war), commencing by the finishing of the drying
works.

6. The contractor is granted the privilege of
customs-free import of materials (stones and
wood).

7. The contractor is obliged 1) to pay all labor
costs without any charge for the people of
Eretria; 2) to pay the amount of 30 talents in
monthly installments as a rental for the exploit
of the project for 10 years; 3) to maintain all
works for the exploitation period to be in good
condition after the finishing of the contract; 4) to
compensate the land owners by 1 drachma per
foot of land area that is to be expropriated for
the construction of works; and 5) to avoid harm
on private property as much as possible by
locating the works in non-cultivating land.

8. In case of death of the contractor, his heirs and
collaborators will substitute him in the relations
to the city.

9. Penalties are enforced against any person trying
to annul the contract.

10. The contractor is obliged to submit a good con-
struction guarantee up to the amount of 30
talents.

Interestingly, the epigraph mentions that it would
be erected in the temple of Apollo at Eretria and copies
of it would be deposited at Megara and Andros. It
appears that it was common practice in ancient Greece
that detailed competition announcements, project spe-
cifications, and project contracts written on marble
steles were erected in public sites so that everyone
would have known all project details and, simul-
taneously, the breach of contract would be difficult;
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as Tassios[12] puts it, if someone wished to avoid some
terms, he would ‘‘stumble on them.’’

ARTICLES OF FURTHER INTEREST

Ancient Greece: Hydrologic and Hydraulic
Science and Technology, p. 24.

Ancient Greece: Urban Water Engineering
and Management, p. 31.
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(Zakros, The New Minoan Palace) (in Greek); The
Athens Archaeological Society: Athens, 1974.

7. Marinatos, S. O Arwai�oB KrZtikóB PolitismóB (The
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INTRODUCTION

The approach typically followed in problem solving
today is represented by the sequence in the order:
Understanding—data—application. However, histori-
cal evolution in the development of water science and
technology (and other scientific and technological
fields) followed the reverse order: application preceded
understanding.[1] Thus, technological application in
water resources started in Greece as early as ca. 2000
B.C.. Specifically, in the Minoan civilization and later
in the Mycenaean civilization several remarkably
advanced technologies have been applied for ground-
water exploitation, water transportation, water supply,
stormwater and wastewater sewerage systems, flood
protection, drainage, and irrigation of agricultural
lands. Much later, around 600 B.C., Greek philosophers
developed the scientific views of natural phenomena
for the first time ever. In these, hydrologic and meteo-
rological phenomena had a major role, given that
water was considered by the Ionic school of philosophy
(founded by Thales of Miletus; ca. 624–545 B.C.) as the
primary substance from which all things were derived.
Even later, during the Hellenistic period, significant
developments were done in hydraulics, which along
with progress in mathematics allowed the invention
of advanced instruments and devices, like Archimedes’
water screw pump.

SCIENTIFIC VIEWS OF HYDROLOGIC
PHENOMENA AND HYDRAULICS

It has been believed by many contemporary water
scientists that ancient Greeks did not have understand-
ing of water related phenomena, and had a wrong
conception of the hydrologic cycle. This belief is mainly
based on views of Plato (ca. 429–347 B.C.), who in his
dialogue Phaedo (14.112) expresses an erroneous
theory (based on Homer’s poetical view) of hydrologic
cycle; notably, his wrong theory was adopted by many

thinkers and scientists from Seneca (ca. 4 B.C.–65 A.D.) to
Descartes (1596–1650).

However, long before Plato, as well as much later,
several Greek philosophers had developed correct
explanations of hydrologic cycle, revealing good
understanding of the related phenomena. In fact, as
Koutsoyiannis and Xanthopoulos[2] note, the first civi-
lization in which these phenomena were approached
in an organized theoretical manner, through reasoning
combined with observation, and without involving
divine and other hyperphysical interventions, was the
Greek civilization. The same authors catalog a number
of ancient Greek contributions revealing correct
understanding of water related phenomena. Thus, the
Ionic philosopher, Anaximenes (585–525 B.C.) studied
the meteorological phenomena and presented reason-
able explanations for the formation of clouds, hail
and snow, and the cause of winds and rainbow. The
Pythagorean philosopher Hippon (5th century B.C.)
recognizes that all waters originate from sea. Anaxagoras,
who lived in Athens (500–428 B.C.) to Empedocles
(ca. 493–433 B.C.) and is recognized equally as the
founder of experimental research, clarified the concept
of hydrologic cycle: the sun raises water from the sea
into the atmosphere, from where it falls as rain; then
it is collected underground and feeds the flow of
rivers. He also studied several meteorological phe-
nomena, generally supporting and complementing
Anaximenes’ theories; his theory about thunders,
which was against the belief that they are thrown
by Zeus, probably cost him imprisonment (ca. 430
B.C.). In particular, he correctly assumed that winds
are caused by differences in the air density: the air,
heated by the sun, moves towards the North pole
leaving gaps that cause air currents. He also studied
Nile’s floods and attributed them to snowmelt in
Ethiopia. The ‘‘enigma’’ of Nile’s floods (which, con-
trary to the regime of Mediterranean rivers, occur in
summer) was also thoroughly studied by Herodotus
(480–430 B.C.), who seemed to have clear knowledge
of hydrologic cycle and its mechanisms.
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Aristotle (384–323 B.C.), in his treatise Meteorolog-
ica clearly states the principles of hydrologic cycle,
clarifying that water evaporates by the action of sun
and forms vapor, whose condensation forms clouds;
he also recognizes indirectly the principle of mass
conservation through hydrologic cycle. Theophrastus
(372–287 B.C.) adopts and completes the theories of
Anaximenes and Aristotle for formation of precipi-
tation from vapor condensation and freezing; his
contribution to the understanding of the relationship
between wind and evaporation was significant.
Epicurus (341–270 B.C.) contributed to physical expla-
nations of meteorological phenomena, contravening
the superstitions of his era.

Archimedes (287–212 B.C.), the famous Syracusan
scientist and engineer considered by many as the great-
est mathematician of antiquity or even of the entire
history, was also the founder hydrostatics. He intro-
duced the principle, named after him, that a body
immersed in a fluid is subject to an upward force
(buoyancy) equal in magnitude to the weight of fluid
it displaces. Hero (Heron) of Alexandria, who lived
after 150 B.C., in his treatise Pneumatica studied the
air pressure, in connection to water pressure, recogniz-
ing that air is not void but a substance with mass
consisting of small particles. He is recognized[3] as the
first person who formulated the discharge concept in
a water flow and made flow measurements.

Unfortunately, many of these correct explanations
and theories were ignored or forgotten for many centu-
ries, only to be re-invented during Renaissance or later.
This was not restricted to water related phenomena.
For example, the heliocentric model of the solar system
was first formulated by the astronomer Aristarchus of
Samos (310–230 B.C.), 1800 yr before Copernicus (who
admits this in a note). Aristarchus also figured out
how to measure the distances to the Sun and the Moon
and their sizes. In addition, not only did ancient
Greeks know that Earth is spherical, but also
Eratosthenes (276–194 B.C.) calculated, 1700 yr before
Columbus, the circumference of the earth, with an
error of only 3%, by measuring the angle of the sun’s
rays at different places at the same time; in addition,
the geographer Strabo (67 B.C.–23 A.D.) had defined the
five zones or belts of Earth’s surface (torrid, two temper-
ate, and two frigid) that we use even today.

HYDRAULIC MECHANISMS AND DEVICES

The foundation of hydraulics after Archimedes led to
the invention of several hydraulic mechanisms and
devices with significant contribution to diverse appli-
cations from lifting of water to musical instruments.
Although in past several devices were in use to lift
water to a higher elevation, the first device that had

the characteristics of a pump with the modern meaning
is Archimede’s helix or water screw. The invention of
the water screw is based on the study of the spiral,
for which Archimedes wrote a treatise entitled On
Spirals, in 225 B.C.. This invention of Archimedes was
first mentioned by Diodorus Siculus (first century B.C.;
Bibliotheke, I 34.2, V 37.3) and Athenaeus of Naucratis
(ca. 200 B.C.; Deipnosophistae, V) who transferred an
earlier text (of the late 3rd century B.C.) by Moschion,
describing a giant ship named Syracusia.

This pump is an ingenious device which functions
in a simple and elegant manner by rotating an inclined
cylinder bearing helical blades around its axis whose
bottom is immersed in the water to be pumped. As
the screw turns, water is trapped between the helical
blades and the walls, and thus rises up to the length
of the screw and drains out at the top (Fig. 1).

As mentioned by Athenaeus of Naucratis, the first
use of the water screw must have been by Archimedes
himself to remove the large amount of bilge water that
would accumulate on the large ship Syracusia. There
is historical and archaeological evidence that in past
the use of the water screw was propagated to all
Mediterranean countries as well as to the east up to
India. It was rotated by a man or a draft animal. Its
uses range from irrigation (e.g., in Egypt) to draining
of water in mines (e.g., in Spain). In its original form,
the screw of Archimedes is used even today in some
parts of the world. For example, farmers in Egypt
and other countries in Africa use it to raise irrigation
water from the banks of rivers.

A modern version of the screw that is in industrial
use today has two main differences from its original
one: it is powered by a motor and the screw rotates

Fig. 1 Archimedes’ water screw in its original form as

depicted in an Italian stamp (not quite correctly from a tech-
nical point of view) along with a bust probably representing
Archimedes (from http://www.mcs.drexel.edu/~crorres/
Archimedes/Stamps/).
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inside the cylinder rather than the entire cylinder being
rotated; the latter modification allows the top-half of
the cylinder to be removed, which facilitates cleaning
and maintenance. The modern screw is the best choice
for pumping installations when water contains large
sediments or debris, and when the discharge is large
and the height small. Thus, the screw is used today
mainly for pumping wastewater and stormwater runoff
(Fig. 2). It has been also used in other types of applica-
tions such as pumping of oil and supporting blood
circulation during surgical procedures.

Another pumping mechanism, the force pump was
invented by engineer (initially barber) Ctesibius of
Alexandria (ca. 285–222 B.C.) who was also the inventor
of other instruments such as the hydraulic clock and
hydraulis—a hydraulic musical instrument. The force

pump has been described by Philon Byzantius (Pneu-
matica), Hero of Alexandria (Pneumatica, I 28), and
Vitruvius (X 7, 1–3). This pump is composed of two
cylinders with pistons that were moved by means of
connecting rods attached to opposite ends of a single
lever. The force pump was used in many applications,
such as in wells for pumping water, boats for bilge-
water pump, basement pump, mining apparatus, fire
extinguisher, and water jets. Yet another pumping
device, the chain pump was invented in Alexandria
by an engineer Philon Byzantius (260–180 B.C.). This
comprised a set of pots attached to a chain or belt that
was moved by a rotating wheel. Several pneumatic
devices and mechanisms including a steam boiler, a
reactive motor, the organ (harmonium), and several jet
springs have been invented by Hero of Alexandria.[4–6]

Most of them were based on the siphon principle,
or more generally, the combined action of air and
water pressure. Ctesibius, Philon Byzantius, and Hero
were the three most famous engineers of Hellenistic
Alexandria, whose studies mark a significant progress
in hydraulics. This progress allowed installation of
advanced water supply systems like that of the citadel
at Pergamon, in which pressure pipes (probably made
of metal) were implemented. It also led to the great
advances in the art of aqueducts during the Roman
period.
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Fig. 2 Archimedes’ water screw in its modern form, as
implemented in the wastewater treatment plant of Athens
(one of nine screws that pump 1 million m3 per day).
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INTRODUCTION

Ancient Greek civilization has been thoroughly studied,
focusing on mental and artistic achievements like
poetry, philosophy, science, politics, and sculpture. On
the other hand, most of technological exploits are still
relatively unknown. However, recent research reveals
that ancient Greeks established critical foundations
for many modern technological achievements, including
water resources. Their approaches, remarkably
advanced, encompass various fields of water resources,
especially for urban use, such as groundwater exploi-
tation, water transportation, even from long distances,
water supply, stormwater and wastewater sewerage
systems, flood protection and drainage, construction
and use of fountains, baths and other sanitary and
purgatory facilities, and even recreational uses of water.
The scope of this chapter is not the exhaustive presen-
tation of what is known today about hydraulic works,
related technologies and their uses in ancient Greece
but, rather, the discussion of a few characteristic exam-
ples in selected urban water fields that chronologically
extend from the early Minoan civilization to the classi-
cal Greek period. Agricultural hydraulic works like
flood protection, drainage and irrigation of agricultural
lands, and drainage of lakes were also in use in ancient
Greece starting from the Mycenaean times, but are not
covered in this chapter. Scientific advances in water
resources as well as invention of hydraulic mechanisms
and devices are presented in the entry Ancient Greece:
Hydrologic and Hydraulic Science and Technology.

CLIMATIC AND HYDROLOGIC CONDITIONS

Unlike preceding civilizations such as those in
Mesopotamia and Egypt, which were based on the
exploitation of water of the large rivers such as Tigres,
Euphrates, and Nile, the Greek civilization has been
characterized by limited and often inadequate natural
water resources. The rainfall regime and consequently
the water availability over Greece vary substantially

in space. Thus, the mean annual rainfall exceeds
1800 mm in the mountainous areas of western Greece
whereas in eastern regions of the country may be as
low as 300 mm. Interestingly, the most advanced cul-
tural activities in ancient Greece appeared in semiarid
areas with the lowest rainfall and thus the poorest
water resources; for example, Knossos in Crete,
Cyclades islands, and Athens have annual rainfall
about 500 mm, 300–400 mm, and 400 mm, respectively.
The potential evapotranspiration exceeds 1000 mm all
over Greece, with the highest rates appearing in sum-
mer months. Thus, irrigation of cultivated areas during
summer is absolutely necessary and becomes the most
demanding water use in Greece. Under these climatic
and hydrological conditions, Greeks had to develop
technological means to capture, store, and convey
water even from long distances, as well as legislation
and institutions to more effectively manage water.

THE WATER SUPPLY IN MINOAN CIVILIZATION

Cultural advancements in the Minoan civilization can be
observed throughout the third and second millennia B.C.,
which indicate that the main technical operations of
water resources have been practiced in varying forms
since ca. 3000 B.C.. During the Middle Bronze Age (ca.
2100–1600 B.C.) Crete’s population in its central and
south regions increased, towns were developed and
the first palaces were built. At that time, a ‘‘cultural
explosion’’ occurred on the island. A striking indication
of this is manifested, inter alia, in the advanced water
resources management technologies applied in Crete at
that time. The sanitary life style developed at this civi-
lization can be paralleled to the modern standards. It is
evident that in Minoan civilization extensive systems
and elaborate structures for water supply, sewerage sys-
tems, irrigation, and drainage were planned, designed,
and built to supply the growing population with water
for the cities and for irrigated agriculture.[1]

In the early phases of the Late Bronze Age
(ca. 1600–1400 B.C.), Crete appears to have prospered
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even more, as the larger houses and more luxurious
palaces of this period indicate.[2] At this time, the
flourishing arts, improvements in metal-work along
with the construction of better-equipped palaces and
an excellent road system, reveal a wealthy, highly
cultured, well-organized society, and government in
Crete, before the island’s power collapsed following
the destruction of the Minoan palaces.[3] The geolog-
ical catastrophe through the eruption of the Santorini
volcano in 1450 B.C. halted the Minoan civilization.

Our knowledge of how Minoan cities were supplied
with potable water is mainly acquired from the Palace
of Knossos. A few cisterns, fountains, and wells were
also found at other archeological sites like Zakros,
Mallia, Gortys, and other Minoan palaces and cities.
At Phaistos some cisterns have been discovered too,
but owing to the nature of the ground, no wells or
springs have been found there.[1]

Even at Knossos, the sources of water and the meth-
ods used for supplying it are only partially understood.
Several wells have been discovered in the Palace area,
and a single well slightly to the northwest of the Little
Palace. The latter, restored to its original depth of
about 12.5 m and 1.0 m diameter, continues to furnish
an excellent supply of potable water.[4] In the Protopa-
latial stage (ca. 1900–1700 B.C.), several wells were used
for drawing drinking water. Their depth did not exceed
20 m and their diameter was not more than 5 m.[5] At
least six such wells have been reported.[4] The most
important and best known is the one found in the
north-west of the Palace in the basement of the House A,
which belongs to the first stage of the Middle Minoan
period. According to Evans,[4] its upper circuit was
mostly a patchwork of rubble masonry, recalling the
construction of Roman wells in the site. However,
below its crudely built upper ‘‘collar,’’ the well was
found to be cased in a series of terracotta cylinders of
fine clay and of material so hard that it was initially
mistaken for some kind of close-grained stone (Fig. 1).

The inhabitants of the Knossos Palace, however, did
not depend on the water of the wells alone. There
are indications that the water supply system of the
Palace of Minos at Knossos was initially dependent
on the spring water of Mavrokolybos and later on
the Fundana, and other springs. Mavrokolybos, a pure
limestone spring, is located at a distance of 700 m south
of the palace and an elevation of about 115 m, whereas
Knossos lies at an elevation of 85 m from sea level;
Fundana, a typical karstic spring with excellent quality
of water even today, is at a distance of about 5 km
from the palace and at an elevation of about 220 m.

Water supply in the Palace was provided through
a network of terracotta piping located beneath the
palace floors. The pipes were constructed in sections
of about 60–75 cm each. These pipes with their expertly
shaped, tightly interlocked sections, date from the

earliest days of the building and are quite up to
modern standards (Fig. 2). The sections of the clay
pipes resemble those used in Greece in classical times,
though Evans considered the Minoan to have been
designed more efficiently; each section was rather
strongly tapped toward one end with the objective of
increasing the rate of water flow, thus helping to flush
any sediment through the pipe.[5]

On the basis of their accomplishments, it can be
assumed that Minoan hydraulic engineers were, in a
sense, aware of the basic hydrostatic law, known today
as the principle of communicating vessels. It is manifested
in the water supply of the Knossos Palace through pipes
and conduits fed by springs; this is supported by the
discovery of the Minoan conduit heading towards the
Knossos Palace from Mavrokolybos which suggests a
descending and subsequently ascending channel.[4,6]

However, it appears that Minoans had only a vague
understanding of the relationship between flow and
friction.

In the Zakros Palace the water supply system
depended on groundwater. Here the potable water came
from the Main Spring. In the southwest corner of the
Cistern Hall an opening leads into a small chamber where
the water was collected and channeled into a square
underground fountain built on the south; this was
thought to correspond with the celebrated man made
fountain of the Odyssey known as ‘‘Tukt�ZZ’’ fountain.[7]

The fountain was built of regular limestone, and there is
a descending staircase with fourteen steps (Fig. 3). The
room may also have served as a shrine. The water of the
fountain is brackish today, of about 13.00 dS/m electric
conductivity (EC), due to intrusion of seawater. However,
this may well be an indication that some reduction in the
distance of the palace from the coast has occurred.

Another comparable chamber in Zakros is a well–
spring located near the southeast corner of the Central

Fig. 1 Perspective view of well below House A, NW of
Knossos Palace. Source: From Ref.[4].
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Court; here again steps lead down into the chamber. The
wood of the windlass was found in the water, along with
an offering cup containing olives; this is a unique,
remarkable find, since the olives were perfectly pre-
served, as though they had just been picked from the
trees; unfortunately they maintained their relative fresh-
ness for only a few minutes after they were taken out of
the water.[7] A view of this well-spring is given in Fig. 4.

In contrast to Knossos, where water was conveyed
mainly from springs, and Zakros dependent entirely
on groundwater, in Phaistos the water supply system
was dependent directly on precipitation: here, the
rainwater was collected from the roofs and yards of
buildings in cisterns. Special care was given to secur-
ing clean surfaces in order to maintain the purity of
water. Also, coarse sandy filters were used to treat
the rainfall water before it flowed into the cisterns.

THE WATER SUPPLY OF SAMOS AND THE
AWESOME FEAT OF EUPALINOS

The most famous hydraulic work of ancient Greece
was the aqueduct of ancient Samos (located where

Pythagoreio or Tigani village in the Samos island is
currently present), which was admired both in
antiquity (as recognized by Herodotus) and in modern
times.[8–14] The most amazing part of the aqueduct is
the 1036 m long ‘‘Enpal�iineion�oorngma’’ or ‘‘Eupalinean
digging,’’ more widely known as Tunnel of Eupalinos.
The aqueduct includes two additional parts (Fig. 5)
so that its total length exceeds 2800 m. The aqueduct
was the work of Eupalinos, an engineer from Megara.
Its construction was commenced in ca. 530 B.C., during
the tyranny of Polycrates and lasted for 10 yr. It was in
operation until the 5th century A.D. and then it was
abandoned and forgotten. Owing to the text of
Herodotus, Guerin[8] uncovered the entrance of the
aqueduct. The inhabitants of the island attempted
to reuse the aqueduct in 1882 without success. Only
90 yr later, between 1971 and 1973, the German
Archaeological Institute of Athens undertook the task
to finally uncover the tunnel.

Herodotus (History, G, 60) called the tunnel
‘‘amj�iistomon’’ or ‘‘bi-mouthed,’’ a characterization
that caused curiosity to the readers (any tunnel has
two openings or mouths). Only when the tunnel was
totally explored was it understood that Herodotus

Fig. 2 Minoan water supply pipes (terracotta pipe sections): (A) overview, and (B) with real dimensions. Source: From Ref.[5].
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meant that the construction of the tunnel was started
from two openings. Today, it is very common that
water transportation tunnels are constructed from
two openings to reduce construction time; high-tech
geodetic means and techniques like global positioning
systems and laser rays are used to ensure that the two
fronts will meet each other. The great achievement
of Eupalinos is that he did this using the simple means
available at that time; apparently, however, he had
good knowledge of geometry and geodesy. Later, in
the 1st century B.C., his achievement inspired the math-
ematician and engineer Hero (Heron) of Alexandria

(Dioptra, III) who in his geometrical Problem #15 stud-
ied how ‘‘to dig a mountain on a straight line from two
given mouths.’’ His method is based on walking around
the mountain measuring out in one direction, then turn-
ing at a right angle, measuring again, etc., and finally
using geometrical constructions with similar triangles.
Moreover, in modern times, it inspired many mathema-
ticians, engineers, and archeologists who attempted to
reconstruct the methods used by Eupalinos to build
the tunnel, as, apart from the mention by Herodotus,
no written document was found from that time about
the project.

Today, most of the questions have been answered
but not all. For example, there is evidence that Eupalinos
did not follow Hero’s method, which would produce a
large error. Most probably, Eupalinos walked over the
mountain and put poles up along the path in a straight
line. When the workers were digging they could try to
line themselves up with these poles. This also leaves
room for error; as shown in Fig. 5, there was a small
departure in the two axes that Eupalinos implemented
(NA and SF), which is now estimated to 7 m. Another
question is: what led Eupalinos to leave the straight
line NA at point A and follow the direction AB? A
plausible explanation is given by Tsimpourakis:[14]

Eupalinos found a natural fracture or rift and broad-
ening this rift, he was able to proceed much faster.
At the end of the rift, he attempted to correct the
departure from the initial axis, following the route
BC, but C was past this axis. Again according to

Fig. 3 Views of the ‘‘TuktZ’’ fountain:
(A) overall view and (B) scheme. Source:
From Ref.[7].

Fig. 4 Well-spring located in the eastern wing of the Zakros
Palace. Source: From Ref.[7].
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Tsimpourakis,[14] when the two teams of workers (each
consisting of two people) were simultaneously at points
C and F, they realized (hearing the sounds of the
opposite team’s excavating tools) that there were close
to each other. Then, guided by the sounds of tools they
managed to meet at point E. Hermann Kienast of the
German Archaeological Institute of Athens proposed a
different explanation: the last meters of the two routes
of the tunnel (sections CDE and FE) were ingeniously
designed rather than coincidentally followed: both
teams were directed at points C and F to change direc-
tion to the right and then at D the northern one turned
to the left on purpose; with this trick it is mathe-
matically sure that the two lines would intersect.

Interestingly, the floor of the tunnel was done vir-
tually horizontal, as observed from the elevations
shown in Fig. 5; one would expect that it should have
some slope for the water to flow. The choice of a hori-
zontal tunnel is related to the excavation from both
sides. In a sloping tunnel, the front of the upper section
would be inundated (mostly from groundwater), so
that the workers could not dig. Another reason is the
fact that the horizontal tunnel was easier to control
and build with the simple instruments and tools of that
time and facilitated the meeting of the two fronts
(indeed, the difference in the elevation of the two
sections at point F is only 0.60 m).

However, this horizontal tunnel could not operate
as an aqueduct, simply because the water would not
flow horizontally. Therefore, Eupalinos excavated a
slopping duct below the floor of the tunnel, shown in
the photo of Fig. 6. Its bottom, where clay pipes were
arranged, is located 3.5 m and 8.5 m in the inlet (N) in
the outlet (S), respectively, below the floor of the tun-
nel; the large depth at the inlet is another question
mark of the project, whose discussion is out of the
scope of this chapter. At points where the depth

becomes too large (in about two-thirds of the tunnel
length) Eupalinos preferred to make a second tunnel,
the water tunnel, below the main tunnel, the access
tunnel. The water tunnel is about 0.60 m wide whereas
the access tunnel is about 1.80 m � 1.80 m. The

Fig. 5 Sketch of the Tunnel of Eupalinos (above: vertical section; below: horizontal plan).

Fig. 6 The Tunnel of Eupalinos. The duct is shown to
the left.
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construction of the water tunnel was easy and fast,
provided that the access tunnel was completed; 28 ver-
tical shafts were constructed for easy access to the
water tunnel and many teams of workers must have
been worked simultaneously to dig it. The outer parts
of the aqueduct were constructed in a similar manner.
Thus, section PQ of the north duct (Fig. 5) was con-
structed as an open channel whereas section QN was
a tunnel with five shafts.

What Eupalinos did was not the only solution to
the problem of conveying water to Samos. A simple
alternative solution was to continue the simple and
fast method of section PQN constructing a chain of
open channels and tunnels at small depths with shafts.
In this solution, the route from point N to S would be
around the mountain. Not only is this alternative
solution technically feasible, but also it is technically
easier, less expensive, and faster. Why Eupalinos pre-
ferred his unorthodox and breakthrough solution?
How did he persuade the tyrant Polycrates to support
this solution? These are unanswered questions. Prob-
ably he wished to build a monument of technology
rather than simply solving a specific water trans-
portation problem.

THE SUSTAINABLE URBAN WATER
MANAGEMENT IN ATHENS

Water management in ancient Athens, the most impor-
tant city of antiquity with a population of more than
200,000 during the golden age (5th century B.C.), is of
great interest. Athenians put great efforts into the
water supply of their anhydrous city. The first inhabi-
tants of the city chose the hill of Acropolis for their
settlement due to the natural protection it offered

and the presence of three natural springs,[15] the most
famous being ‘‘Clepsydra.’’ However, natural springs
in Acropolis and elsewhere were not enough to meet
water demand. Therefore, Athenians used both
groundwater, by practicing the art of drilling of
wells, and stormwater, by constructing cisterns. In
addition, the water from the two main streams of the
area, Kephisos and Ilissos, whose flow was very limited
in summer, was mainly used for irrigation.

Archeological evidence reveals that the city had
developed an important system of public water supply
consisting of wells, fountains, and springs and there
were also a number of private springs and wells. There
are indications that a primitive distribution system was
in place underneath the city, consisting of underground
connections of wells;[15] this expanded all around the
city to the outskirts.[16] The most important public
work was the Peisistratean aqueduct, built in the time
of the tyrant Peisistratos and his descendants (ca. 510
B.C.). The exact location and route of the aqueduct is
not well known to date. It is known, however, that it
carried water from the foothill of the Hymettos moun-
tain, probably from east of the Holargos suburb at a
distance around 7.5 km,[17] to the center of the city near
Acropolis. The greater part of it was carved as a tunnel
at a depth reaching 14 m. In other parts it was con-
structed as a channel, either carved in rock or made
of stone masonry, with depth 1.30 m–1.50 m and width
0.65 m.[18] In the bottom of the tunnel or channel, a
pipe made of ceramic sections was placed (Fig. 7).
The pipe sections had elliptic openings with ceramic
covers in their upper part for their cleaning and main-
tenance; the ends of the sections were appropriately
shaped, so that they could be tightly interlocked, and
were joined with lead.

In the recent excavations for the construction of
the metro, the widespread use of such ceramic pipes

Fig. 7 Part of the Peisistratean aqueduct
(top) and detail of the pipe sections and

their connection (bottom). (Photos repro-
duced from newspaper Kathimerini.)
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was revealed. Similar pipes were also used for sewers.
Sewers of large cross section, most probably storm
sewers, were built of stone masonry; some of them
were natural streams, like Heridanos, that were
covered (Fig. 8).

Apart from the structural solutions for water supply
and sewerage, the Athenian civilization developed a
legislation and institutional framework for water man-
agement. The first known laws are due to Solon, the
Athenian statesman and poet of the late 7th and early
6th century B.C., who was elected archon in 594 and
shaped a legal system by which he reformed the eco-
nomy and politics of Athens. Most of his laws have
been later described by Plutarch (47–127 A.D.), from
whom it could be learnt that:

Since the area is not sufficiently supplied with water,

either from continuous flow rivers, or lakes or rich
springs, but most people used artificial wells, Solon
made a law, that, where there was a public well within

a hippicon, that is, four stadia (4 furlongs, 710 m), all

should use that; but when it was farther off, they

should try and procure water of their own; and if they
had dug ten fathoms (18.3 m) deep and could find no
water, they had liberty to fetch a hydria (pitcher) of
six choae (20 L) twice a day from their neighbors; for

he thought it prudent to make provision against need,
but not to supply laziness (Plutarch, Solon, 23).

MacDowell[19] conjectures that these laws have
been kept unchanged through the classical period. As
the city’s public system grew and aqueducts trans-
ferred water to public fountains, private installations
like wells and cisterns tended to be abandoned. But, the
latter would be necessary in times of war because
the public water system would be exposed; therefore,
the owners were forced by decree to maintain their
private facilities in good condition and ready to
use.[20] Other regulations protected surface waters
from pollution.[19] An epigraph of ca. 440 B.C. contains
the ‘‘law for tanners,’’ who are enforced not to dispose
their wastes to Ilissos river.[15]

Fig. 8 The Heridanos stream converted
into a sewer at Ceramicos (up) and two

tributary sewers (down) at Ceramicos (left)
and Agora (right). Source: From Ref. [18].
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A distinguished public administrator, called
‘‘krounôonEpimElZt�ZZB’’, that is, officer of fountains,
was appointed to operate and maintain the city’s water
system, and to ensure keeping of regulations and fair
distribution of water. In addition, a number of guards
were responsible for the proper daily use of the public
springs and fountains. From Aristotle (Athenaion
Politeia, 43.1) it is learnt that the officer of fountains
was one of the few that were elected by vote whereas most
other officers were chosen by lot; so important was this
position within the governance system of classical
Athens.[17] Themistocles himself had served in this pos-
ition. In 333 B.C. the Athenians awarded a gold wreath to
the officer of fountains Pytheus because he restored and
maintained several fountains and aqueducts. The entire
regulatory and management system of water in Athens
must have worked exceptionally well and approached
what today we call sustainable water management. For
example, modern water resource policymakers and
hydraulic engineers emphasize the non-structural mea-
sures in urban water management and the importance of
small-scale structural measures like domestic cisterns,
which reduce the amount of stormwater to be discharged
and provide a source of water for private use.

The importance of water in Athens was not only
related to the basic uses like drinking, cooking, and
cleaning. Water was also related to the beauty of the
city; this is revealed from the many fountains that
Athenians constructed and the depictions thereof on
vessels. Given that vessels were used to export goods,
they can be regarded as sort of advertisement of the
city’s beauty. Another important water use in Athens
was in public baths, cool or warm, called ‘‘balanE�iia’’
(later passed in Latin as balineae or balneae), which,
interestingly, at times were common for men and
women (what we call today bains mixtes), and were
related to enjoyment, health, socialization, and cul-
ture.[21] Later, the Romans took up and extended the
Greek water technology including, of course public
fountains and balneae, which became a matter of
luxury and prestige. As a sort of requital, the Roman
emperor Hadrian (117–138 A.D.) showed particular
interest for Athens; at his time the famous Hadrianic
aqueduct was commenced, which conveyed water from
mountains, Parnes and Pentele, to Athens covering a
distance of 25 km. This aqueduct was in operation until
the middle of the 20th century.
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Antitranspirants: Film-Forming Types

Zvi Plaut
Volcani Center, Institute of Soil, Water and Environmental Sciences,
Agricultural Research Organization (ARO), Bet-Dagan, Israel

INTRODUCTION

As most of the water absorbed by plants is lost by tran-
spiration, reducing plant transpiration could conserve
irrigation water and minimize plant water stress. The
term antitranspirants refers to a series of compounds
intended for this purpose. A decrease in transpiration
rate can be achieved either by covering the canopy
with film-forming polymers, or by regulating stomatal
aperture. Substantial research has investigated the
effects of various antitranspirants on transpiration,
other physiological activities, and growth. As it was
assumed that polymers were less permeable to CO2

than to water, and that the chemicals that close the
stomata inhibit photosynthesis as much as transpira-
tion, research on antitranspirants became limited.
Thus, it is surprising that a large number of studies
on antitranspirants were conducted thereafter. Many
(but not all) of those that were conducted during the
last two decades will be assessed herein.

The present entry will deal with film-forming poly-
mers, whereas compounds regulating stomatal aper-
ture will be delineated in the next. Table 1 presents a
list of polymers, giving commercial and chemical
names or nature and references.

TRANSPIRATION, PLANT WATER STATUS,
AND YIELD

The main objective of antitranspirants is to reduce
transpiration rate while maintaining or even increasing
productivity and yield. If less water is transpired,
the storage of water in the soil will be higher, and
its availability will be increased and prolonged. There-
fore the effect of film-forming polymers on pro-
ductivity will be more distinctive in crops that are
sensitive even to moderate water stress (e.g., potatoes).
In fact, potatoes responded very positively to antitran-
spirants such as Vapor Gard, Folicote, or other wax
emulsions.[1–4] The decrease in transpiration reduced
water uptake by up to 40%.[1] The increase in
yield was mainly due to larger tubers, rather than to
an increase in their number, suggesting that soil
water was more abundant and available for extension

growth of the tubers. Moreover, the gradient in
water potential between tubers and leaves was smaller
than in untreated plants,[2] allowing better transport of
assimilates from leaves to tubers. In some cases, an
increase was found only in tuber size, not in total
yield.[5] Similarly, an increase in the yield of onion
was found to be due to larger bulbs.[6] An increase in
yield connected to a decrease in transpiration was
also outlined for other crops treated with film-forming
polymers,[7,8] and can be attributed to improved plant
water status and foliar hydration.[9] The decrease in
transpiration may also induce earlier fruit ripening
and improve quality (e.g., decline blossom-end rot in
peppers).[10] Furthermore, using antitranspirants after
harvest of fruit trees drastically reduced the rate of
transpiration, without affecting growth and fruit yield
the following year.[11] According to a simulation model
for tomatoes, antitranspirants enhanced vegetative
growth more than it increased fruit yield.[12]

Under dryland farming, or with very limited avail-
ability of irrigation water, the quantity of saved water
is of less importance than under conditions of full
irrigation, whereas the response of crop yield to anti-
transpirants is significant. Increases in yield using
film-forming antitranspirants were demonstrated by
several investigators, who did not refer to the actual
decrease in transpiration. An increase was found with
Folicote in corn,[13] with Vapor Gard in sweet corn,[14]

with pinolene in snap beans,[15] and with Vapor Gard
in pepper.[10,16]

There are conditions under which the shape and
appearance of the plant are major factors in determin-
ing its quality, whereas dry matter production is only
of secondary importance (e.g., in flower crops). A
reduction in the rate of transpiration, which can be
achieved by antitranspirants, may increase leaf water
content and produce a more vigorous plant. Growth
and dry matter production have been neglected in flori-
cultural studies. A good example for this is the effect of
several film-forming antitranspirants on producing
higher-quality hydrangea florets[17,18] and Cineraria
flowers.[19] The studies showed a reduced transpiration
rate, which also resulted in a smaller drop in xylem
water potential and less water stress than in other
crops when irrigation was terminated.[20]
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WATER VAPOR CONDUCTANCE AND
CO2 FIXATION

The mechanism of the effects of antitranspirants on
yield and transpiration cannot be concluded from most
of the reported studies. It is possible that mesophyll
conductance was a rate-limiting factor in photosyn-
thesis equal or greater than stomatal conductance,
so the decrease in stomatal conductance would reduce
transpiration more than photosynthesis.[21] However,
even if the film reduces conductance of CO2 more than
H2O, there is probably a marked improvement of plant
water status that could promote growth and yield,
regardless of gas exchange rates. We tried in a recent
study to clarify this dilemma by simultaneous determi-
nation of water vapor conductances and CO2 fixation
rates in the absence of any water stress.[22] The study,
which was conducted on several crop plants treated
with a film-forming material, ruled out the possibility
that improved water status was the reason for higher
yields (Fig. 1). Although the curvature was not the
same for the three plants, the change in water vapor
conductance was large at fully open stomata, when
the interference for transpiration was minimal but
the changes in CO2 fixation were much smaller. This
can serve as evidence, rather than speculation, that
mesophyll conductance was involved in the determi-
nation of CO2 fixation, and was responsible for the
lower rates of CO2 fixation.

IMPROVEMENT OF GROWTH
AFTER TRANSPLANTING

Plants are subject to water stress when the rate of
water loss exceeds the rate of uptake. This may easily
occur when the root system is sparse or inactive (i.e.,
when seedlings of trees or herbaceous plants are trans-
planted). Restricting the rate of water loss shortly after
transplanting can be achieved by film-type antitran-
spirants, which may lead to better survival and estab-
lishment of the seedlings. This was found for Chinese
elm, white spruce, and white pine;[23] scarlet oak, green
ash, and Turkish hazelnut;[24] and seedlings of annual
plants.[25] Film-forming antitranspirants were also used
for tissue-cultured plantlets before their transfer to
growth media in a greenhouse.[26,27] The transfer of such
plantlets from in vitro conditions to the greenhouse
may result in rapid desiccation, and the use of films was
found to improve survival rates. However, Pospisilova
et al.[28] claimed that most film-forming antitranspi-
rants were ineffective in retaining plant vigor, whereas
abscisic acid (ABA) alleviated transplantation shock.

IMPROVED PRESERVATION AND QUALITY
DURING STORAGE

Whole plants as well as detached organs (mainly
fruits) are subjected to dehydration during storage.

Table 1 A list of film-forming antitranspirants used by the investigators cited in this review (arranged alphabetically)

Commercial name Chemical name or nature User

All-safe Di-1-p-menthene [18]

Anti-stress 550 Latex of acrylic polymer [8,27]

Aquawiltless Wax emulsion [26,28]

Clear Spray Latex of acrylic polymer [19,26,28]

Cloud Cover Latex of acrylic polymer [18,23]

DC-200 Silicone (dimethyl–siloxane polymer) [26,28]

Folicote Hydrocarbon wax emulsion [1,4,5,6,10,13,17–20,25,26,28,34]

Elvanol 71-30 Hot H2O-soluble polyvinyl alcohol [20]

Envy Hydrophylic polymer [18]

Exhalt 4-10 Polyenpenes and polyethylenes [17,26,28]

Linseed Oil Linseed oil [9]

Magen 2001 Acrylic polymer [22]

Moisturin-R Latex emulsion [24]

Pinolene Di-1-p-menthene [15,16]

Protec Carboxylated hydrophilic polymer [26,28]

Vapor Gard Di-1-p-menthene [1,3,6,7,10–12,14,17,19,20,23,26,28,30,31,34]

Wilt Pruf Di-1-p-menthene [17,20,23,26,28,32]

Unidentified materials are not listed.
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Film-forming antitranspirants have been recom-
mended for decreasing dehydration, extending the
period of storage and maintaining quality during ship-
ment. This was shown for rose plants packed after
harvesting, which lost less weight during storage and
resumed better growth than untreated plants.[29] Vapor
Gard was found to delay ripening, extend shelf life,
reduce weight loss, and improve flavor in mango and
avocado fruits.[30,31]

CONTROL OF FOLIAR DISEASES

Film-forming antitranspirants can also control foliar
diseases in several plants, mainly ornamentals. Vapor
Gard effectively controlled powdery mildew on
Hydrangea macrophylla and Lagerstroemia indica.[32]

Other film-forming polymers were found to control
powdery mildew, gummy stem blight, Alternaria leaf

blight, and Ulocladium leaf spot of cucurbit plants.[33]

This effect was attributed to interference with the
adhesion and penetration of the germ into the leaf.
Similarly, the infestation of Puccinia recondite could
be successfully suppressed in wheat seedlings by several
film-forming antitranspirants.[34]

CONCLUSION

The potential of film-forming antitranspirants to
reduce transpiration was reviewed in detail by Gale
and Hagan[35] in 1966. Although it was claimed that
these compounds are of marginal value for improving
plant water status simultaneously with improving
productivity,[36] it was shown that they can be effec-
tive for several purposes. Water status of crop plants,
which are sensitive to water shortage, was improved
and their yield was increased; vigor and vitality of
flower crops was increased. Crops grown under dry-
land conditions and limited available water responded
by better growth. Additional potential uses of film-
forming materials are better establishment of young
seedlings and improved preservation of cut plants
and harvested fruits.
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Antitranspirants: Stomata Closing Types
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Agricultural Research Organization (ARO), Bet-Dagan, Israel

INTRODUCTION

It was shown that changes in stomatal conductance
can affect transpiration rate more than the rate of
assimilation (see the chapter ‘‘Antitranspirants: Film-
Forming Types’’). Compounds that artificially decrease
stomatal conductance, by inducing partial closure,
may also be used to reduce transpiration. Whereas
films are always located outside the leaf tissue, these
compounds must be inside the leaf. They are either
taken up by roots, transported to the leaves, and
finally reach the epidermis, or absorbed directly by
the leaf. It is expected that these compounds will
affect metabolic reactions responsible for changes in
the osmotic potential of guard cells or change the per-
meability of guard cell membranes or rigidity of cell
walls. It is also expected that these compounds will
have no significant side effects, mainly harmful
effects; natural compounds such as plant hormones
were thus more acceptable as antitranspirants.

THEORETICAL BACKGROUND

The possibility of reducing transpiration from plants
was very attractive in the past, and many studies were
conducted in this field during the 1950s and 1960s (e.g.,
the reviews by Gale and Hagan[1] and Waggoner[2]).
This can be achieved either by thin transparent
films covering the canopy, as described in the above-
mentioned chapter, or by materials that will induce
stomatal closure and thus decrease leaf water vapor
conductance, which are described in the present article.
The theoretical background for using such antitran-
spirants is based on the possibility of reducing water
vapor conductance more than conductance of CO2

into the leaf. Both transpiration, namely, diffusion of
H2O vapor from leaf to atmosphere and diffusion of
CO2 from atmosphere to leaf can be described by the
following two equations, as shown by Jones.[3]

T ¼ ðel � eaÞ=Paðra þ rsÞ ð1Þ

A ¼ ðra � rGÞ=Paðr 0a þ r 0s þ r 0mÞ ð2Þ

In the equations, T and A represent the rates of tran-
spiration and assimilation, el and ea the water vapor
pressure of leaf and air, respectively, at their tempera-
tures. Similarly, ra and rG represent the atmospheric
and leaf internal partial pressure of CO2, respectively,
and ra, rs, and rm

0 the air boundary layer, stomatal, and
mesophyll resistances, respectively (without prime
referring to water vapor and with prime to CO2). If
constant environmental conditions are assumed, then
the ratio between T and A will be as follows:

T=A � ðra þ rsÞ=ðr 0a þ r 0s þ r 0mÞ ð3Þ

Because the denominator, representing CO2 assimi-
lation, contains an extra term, it may be expected that
under high stomatal resistance (equivalent to lower
conductance, which is its reciprocal) assimilation rate
will be less reduced than transpiration rate. This is
the basis for decreasing stomatal conductance with
antitranspirants, as water-use efficiency (WUE) is
expected to increase.

TYPES OF ANTITRANSPIRANTS

Antitranspirants can be classified according to their
chemical structure, mode of action, function, or pur-
pose of application and the treated crop. The primary
classification used in the present article is according to
the function of the material. Table 1 gives commercial
and chemical names or nature and references. The
most common ‘‘stomata-closing materials’’ are phenyl
mercuric acetate (PMA) and abscisic acid (ABA).
Although PMA was considered toxic in many cases
and the effect of artificially added ABA was short,[4]

numerous studies were conducted on their use as anti-
transpirants. Reflecting materials such as kaolin, which
are used to reduce the energy load of the foliage and
may thus indirectly reduce transpiration, cannot be
considered antitranspirants, because they have no
direct effect on stomatal aperture or on leaf conduc-
tance. Several investigators documented a decrease in
transpiration in canopies sprayed with kaolin.[5–7]

However, the increase in yield and in WUE[8,9] can
be attributed to the prevention of photoinhibition
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and enhanced photosynthesis (probably photosystem
II) rather than being an effect on transpiration.

TRANSPIRATION, PLANT WATER STATUS,
AND YIELD

The effect of stomata-closing materials on transpi-
ration and growth is not unequivocal. The rate of
transpiration was reduced, plant water status was
improved, and growth of sweet corn was enhanced
by PMA,[10] ABA, chlormequat, and atrazine.[11]

Coudret et al.[12] on the other hand indicated that
dry matter production was decreased by PMA in two
species of Plantago. Amaregouda et al.[13] found no
effect of PMA on the yield of groundnuts, although
plant water status improved. These inconsistent results
may be due to toxic effects of these materials on some
crops or at specific growth stages, and damage to
leaves.[14,6] The use of this group of antitranspirants
will thus need a further painstaking evaluation of each
compound for every crop and growth stage. Recently
a natural compound, chitosan, was shown to induce
stomatal closure of pepper, decrease transpiration,
and reduce water use, while maintaining biomass pro-
duction and yield.[15] Another compound, GLK-8923,
was claimed to serve as an antitranspirant when added
to the growing medium.[16] However, as reduced tran-
spiration was obtained by decreasing the osmotic
potential of the medium, plant water status and growth
were worsened, similar to the effect of salinity or
restricted water supply; thus it cannot be considered
an antitranspirant.

The response of crop yield to antitranspirants is, in
some cases, of more importance than the saving of
water. An increase in yield with stomata-closing

materials can be shown for several crops: tomatoes
with PMA and 8-HQ, sweet corn with PMA and ala-
chlor,[10] chickpeas with PMA,[17] soybeans with silica,
which accumulated in the leaf epidermal cells,[18] and
green grams with PMA.[19] These increases in yield
can be mainly attributed to milder water stress as com-
pared with untreated plants and is reflected in higher
water and osmotic potentials.[5] In plants exposed to
drought and treated with several growth regulators
(ABA, polyamines, and an antioxidant, Ambiol)
higher rates of photosynthesis and lower Ci/Ca ratios,
as compared to untreated plants, were outlined. This
will also increase WUE.[20,21]

An improvement in plant water status and relative
water content was also found with stomata-closing
chemicals such as PMA, 8-hydroxyquinoline in tomato
and onion plants,[22,23] and paraquat in rice.[24]

CONCLUSION

Stomatal closing antitranspirants were believed to
act as superior transpiration inhibitors, as they are
taken up by the plant, and transported to new growing
and expanding organs, in contrast to films, which
have to be reapplied. Moreover, they are supposed to
be more stable and not damaged like external films
by winds or other environmental factors. In fact, sto-
matal closing materials were, in many cases, effective
in reducing transpiration, improving plant water sta-
tus and increasing yield, as was shown. However, their
use was more limited than those of film-forming
materials, due to side effects in many plants, which
may cause damage to plants at various develop-
mental stages. Moreover, the lifetime of several such
materials may be limited, which may also limit their
effectivity.

Table 1 List of materials regulating stomatal aperture used by the investigators cited in this review

Commercial name Chemical name or nature User (see list of references)

ABA Abscisic acid [11,14,20,21]

Alachlor 2-Chloro-2,6-diethyl-N-(methoxy methyl)acetanilide [10,13]

Ambiol Derivative of 5-hydroxybenzimizole [20]

Aspirin Acetylsalicylic acid [11]

Atrazine 6-Chloro-N2-ethyl-N4-isopropyl-1,3,5 triazine-2,4-diamine [11]

B-9 Diaminozide [13]

Chitosan Waste product from shells of shrimp, crabs, and lobsters [15]

CCC (Cycocel) Chlormequat (2-chloro-N,N,N-trimethylethanaminium) [11,13]

8-HQ 8-Hydroxyquinoline [5,13,14,20,22,23]

Paraquat 1,10-Dimethyl-4,40-bipyridinium dichloride [24]

PMA Phenyl mercuric acetate [5,10,12–14,17,19,22,23]

Unidentified materials are not listed.
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INTRODUCTION

An aquifer is a geologic formation that can transmit,
store, and yield significant quantities of water. An
aquifer can be confined (one bounded above and below
by impervious formations), unconfined (one with a
water table serving as its upper boundary), or leaky
(one that can gain or lose water through adjacent semi-
pervious formations). In addition to the aforemen-
tioned porous-media aquifers, there are karst aquifers
in which water flow is concentrated along fractures,
fissures, conduits, and other interconnected openings.
The hydraulic properties of aquifers (e.g., transmissiv-
ity and storativity) are best determined by testing the
aquifers in place. Water contained in an aquifer is
called ground water and is commonly extracted by
means of a well. The quality of ground water deter-
mines, to a large extent, its suitability for a particular
use, such as irrigation, public water supply, etc. Human
activity poses a threat to ground-water quality and
already has resulted in incidents of ground-water pol-
lution or contamination. Because ground water tends
to move slowly, it may take many years after the start
of pollution before contaminated water shows up in a
well. The best way to protect the quality of ground
water is to prevent its contamination.

AQUIFERS

An aquifer is a geologic formation that yields signifi-
cant quantities of water (e.g., coarse sand and gravel
formation). In contrast, an aquiclude is a formation
that may contain water but cannot transmit it in sig-
nificant quantities. A clay stratum is an example. For
all practical purposes, an aquiclude can be considered
an impervious formation. An aquitard is a semipervi-
ous formation, transmitting water very slowly com-
pared with an aquifer. It can, however, permit the
passage of large quantities of water over a large (hori-
zontal) area. An aquitard is often called a semipervious
layer or a leaky formation. An aquifuge is an impervi-
ous formation that neither contains nor transmits
water. Solid granite is an example.

An aquifer can be regarded as an underground-
storage reservoir. Water enters the aquifer naturally

through precipitation or influent streams—and artifici-
ally through wells or other recharge methods. Water
leaves the aquifer naturally through springs or effluent
streams—and artificially through pumping wells.
Fig. 1 is a schematic representation of several aquifers
and observation wells.[1]

A confined aquifer, also called artesian aquifer or
pressure aquifer, is bounded above and below by
impervious formations. Water in a well penetrating
such an aquifer will rise above the base of the upper
confining formation; it may or may not reach the
ground surface. A well that penetrates a confined aqui-
fer is called an artesian well—it is called a flowing well
if the water level in the well reaches, or exceeds the
elevation of, the ground surface. The water levels in a
number of wells penetrating a confined aquifer are
the hydrostatic-pressure levels of the water in the aqui-
fer at the well sites. The water levels define an imag-
inary surface called the piezometric or potentiometric
surface.

An unconfined aquifer, also called phreatic aquifer
or water-table aquifer, is one with a water table (phre-
atic surface or surface of atmospheric pressure) serving
as its upper boundary. Actually, above the water table
is a capillary fringe often neglected in ground-water
studies. A special case of an unconfined aquifer is the
perched aquifer. It occurs wherever an impervious (or
relatively impervious) stratum of limited horizontal
area supports a ground-water body that is above the
main water table. A well that taps an unconfined aqui-
fer is called a water-table (or gravity) well. The water
level in such a well corresponds approximately to the
position of the water table at that location.

Ground-water levels can be measured to estimate
the piezometric-surface or water-table distribution in
an aquifer or to determine fluctuations in hydraulic
head over time. Maps of ground-water levels are used
to estimate ground-water flow direction and velocity,
to assess ground-water vulnerability, to locate landfills
and wastewater disposal sites, etc.

Aquifers, whether confined or unconfined, that
can gain or lose water through adjacent aquitards or
semipervious formations are called leaky aquifers. A
confined aquifer that has at least one semipervious
confining bed is called a leaky-confined aquifer.
An unconfined aquifer that rests on a semipervious
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stratum is called a leaky-unconfined aquifer. Leakage
across semipervious formations can be significant.

Fig. 1 shows an unconfined aquifer underlain by
a confined one. In the recharge area, the confined aqui-
fer becomes unconfined. A portion of the confined
and unconfined aquifers is leaky, with the amount
and direction of leakage governed by the difference
in piezometric head across the semipervious stratum.

In addition to the aforementioned types of aquifers,
there are karst aquifers made up of soluble rock strata
at or near the earth’s surface in which water flow is
concentrated along fractures, fissures, conduits, and
other interconnected openings.

Aquifer elasticity is the main mechanism responsible
for volumes of water released from or added to storage
in aquifers. In confined aquifers, water is derived from
storage primarily by the elastic properties of both the
aquifer matrix and the water. In unconfined aquifers,
water released from storage is due mainly to gravity
drainage (drainage of the pore space above the low-
ered water table) and partly to elastic storage (as in
confined aquifers). In leaky aquifers, water is derived
from storage in the main (confined) aquifer, gravity
drainage if the aquifer is unconfined, and elastic sto-
rage in aquitards, and induced vertical leakage across
these units.

The general properties of aquifers to transmit, store,
and yield water (e.g., transmissivity, storativity, and
leakage factor) are usually referred to as hydraulic
properties of aquifers, or simply aquifer parameters.
Because of the many factors on which these parameters
depend, numerical values must depend on experi-
mental determination. Although various laboratory
techniques are available,[2,3] more reliable results are
obtained from field tests[1–6] of the aquifers in place.

The transmissivity of the aquifer determines the
ability of the aquifer to transmit water through its
entire thickness. In confined aquifers, the trans-
missivity is represented as the product of hydraulic

conductivity and aquifer thickness, in the direction
normal to the base of the aquifer (the hydraulic
conductivity expresses the ease with which a fluid is
transported through a porous medium). Because in
unconfined aquifers the saturated thickness extends
from the water table to the base of the aquifer, the
transmissivity varies in time as the water table often
fluctuates in response to recharge and pumping.

The storage capacity of an aquifer is quantified by
its storativity, also called the storage coefficient. The
storativity indicates the relationship between changes
in the volume of water stored in an aquifer and corre-
sponding changes in the elevations of the piezometric
surface, or the water table. It can be defined as the vol-
ume of water that a column of the aquifer, of unit cross-
section, releases from or adds to storage per unit decline
or rise of piezometric surface (confined aquifers) or
water table (unconfined aquifers). In a confined aquifer,
the storativity is caused by the compressibility of the
water and the elastic properties of the aquifer. In an
unconfined aquifer, the storativity is due mostly to
dewatering or refilling the zone through which the
water table moves (e.g., water removed by gravity
drainage) and partly to water and aquifer compress-
ibility in the saturated zone. A certain amount of water,
however, is held in place against gravity in the pores
between grains under molecular and surface-tension
forces. Thus, the storativity of an unconfined aquifer
is less than the porosity by a factor called specific reten-
tion (the ratio between the volume of water that a soil
will retain against gravity and the total volume of the
soil). Reflecting this phenomenon, the storativity of
an unconfined aquifer is often called specific yield (the
ratio between the volume of water that a soil will yield
by gravity and the total volume of the soil). Also often
used in this context is the term, effective porosity.

A parameter characterizing a leaky aquifer is the
leakance, or coefficient of leakage, of the semipervi-
ous formation. It is a measure of the ability of this

Fig. 1 Schematic of several aquifers and
observation wells. Source: From Ref.[1].
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formation to transmit vertical leakage and is defined
by the ratio of the hydraulic conductivity of this for-
mation to its thickness. The reciprocal of the leakance
can be thought of as the resistance of the semipervious
formation. Another parameter, the leakage factor, is
the root of the ratio of the transmissivity of the aquifer
to the leakance of the semipervious formation. It deter-
mines the areal distribution of the leakage.

The quality of water contained in an aquifer deter-
mines, to a large extent, the suitability of the water
for a particular use, such as irrigation, public water
supply, etc. The quality of ground water is a conse-
quence of all processes and reactions that have acted
on the water from the moment it condensed in the
atmosphere to the time it is discharged by a well.[2]

Human activity poses a threat to ground-water quality
and already has resulted in incidents of ground-water
pollution or contamination.[2,6] The latter refers to
the presence of a chemical or biological agent in the
ground water in such a concentration that it renders

the water unfit for a certain use. Because ground water
tends to move slowly, it may take many years after the
start of pollution before contaminated water shows up
in a well. The best way to protect the quality of ground
water is to prevent its contamination.
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INTRODUCTION

Limited freshwater resources in many parts of the
world have led to the development of artificial recharge
techniques for conveying surface water and reclaimed
wastewater to groundwater reservoirs for later use
and for other applications. Other applications include
using artificial recharge to create a barrier to saltwater
intrusion, reduce land subsidence, raise water levels,
and improve water quality by using the natural filter-
ing capabilities of aquifer systems. Subsurface storage
of water has many advantages over surface storage,
and often is the more physically and economically
viable alternative. The worldwide use of artificial
recharge likely will increase in the future with contin-
ued growth in population and associated competition
for finite freshwater resources.

DEFINITION

Artificial recharge has been defined in many ways,
varying with points of view and the evolution of appli-
cations and methods. It is generally defined by Todd[1]

as ‘‘the practice of increasing by artificial means the
amount of water that enters a groundwater reservoir.’’
These artificial means include various forms of surface
infiltration and direct well injection. For this discussion,
forms of enhanced, induced, and incidental recharge, as
defined by Bouwer,[2] will be excluded. Enhanced
recharge is the increased infiltration of precipitation; it
is controlled primarily through vegetation manage-
ment. Induced recharge is the increased flow of surface
water into the aquifer system caused by the placement
of wells or other collectors near surface-water bodies.
Incidental recharge is caused by leakage of water and
sewer pipes, excess irrigation, and other human activi-
ties not designed to cause groundwater recharge. Also
excluded from this discussion is a recharge from the
injection of saltwater used to enhance petroleum recov-
ery, and from deep disposal of wastes.

APPLICATIONS

Artificial recharge programs began in the late 19th
century in the United States, and well before that in

Europe. It was recognized early on that storing water
in the groundwater system held certain advantages over
traditional surface storage, including proximity to water
sources and points of use, limited engineering and con-
struction costs, and little or no evaporative losses. Prior
to the mid-20th century, the primary application of
these early programs was enhancement of groundwater
resources for drinking and agricultural purposes. Sur-
face water generally was captured when it was available
and stored in the groundwater system for later use dur-
ing high-demand periods. An annotated bibliography of
early artificial recharge work is provided by Todd.[1]

Research during the early period of artificial
recharge spawned a number of modern applications.[3]

These applications include purification of wastewater
or poor-quality surface water, creation of barriers
against the intrusion of saltwater and other contami-
nants, abatement of land subsidence, and other envi-
ronmentally or economically driven applications.

METHODS

Surface Infiltration

The most common form of artificial recharge is surface
infiltration, whereby engineered systems allow an
increased infiltration of water through subsurface
materials to the water table. Although surface infil-
tration systems are subject to losses from evaporation
and may unintentionally attract insects and waterfowl,
they often are an efficient and economical means of
artificial recharge. Common surface infiltration sys-
tems are shown in Fig. 1.

Surface infiltration systems can be divided into two
categories: in-channel and off-channel.[2] In-channel
systems use temporary or permanent dams or levees
designed to impede flow and raise the water surface
in existing surface-water channels. The raised water
surface increases in-channel storage and the area of
the streambed through which infiltration occurs,
thereby increasing recharge. Often, in-channel systems
are self-cleaning, as fine particles that impede infil-
tration are removed during high flows, but associated
dams and levees require maintenance.

Off-channel systems involve the use of water from
any source to fill existing or constructed basins, pits,
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ponds, and other structures for surface infiltration.
Favorable site conditions for off-channel systems
include available and affordable land, an unconfined
aquifer that has sufficient transmissivity to keep the
water table below the infiltration surface, permeable
surface soils for sufficient infiltration rates, a lack of
poorly permeable subsurface units that impede down-
ward flow to the water table, and a source of water
that has low suspended solids and compatible chemical
and biological characteristics.

The site conditions for off-channel systems, if unfa-
vorable, can be altered in some circumstances. Poorly
permeable surface soils and (or) deeper fine-grained
units above the water table can be penetrated with
trenches or holes backfilled with sand or gravel to
enhance their capacity to transmit water vertically.
These trenches or holes can be used alone, with water
delivered through perforated pipes, or in combination
with basins or other surface impoundments.

If sediment concentrations or other suspended
solids in the source water are too high, rapid clogging
of infiltration basins can occur. Pretreatment of the
source water in a reservoir or dedicated basin allows
solids to settle, sometimes with the help of coagulants.
Some chemical and biological processes can also cause
clogging, which often is addressed by filtering and dis-
infecting during pretreatment. Post-treatment clogging
generally is controlled by maintenance of infiltration
basins, which involves periodic cleaning of the basin
bottom.[2]

Additional considerations for surface infiltration
systems include the presence of soluble or dissolved
potential contaminants in the subsurface, and desirable
soil types for various applications. Knowledge of the
presence and distribution of natural and anthro-
pogenic contaminants in the vicinity of a proposed
artificial recharge site is required to avoid intro-
ducing contaminants to the groundwater system and
(or) transporting them to undesired locations. Spe-
cific soil types are preferable for some applications.
For example, a coarse-grained homogeneous soil is pref-
erable for achieving maximum recharge. A finer-grained
soil that has higher capacity for sorption may be prefer-
able for sites that use poor-quality source water.

Direct Well Injection

Direct well injection is becoming a common method
of artificial recharge. For this method, water is pumped
or gravity-fed through wells into confined and uncon-
fined aquifers, and sometimes into the unsaturated
zone.[2,4] The same wells used for injection often are
used to recover the water. Direct well injection gener-
ally is more expensive than surface infiltration because
of costs of well construction and water treatment
requirements. However, injection allows water to
bypass poorly permeable soils and subsurface units
to allow rapid recharge of deep aquifers through thick
unsaturated zones, avoids transport of near-surface

Fig. 1 Diagram showing examples of artificial recharge systems.
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contaminants to the saturated zone, and requires little
land, enabling strategic well placement. These attributes
make direct well injection particularly useful in urban
settings and in areas where the unconfined aquifer is
too contaminated to use surface infiltration methods.

Clogging is a key design and operational consider-
ation for direct well injection because recharge water
must pass through a very small area, the well screen
and borehole wall, to enter the aquifer system. Clog-
ging is one of the reasons that injection rates typically
are about one-third to one-half of the extraction rate,
though this ratio varies widely from site to site.[5] Sus-
pended solids are a common cause of clogged injection
wells. Most suspended solids can be removed in reser-
voirs or basins as described previously and (or)
through specially designed piping systems and filters.
However, the small amount that typically remains in
the recharge water often is the primary clogging agent.
The management strategy most often employed is peri-
odic extraction from the well, which removes much
of the caked solids.

Clogging can also be caused by biological growth,
mineral precipitates, and air or gas bubbles. Growth
of existing or introduced microorganisms can rapidly
clog an injection well, and generally is managed by
using continual low-level disinfection and periodic
shock treatments with chlorine.[4] Mixing of water
types during injection can cause precipitation of miner-
als on the well screen and within the gravel pack and
aquifer materials. Commonly, geochemical modeling is
done during the design phase to determine the poten-
tial for adverse geochemical reactions; adjustments of
pH or other properties of the recharge water are
sometimes made during operations to avoid mineral
precipitation. Air introduced into the well through
free-falling water or cavitation in pipes can enter the
aquifer system and lodge in pore spaces, effectively
reducing the hydraulic conductivity of the aquifer
materials and thus the rate of injection. Dissolved
gases coming out of solution have a similar effect.
These reductions in hydraulic conductivity can be
avoided through proper system design and pretreat-
ment of source water.

ISSUES

Public Health

Public health issues associated with artificial recharge
are most often raised in connection with the use of
treated wastewater. There is much interest in expand-
ing the use of wastewater for artificial recharge,
because it is a continuous and increasing source of
water and more stringent regulations have increased
disposal costs.[5,6] Artificial recharge can improve

the quality of treated wastewater through microbial
degradation and sorption of some organic constitu-
ents; however, there are well-understood and emerging
pathogens and other potential toxicants for which dili-
gent monitoring and active research are required to
protect public health.[7] However, defined, data from
ongoing studies and active projects, which include
potable and non-potable uses, suggest that wastewater
is a viable source of water for artificial recharge.[5,6]

Environmental

Artificial recharge can have environmental effects that
may be important to predict prior to implemen-
tation.[5] Flow in streams and other water bodies can
increase with a rise in the water table, or decrease
with diversions to recharge facilities. The quality of
surface water and groundwater can be improved,
degraded, or changed in some way that affects the
end use of the water. Land subsidence can be reduced
by slowing or reversing water-level declines. Develop-
ment of a shallow water table can cause waterlogging
and increased salinity. Reduced pumping lifts saves
energy, reducing the environmental effects of energy
production. A good understanding of these and other
potential environmental effects of artificial recharge
projects is a key to their long-term viability.

THE ROLE OF SCIENCE

Artificial recharge involves complex hydraulic, chemi-
cal, and biological responses and interactions in a
groundwater system.[7] The role of science is to gener-
ate an understanding of these complexities through
monitoring and analysis, and to develop tools to aid
in the planning and management of artificial recharge
projects.

Monitoring and Analysis

A set of methods has evolved over the years for moni-
toring and analyzing the effects of artificial recharge
projects.[2,4,8] However, shortcomings in these methods
and a number of existing and emerging issues continue
to drive research efforts. Microgravity surveying is a
geophysical technique that has been used recently to
better define water-table changes associated with arti-
ficial recharge.[9] New tracer methods using existing
and introduced chemicals, isotopes, and heat are
improving our ability to track recharged water.[7]

Recent research shows that the introduction of organic
matter through artificial recharge and the composition
of the organic matter may affect the evolution of ground-
water chemistry and the formation of disinfection
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byproducts. A large body of research is focused on
addressing the fate of compounds introduced through
artificial recharge of treated wastewater, which is
needed to safeguard public health. Other research
efforts include development of more sophisticated
modeling techniques for predicting complex biochemi-
cal processes and microbial transport; improving
methods for detecting microbial pathogens; and deter-
mining the potential for mobilization of arsenic and
other trace elements.[7]

Planning and Management Tools

Successful planning and management of an artificial
recharge project often requires consideration of many
water-management objectives, water-routing capabili-
ties, economics, and hydraulic effects. Simultaneous
consideration of these diverse factors can be accom-
plished by using optimization techniques designed to
identify an efficient way to meet an objective, given a
set of constraints. The linkage of a predictive ground-
water flow model with optimization techniques (a
simulation/optimization model) allows for simul-
taneous consideration of the flow system and physical
and (or) economic constraints determined by water-
resource managers. Simulation/optimization models
have been applied to groundwater problems for dec-
ades[10,11] and have been used in the planning and man-
agement of artificial recharge projects (e.g., Refs.[12,13]).
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INTRODUCTION

The Ogallala aquifer underlies about 174,000 mi2 of
land in the U.S. Great Plains. States with the largest
land areas above the aquifer are Nebraska, Texas,
Kansas and Colorado with smaller amounts in New
Mexico, Oklahoma, South Dakota, and Wyoming
(Fig. 1). The aquifer extends approximately 800 mi
north to south and 400 mi east to west. The aquifer
consists of sand and gravel beds that generally lie from
50 to 300 ft beneath the surface and are 150–300 ft
thick. In some areas, however, the saturated thickness
of the aquifer exceeds 1000 ft.[1]

The water contained in the Ogallala aquifer is essen-
tially fossil water taken 10,000–25,000 yr ago from the
glacier-laden Rocky Mountains before it was geologi-
cally cut off by the Pecos River and the Rio Grande.[2]

More than 3 billion acre-feet (an acre-foot is a foot
of water on 1 acre, or 325,851 gal) are stored in the
aquifer.

The amount of water that can be extracted from an
aquifer is primarily a function of two characteristics—
hydraulic conductivity and specific yield. Hydraulic
conductivity is the rate of water flow in m3/sec through
a cross-sectional area of 1 m2 under a hydraulic gradi-
ent of 1 m/m at a temperature of about 15�C. Specific
yield is the ratio of the volume of water that the satu-
rated aquifer will yield by gravity drainage to the total
volume of the aquifer. The hydraulic conductivity gov-
erns how fast water can be pumped from an aquifer
and the specific yield indicates how much water can
be pumped. Gutentag et al.[1] reported that 76% of
the aquifer had specific yields of 10–20%, although
the values ranged from less than 5 to 30% and aver-
aged 15.1%. Thus, as an average, pumping enough to
drop the water level of the aquifer 100 cm will yield
15.1 cm of water at the surface.

USE OF WATER FROM THE AQUIFER

The area underlain by the Ogallala aquifer is semiarid
with average annual precipitation ranging from about
375 in. to 625 in. There is also wide variability both
within and between years. The annual precipitation
ranges for any given year from about 50% of average
to 200% of average. Because of the low and varied

precipitation, much of the area has no year around
water supply from surface supplies. The Ogallala aqui-
fer, therefore, became the lifeblood for development of
the Great Plains. Opie[2] tells of Gropp homesteading
20 mi northwest of Garden City, Kansas in 1887. For
2 yr, Gropp rolled a large barrel of water three-fourths
of a mile from a neighbor’s well until he hand-dug his
own 70-m-deep well. Windmills became widely used
through the Great Plains to supply water for livestock
and homesteads.

The Great Plains was largely developed by livestock
producers and dryland farmers. Crop production, how-
ever, was highly variable because of the erratic precip-
itation. As technologies for pumping water improved,
irrigation became common and now uses more than
90% of the water pumped from the Ogallala aquifer.

Although some irrigation from the Ogallala aquifer
using windmills occurred in the late 1800s, it was lim-
ited and sporadic. The drought of the 1930s spurred
irrigation development because the precipitation was
so low that crops could not be produced otherwise.
The major expansion occurred during the 1950s when
another drought occurred at the same time that there
were technological advances in well drilling and pump-
ing plants, readily available nitrogen fertilizer, inexpen-
sive energy, profitable crop prices, development of
hybrid grain sorghum, and available financing. Irri-
gation from the Ogallala aquifer increased from about
800,000 ha in 1949 to 5.2 million ha in 1978. During
this period, approximately 60 cm of water was pumped
annually from the aquifer for every irrigated hectare.[1]

Irrigation developed most rapidly in the beginning
in the southern part of the Ogallala aquifer area
because this area was more drought prone, the depth
to the water table was less, and the land was generally
flat making it relatively easy to apply water and run it
down the rows. Many of the soils in the northern
plains were too rolling and too sandy to irrigate by
running water down furrows so irrigation development
was slowed until reliable center-pivot sprinkler systems
became available.

The major problem facing the Ogallala aquifer
region today is not knowing how long the water supply
will last. Also, the increase in energy prices has also
had major impacts on irrigation at different times. In
some cases and in some years, the cost of pumping
the water is greater than the benefits derived.
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The distribution of the water in the Ogallala is very
different among the states. Nebraska has 36% of
the land (but most of it unsuitable for cultivation)
above the aquifer and in 1980 had 66% of the drainable
water in storage. Texas had 20% of the land but only
12% of the drainable water comparing closely with
Kansas that had 17% of the land and 10% of the drain-
able water.

The water rights that govern the pumping of water
from the aquifer vary for different states. In Nebraska,
for example, the water is public property. However, the
owner of land is entitled to appropriate the ground
waters found under the land, but the owner cannot
extract and appropriate them in excess of a reasonable
and beneficial use upon the land owned, especially if
such is injurious to others who have substantial rights
to the waters, and if the natural underground supply
is insufficient for all users, each is entitled to a reason-
able proportion of the whole. In contrast, Texas law
gives the overlying landowner the right to capture
and use ground water beneath the land, regardless
of the impact on adjoining or more distant users of
the supply.[3]

The future of irrigation from the Ogallala aquifer is
not clear. While only a relatively small percentage of
the total water in the aquifer has been removed, essen-
tially all of the recoverable water has been removed in
some portions of the aquifer. The ratio of the volume
of drainable water remaining to the volume of water

depleted by 1980 was about 19 for the entire aquifer
area. Even in Texas, the State with the greatest
depletion, 3.4 times as much water remains as has been
removed. In some areas, however, the volume of water
remaining in the aquifer was less than the volume that
had been removed.[1] Depletion since 1980 has contin-
ued, although at a somewhat slower rate in most areas
because of declining well capacities, higher energy
prices, and lower grain prices. It is generally believed
that irrigation will decline in much of the Ogallala
aquifer region both in areas and in the amount of
water applied per hectare. Irrigation in the Texas
High Plains has already declined from more than
2.4 million ha to about 1.8 million ha. The efficiency of
water use, however, is increasing as a result of improved
irrigation systems and crop management practices.
This will enable irrigation to continue longer than
otherwise would be feasible and irrigation will continue
for many portions of the Ogallala aquifer area even
in Texas nearly indefinitely.

Many cities, towns, and rural homes depend on
water from the Ogallala aquifer. For the most part,
there will be sufficient water for domestic uses even
when there is no longer sufficient water for irrigation.
Irrigation requires huge amounts of water and pump-
ing for irrigation usually stops well before all the water
that can be pumped is removed. Thus, there is usually
adequate water remaining for domestic use even in
areas where irrigation is no longer feasible.

The future of the Ogallala aquifer is unknown.
Although some of the early settlers in the area thought
there were underground rivers flowing beneath the
land, it is clearly understood today that the water
stored in the aquifer accumulated over eons of time.
The rate of recharge is almost negligible in relation
to the rate that water has been pumped since the
1950s. The way that the aquifer is used in the future
will be shaped by many factors, but most importantly
by the ability and willingness of the people to manage
the water in the Ogallala as a non-renewable resource.
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Fig. 1 The area underlain by the Ogallala Aquifer.
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INTRODUCTION

Aquifer recharge was defined by Meinzer[1] and
Heath[2] as water that moves from the land surface
or the unsaturated zone into the saturated zone. This
definition excludes saturated flow between aquifers,
which avoids double-accounting in large-scale studies,
so it might be more precisely called ‘‘aquifer-system’’
or ‘‘saturated-zone’’ recharge. Recharge rate desig-
nates either a flux [L3/T] into a specified portion of
aquifer, or a flux density [L/T] into an aquifer at a
point. Sources of water for recharge include precipi-
tation that infiltrates, permanent or ephemeral sur-
face water, irrigation, and artificial recharge ponds.
Recharge may reach the aquifer directly from portions
of rivers, canals, or lakes,[3] though usually it first tra-
vels by various means through the unsaturated zone.

Recharge varies considerably with time and loca-
tion. Temporal variation occurs, for example, with
seasonal or short-term variations in precipitation and
evapotranspiration (ET). This variability is especially
evident in thin unsaturated zones, where recharge
may occur within a short time of infiltration. In deep
unsaturated zones, recharge may be homogenized over
several years so that it may occur with essentially
constant flux even though fluxes at shallow depths
are erratic. Spatial variation occurs with climate, topo-
graphy, soils, geology, and vegetation. For example, a
decrease of slope or increase of soil permeability may
lead to greater infiltration and greater recharge. Many
applications use a concept of recharge that is time-
averaged or areally averaged.

Both the amount of infiltration and the fraction of
it that becomes recharge tend to be greater with
more abundant water, so the recharge process is most
efficient if infiltration is concentrated in space and
time. Because ET may extract most or all of the water
that infiltrates, water is more likely to become recharge
if it moves rapidly below the root zone. Temporal con-
centration occurs during storms, floods, and snowmelt,
when ongoing processes such as ET are overwhelmed.
Spatial concentration typically occurs in depressions
and channels, where higher water contents promote

rapid movement by increasing the hydraulic conductiv-
ity (K), the amount of preferential flow, and the
downward driving force at a wetting front. Quantitat-
ive estimation of recharge rate contributes to the
understanding of large-scale hydrologic processes. It
is important for evaluating the sustainability of
ground water supplies, though it does not equate with
a sustainable rate of extraction.[4] Because it represents
a first approximation to the rate of solute transport
to the aquifer, the recharge rate is also important to
estimate contaminant fluxes and travel times from
sources near the land surface. Methods for obtaining
a quantitative estimate of recharge mostly require a
combination of various types of data which themselves
may be hard to estimate, so in general it is wise to apply
multiple methods and compare their results.

WATER BUDGET METHODS

The water balance for a basin can be stated as

P þ Qsw
on þ Qgw

on ¼ ETsw þ ETuz þ ETgw þ Qsw
off

þ Q
gw
off þ Qbf þ DSsnow

þ DSsw þ DSuz þ DSgw ð1Þ

where P is precipitation and irrigation; Qon and Qoff

are water flow on and off of the site, respectively; Qoff
sw

is runoff; Qbf is baseflow (ground water discharge to
streams or springs); and DS is change in water storage.
Superscripts refer to surface water, ground water,
unsaturated zone, or snow, and all parameters are in
units of L/T (or volume per unit surface area per unit
time). For the saturated zone only, a water balance can
be written for a defined area as

R ¼ DQgw þ Qbf þ ETgw þ DSgw ð2Þ

where R is recharge and DQgw is the difference between
ground water flow off of and onto the basin. This
equation implies that water arriving at the water
table: 1) flows out of the basin as ground water flow;
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2) discharges to the surface; 3) is evapotranspired; or
4) goes into storage. Substitution in Eq. (1) produces
a simpler form of the water balance:

R ¼ P þ Qsw
on � Qsw

off � ETsw � ETuz � DSsnow

� DSsw � DSuz ð3Þ

Water budget methods include all techniques based, in
one form or another, on one of these water balance
equations.

The most common water budget method is the
‘‘residual’’ approach: all other components in the
water budget are measured or estimated and R is set
equal to the residual. Water budget methods can be
applied over a wide range of space and time scales.
The major limitation of the residual approach is that
the accuracy of the recharge estimate depends on the
accuracy with which other components can be mea-
sured. This limitation can become significant when
the magnitude of R is small relative to other variables.
The time scale for applying water budget methods is
important, with more frequent tabulations likely to
improve accuracy. If the water budget is calculated
daily, P can greatly exceed ET on a single day, even
in arid settings. Averaging over longer time periods
tends to dampen out extreme precipitation events
and hence underestimate recharge. Annual recharge
estimated with water budgets range from 23 mm in a
region of India[5] to 400 mm at a site in the eastern
United States.[6]

Watershed, surface water flow, and ground water
flow models constitute an important class of water
budget methods that have been used to estimate of
recharge (e.g., Ref.[7]). An attractive feature of models
is their predictive capability. They can be used to gauge
the effects of future climate or land-use changes on
recharge rates.

METHODS BASED ON SURFACE WATER OR
GROUND WATER DATA

Fluctuations in ground water levels can be used to esti-
mate recharge to unconfined aquifers according to

R ¼ Sydh=dt ¼ SyDh=Dt ð4Þ

where Sy is specific yield, h is water table height, and t
is time. The method is best applied over short time
periods in regions with shallow water tables that dis-
play sharp water-level rises and declines. Analysis of
water-level fluctuations can also, however, be useful
for determining the magnitude of long-term change
in recharge rates caused by climate or land-use change.
The method is only appropriate for estimating recharge

for transient events; recharge occurring under steady
flow conditions cannot be estimated. Difficulties lie in
determining Sy and ensuring that fluctuations are due
to recharge, not to changes in pumping rates or
atmospheric pressure or other phenomena. Recharge
rates estimated by this technique range from 11 mm
over a 26-month period in Saudi Arabia[8] to
541 mm yr�1 over 1 yr for a small basin in the United
States.[9]

Ground water levels can also be used to estimate
flow, Q, through a cross-section of an aquifer that is
aligned with an equipotential line. Multiplying K by
the hydraulic gradient normal to the section times
the area of the section calculates Q. Recharge is
determined by dividing Q by the surface area of the
aquifer upgradient from the section.

Methods of estimating recharge based on surface-
water data include the Channel Water Balance Method
(CWBM) and determination of baseflow by hydro-
graph separation. The CWBM involves measuring dis-
charge at two gauges on a stream; the difference in
discharge between the upstream and downstream gages
is the transmission loss. This loss may become recharge,
ET, or bank storage. Hydrograph separation involves
identifying what portion of gauged stream flow is
derived from ground water discharge. Rutledge and
Daniel[10] developed an automated technique for this
purpose and applied the method to estimate recharge
at 15 sites. Drainage areas for the sites ranged from less
than 52 km2 to more than 5200 km2; estimated annual
recharge was between about 13 cm and 64 cm.

DARCIAN METHODS

Applied in the unsaturated zone, Darcy’s law gives a
flux density equal to K times the driving force, which
equals the recharge rate if certain conditions apply.
Matric-pressure gradients must be measured or dem-
onstrated to be negligible. Some types of preferential
flow are inherently non-darcian and if important
would need to be determined separately. Accurate
measurements are necessary to know K adequately
under field conditions at the point of interest. For
purposes requiring areal rather than point esti-
mates, additional interpretation and calculation are
necessary.

In the simplest cases, in a region of constant down-
ward flow in a deep unsaturated zone, gravity alone
drives the flow. With a core sample from this zone,
laboratory K measurements at the original field water
content directly indicate the long-term average
recharge rate.[11]

In the general case, transient water contents and
matric pressures must be measured in addition to
K.[12] Transient recharge computed with Darcy’s law

56 Aquifers: Recharge

© 2008 by Taylor & Francis Group, LLC



A
ca

de
m

ic
–C

an
al

can relate to storms or other short-term events, or pro-
vide data for integration into temporal averages.

TRACER METHODS

Increasing availability and precision of physical and
chemical analytical techniques have led to a prolifer-
ation in applications of tracer methods for recharge
estimation. Isotopic and chemical tracers include tritium,
deuterium, oxygen-18, bromide, chloride, chlorine-36,
carbon-14, agricultural chemicals, dyes, chlorofluoro-
carbons, and noble gases. In practice, concentrations
measured in pore water are related to recharge by
applying chemical mass-balance equations, by match-
ing patterns inherited from infiltrating water, or by
determining the age of the water. Tracer methods
provide point and areal estimates of recharge. Mul-
tiple tracers used together can test assumptions and
constrain estimates.

The most common tracer for estimating recharge is
chloride. Chloride continually arrives at the land sur-
face in precipitation and dust. Chloride is conservative
in many environments and is non-volatile. Under
suitable conditions,

R ¼ P½Clp�=½Clr� ð5Þ

where P is precipitation and [Clp] and [Clr] are chlo-
ride concentrations in precipitation and pore water,
respectively. Chloride mass-balance methods can be
applied to unsaturated profiles[13] and entire basins.[14]

Isotopic composition of water provides a useful
tracer of the hydrologic cycle. The isotopic makeup
of precipitation varies with altitude, season, storm
track, and other factors. Recharge estimates using iso-
topic varieties of water usually employ temporal or
geographic trends in infiltrating water.

Non-conservative tracers can indicate the length of
time that water is isolated from the atmosphere, that
is, its ‘‘age.’’ Recharge rates can be inferred from water
ages if mixing is small. If ages are known along a
flow line,

R ¼ yL=ðA2 � A1Þ ð6Þ

where y is volumetric water content, A1 and A2 are ages
at two points, and L is separation length. One point is
often located at the water table. Preindustrial water
can be dated by decay of predominately cosmogenic
radioisotopes, including carbon-14 and chlorine-36.
The abundance of tritium and other radioisotopes
increased greatly during atmospheric weapons testing,
labeling recent precipitation. Additional compounds

for dating modern recharge include chlorofluorocar-
bons, krypton-85, and agricultural chemicals.[15,16]

Heat is yet another tracer of ground water recharge.
Daily, seasonal, and other temperature fluctuations at
the land surface produce thermal signals that can be
traced through shallow profiles.[17,18] Water moving
through deeper profiles alters geothermal gradients,
which can be used in inverse modeling to obtain
recharge rates.[19]

OTHER METHODS

Additional geophysical techniques provide recharge
estimates based on the water-content dependence of
gravitational, seismic, and electromagnetic properties
of earth materials. Repeated high-precision gravity
surveys can indicate changes in the quantity of subsur-
face water from recharge events.[20] Similarly, repeated
surveys using seismic or ground-penetrating-radar
equipment can resolve significant changes in water-
table elevation associated with transient recharge.[21]

In addition to surface-based techniques, cross-bore
tomographic imaging can provide detailed three-
dimensional reconstructions of water distribution and
movement during periods of recharge.[22]
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Aquifers: Transmissivity

Mohamed M. Hantush
National Risk Management Research Laboratory, U.S. Environmental
Protection Agency (USEPA), Cincinnati, Ohio, U.S.A.

INTRODUCTION

Evaluation of groundwater resources requires the
knowledge of the capacity of aquifers to store and
transmit ground water. This requires estimates of key
hydraulic parameters, such as the transmissivity,
among others. The transmissivity T (m2/sec) is a
hydraulic property, which measures the ability of the
aquifer to transmit ground water throughout its entire
saturated thickness. It is defined as the product of
the hydraulic conductivity K (m/sec) and the saturated
thickness B (m), in the direction normal to the base
of the aquifer:

T ¼ KB ð1Þ

CONCEPTS

Fig. 1 illustrates a confined unit, or permeable unit
sandwiched between impervious or semipervious
layers. The hydraulic (or piezometric) head gradient
in the two piezometers tapping the aquifer and sepa-
rated by a unit distance is unity, since they measure
a drop in the hydraulic head of magnitude one. The
flow through the shaded window of height B and
unit width normal to the flow direction is the aquifer
transmissivity T. This follows from Darcy’s law,
which requires that groundwater flow rate per unit
area normal to the flow direction is equal to the
hydraulic conductivity, if the hydraulic head gradient
is unity.

In unconfined aquifers, however, the transmissivity
is not as well defined as in confined units. The satu-
rated thickness h (m) extends from the water table
vertically down to the aquifer bed in an unconfined
aquifer. The transmissivity varies in time in uncon-
fined aquifers, since the water table often fluctuates
in response to recharge from the overlying vadose
zone or dewatering of the aquifer by pumping. It
decreases during pumping and increases during
recharge.

In stratified formations the hydraulic conductivity
distribution is also stratified and can actually vary
from one location to another by orders of magnitude.
With this variability and that of the saturated thick-
ness, B(x,y), the transmissivity is given by the integral

of the hydraulic conductivity over the saturated
thickness[1]

Tðx; yÞ ¼
Z Bðx;yÞ

0

KðxÞdz ð2Þ

where x denotes the Cartesian coordinates (x,y,z). As
an illustration of the use of Eq. (2), for a layered con-
fined aquifer composed of N distinct layers, each with
thickness bi and constant hydraulic conductivity Ki,
the transmissivity at any given point in the horizontal
plane is given by

T ¼ BKA; B ¼
XN
i¼1

bi; KA ¼ ð1=BÞ
XN
i¼1

biKi ð3Þ

where KA is the arithmetic mean of the hydraulic
conductivity.

TRANSMISSIVITY OF AQUIFERS

Table 1 shows range of values of T which may be
encountered in common aquifers of thicknesses in the
range of 5–100 m. In general, transmissivities greater
than 0.015 m2/sec represent good aquifers for water-
well exploitation.[2] Karstic limestones, in which sizable
proportions of the original rock has been dissolved
and removed, are highly transmissive aquifers. Alluvial
valleys, which are predominantly unconsolidated
sand and gravel, are among the most productive
aquifers in the United States.[3] Permeable basalts
and fractured igneous and metamorphic rocks have a
relatively large transmissivity and serve as good aqui-
fers. Non-karstic limestones, silt, glacial till, and solid
igneous and metamorphic rocks are the least trans-
missive and make poor aquifers. Sandstone aquifers
have a low transmissivity, but they are significant
sources of potable water.

RELATIONSHIP TO GROUNDWATER FLOW

The concept of aquifer transmissivity is widely used
in the analysis of hydraulics of water wells. It is
introduced when the groundwater flow in aquifers is
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essentially horizontal. This is commonly the case in
aquifers whose lateral extensions are much greater
than their thicknesses and where the equipotential lines
are nearly vertical. The groundwater flow rate Q
(m2/sec) integrated over the saturated thickness of the
aquifer, per unit aquifer width, is related to the trans-
missivity through the Darcy relationship:

Q ¼ �Tr j ð4Þ

where Q ¼ Qxi þ Qyj and r j ¼ (@j/@x)i þ (@j/
@y)j. Qx and Qy are the flow rates per unit width
in the x and y directions, respectively, and i and j are
the unit length orthogonal vectors in the x and y
directions, respectively. Eq. (4) in combination with
the groundwater flow balance equation describe
essentially horizontal groundwater flow in aquifers.

ANISOTROPY AND PRINCIPAL DIRECTIONS

Implicit in Eq. (4) is that the transmissivity is invariant
to the orientation in the (x,y) plane. If the transmis-
sivity is dependent on the direction of flow in an
aquifer, the aquifer is said to be anisotropic. This
anisotropy stems from the anisotropy of the hydraulic
conductivity, and when the latter is the same in all
directions, the aquifer is said to be isotropic. In natural
aquifers the transmissivity is anisotropic, and ground-
water flow rate, in this case, is given by the following
general form:

Q ¼ �T � r j; T ¼ Txx Txy

Tyx Tyy

� �
ð5Þ

in which T is the second order symmetric tensor of
transmissivity of an anisotropic aquifer.[1] It is equal
to the product of the hydraulic conductivity tensor
and the aquifer saturated thickness. As an example,
the component Txy gives the contribution of a unit
hydraulic gradient in the y-direction to the flow rate
in the x-direction Qx, and the component Txx gives
the contribution of a unit hydraulic gradient in the
x-direction to Qx. The four elements appearing in
Eq. (5) depend on the chosen coordinate system.
The principal directions of anisotropy are defined as
the orientation y from the original x–y coordinates
to the new x–Z coordinate system (Fig. 2), such that
the off diagonal elements in the transformed system
are zero,

T ¼ Txx 0
0 TZZ

� �
ð6Þ

where Txx and TZZ are the principal transmissivities.
Both are related to the transmissivities in the original
x–y coordinates (Txx, Tyy, and Txy) and the orientation
y by simple algebraic relationships.[1] The transmissiv-
ity in the major direction of anisotropy Txx is greater
than in the minor direction TZZ. Fig. 2 illustrates the

Fig. 2 Ellipse of directional transmissivity.

Fig. 1 Illustration of transmissivity in a confined aquifer.

Table 1 Representative values of transmissivity for
aquifers of thicknesses 5–100 m

Material Transmissivity (m2/sec)a

Unconsolidated
Gravel 5 � 10�3–100
Sand 5 � 10�7–1

Silt 5 � 10�9–2 � 10�3

Glacial till 5 � 10�12–2 � 10�4

Rocks
Karst limestone 5 � 10�6–2

Permeable basalt 1 � 10�6–2
Fractured igneous and
metamorphic rocks

4 � 10�8–3 � 10�2

Limestone, dolomite 5 � 10�9–2 � 10�4

Sandstone 5 � 10�10–6 � 10�4

aValues are estimated from representative values of hydraulic

conductivity.

Source: Adapted from Refs.[2,3].
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transmissivity ellipse in the principal direction coordi-
nates and the relationship between the directional
transmissivity Tr and the principal components Txx

and TZZ. Anisotropy with respect to transmissivity
can be estimated using aquifer test analysis.[4]

METHODS OF ESTIMATION

Estimation of aquifer transmissivity through analysis
of aquifer test data is a standard practice in the evalu-
ation of groundwater resources. Aquifer test is an in-
situ method for estimating field scale transmissivity
in which the water bearing materials are tested under
natural conditions. In this test, the well is pumped at
a given (usually constant) rate and drawdown (i.e.,
drop in elevation of the water level in the well from
its initial static position) is observed and recorded in
time in the pumping well itself and possibly in at least
one observation well in the vicinity. In this method, a
logarithmic plot of the applicable well-flow equation,
called a ‘‘type curve,’’ is superimposed on a logarith-
mic drawdown-time plot, called a ‘‘data curve,’’ and
the transmissivity is then estimated using a graphical
matching technique.[5,6,7] This technique assumes the
aquifer is homogeneous and requires experience and
judgment of qualified persons conducting these tests,
because observed drawdown variations with time and
distance from the pumped well may be interpreted in
several ways and therefore subject to uncertainty.
The performance of graphical matching techniques
depends largely on the selection of the well-flow equa-
tion that most accurately resembles the flow system
under consideration.

Evaluation of groundwater resources in regional
aquifers requires estimates of the transmissivity at
locations where it is not available. This can be achieved
by solving the ‘‘inverse problem’’ for the unknown
parameters. In this method, the flow domain is overlain
by a discrete mesh of nodal points, and the ground-
water flow equation is approximated by a set of
algebraic equations, one for each nodal point.
Unknown T values at the nodal points are identified
by trial and error or automatically, by a gradient-based
search technique.[8] The optimal set of transmissivities
is the one that produces the best match, such as mini-
mizing the sum of weighted least square errors between
the observed hydraulic heads and those obtained from
the solution of the algebraic equations at the measure-
ment points. Many of the restrictive assumptions often
made in aquifer test analysis are relaxed in the numeri-
cal methods for solving the inverse problem. However,
these techniques may suffer from non-uniqueness and
instability of the solutions, and can result in unrealistic
estimates for T, e.g., negative values or solutions fluctu-
ating between imposed lower and upper bounds of the

transmissivity.[8] Current trends in hydrology account
for local-scale spatial variation of the transmissivity
using statistical methods in which this property can
be idealized as a space random function. Field evidence
support that transmissivity is lognormally distri-
buted.[9] The geostatistical approach[10] combines pro-
cess understanding of groundwater flow in aquifers
with statistical estimation methods to provide an effec-
tive tool for mapping transmissivities over regional
aquifers, by making use of their in-situ estimates
inferred from aquifer tests and hydraulic head mea-
surements. The literature on aquifer properties esti-
mation is rich in innovative approaches for
estimating both the transmissivity spatial structure
and its values at locations where measurements are
not available.[8,10,11]

Notice: The U.S. Environmental Protection Agency
through its Office of Research and Development
funded and managed the research described here
through in-house effort. It has been subjected to
Agency review and approved for publication.
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Aral Sea Disaster
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INTRODUCTION

The Aral Sea is one of the worst ecological disasters on
our planet. What was once the world’s fourth largest
inlet sea, the Aral Sea has lost over 60% of its surface
area, two-third of its volume, declined 40 m in depth,
and has fallen to the eighth largest inland body of
water in the world.

The cause is attributed to a vast expansion of irri-
gation in the Central Asian Republics beginning in
the 1950s, which greatly reduced inflows to the Sea.
The diversion of water for massive irrigation develop-
ment was done deliberately by Soviet Union officials,
unconcerned about the consequences of their actions.

The environmental, social, and economic damage
has been immense. Winds pick up dust from the dry
seabed and deposit it over a large populated area. The
dust likely contains pesticide and chemical residues
that are blamed for the serious rise in mortality and
health problems in the region. The Sea, and the now
exposed dry seabed, may also be contaminated by
runoff from a former Soviet military base and a biologi-
cal weapons lab. The ecosystem of the Aral Sea has
collapsed, and climate changes in the Aral Sea Basin
have been documented. Hundreds of agreements
have been signed since 1980s on programs designed to
address the ‘‘Aral Sea Problem’’ which, to date, have
not been effective at preventing the continuing shrink-
ing of the sea.

THE ARAL SEA BASIN

The Aral Sea is located in Central Asia and lies
between Uzbekistan and Kazakhstan in a vast geolog-
ical depression, the Turan lowlands, in the Kyzylkum
and Karakum Deserts. In the 1950s, the sea covered
66,000 km2, contained about 1090 km3 of water, and
had a maximum depth of about 70 m. The Aral Sea
supported vast fisheries and shipping industries. At
that time the sea was fed by two rivers, the Amu Darya
(2540 km) and the Syr Darya (2200 km), which orig-
inate in the mountain ranges of central Asia and flow
through the five republics of Uzbekistan, Kazakhstan,
Kyrgyzstan, Tajikistan, and Turkmenistan.

The two rivers provide most of the fresh water used
in Central Asia. In the last 50 years, about 20 dams and

reservoirs and 60 major irrigation schemes have been
constructed. About 82% of river diversions are for
agricultural use and 14% is for municipal and indus-
trial use (Table 1).

Water demand due to population growth and indus-
trial expansion continues to increase (Table 2). Since
1960, the population of the Central Asian republics
has increased 140% and totals over 50 million. Like-
wise, industrial production using large amounts of
water has also increased. Examples include steel pro-
duction which rose 200%, cement production by
170%, and electricity generation by a factor of 12.

The total inflows to the Aral Sea began decreasing
rapidly in the 1960s, and by 1990 the storage volume
of the sea has decreased by 600 km3 (Table 3). As the
water level fell, salinity levels have tripled, rising from
about 1000 ppm to just under 3000 ppm today. By the
1980s, as the Aral Sea problem became well known
in the Soviet Union, government officials proposed
ambitious projects to divert water from other rivers,
including ones in South Russia and Siberia, to be
transported to the Aral Sea in massive canals. How-
ever, these plans died with the breakup of the Soviet
Union.

The decrease in sea level has now split the Aral Sea
into two separate water bodies: the Small and Large
Aral Seas (Maloe More and Bol’shiye More) each sep-
arately fed by the Syr Darya and the Amu Darya,
respectively. The once vast Amu Darya delta which
once covered 550,000 ha has now shrunk to less than
20,000 ha.

IRRIGATION AND COTTON

For thousands of years, Central Asian farmers diverted
water from the Amu Darya and Syr Darya Rivers,
transforming desert into green oases and supporting
great civilizations. Historically, irrigation water use
was conducted at a sustainable level. The creation of
the Soviet Union and the collectivization of farmlands
resulted in the end for traditional agricultural prac-
tices. Beginning as early as 1918, Soviet leaders began
expanding irrigated land in Central Asia for export
and hard currency. Cotton was known as ‘‘white
gold.’’ The USSR became a net exporter of cotton
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by the 1930s, and by the 1980s, was ranked fourth in
the world in cotton production.

The policy of emphasizing cotton production was
accelerated in the 1950s as Central Asia’s irrigated
agriculture was expanded and mechanized. In 1956,
the Kara Kum Canal was opened, diverting one-third
of the flow in the Amu Darya to new cultivated areas
in the deserts of Uzbekistan and Turkmenistan. The
year 1960 represents the critical junction when the Aral
Sea began to drop. Irrigated cotton production and
water diversions continued to be expanded until the
break-up of the Soviet Union (Table 4).

Estimates are that upwards of 80% of the work-
force is employed in agriculture. The main agricultural
crops in the basin are cotton (6.4 million ha), forage
(1.7 million ha), rice (0.4 million ha), and tree crops
(0.4 million ha).

Some Central Asian irrigation experts estimate that
only 20–25% of the water diverted from the rivers is
actually used by the crops, the rest being lost in the
canals that transport the water to the fields and due

to inefficient irrigation practices used on-farm. It is
believed that over the past decade, adequate
maintenance, repair, and renovation of the irrigation
infrastructure were not performed at a meaningful
level, and water losses from deteriorating canals, gates,
and other facilities have increased.

Most land is under furrow irrigation, with drip
irrigation accounting for about 5% of the irrigated
cropland (used primarily on orchard crops), and
sprinkler irrigation accounts for about 3%. Even
though the water saving benefits of gated pipe are
well known in the region, less than one-sixth of
the farms use this technology. Reasons may include
costs and product availability. Most farms follow the
centuries’ old practice of cutting earthen canals with
shovels in order to divert water into the field. The
volume of water available at these farm ditches is not
sufficient to provide an even distribution of water over
the field. As a result, water logging and soil salinity
now affects about 40% of all the cultivated land in
the region.

MUYNAK AND ARALSK

Of all the villages affected by the drying of the
Aral Sea, Muynak is the best known. Historically,
Muynak was located on an island of the vast Aral

Table 1 Average water supply and demand in the

Aral Sea Basin

Total water available km3 %

Amu Darya Basin 84.3 64
Syr Darya Basin 47.8 36
Total 132.1 100

Water Demand

Agriculture
Amu Darya Basin 44.8 81.6
Syr Darya Basin 34.6

Municipal Water
Amu Darya 3 6.5
Syr Darya 3.3

Industry
Amu Darya 3 8.2

Syr Darya 5

Livestock
Amu Darya 0.2 0.2
Syr Darya 0

Fishery

Amu Darya 2.6 3.5
Syr Darya 0.8

Total 97.3 100

Table 3 Decline of the Aral Sea during the 1980s and

total estimated inflows from the Amu Darya and
Syr Darya rivers

Aral Sea

Year

Inflows

(km3)

Volume

(km3)

Surface area

(km2)

1911–1960 56.0 1064 66,100

1981 6.0 618 50,500

1982 0.04 583 49,300

1983 2.3 539 47,700

1984 7.9 501 46,100

1986 0.0 424 41,100

1987 9.0

1988 23.0 41,000

1989 300 30,000

Table 2 General statistics of the Aral Sea Basin countries in 1995

Kazakhstan Uzbekistan Turkmenistan Kyrgyzstan Tajikistan

Area, km2 2,717,300 447,400 488,100 198,500 143,100

Irrigated land, km2 23,080 41,500 12,450 10,320 6.940

Population 17,376,615 23,089,261 4,075,316 4,769,877 6,155,474

Population growth rate, % 0.62 2.08 2.5 1.5 2.6
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Sea delta at the convergence of the Amu Darya River
in Karakalpakstan (a semi-autonomist republic in
Uzbekistan). In 1962, the island became a peninsula.
By 1970 the former seaport was 10 km from the sea.
The retreat of the sea accelerated and the town was
40 km from the sea by 1980, 70 km in 1995, and close
to 100 km today.

Over 3000 fishermen once worked the abundant
waters around Muynak which supported 22 different
commercial species of fish. In 1957, Muynak fishermen
harvested 26,000 tons of fish, about half of the total
catch that year taken from the Aral Sea. Muynak also
produced 1.1 million farmed muskrat skins which were
used to produce coats and hats.

The Kazakhstan city of Aralsk, was once located on
the northern edge of the Aral Sea, and like Muynak,
had major fisheries and commerce industries. A major
shipping and transport industry existed between these
two cities. As the Aral Sea skunk, Aralsk found itself
farther and farther from the shore which had retreated
nearly 129 km by the 1980s. In the early 1990s, a dam
was built just to the south of the mouth of the Syr
Darya, to protect the northern part of the Aral Sea,
letting the southern portion of the Aral Sea evapo-
rate. Although only 10% of the water in the Syr Darya
River reaches the northern part of the Aral Sea, the
Little Aral has risen 3 m since the construction of the
dam, and the shoreline has crept to within 16 km of
the town.

ENVIRONMENTAL PROBLEMS

The Aral Sea is an unfortunate example of an old
Uzbek proverb: ‘‘at the beginning you drink water,
at the end you drink poison.’’ As the rivers flow
through cultivated areas, they pick up fertilizers,
pesticides, and salts from runoff, drainage water and
groundwater flow. In the 1960s, it was common for
about 550 kg ha�1 of chemicals to be applied to cot-
ton fields in Central Asia, compared to an average of
25 kg used for other crops in the Soviet Union. Resi-
dues of these chemicals are now found on the dry
seabed. Estimates are that millions of tons of dust
are picked up from the seabed and distributed over
the Aral Sea region.

The Sea may have been contaminated from runoff
from by two former USSR military installations in
the area. A chemical weapons testing facility was

located on the Ust-Jurt Plateau (north shore), and
was closed in the mid-1980s. Renaissance Island
(Vorzrozhdeniya Island), located in the central Aral
Sea, was the site of the former USSR Government’s
Microbiological Warfare Group which produced the
deadly Anthrax virus. Some scientists believe that
some containers holding the virus were not properly
stored or destroyed. As the Aral Sea continues to dry
and water levels recede, the ever-expanding island will
soon connect to the surrounding land. Scientists fear
that reptiles, including snakes that have been exposed
to the various viruses, will move onto the surrounding
land and possibly infect the humans living around the
shores of the Aral Sea.

The Area Sea once supported a complex ecosystem,
an oasis in the vast desert. Over 20 species of fish are
now extinct. Karakalpakstan scientists believe that a
total of about 100 species of fish and animals that once
flourished in the region are now extinct, as are many
unique plants.

Residents believe that there is a direct correlation
between the drying of the sea and changes in climate
of the Aral Sea Basin. The moderating effect of the

Table 4 Cultivated land along the Amu Darya and

Syr Darya rivers

Before 1917 1960 1980 1992

Millions of hectares 5.2 10 15 18.3

Fig. 1 This NASA photograph (STS085-503-119) was taken
in August 1997 and looks toward the southeast. The Amu
Darya River is visible to the right and the Syr Darya on

the left. The Aral Sea is now separated into the Small Aral
to the north and the Large Aral to the south. Shown are
the approximate extent of the Aral Sea in 1957 before a mas-
sive expansion of irrigation diversions from the rivers.

64 Aral Sea Disaster

© 2008 by Taylor & Francis Group, LLC



A
ca

de
m

ic
–C

an
al

sea has diminished and temperatures are now about
2.5�C higher in the summer and lower in the winter.
Rainfall in the already arid basin has decreased by
about 20 mm.

THE HUMAN TRAGEDY

Over the last 50 years, there has been a large increase in
mortality, illnesses, and poor health in the region.
Some estimate that 70–90% of the population of
Karakalpakstan suffer some an environmentally
induced malady. Tuberculosis is rampant. Hardest hit
are women and children. Common health problems
include kidney diseases, thyroid dysfunctions, anemia,
bronchitis, and cancers.

CONCLUSION

Some accounts are that since 1984, hundreds of inter-
national agreements have been signed to address Aral
Sea problems. The early agreements had the goals of

first stabilizing the Sea, then slowly increasing flows
to restore its ecosystem. In 1992, the Interstate Com-
mission for Water Coordination was formed by the
five central Asian republics, which also accepted, in
principle, to adhere to the limits on water diversions
as set during the Soviet era in 1984 and 1987. To date,
however, no progress has been made on stabilizing or
reversing the declining inflows. With no water reaching
the Aral Sea from the Amu Darya, scientists predict
that this portion of the sea (the Large Aral Sea) will
disappear by 2020 (Fig. 1).

BIBLIOGRAPHY

1. The Aral Sea Homepage: http://www.dfd.dlr.de/app/
land/aralsee/

2. Requiem for a dying sea: http://www.oneworld.org/

patp/pap_aral.html/
3. Disappearance of the Aral Sea: http://www.grida.no/

aral/maps/aral.htm

4. Earth from Space: http://earth.jsc.nasa.gov/categories.
html

Aral Sea Disaster 65

© 2008 by Taylor & Francis Group, LLC

http://www.dlr.de
http://www.oneworld.org
http://www.grida.no
http://earth.jsc.nasa.gov
http://www.dlr.de
http://www.oneworld.org
http://www.grida.no
http://earth.jsc.nasa.gov


A
cadem

ic–C
anal
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INTRODUCTION

After a discussion about the boundaries of the Arctic,
its hydrological elements are analyzed. It is noted that,
in the Arctic, the solid phase of water dominates the
landscape during most of the year. In the solid phase,
water occurs as snow, river and lake ice, sea ice, glacial
ice, and ground ice. Ground ice is integral to perma-
frost, which is nearly continuous. Although all of the
hydrologic elements can be considered separately as
though each is in storage, they are in fact intercon-
nected and should be considered as an integral part
of a cycle that progresses through all three phases
among the atmosphere, lithosphere, and cryosphere.
Recent research has shown that many of the Arctic’s
hydrologic elements are changing rapidly.

THE ARCTIC

Although no one denies the existence of the region
known as the Arctic, few actually agree on its southern
boundary. Astronomers usually use the Arctic Circle,
oceanographers use the distribution of sea ice, biolo-
gists use the tree line, and cryosphere specialists use a
permafrost boundary.[1] In one way or another, all of
these boundaries are of significance to hydrologists,
because they must contend with distributions that
often spread well beyond the Arctic. For example, many
of the rivers that drain into the Arctic Ocean originate in
temperate latitudes (Fig. 1), the Arctic Ocean is impac-
ted by flow from both the Atlantic and Pacific Oceans,
and the atmosphere can be affected by non-arctic
weather patterns. Nonetheless, the main hydrologic
factor that distinguishes the Arctic from other climatic
zones is the long period of time during which snow
and ice dominate the landscape. From a regional stand-
point, the Arctic may best be considered a moderately-
sized ocean almost completely surrounded by a fringe of
land, i.e., a configuration that is the opposite of its
counterpart in the Southern Hemisphere, the Antarctic.

THE OCEAN, RIVERS, LAKES, AND GLACIERS

The major features of the Arctic are the Arctic Ocean
with its numerous bordering seas, the rivers that drain

into it, its lakes and ponds, and the numerous islands
(many with glaciers) that occur north of the continents
(Fig. 1). Some scientists contend that the Arctic Ocean
should be classified as a Mediterranean sea rather than
an ocean because in addition to being nearly surrounded
by land, it occupies less than 4% of the Earth’s ocean
area and only about 1% of the Earth’s ocean volume.

The Arctic Ocean is also unique in that it is only
40% as large as the continental area that drains into
it. The rivers that enter the ocean vary greatly in size
and discharge. Included among them are four of the
Earth’s 12 longest—the Yenisey (5870 km), the Ob
(5400 km), the Lena (4400 km), and the Mackenzie
(4180 km). They contribute nearly 60% of the fresh
water that drains from the continents.[2] This total
equals some 11% of the Earth’s runoff from the conti-
nents. Because of its unique relationship between land
and sea, the Arctic Ocean is impacted more by water
draining into it than any other ocean.[3]

In addition to its seas, rivers, and islands, the Arctic
also possesses numerous lakes and ponds. Most Arctic
lakes are small. One of the most studied lake types is
the oriented lake. Generally elliptical in shape, oriented
lakes originate as thaw lakes and range in length up to
several kilometers. However, by far, the most common
bodies of water dotting the land surface are small
ponds whose existence is partly the result of the poor
drainage and limited infiltration that characterizes per-
mafrost environments.

Glaciers in the Arctic, except for the Greenland ice
cap, are generally limited to the Canadian and Russian
arctic islands. Arctic glaciers are major contributors of
water and ice bergs to the ocean.

SNOW, ICE, AND PERMAFROST

One of the unique characteristics of water is that it is
the only chemical compound that occurs on Earth in
three phases, i.e., as a gas (water vapor), a liquid,
and a solid. In its solid phase, water appears as snow,
surface ice (river, lake, and sea ice), and ground ice.

Snow

Although snow is not limited to high latitudes, it is
there that it is nearly ubiquitous. Over most of the
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Arctic, it covers the surface for nine or more months.
Snow fall is related to the volume of water vapor in
the air, a volume that is temperature dependent. There-
fore, the actual amount of snow that falls is limited in
quantity. Once it falls, it tends to retain its solid form
until melt season. However, because most of the Arctic
has low-lying vegetation (tundra), snow drifting is
extensive. On flat surfaces, such as lake ice, the snow-
pack is thin or even missing. Uneven surfaces, such
as river banks, trap snow into sizable drifts, some of
which may last through most of the summer.

Snow is important in several major ways in the
Arctic. Because it is highly reflective, much of the sun’s
energy that reaches it is returned to space. The reflected
energy, or albedo, of fresh snow is more than 75%,
whereas that from water is usually less than 30% and
from tundra less than 20%.[4] Further, snow, because
of its low thermal conductivity, is a good insulator—
affecting the occurrence and maintenance of perma-
frost and in helping keep vegetation and fauna from
freezing. Snow, when it melts, provides the bulk of
the water that feeds the rivers and streams that
drain into the Arctic Ocean. Because the melt season

is relatively short and the melt rate is rapid, most rivers
in the Arctic have peaks of discharge that correlate
closely with river breakup (Fig. 2).

River and Lake Ice

In the Arctic, the temperature regime is such that sur-
face ice, whether on rivers, lakes, or the sea, is present
for most of the year. On fresh-water bodies, the ice
reaches thicknesses of about 2 meters. Because most
of the ponds and many of the streams have depths less
than that, water freezes to the bottom. In deeper lakes
and rivers, water will remain in the liquid state beneath
the ice. In some rivers, especially those originating in
lower latitudes (Fig. 1), flow continues throughout
the winter beneath the ice. Ice in the deeper lakes lasts
longer than ice on rivers, where breakup follows after
snow-melt water enters the river channels.

Sea Ice

Some authors maintain that sea ice is the most dra-
matic feature of the Arctic. Formed by the freezing

Fig. 1 Map of the Arctic showing the major rivers, permafrost distribution, September sea-ice locations, and bordering seas in
the Arctic Ocean. Source: From Ref.[9].
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Fig. 2 The mouth of the Colville

River, Alaska showing the distri-
bution of snow, water, river ice and
sea ice during breakup. (A) sea ice,

(B) floodwater on top of sea ice,
(C) sea ice floating on top of river
floodwater, (D) river ice floating
on top of floodwater, (E) flooded

mudflats, (F) flooded island with
remnant snow patches, (G) snow
and ice covering ice-wedge polygons.

Photograph by Donald Nemeth.

Fig. 3 Conceptual model of the arctic hydrologic cycle. Source: From Ref.[3].
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of sea water, sea ice covers nearly all of the Arctic
Ocean during winter when it is attached to much of
the continental coastline of Siberia and North
America. Except for a narrow band of fast ice, the bulk
of the sea ice is in motion, steered by ocean currents
and winds. Its predominant direction of flow is clock-
wise. Because its motion is erratic, pressure ridges
many meters high and open bodies of water, known as
leads, develop. First year sea ice averages about 2 meters
in thickness whereas ice that survives through the
summer becomes thicker during the following winter.
The minimum extent of sea ice in the Arctic is in
September (Fig. 1). Sea ice suppresses the energy exchange
between the ocean and the atmosphere, affects the
circulation of ocean currents, and dampens wave action.[5]

Permafrost and Ground Ice

Permafrost is defined as earth material in which the
temperature has been below 0�C for two or more years.
Because it is defined only by its temperature, water is
not necessary for its existence. However, most perma-
frost, which underlies more than 20% of the Earth’s
land area, does contain ice in various amounts and
forms. Ground ice occurs in the pores of the soil as
lenses or veins and in large forms such as ice wedges.[6]

By volume, pore ice is the largest, although ice wedges
are more conspicuous. Where ice wedges are well
developed, they may occupy as much as 30% of the
upper 2 or 3 meters of the land surface. Their surface
expression is distinctive and takes the form of ice-
wedge polygons. In the Arctic, permafrost is continuous
(Fig. 1) except beneath those water bodies that are more
than 2 meters deep and do not freeze to the bottom
during winter. Permafrost is also present beneath
near-shore waters off Siberia and North America.

Associated with permafrost is the active layer—the
portion of terrain that thaws and freezes seasonally.
The active layer can vary in thickness from a few
centimeters to several meters, depending mainly on
vegetation cover and soil texture.

THE HYDROLOGIC CYCLE IN THE ARCTIC

In the above discussion, each hydrologic element was
considered individually, as if it was a pool of water
in storage as a gas, a liquid, or a solid. However, in
reality, the hydrologic elements are interconnected
and mobile, moving from one phase to another
through time. The examination of water from this
standpoint is best done through the concept of the
hydrologic or water cycle, a cycle that is considered
the most fundamental principle of hydrology.[7] The
conceptual model (Fig. 3) illustrates hydrologic links
among the atmosphere, the land, and the ocean.[3]

As a concept, it can be applied to small units within
the hydrosphere or large units such as the Arctic. In
the Arctic, the movement of water from one phase or
location is, to a large extent, dependent on freeze-thaw
cycles of snow, ice, and permafrost.

ARCTIC HYDROLOGY AND THE FUTURE

In recent years, research on climate change has increased
dramatically. Much of it has been conducted in and
about the Arctic and especially about arctic
hydrology. Numerous changes in the hydrologic ele-
ments of the Arctic have been recently documented.
Included are a shortening of the snow-cover season,
later freeze-up and earlier breakup of river, lake,
and sea ice, increased fresh-water runoff, melting gla-
ciers, the degradation of permafrost and an increase
in active-layer thickness, increased groundwater flow,
decreased sea-ice extent (Fig. 1), and decreased
albedo, among others. Recently (2005), Dan Endres
of the National Oceanic and Atmospheric Adminis-
tration, in a discussion on climate change, stated that:
‘‘Whatever is going to happen is going to happen first
in the Arctic and at the fastest rate.’’[8] This is a
prophecy that is especially applicable to virtually
every hydrologic and ecological element in the Arctic.
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INTRODUCTION

Boric acid is moderately soluble in water. Its solubility
increases markedly with temperature due to the large
negative heat of dissolution. Boron is considered as
a typical metalloid having properties intermediate
between the metals and the electronegative non-metals.
Boron has a tendency to form anionic rather than
cationic complexes. Boron chemistry is of covalent B
compounds and not of B3þ ions because of its very
high ionization potentials. Boron has five electrons,
two in the inner spherical shell (1s2), two in the outer
spherical shell (2s2), and one in the dumbbell shaped
shell (2p1

x).[1] In the hybrid orbital state, the three elec-
trons in the 2s and 2p orbitals form a hybrid orbital
state (2s1 2p1

x 2p1
y), where each electron is alone in an

orbit whose shape has both spherical and dumbbell
characteristics. Each of these three orbits can hold
one electron from another element to form a covalent
bond between the element and B (BX3). This leaves
one 2p electron orbit that can hold two electrons,
which if filled would completely fill the eight electron
positions (octet) associated with the second electron
shell around B. BX3 compounds behave as acceptor
Lewis acids toward many Lewis bases such as amines
and phosphines. The acceptance of two electrons from
a Lewis base completes the octet of electrons around B.
Boron also completes its octet by forming both anionic
and cationic complexes.[1] Therefore, tri-coordinate B
compounds have strong electron-acceptor properties
and may form tetra-coordinate B structures. The
charge in tetra-coordinate derivatives may range from
negative to neutral and positive, depending upon the
nature of the ligands.

For the unshared oxygen atoms bound to B, they
are, probably, always OH groups. Thus, in accordance
with the electron configuration of B, boric acid acts
as a weak Lewis acid:

BðOHÞ3 þ 2H2O ¼ BðOHÞ�4 þ H3Oþ ð1Þ

The formation of borate ion is spontaneous. The first
hydrolysis constant of B(OH)3, Kh1, is 5.8 � 10�10

at 20�C,[2] and the other Kh2 and Kh3 values are
5.0 � 10�13 and 5.0 � 10�14, respectively.[3] A dis-
sociation beyond B(OH)4

� is not necessary to explain

the experimental data, at least below pH 13.[4,5] Boron
species other than B(OH)3 and B(OH)4

�, however,
can be ignored in soils for most practical purposes.
The first hydrolysis constant of B(OH)3 varies with
temperature from 3.646 � 10�10 at 178 K to 7.865 �
10�10 at 318 K.[6]

Both B(OH)3 and BðOHÞ�4 ion species are essen-
tially monomeric in aqueous media at low B con-
centration (�0.025 mol L�1). However, at high B
concentration, polyborate ions exist in appreciable
amount.[7] The equilibria between boric acid, monobo-
rate ions, and polyborate ions in aqueous solution are
rapidly reversible. In aqueous solution, most of the
polyanions are unstable relative to their monomeric
forms B(OH)3 and B(OH)4

�.[8] Results of nuclear
magnetic resonance[9] and Raman spectrometry[10] lead
to the conclusion that B(OH)3 has a trigonal-planar
structure, whereas the B(OH)4

� ion in aqueous solution
has a tetrahedral structure. This difference in structure
can lead to differences in the affinity of clay for these
two B species.

BORON–SOIL INTERACTION

The elemental form of boron (B) is unstable in nature
and found combined with oxygen in a wide variety of
hydrated alkali and alkaline earth-borate salts and
borosilicates as tourmaline. The total B content in
soils, however, has little bearing on the status of avail-
able B to plants.

Boron can be specifically adsorbed by different clay
minerals, hydroxy oxides of Al, Fe, and Mg, and
organic matter.[11] Boron is adsorbed mainly on the
particle edges of the clay minerals rather than the
planar surfaces. The most reactive surface functional
group on the edge surface is the hydroxyl exposed on
the outer periphery of the clay mineral. This functional
group is associated with two types of sites that are
available for adsorption: Al(III) and Si(IV), which
are located on the octahedral and tetrahedral sheets,
respectively. The hydroxyl group associated with this
site can form an inner sphere surface complex with a
proton at low pH values or with a hydroxyl at high
pH values. The B adsorption process can be explained
by the surface complexation approach, in which the
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surface is considered as a ligand.[12] Such specific
adsorption, which occurs irrespective of the sign of
the net surface charge, can occur theoretically for
any species capable of coordination with the surface
metal ions. However, because oxygen is the ligand
commonly coordinated to the metal ions in clay miner-
als, the B species B(OH)3 and B(OH)4

� are particularly
involved in such reactions. Possible surface complex
configurations for B—broken edges of clay minerals—
were suggested by Keren, Grossl, and Sparks.[12]

Keren and Bingham[11] reviewed the factors that
affect the adsorption and desorption of B by soil con-
stituents and the mechanisms of adsorption. Soil pH is
one of the most important factors affecting B adsorp-
tion. Increasing pH enhances B adsorption on clay
minerals, hydroxy-Al and soils, showing a maximum
in the alkaline pH range (Fig. 1).

The response of B adsorption on clays to variations
in pH can be explained as follows. Below pH 7,
B(OH)3 predominates and since the affinity of the clay
for this species is relatively low, the amount of adsorp-
tion is small. Both B(OH)4

� and OH� concentrations
are low at this pH; thus, their contribution to total B
adsorption is small despite their relatively strong affin-
ity for the clay. As the pH is increased to about 9, the
B(OH)4

� concentration increases rapidly. Since the
OH� concentration is still low relative to the B concen-
tration, the amount of adsorbed B increases rapidly.
Further increases in pH result in an enhanced OH�

concentration relative to B(OH)4
�, and B adsorption

decreases rapidly due to the competition by OH� at
the adsorption sites. Adsorption models for soils, clays,
aluminum oxide, and iron oxide minerals have been
derived by various workers.[13–17]

In assessing B concentration in irrigation water,
however, the physicochemical characteristics of the

soil must be taken into consideration because of the
interaction between B and soil. Boron sorption and
desorption from soil adsorption sites regulate the B
concentration in soil solution depending on the
changes in solution B concentration and the affinity
of soil for B. Thus, adsorbed B may buffer fluctuations
in solution B concentration, and B concentration in
soil solution may change insignificantly by changing
the soil-water content (Fig. 2). When irrigation with
water high in B is planned, special attention should
be paid to this interaction because of the narrow differ-
ence between levels causing deficiency and toxicity
symptoms in plants.

BORON–PLANT INTERACTION

Boron is an essential micronutrient element required
for growth and development of plants.

Many of the experimental data suggest that B
uptake in plants is probably a passive process. There
are clear evidences, however, that B uptake differs
among species.[18] Several mechanisms have been pos-
tulated to explain this apparent paradox.[18–20] Boron
deficiency in plants initially affects meristematic
tissues, reducing or terminating growth of root and

Fig. 1 Boron adsorption isotherms for a soil as a function
of solution B concentration and pH. Bold lines—calculated
values. Source: From Ref.[28].

Fig. 2 Boron concentration in soil solution as a function of
solution-to-soil ratio for a given total amount of B. (A) No
interaction between B and soil, (B) Boron adsorption account
for. Source: From Ref.[28].

Boron 71

© 2008 by Taylor & Francis Group, LLC



A
cadem

ic–C
anal

shoot apices, sugar transport, cell-wall synthesis and
structure, carbohydrate metabolism and many bio-
chemical reactions.[21,22] Tissue B concentrations asso-
ciated with the appearance of vegetative deficiency
symptoms have been identified in many crop species.
It is essential to remember that for B, as for phos-
phorus and several other plant nutrient elements,
deficiency may be present long before visual deficiency
symptoms occur.

Excess and toxicity of boron in soils of semi-arid
and arid areas are more of a problem than deficiency.
Boron toxicity occurs in these areas either due to high
levels of B in soils or due to additions of B in irrigation
water. A summary of B tolerance data based upon
plant response to soluble B is given by Maas.[23]

Bingham et al.[24] showed that yield decrease of some
crops (wheat, barley, and sorghum) due to B toxicity
could be estimated by using a model for salinity
response, suggested by Maas and Hoffman.[25]

There is a relatively small difference between the B
concentration in soil solution causing deficiency and
that resulting in toxicity symptoms in plants.[11] A
consequence of this narrow difference is the difficulty
posed in management of appropriate B levels in soil
solution.

The suitability of irrigation water has been evalu-
ated on the basis of criteria that determine the poten-
tial of the water to cause plant injury and yield
reduction. In assessing the B in irrigation water, how-
ever, the physicochemical characteristics of the soil
must be taken into consideration because the uptake
by plants is dependent only on B activity in soil

solution.[26,27] Boron uptake by plants grown in a soil
of low-clay content is significantly greater than that
of plants grown in a soil of high-clay content at the
same given level of added B (Fig. 3). This knowledge
may improve the efficacy of using water of different
qualities, whereby water with relatively high B levels
could be used to irrigate B-sensitive crops in soils that
show a high affinity to B. Such water can be used for
irrigation as long as the equilibrium B concentration
in soil solution is below the toxic concentration thresh-
old (the maximum permissible concentration for a
given crop species that does not reduce yield or
lead to injury symptoms) for the irrigated crop. The
existing criteria for irrigation water, however, make
no reference to differences in soil type.
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Bound Water in Soils

Sally D. Logsdon
National Soil Tilth Laboratory, U.S. Department of Agriculture (USDA),
Ames, Iowa, U.S.A.

INTRODUCTION

General reviews on bound water discuss the historical
development, and show that water associated with
hydrophobic surfaces is more rigid than water associ-
ated with hydrophilic surfaces. These reviews show
that bound water has higher heat capacity, higher rela-
tive viscosity, reduced self-diffusion, reduced dielectric
constant, and lower density than free water. This entry
will emphasize the latest information on bound water
in soils and clay, and what knowledge is incomplete.

BODY OF TEXT

Properties of free water are discussed by Oster. Bound
water has been designated by terms such as vicinal
water,[1] hygroscopic water,[2] or simply water associa-
ted with interfaces[3,4] or colloids such as clays.[5]

Bound water cannot be isolated to study its properties
because bound water only exists as part of the system
to which it is bound.

Early Work on Clays

Clays are the inorganic colloids in soils. Low[5] sum-
marized earlier studies by considering the clay–water
system to be near equilibrium. Then he assumed that
slight changes in the partial specific property because
of small additions of water would not significantly
upset the equilibrium; that is, changes would be due
only to the water, not to the whole system. This
colloid-associated water has lower density, higher
apparent mean heat capacity, and higher viscosity,
higher expandability, and lower specific entropy than
free water. Activation energies for ion migration were
higher in bound water than free water.[6] Ion mobility
was decreased when there was only one or two layers
of sorbed water.[7] McBride and Baveye[8] have exper-
imentally confirmed higher viscosity close to clay sur-
faces. As an example, Fig. 1 shows the decrease in
change of specific heat capacity as water is added to
a Na-montmorillonite.[9] Sposito and Prost[10] question
the assumption of near equilibrium even at high water
contents and indicate that the assumption definitely
does not apply to the first layers of adsorbed water.

Fig. 2 diagrams bound water clustering around the
countercations associated with the 2:1 clay. Note that
the cations (small circles in Fig. 2 in center of cluster)
and their associated water clusters occupy sites on
internal and external surfaces of the clay.

The time dependence of bound water relates to the
mechanism affecting motion of the water molecules.
Sposito and Prost[10] discuss a V structure of water
which shows vibrational motion around 10�10–
10�11 sec and a D structure of diffusional motion for
timescales greater that 10�4 sec. Between these two
extremes, water, as a polar molecule, can be subject
to movement that orients the molecule back and forth
in response to an alternating electrical field. Free water
can continue to oscillate back and forth even at time-
scales down to around 10�12 sec, but ice only down
to around 10�7 sec. The various forms of bound water
can continue to oscillate between these extremes. These
timescales are related to the inverse of the frequency.

Relation to Dielectric Properties

The frequency-dependent dielectric spectra are used to
examine the frequency-dependent oscillations. The
time or frequency when half of the molecules are no
longer able to oscillate is called the relaxation time or
frequency. At frequencies lower than the relaxation
frequency, the relative dielectric constant (relative to
that of a vacuum) is high, and at frequencies higher
than the relaxation frequency, the dielectric constant
is low. At high frequencies, free water can continue
to oscillate and still has a high dielectric constant.
At these same high frequencies, bound water cannot
oscillate and has a lower dielectric constant. Many stu-
dies have examined the effect of bound water in lower-
ing the dielectric constant of the system at high
frequencies, but have failed to realize that the same
mechanism would not extend to lower frequencies
when bound water can also oscillate with a larger
dielectric constant.

Dielectric Determination of Soil Water Content

Dielectric properties are used to determine soil water
content, assuming that all of the water has a dielectric
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constant around 80.[11] Many studies have data that do
not fit assumed relations unless some of the water is
assumed to be bound water with a lower dielectric con-
stant than free water. Volumetric mixing models are
often used to explain such data, using measured or
assumed volume fractions and dielectric properties
for each component of the system. Dobson, Ulaby,
and Hallikainen[12] assumed that soil was made of four
components: air, soil solids, free water, and bound
water. They used two mixing model approaches to
explain the reduction in bulk dielectric constant for
soils with much bound water. Sihvola[13] discusses a
variety of mixing models and their assumptions. One
class are the power law mixing models, and the other
class are based on modifications of the Maxwell–
Wagner approach for two component systems in which
one component is continuous and the other component
is discontinuous. The equations can be altered depend-
ing on shape of the inclusions, multiple inclusions,

layers around inclusions, orientation of anisotropic
inclusions, which (or both) of the components have
electrical conductivity, and multiple inclusions. Diffi-
culties arise because dielectric properties vary with fre-
quency of the alternating current and are complex
numbers with real and imaginary components. Another
difficulty is that soil is a multicomponent system (air,
soil solids, and water with varying degrees of binding),
in which more than one component may be continuous.

Many have assumed that bound water has the same
dielectric constant as ice, i.e., 4,[2,11,14] but Dirksen and
Dasberg[15] could not fit their data unless a large value
was chosen, around 30 for a Vertisol soil–water mix-
ture or 50 for smectite clay–water mixture. Laird[16]

assumed a logistic curve to describe the dielectric of
bound water between the first adsorbed layer (dielec-
tric constant of 4) and bulk or free water (dielectric
constant of 80).

Assuming a lower dielectric constant for bound
water has not adequately explained the data in which
the dielectric constant is larger than expected in soils
with a lot of bound water. This has mainly been a
problem at high water contents and high tempera-
tures[15,17–19] or when the measurement frequency is
lower than that from measured dielectric constants in
the field,[20] or with long cables,[19] or for a capacitance
or other system that used a lower measurement
frequency.[11,21]

Dielectric Spectra of Clay–Water Systems

Although several studies have examined dielectric
spectra in a qualitative sense, one of the first to
mechanistically examine the imaginary dielectric tem-
perature spectra was Calvet.[22] He examined humidi-
fied smectites saturated with various divalent cations.
He divided the spectra into two electrical conductivity
components and two relaxation components, each of
which had a temperature dependence. Ishida and
Makino[23,24] examined Na-saturated clays at a range
of frequencies, but only one temperature. For the slur-
ries and gels of smectites, they identified three relax-
ation components, after subtracting the electrical
conductivity component. Dudley et al.[25] likewise mea-
sured slurries of smectite but included three temp-
eratures. They subtracted the electrode polarization
component and observed an electrical conductivity
component and a relaxation component.

One of the difficulties in these studies is attributing
all the observed relaxations to bound water alone.
Bound water is part of a system in which polarization
can be induced in macromolecules and colloids because
of migration of charge carriers either in the double
layer of dispersed colloids[26] or to proton hopping
on external or internal surfaces of humidified soil.[27]

Fig. 2 Diagram of a 2:1 clay showing water molecules
clustered around the countercations in interlayers and on
external surfaces.

Fig. 1 The change in specific heat capacity as water is added
to the system for a sodium montmorillonite. Source: From

Ref.[9].

Bound Water in Soils 75

© 2008 by Taylor & Francis Group, LLC



A
cadem

ic–C
anal

The frequency range for the polarization as a result of
migration of charge carriers may overlap with the fre-
quency range for relaxation as a result of oscillation
of bound water.

CONCLUSION

Water bound to colloids has been shown to be more
rigid than free water but not as rigid as ice. The pro-
perties of bound water are determined only indirectly
because bound water can only be measured as part
of the system to which it is bound. Early work empha-
sized properties of water bound to the inorganic col-
loids in soils, i.e., clays. Later work on bound water
developed because the bulk dielectric constant mea-
sured at high frequencies showed reduced dielectric
constants for soils high in montmorillonite clays. The
reduced dielectric constants for bound water occur
because of the increased rigidity, which decreases the
ability of the water molecules to oscillate in an alter-
nating electrical field.

Currently, there is increased interest in examining
soil dielectric properties across a range of frequencies.
These dielectric spectra show the soil–water system
shift from freely oscillating at low frequencies to no
oscillations at high frequencies. Although this shift is
sharp for free water, the dielectric spectra for soils
and clays show a broad frequency range of gradual
change. This suggests that multiple mechanisms are
operating. Not only is water oscillating, but also polar-
ities develop in the bound water–colloid system at
lower frequencies. The dielectric properties of bound
water are difficult to separate from the induced polari-
ties of the bound water–colloid system. Careful experi-
mental determination of dielectric spectra combined
with model development will enable us to separate
these components and utilize the dielectric spectra as
a characterization tool for soil–water systems.

ARTICLES OF FURTHER INTEREST

Water Properties, p. 1324.
Soils: Hygroscopic Water Content, p. 1136.
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Vijay P. Singh
Department of Biological and Agricultural Engineering, Texas A&M University,
College Station, Texas, U.S.A.

Sharad K. Jain
National Institute of Hydrology, Roorkee, Uttarakhand, India

INTRODUCTION

According to the Hindu belief, Brahmaputra means
‘‘son of the Creator, Lord Brahma.’’ The source of this
river lies in the Kanglung Kang Glacier in the south-
western part of the Tibetan plateau at an elevation
of 5300 m (82� 100E, 30� 300N) near Konggyu Tso Lake.
The Brahmaputra River then traverses a distance of
2880 km before joining the Bay of Bengal (see Fig. 1).

The basin is of irregular shape: the maximum east-
west length is 1540 km and the maximum north-south
width is 682 km. The basin lies between 23� N and
32� N latitude and 82� E and 97� 500E longitude. The
characteristics of the Brahmaputra River in different
parts of the basin are given in Table 1.

TOPOGRAPHY

The course of the Brahmaputra River can be divided
into three reaches: upper, middle, and lower. In the
upper reach, it flows for 1625 km mainly to the east,
almost parallel and north to the Himalayas. Here, the
river is known as Tsangpo, or ‘‘the purifier.’’ Near the
eastern end of the basin, Tsangpo takes a hairpin bend
and enters India at Kobo in Arunachal Pradesh. Here,
the river is first known as Siang and then Dihang. At
Pasighat, Dihang’s maximum discharge is 29,643 m3/s.
From Pasighat up to the Indo-Bangladesh border
(640 km), the river passes through alluvial plains. At
Kobo in Assam, Dihang meets two major tributaries,
Dibong and Lohit, and the combined river is known
as Brahmaputra. This reach contains Majuli, which
is the biggest river island (area 900 km2) in the world.

In the lower reach from the confluence of the Tista
River near Bahadurabad to Goalundo, Brahmaputra
gets a new name: Jamuna. At Goalundo, Jamuna joins
another major river, Ganga-Padma, and the combined
river flows as Ganga-Padma for 80 km. Near Rajabari,
another major tributary, Meghna, joins and the com-
bined river flows for 32 km as Meghna River. A little
downstream, Meghna trifurcates and outfalls into the
Bay of Bengal forming broad estuaries. The main tri-
butaries of Brahmaputra are: Nayang Chu, Yarling

Chu, Subansiri, Manas, Jia-Bharali, Sankosh, Teesta,
and Meghna.

HYDROMETEOROLOGY OF THE BASIN

The Himalayas divide the basin into two distinct cli-
matic zones (Fig. 2). The northern part, being on the
rain shadow side of the monsoonal system, in the
Tibetan plateau is cold, dry, and arid. The southern
part, being on the ‘‘wet’’ side of the monsoonal system,
is relatively warm and humid, and experiences high
rainfall. The western part of the Brahmaputra valley
experiences hot summer in April and May.

The Monsoon is the most important factor respon-
sible for seasonal weather variation. In summer, warm
moist air moves northward bringing rain, especially on
the south slopes of the Himalayas. About 65–80% of
the average annual rainfall takes place in this period.
Rainfall during July and August is the highest. The
wettest place on the Earth, Mausynram, which receives
11,872 mm of rainfall in an average year, is located in
the Khasi hills. The Tibetan plateau and higher reaches
of mountain ranges above 3000 m receive snowfall
during winters.

In winter, cold dry airflow from central Eurasia
flows southward and is warmed as it passes over the
Himalayas, bringing generally pleasant conditions.
The average annual rainfall in the basin varies from
less than 400 mm on the north side of the Himalayas
to more than 6000 mm on the south side of the
Himalayas. The mean annual rainfall over the catch-
ment, excluding the Tibetan part, is around 2300 mm.
The variability of annual rainfall is 20%. The highest
recorded 1-hr rainfall is 97.5 mm at Saralpara, Tikpai
sub-basin.

DISCHARGE

Brahmaputra is a perennial river. Typical annual
discharge hydrographs of the river for five stations
are shown in Fig. 3. The maximum and minimum
discharges of the Brahmaputra River at different
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sites are furnished in Table 2. The recorded maximum
discharge of major tributaries is given in Table 3. At
Bahadurabad in Bangladesh, the average discharge
during the monsoon period is 31,850 m3/s.

Flooding is an acute problem in the Brahmaputra
valley. On average, flooding affects an area of 1 million
ha in Assam. The main reasons for frequent floods are
the narrowness of the valley, high rainfall, and
encroachment of flood plains. Floods have frequently
created havoc in the region; the floods of 1987, 1988,
1992, and 1995 were particularly severe. The maximum
observed flood peak at Pandu was 72794 m3/s in 1962.

In the basin, flood-prone area is 3.15 million ha. The
flood management works so far adopted have been
mainly embankments, drainage channels, town
protection works, and erosion control works. The
length of embankments was increased from 6000 km
in 1954 to 15,675 km in 1990 besides improvement of
30,857 km of drainage channels. These measures have

afforded a reasonable flood protection to an area of
1.635 million ha.

CROPPING PATTERN

The major crops in the basin are rice, wheat,
maize, and other cereals, pulses, oilseeds, jute, sugar-
cane, and potato. The horticultural crops are fruit
crops, plantation crops, tuber crops, and spices. Com-
mercial cultivation of ornamentals has begun recently.
Rice is by far the most important crop of Assam.
Winter or Kharif rice (known as ‘‘Sali’’ ) occupies
70% of the area under rice and is cultivated from June
to December. ‘‘Ahu’’ or autumn rice occupies 25% of
the area under rice, the crop season is from March to
July. Pulses are cultivated primarily during the Rabi
season. Jute is the primary fiber crop. Important horti-
cultural and plantation crops include orange, banana,

Fig. 1 The Brahmaputra Basin. Source: From

Ref.[1].

Table 1 Salient features of the Brahmaputra Basin

Location

Catchment area in that

part (km2), % of total area Average gradient Topography

Upper Reach: Source to Indo-China
border, Tibet (China)

293,000 (50.52%) 1:385 High Tibetan Plateau

Middle Reach: 195,000 (33.62%)

(i) Indo-China border to Kobo,

Arunachal Pradesh (AP)

1:515 Himalayan mountain

region
(ii) Kobo to Indo-Bangladesh

border, Assam

1:690 Brahmaputra Valley

Bhutan 45,000 (7.76%) — Himalayas

Lower Reach in Bangladesh: 47,000 [up to confluence
with Ganga (8.10%)]

Plains including
coastal belt

(i) First 60 km from India Border 1:11,40
(ii) Next 100 km 1:12,60
(iii) Next 90 km 1:27,00
(iv) Rest up to sea 1:37,00
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pineapple, papaya, lemons, ginger, turmeric, sweet
potatoes, areca nut, coconut, and vegetables.

SEDIMENT TRANSPORT

The sediment yield of the Brahmaputra River is
very high; the yield at Guwahati is 755 m3 per km2 of
catchment area; the maximum and minimum sediment
concentrations are 679 and 36 ppm, respectively. The
average annual sediment load at Bahadurabad in
Bangladesh is 735 million metric tons. Here, 12.5%
sediment is coarse, 14.2% medium, and 73.3% fine.

Downstream of Pasighat, Brahmaputra is highly
braided. The width of the river from Kobo to the
Indo-Bangladesh border varies from 6 to 18 km except
in nine places where it traverses through deep and nar-
row throats. The main reasons of high sediment load

are: Brahmaputra is a geologically young river, the
catchment area falls in a seismic belt, rainfall intensity
is high and slopes are steep. Besides, ‘‘Jhumming’’
(shifting cultivation) greatly increases sediment load.

HYDROPOWER

The hydropower potential of the Brahmaputra basin in
India is 34,920 MW at 60% load factor. But so far,
less than 2% has been developed. Completed proj-
ects include Loktak, Kyrdem Kulai, Umtru-Umaim
Stage I, II, and III. The dams under construction
include Kapili Stage I and II, Lower Kapili, Thoubal,
and Gumti. Three reasons for poor development of
hydropower in the region are: difficult terrain, lack
of demand, and non-availability of bulk transmission
corridors. Major identified multipurpose projects are

Fig. 2 Climatic zones. Source: From Ref.[1].

Fig. 3 Discharge hydrographs of the

Brahmaputra River at different sites. Source:
From Ref.[1].

80 Brahmaputra Basin

© 2008 by Taylor & Francis Group, LLC



A
ca

de
m

ic
–C

an
al

Dihang group of dams (13,250 MW), Subansiri group
(6000 MW) and Tipaimukh (1500 MW). These projects
can also provide other significant benefits.

FLORA AND FAUNA

The forests of Brahmaputra Basin contain a great
diversity of flora and fauna. Five major groups of
forests in Assam are: (1) Tropical Wet Evergreen;
(2) Tropical Semi-evergreen; (3) Tropical Moist
Deciduous; (4) Littoral and Swamp; and (5) Tropical
Dry Deciduous. The Brahmaputra valley harbors five
big mammals—Rhino, Tiger, Wild Buffalo, Gangetic
Dolphin, and Elephant. Famous national parks are:
Kaziranga, Manas, Nameri, Dibru-saikhowa, and
Orang. The Kaziranga National Park (KNP) is a place
of international importance with its mega-diversity in

flora, fauna, and ecosystem. The Great Indian One
Horn Rhino is found here.

WATER QUALITY

Brahmaputra flow contains very high amount of sedi-
ments. Surface suspended sediments range from fine
sand to clay, the size fraction greater than 12 mm con-
stituting an important size population. The ground-
water is generally mildly alkaline with a pH value
ranging from 6.5 to 8.5; total dissolved solids are
low. The chloride (10–40 ppm) and bicarbonate (50–
350 ppm) values are quite low. The iron content ranges
from a fraction to as high as 50 ppm. At greater depths,
groundwater is free from much of iron. The total hard-
ness varies as CaCO3 generally varies from 50 to
300 ppm. In some places, good quality water is avail-
able at 14 –30 m depth.

CONCLUSIONS

The Brahmaputra Basin is unique with a wide variety
of climate, topography, and ecology. It is hoped that
its immense water resources will help in overall devel-
opment of the basin.
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Table 2 Recorded maximum discharge of the

Brahmaputra River at some sites

Site (State, Country)

Catchment

area (km2)

Recorded

maximum

discharge (m3/s)

Shigatse (Tibet, China) 88,620 3,380

Tseladzong (Tibet, China) 186,730 10,200

Pasighat (AP, India) 249,000 29,640

Guwahati (Assam, India) 424,100 72,794

Table 3 Observed maximum discharge of major
tributaries of Brahmaputra

Tributary Gauging site

Maximum

discharge (m3/s)

Subansiri Chawidhowghat 18,799

Jia-Bharali N.T. Road 9,939

Manas Mathanguri 10,842

Dibong Jiagaon 11,205

Lohit Digarughat 12,350
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Canal Automation

Albert J. Clemmens
U.S. Water Conservation Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Phoenix, Arizona, U.S.A.

INTRODUCTION

Canal automation refers to a wide variety of hydraulic
structures, mechanical and electronic hardware, com-
munications, and software used to improve the oper-
ation of canals that transmit water and deliver it to
users. Early canal automation consisted of hydro/
mechanical devices used to adjust a single canal gate,
with the intent of controlling the adjacent water level
or flow rate. These local devices evolved over time to
include mechanical/electric controllers and finally to
electronic control, although many hydro/mechanical
gates are still used successfully. A major shift in canal
automation resulted from the use of radio or hardwire
communication to control all canal structures from a
single location. Today, commercially available super-
visory control and data acquisition (SCADA) systems
are used for remote, manual supervisory control
of canals. The use of a centralized control station
(particularly SCADA systems) has also led to the use
of computers for the automatic remote control of
entire canals. A variety of devices, methods, and
control algorithms have been developed for canal
automation. These are summarized in Refs.[1,2].

BACKGROUND

The objective of canal operations is to deliver a certain
rate or volume of water to a particular location, for
example to a reservoir, to a farm canal, etc. Canals
differ radically in operation from pressurized pipelines,
where users simply open an outlet to receive water. If
an outlet to a canal is opened, the flow generally causes
the water level (pressure or head) to drop, but only in
the vicinity of the outlet. That pressure drop moves
upstream only gradually and may never reach the
upstream source of the canal. The increase in demand
can literally empty the canal. A canal can operate as a
demand system only if there is sufficient storage within
the canal to handle immediate changes in demand.
Even so, if an increase in demand is not matched by
an increase in the canal inflow, canal volume and water
levels will drop. More often, demand changes are
prearranged or scheduled.

Check structures are used in canals to provide a
higher head on outlet structures (e.g., users’ delivery

gates), and a head that is independent of canal flow
rate. These check structures usually consist of a series
of gates and/or weirs (Fig. 1). Methods to control
the flow rates through a canal outlet usually consist
of either an automatic flow-rate-controlled outlet (dis-
cussed later) or a manually controlled outlet with
(manual or automatic) control of the water level
upstream from the outlet structure, which if held
constant usually provides constant flow (Fig. 2). The
later method is the most common approach.

The canal section between two check structures is
often called a canal pool. Automatic control methods
differ in where within the canal pool the water level
is to be controlled, at the upstream end, at the down-
stream end, or some average value (and associated
pool volume). Even when outlet devices have some
automatic controls, they generally only maintain
constant (or near constant) flow within a range of
upstream water levels.

FLOW-RATE CONTROL

Flow-rate control is most frequently applied to the
head of a canal. (The outlet of one canal is the head
of another.) Automatic control of flow rate at a canal
outlet (or headgate) has been accomplished primarily
by two methods; hydro/mechanical flow-rate control
devices and mechanical/electric or electronic feedback
control from a flow-measurement device, where the
gate itself can serve as the measuring device. If the
measurement device is a weir or flume, then a constant
water-level device (discussed in the next section) can be
used to adjust the outlet to maintain constant flow.
Flow-rate control at canal check structures is also used
with some volume and downstream-water-level con-
trollers. However, this assumes that mismatches
between inflow and outflow will be adjusted by other
control actions upstream. Otherwise, flow-rate control
is not sustainable.

UPSTREAM WATER-LEVEL CONTROL

The most common method of manual canal control is
upstream water-level control, where check gates are
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adjusted to maintain a constant water level on the
upstream side of each check structure. Canal inflow is
set to match the demand, usually manually. Upstream
flow changes are automatically passed through each
check structure as it maintains its upstream level.
However, upstream water-level control will cause all

errors in canal inflow and outflow to move to the
downstream end of the canal, causing either shortages
or surpluses there, regardless of the type of automatic
control. In addition, a series of automatic upstream
water-level controllers can, if not properly set or
adjusted, cause the flow rate at the downstream end
of the canal to oscillate.

A variety of automatic methods have also been
developed for upstream control. The simplest is a
duckbill weir, which is a very long fixed (no moving
parts) weir, where the change in water level for a large
change in flow is very small (a decrement). Neyrpic
gates use a float on the upstream side of the gate to
adjust gate position to maintain a constant upstream
level, again with a decrement (Fig. 3). Several other
hydro/mechanical gates have also been used, e.g., con-
trolled leak gates. More details and references can be
found in Ref.[2]. Electrical/mechanical devices have
also been used to maintain constant upstream water
levels.[3] In general, these have not proven to be reliable
and have been essentially replaced with electronic

Fig. 1 Check structure with motorized check gates and a manual outlet gate shown as part of SCADA automatic control screen.

Fig. 2 Profile drawing of canal with check gates and outlets.
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devices. Programmable logic controllers (PLCs) and
remote terminal units (RTUs) have been used to main-
tain constant upstream levels locally at the structure
with PI or PID type logic (proportional, integral,
derivative). Such control can usually be conveniently
programmed into SCADA software for remote
operation.

DOWNSTREAM WATER-LEVEL CONTROL

Under downstream control, the controller adjusts the
check gate to maintain the water-level downstream
from the check structure. It is far easier to control
the level immediately below the check structure; how-
ever, in general outlets are located at the downstream
end of each canal pool, making the level to be con-
trolled far from the check structure. This complicates
the control and makes downstream control difficult
to apply without a thorough control-engineering
approach. Early attempts at downstream water-level
control adjusted each check structure based on one
downstream water level[3]—as a series of local control-
lers (Fig. 4). This has proven not to be very effective,

and a more centralized approach can dramatically
improve control.[4]

CONSTANT VOLUME CONTROL

Canal water levels and volumes are related. If precise
control of water levels is not critical, it is sometimes
easier to control the canal pool volumes. Volume con-
trol methods measure one or more water levels and
convert this to a pool volume. When the pool volume
deviates from a target, a volume error is determined,
and an adjustment is made to the pool inflow rate. This
change in pool inflow can be computed pool by pool
with simple logic (such as Bival[1]) or can be deter-
mined from a centralized perspective (such as Dynamic
Regulation[1]). The rate of change of pool volume
can also be used to determine the difference in pool
inflow and outflow, and pool inflow volume can then
be adjusted to bring inflow into balance with outflow.
Target pool volumes can also be varied to provide
more balanced control of the canal, e.g., all pools
reduced in volume in the response to canal inflow lim-
itations. Volume control is very effective for the con-
trol of pools with pumped outlets that are not very
sensitive to level. This control method is not as effec-
tive for gravity outlets, unless the outlets themselves
have automatic controls.

ROUTING DEMAND CHANGES
(GATE STROKING)

As discussed above, demand changes in a canal cannot
be handled strictly by feedback because downstream
water-level response may never reach the upstream
end of the canal. Thus, most canal flow changes are
prescheduled. Flow changes made at the head of a
canal arrive at downstream outlets at some later time.

Fig. 3 Amil gate for constant upstream
level control.

Fig. 4 Schematic drawing of downstream water-level
control for a single canal pool.
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Knowledge of this time delay allows operators to
schedule a change in flow at the canal headgate so that
the flow change will arrive at the outlet gate at the
desired time. Unfortunately, the sudden flow change
made upstream arrives only gradually at the down-
stream checks, making the exact timing difficult to pre-
dict. A variety of schemes have been developed to
compute these flow change schedules automatically.
Some use numerical methods to solve the governing
equations of flow. These have proven to be unreliable
and difficult to implement. More simple, volume-based
procedures have proven more effective.

CENTRALIZED CONTROL

Remote monitoring of a canal, or a canal network,
from a central location allows an operator to provide
more timely control at check gates than if that control
were done by the same individual locally, traveling
from check to check. Supervisory control and data
acquisition systems provide automatic data collection
(including communication with remote sites), display,
and archiving. In addition, all of the other automatic

control feature discussed earlier can be implemented
from a central control station. This has some advan-
tages in terms of reliability, accountability, and safety.
Some functions can be performed locally, but in gen-
eral control is improved if they are based on operations
from a centralized perspective.
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Chemical Measurement
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Department of Life, Earth and Environmental Science, West Texas A&M University,
Canyon, Texas, U.S.A.

INTRODUCTION

The analysis of water has become a common and
important task for industry, municipalities, and agri-
culture in response to today’s increased public aware-
ness and participation in conserving, protecting, and
improving the quality of water resources. Analytical
chemistry methods are used for the identification of
one or more analytes or constituents and properties
in a sample and the determination of the concentration
of these components. The identification of components
in water is called a qualitative analysis while the deter-
mination of relative amounts is a quantitative analysis.

Quantitative analyses provide data describing the
quantity of the analyte in a measured amount of sam-
ple. The results of environmental analysis for water are
commonly expressed in relative terms as parts of ana-
lytes per unit of sample, such as percent (%), parts per
million (ppm), milligrams per liter (mg L�1) or parts
per billion (ppb), and micrograms per liter (mg L�1).
With recent improved technology, parts per trillion
detections can be obtained for some constituents. Spe-
cial methods allow detections of individual molecules
in some cases.

DATA QUALITY

To produce quality data the sample must accurately
reflect the matrix or media from where it was collected.
Sampling is more efficient in liquid than solid matrices,
such as soil, due to the chemical properties of water
and the homogeneity of solutes. However, the
increased risk to biological systems and public health
associated with contaminated water complicates the
decision of which methods will provide the data neces-
sary to make informed decisions about the quality
of the water, the protection of human health, and
the protection of the environment. Data Quality
Objectives (DQO) must be formulated that outline
considerations such as regulatory compliance and
guidance, accuracy, target analytes, required analytical
method performance, availability and reliability of

field measurement, number of samples needed to be
analyzed, and cost of analysis. In summary, DQOs
can be defined as those sampling and analytical objec-
tives that provide the number of samples and the qual-
ity of results needed to satisfy the decision making
process. Because the success or failure of an analysis
is often critically dependent on the proper method
selection, the decision of which analytical method to
request is difficult and is only made easier with experi-
ence. A good working relationship with a qualified
laboratory can prove an invaluable asset to the data
collector.

The analysis of water can be divided into common
groupings, organic and inorganic analytes, which
require varied analytical methods. A clear establish-
ment of DQOs to support the decision making process
requires an understanding of those methods and the
methods which meet the regulatory requirements.
The U.S. Environmental Protection Agency has
developed a series of documents that outline the DQO
process which can be accessed on the internet.[1–3]

Gilbert[4] has published a very useful handbook, ‘‘Stat-
istical Methods for Environmental Pollution’’ which
addresses statistical implications of sampling and
data quality analysis.

Before developing a sampling plan, due to the large
number of methods and variability of techniques, care
must be taken to determine the accuracy and sensitivity
requirements for the application and then determine
holding times, preservatives, sample size, and contain-
ers required by the method chosen to meet the DQO.
A listing of approved methods for National Pollut-
ant Discharge Elimination System (NPDES) permits
including sample containers, preservatives, and hold-
ing times is available in 40 CFR part 136 and can be
easily downloaded from the web by following the links
from the site www.access.gpo.gov/nara/cfr. The regu-
lation, which governs the activity that is being analyzed
or monitored, will provide guidance and identify the
method required to meet regulatory compliance. It is
important to carefully research the project require-
ments, because several analytes have no holding time
(such as pH; see the entry pH) and must be analyzed
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in the field. Field methods offer flexibility and reduced
cost; however, accuracy is still dependent on the equip-
ment, personnel, and the quality assurance plan that
outlines training, calibration, maintenance, and pro-
cedure. Due to the large number of methods and com-
plexity of their quality assurance requirements, a
qualified laboratory should be consulted to determine
which method will yield data of sufficient quantity
and quality to meet the DQOs.

ANALYTICAL METHODS AND PROTOCOLS

It is important to understand that the various regula-
tions require specific analytical methods. Within these
regulations, different methods maybe required based
on the media type (soil, water, sewage, etc.) Specific
methods[5–8] have been established by the EPA, pro-
fessional organizations, and even the state agencies
for these various matrices (i.e., soil, water, and sewage).
EPAs SW846 methods[5] for the evaluation of solid
waste are used for the evaluation of solid waste which
includes water and are used in this discussion because
they are commonly used in water analysis and the
methods are easily downloaded from the web at
(http://www.epa.gov/epaoswer/hazwaste/test/main.
htm). EPA also published EPA-600[6] series for water
and EPA-500[7] series for drinking water, but the meth-
od’s advantages and disadvantages remain the same
for each series of methods. It is important to note that
subtle differences do exist for method procedures and
quality control and the method series prescribed in
the regulations should be utilized.

ANALYTICAL METHODS FOR
INORGANIC CONSTITUENTS

The analytical methods for inorganic constituents in
water for environmental monitoring are commonly
subdivided into wet chemistry and metals. These meth-
ods are used for analyzing nutrients and elemental ana-
lytes, and are associated with water quality parameters
and metal contamination. These methods are usually
requested for waters that are accepting treated munici-
pal and industrial effluents or that have suspected
impacts from sewage, agriculture, and industry.

WET CHEMISTRY

Wet chemistry methods are the classical bench meth-
ods and include common water quality parameters
[i.e., pH, biochemical oxygen demand (BOD), hard-
ness, and alkalinity] utilizing colorimetric, potentio-
metric, gravimetric, titration, and chromatographic

determinations. These methods have varying degrees
of sensitivity and accuracy.

METALS

Techniques for the analysis of trace-metal concentra-
tions include direct-aspiration or flame atomic absorp-
tion spectrometry (FLAA), graphite-furnace atomic
absorption spectrometry (GFAA), inductively coupled
argon plasma-atomic emission spectrometry (ICP-
AES), inductively coupled argon mass spectrometry
(ICP-MS), and cold-vapor atomic absorption spec-
trometry (CVAA). Each of these methods has advan-
tages and disadvantages that should be addressed
before selection of an analytical procedure.

FLAA

FLAA is the most common method utilized by small
commercial laboratories, municipalities, and industrial
laboratories because of the affordability and ease of
operation. FLAA commonly uses an acetylene/air
flame as an energy source for dissociating the aspirated
sample into the elemental state enabling the analyte to
absorb light from a specific wavelength. Since each
element has to be analyzed separately using that
metal’s specific wavelength, there is reduced risk for
matrix interference. The sensitivity is usually accept-
able for most applications, but currently technological
improvements are lowering allowable analyte limits
that will strain the FLAA capabilities. SW846-7000[5]

outlines the general method and associated digestions,
interferences, and sensitivity.

GFAA

GFAA replaces the flame with a heated graphite
furnace that allows the experienced analyst to remove
matrix interferences and concentrate the analyte of
concern by using temperature profiles and matrix
modifiers. This method requires more exacting analyst
intervention and interpretation making it more diffi-
cult than FLAA. The method does increase sensitivity
and when coupled with ZEEMAN has a very low
background interference. GFAA greatly enhances the
ability to analyze Selenium and Arsenic that can
prove difficult to analyze with other methods. The
method has the potential of positive interferences from
memory effect, smoke producing matrices, organic
materials, and carbide formation and is extremely
dependent on the skill of the analyst. GFAA requires
a stringent QC program to ensure that matrix interfer-
ences have no adverse effect on the analyte of concern.
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SW846-7000[5] outlines the general method and asso-
ciated digestions, interferences, and sensitivity.

ICP

ICP allows rapid simultaneous or sequential analysis
of many metals making it the major method utilized
by large commercial laboratories. ICP instruments
are expensive and complicated analytical instruments
requiring skilled analysts and exacting quality control
procedures. ICP-AES methods are susceptible to high
single element interferences in matrices high in salts
or other elements making trace analysis of other ele-
ments in these matrices problematic. Arsenic and sele-
nium lack sensitivity due to physical properties but
can be enhanced using a hydride aspiration system.
Lead, antimony, and thallium also have sensitivity pro-
blems on the ICP-AES but can be analyzed at low
levels using ICP-MS or GFAA. ICP-MS greatly
enhances sensitivity for metals making it the preferred
method when the analyses of very low concentrations
are required. The main interference is selenium that
has mass interference with the argon dimer. SW846-
6010[5] outlines the general method and associated
digestions, interferences, and sensitivity.

CVAA

CVAA is the technique used for the analysis of mer-
cury by using a selective digestion method. Although
this method is extremely sensitive, it is subject to inter-
ferences from sulfide, chlorine, and organic com-
pounds. There are several models of instruments for
mercury but all require a thorough quality assurance
plan to ensure the accuracy of the results. SW846-
7470[5] outlines the general method and associated
digestions, interferences, and sensitivity.

ANALYTICAL METHODS FOR
ORGANIC CONSTITUENTS

The analysis of organics in water offers the data col-
lector a variety of challenges due to the sheer number
of methods and analytes. The decision of which
method to utilize is determined by regulations, desired
data quality, and cost. It should be noted that there
are usually multiple methods that can quantify a
compound requiring an experienced data collector to
determine which method meets the requirements in
the DQOs.

Organic chemical methods can be divided into those
that determine total organic matter present and indi-
vidual organic compounds or groups of compounds.

Total Organic Matter Present

Total organic methods measure such parameters as
BOD,[6] chemical oxygen demand (COD),[6] total
organic carbon (TOC),[8] oil and grease,[5,6] total recov-
erable petroleum hydrocarbons (TRPH),[5,6] oil and
grease in sludge,[5] total phenols,[5,6] and surfactants.[6]

A detailed discussion is included on BOD and COD in
the article titled Oxygen Measurement: Biological–
Chemical Oxygen Demand.

Individual Organic Constituents or Groups

A very detailed discussion would be needed to address
the methods used to analyze the vast numbers of nat-
urally occurring and man-made organic compounds
found in water. EPA SW-846 provides a good listing
of methods. Internet services, such as Toxnet (http://
toxnet.nlm.nih.gov/), can also be useful tools. Toxnet
is a cluster of databases on toxicology, hazardous
chemicals, and related areas. One database, the
Hazardous Substances Data Base, provides detailed
descriptions of specific compounds as well as analytical
methods. Numerous methods are typically presented
in the HSDB (http://toxnet.nlm.nih.gov/cgi-bin/sis/
htmlgen?HSDB). If the data are to be used to satisfy
a regulatory requirement, the investigator must select
the method that is approved by the appropriate regu-
latory agency.

Organic chemicals are typically analyzed using one
or more of the following technologies: gas chromato-
graphic technique (GC), halogen sensitive detector
(HALL), photoionization detector (PID), flame ioniza-
tion detector (FID), electron capture detector (ECD),
nitrogen phosphorous detector (NPD), flame photo-
metric detector (FPD), high performance liquid chro-
matography (HPLC), and various extraction methods
such as purge and trap (P and T), separatory funnel
extraction, and continuous liquid–liquid extraction.

The environmental field separates organic contami-
nants by their physical properties into volatile and
semivolatile components. If the compound can be
purged from an aqueous sample using an inert gas,
the compound is considered volatile, and if the com-
pound requires extraction using a solvent, it is con-
sidered a semivolatile compound. The separation of
compounds into these groups greatly affects the sam-
pling techniques utilized. Volatile components require
sampling with zero headspace in 40 mL vials[2] with a
Teflon septum. It is important that there is no air in
these samples because it can significantly alter the
results. Semivolatiles can be collected in liter glass jars
with Teflon liners and are not as sensitive to air as
volatiles. A qualified laboratory should be consulted
to obtain proper sample containers, volumes, and
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preservatives and can also assist in the determination of
which method best matches the project requirements.

CHROMATOGRAPHY

Although there are numerous detectors utilized in the
quantitation of organic compounds, the methods
introduced in this article will all use GC to separate
and isolate individual components. In GC the vapor-
ized components of a sample are separated as a result
of partition between the mobile and stationary phases
in the column. An analyst controls the separation of
individual components by choice of column, method
of injection, method of extraction, volume of injection,
temperature program, and carrier gas flow. This sepa-
ration allows the analyst to assign a retention time that
a particular compound will elute off the column and
identify that compound on the chromatogram. This
proves to be an effective qualitative procedure if the
matrix contains a small number of analytes. The identi-
fication of compounds from a highly contaminated
or complex matrix tests the ability of the chromato-
graphy and requires intervention of the analyst to inter-
pret the chromatogram or to manipulate the sample to
produce more highly resolved chromatography. The
effects of analyst intervention will usually reduce the
limit of quantification by introducing dilution factors
to achieve good baseline separations of the individual
for identification. The actions of the analyst must be
strictly controlled by experience and the laboratory’s
quality assurance plan to maintain the integrity of the
data. Chromatography is the method of separation
for identification, but the eluted sample is then passed
onto a detector to quantify the amount of an analyte
present in the original sample. The ability to meet the
required analytical limits for organic compounds is
extremely dependent on the effects of the matrix and
the experience of the laboratory performing the analysis.

TWO-DIMENSIONAL DETECTORS

The choice of detectors is varied and is determined by
the regulatory requirements and the cost of the analy-
sis. Two-dimensional detectors utilize the retention
time and response of a component to identify and
quantify the compound and are extremely sensitive
if operated by an experienced analyst. There are mul-
tiple types of detectors to consider when making a
decision, but the regulatory requirements usually ident-
ify the detector required for compliance. These detec-
tors all have unique qualities that aid in isolating the
types of compounds that are being analyzed and the
proper detector can increase sensitivity and decrease

interferences. Some commonly used detectors include
FID which measures all hydrocarbons, PID which
measures aromatic hydrocarbons, and ECDs which
are sensitive to halogens, peroxides, and nitro groups.
These types of detectors provide sensitivity for quan-
titation but rely on the chromatography for iden-
tification increasing the risk of miss identifying
compounds which coelute or miss quantifying com-
pounds in highly contaminated matrices.

THREE-DIMENSIONAL DETECTORS

The mass selective detector (MS) is a 3-D detector that
utilizes retention time, response, and mass spectrum to
identify and quantify the analyte of concern. Like the
2-D detectors, MS detectors rely on the chromato-
graphy to separate the compounds and the response
to quantify the compounds but then utilized the mass
spectral data to confirm identification. This technique
is not as sensitive as the 2-D detectors but is much
more accurate removing the possibility of miss identifi-
cation. Utilizing the MS is preferred when analyzing a
complex matrix, but usually increases the cost of analy-
sis. As in all analytical methods, the quality of the data
is heavily dependent on the quality of the analyst and
the laboratory. SW846-8000 series outlines the general
methods and associated extractions, interferences, and
sensitivity of organic analysis.

When analyzing an aqueous sample the decision of
which analytical method to utilize is difficult and criti-
cal to the success of the project. The data collector
must meet the requirements established in DQOs to
ensure that the data collected is of sufficient quality
and quantity to make supportable decisions. The qual-
ity of data is determined by sampling, analytical
methods, and the quality plans of all the parties
involved in collection of the data. The manager must
make informed decisions when selecting an analytical
method that will fulfill the requirements of the project
while balancing cost, time, and risk.

CONCLUSION

With increased industrialization and agriculture, the
quality of our water resources will become a critical
issue. The need to monitor water resources such as
agricultural effluents, groundwater resources, and sur-
face water resources will increase dramatically. The
existing and emerging technology will allow analysis
of chemicals in water at levels approaching molecular
levels. These developments, however, can be very
costly. The challenge in developing a plan for water
analysis sampling is to develop a plan that satisfies
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the data quality needed to satisfy the decision making
process. This includes balancing both the quality and
quantity of samples to characterize the water to
address protection of human health and the environ-
ment and regulatory standards.
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Chemigation

William L. Kranz
Northeast Research and Extension Center, University of Nebraska,
Norfolk, Nebraska, U.S.A.

INTRODUCTION

Chemigation is the practice of distributing approved
agricultural chemicals such as fertilizers, herbicides,
insecticides, fungicides, nematicides, and growth regu-
lators by injecting them into water flowing through a
properly designed and managed irrigation system.
The term chemigation was originally coined to describe
the concept of applying commercial fertilizers that
were needed for crop production. Field research, and
advances in sprinkler and chemical injection technol-
ogy have stimulated the use of chemigation as a major
crop production tool. Today chemigation is one of
the more efficient, economical, and environmentally
safe methods of applying chemicals needed for suc-
cessful crop, orchard, turf, greenhouse, and landscape
operations.

Chemigation began with the application of commer-
cial fertilizers through irrigation systems in the late
1950s.[1] Later tests were initiated on sprinkler appli-
cation of herbicides to selectively control weeds in field
crops, fruit and nut orchards, rice, and potatoes.[2,3]

These research efforts led the way for what has become
a major research topic to identify management and
equipment required for chemical application in agricul-
tural and non-agricultural production settings.

The primary use of chemigation is to apply chemical
directly to the soil using a range of irrigation water
distribution systems. For example, drip/trickle, sprin-
klers, and some surface irrigation systems are com-
monly used to apply commercial fertilizers. However,
federal regulations limit application of restricted use
pesticides to systems that can safely and uniformly
apply a chemical to a specific site at a rate specified
on a chemical label. Though estimates vary greatly,
chemigation is used to apply fertilizers on nearly four
million hectares in the United States.[4] Specialists in
Florida, Texas, and Wyoming report that more than
50% of their irrigated land received at least one
chemigation application.[5]

ADVANTAGES OF CHEMIGATION

Chemigation offers producers of food and fiber many
advantages that result from using existing equipment

and timeliness of chemical applications. Advantages
of chemigation include the following:[6,7]

� Uniformity of chemical application is equal to or
greater than other means of application.

� Timeliness and flexibility of application are greater.
� Improved efficacy of some chemicals.
� Potential for reduced environmental risks.
� Lower application costs in some cases.
� Less mechanical damage to plants.
� Less soil compaction.
� Potential reduction in chemical applications.
� Reduced operator hazards.
� Application cost savings for multiple applications.

DISADVANTAGES OF CHEMIGATION

Chemigation also requires additional equipment and
management to obtain successful results. Some of the
disadvantages of chemigation include:[6,7]

� Chemical application accuracy depends on water
application uniformity.

� Longer time of application than other methods.
� Some pesticide labels prohibit chemigation as a

means of application.
� Potential for source water contamination.
� Additional capital costs for equipment.
� Potential for increased legal requirements in some

states.
� Increased management requirements by the

operator.

CHEMIGATION EQUIPMENT

Safe and efficient chemigation requires that the irri-
gation equipment, injection device, and safety equip-
ment be properly installed and maintained. Fig. 1
provides an overview of equipment necessary for
chemigation systems using groundwater. State and
federal regulations specify the type of irrigation water
distribution system that can be used and the required
safety equipment. It is up to the irrigator to ensure
the use of appropriate equipment and procedures.
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Irrigation Equipment

Chemigation requires equipment capable of applying
chemicals uniformly and with differing amounts of
water, accurate and dependable injection equipment,
and safety equipment for source water and worker pro-
tection. Appropriate sprinkler design and high appli-
cation volumes can solve problems associated with
canopy penetration and deposition that impact some
aerial applications. Uniform water application can pre-
cisely place and incorporate chemicals in the soil and
limit leaching of soluble chemicals from the zone of
application.

Several different types of irrigation equipment can
and are being used to distribute chemicals via chemiga-
tion. Most chemigation is conducted using either
sprinkler or drip/trickle irrigation systems. Center
pivot and linear-move systems are most commonly
used for chemigation since prescription applications
can be made with a high degree of uniformity. Drip/
trickle systems are commonly used to place precise
amounts of plant nutrients near the zone of plant
uptake thus increasing chemical use efficiency.

In general, surface irrigation systems have limited
potential for chemigation. Water distribution in furrow

systems is typically non-uniform along the row and
among rows. Thus, in-field variation in water infil-
tration results in chemical application uniformity that
is below levels desired for chemigation. Development
of surge-flow systems can improve distribution uni-
formity, however, the question remains whether consis-
tent results are possible and whether producers have
sufficient experience to make equipment adjustments
when necessary. Level basin irrigation systems offer
improved uniformity of water application, but water
quality concerns have limited the use of chemigation.

Injection Equipment

Chemical injection can occur using either active or
passive devices. Active devices use an external energy
supply to create pressures at the injector outlet that
exceed the irrigation pipeline pressure. Injection pumps
are often powered by constant speed or variable speed
electric motors. Typical examples include piston,
diaphragm, rotary, and gear pumps. However, most
new installations use either piston or diaphragm
pumps (Fig. 2). These injection devices are relatively
expensive. Component selection allows the injection

Fig. 1 Chemigation injection and safety equipment commonly required when pumping groundwater. (Drawing courtesy of

Midwest Plan Service, Ames, IA.)

92 Chemigation

© 2008 by Taylor & Francis Group, LLC



C
he

m
ic

al
–

D
es

al
in

at
io

n

of commercial fertilizers, acids, or pesticides. Intermit-
tent end guns and corner systems can lead to variable
chemical application by constant rate injectors due to
changes in the irrigation rate per hour.[8] Application
errors of approximately 20% are possible when corner
systems are used with a constant rate injection device.
When the irrigation rate will change during a chemi-
gation event, it is preferable to use a variable rate
injection device.

Passive devices take advantage of pressure differen-
tials that result from using a throttling valve or pitot
tube unit to add chemical to water flowing through a
pipeline. Chemicals are metered into the system using
a venturi meter or orifice plate. These systems have
low capital cost requirements. However, pumping cost
may be greater since irrigation pump outlet pressure
must be equal to the water distribution system pressure
plus the friction loss associated with the throttling
valve. In addition, changes in pumping pressure
directly impact chemical injection rates which can
lead to non-uniform chemical applications.

Selection criteria for injection devices include poten-
tial injection rates, available power supply, and the
type of chemical to be injected. A single injection device
is typically not capable of covering the range of injec-
tion rates and chemical types that could conceivably
be applied via chemigation. Hence, if plant nutrients
and pesticides are to be applied, two injection devices

are desirable. Diaphragm injection devices offer greater
chemical compatibility, ease of calibration, and precise
injection rates which make them good choices for
pesticide injection. Commercial fertilizers are less
caustic and require relatively high injection rates
which make high capacity piston and diaphragm injec-
tion devices good options. Research has noted that
injection equipment calibration was necessary for each
injection device and operating pressure.[9] Manufactur-
ing tolerances and pipeline pressure impacted the rate
of chemical injection. Further, performance tests con-
ducted on new and used diaphragm pumps found that
proper maintenance is required to ensure long-term
accuracy of chemical injection rates.[10]

Safety Equipment

State and federal regulations differ regarding safety
equipment that is required for chemigation. For
example, the Nebraska Chemigation Act requires the
safety equipment also found in many state regula-
tions.[11] Most requirements are met through instal-
lation of a backflow protection device. Requirements
typically include (Fig. 3):

1. A mainline check valve to prevent concentrated
chemical and/or dilute chemical solution from
flowing back into the water source.

2. A chemical injection line check valve to prevent
flow of chemical from the chemical supply tank
into the irrigation pipeline and to prevent flow
of water through the injection system into the
chemical supply tank.

3. Vacuum relief valve to prevent back siphoning
of concentrated chemical and/or dilute chemi-
cal solution into the water source.

4. Low pressure drain to prevent back flow of
chemical and/or dilute chemical solution into
the water source should the mainline check
valve fail.

5. An inspection port to ensure that the mainline
check valve and low pressure drain are function-
ing properly.

6. An interlock between the injection system and
the irrigation pumping plant to prevent injec-
tion of concentrated chemical into the irrigation
pipeline should there be an unexpected shut-
down of the irrigation pump.

American Society of Agricultural Engineers have
published EP409.1 Safety Devices for Chemigation[12]

which recommends the addition of a two-way interlock
between the injection system and irrigation pumping
plant and a normally-closed solenoid valve on the
outlet of the chemical supply tank to prevent chemical

Fig. 2 Typical portable injection equipment for center
pivot installations. (Photo courtesy of Agri-Inject, Inc.,
Yuma, CO.)
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spills attributed to chemical injection line or injection
device failures. The engineering practice also encour-
ages the positioning of a fresh water source near the
chemical supply tank for washing chemicals that may
contact skin, the use of a strainer on the chemical tank
outlet to prevent fouling of injection equipment, the
grading of the soil surface to direct flow away from
the water supply, the location of mixing tanks and
injection equipment safely away from potential sources
of electrical sparks to prevent explosions, and the
use of components that are well suited to a range of
chemical formulations.

MANAGEMENT PRACTICES

Management flexibility based on chemical placement,
application rate and mobility in the soil, water quality,
application cost, and weather factors make chemiga-
tion a unique and effective production tool. Chemiga-
tion provides the opportunity to synchronize fertilizer
applications to match plant needs and incorporate
and, if needed, activate pesticides to increase efficacy.
Equally important, chemigation provides the oppor-
tunity to reduce chemical applications by eliminating
the need for insurance-type applications. Fields can
be scouted for disease or pests and chemical applied
only if damage or pest numbers exceed economic
thresholds. Soil and plants can be monitored to deter-
mine fertilizer needs, making near real-time adjust-
ments in the time of application and chemical
formulation possible. Individual nozzle controls make

site-specific applications well within reach.[13] How-
ever, a considerable amount of work remains to ascer-
tain if site-specific applications are economical and to
incorporate management tools into system controls.

CONCLUSION

Chemigation has gradually become one of the most
effective means of chemical application available for
crop production and landscape systems. Advantages
of highly uniform prescription applications outweigh
the potential disadvantages in most cases. Effective
chemigation hinges on the selection of appropriate irri-
gation systems, chemical injection devices, and safety
equipment. Through proper management, chemigation
is poised to be a production practice that can help
increase the quality and quantity of food produced
worldwide.
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Chernobyl Accident: Impacts on Water Resources

Jim T. Smith
Centre for Ecology and Hydrology, Winfrith Technology Centre, Dorchester, Dorset, U.K.

Oleg Voitsekhovitch
Ukrainian Hydrometeorological Institute, Kiev, Ukraine

INTRODUCTION

The Chernobyl nuclear power plant is situated next
to the river Pripyat, which is an important component
of the Dnieper river–reservoir system, one of the lar-
gest surface water systems in Europe (Fig. 1). After
the Chernobyl accident in April 1986, radioactive fall-
out on the Pripyat and Dnieper catchments threatened
to wash downriver into the Kiev Reservoir, a major
source of drinking water for the city of Kiev, and to
other areas downstream where the river–reservoir sys-
tem is also used for significant fisheries and irrigation.
The radioactive contamination of aquatic systems,
therefore, became a major issue in the immediate after-
math of Chernobyl.[1–3] In this entry, we will outline
the major impacts of the accident on water resources,
covering contamination of rivers, lakes, and reservoirs
as well as uptake to fish and impacts on ground- and
irrigation waters.

RADIONUCLIDES IN RIVERS, LAKES,
AND RESERVOIRS

Initial radioactivity concentrations in river water were
relatively high as a result of direct fallout onto the river
surfaces and washoff of contamination from the sur-
rounding catchment. During the first few weeks after
the accident, however, activity concentrations in river
waters rapidly declined because of physical decay of
short-lived isotopes and as radionuclide deposits
became absorbed to catchment soils. In the longer
term, relatively long-lived radiocesium and radiostron-
tium formed the major component of river water
contamination.

To our knowledge, there are few data of radio-
nuclide concentrations in small streams in the
Chernobyl area during the early phase of the accident.
Most available data are for large rivers. Table 1 shows
a summary of available measurements of radionuclide
activity concentrations in a large river, the Pripyat, at
Chernobyl at various times after the accident. Com-
parison with Generalised Derived Limits for radio-
nuclides in drinking water shows that radionuclide

concentrations in drinking water were a cause for con-
cern in the weeks–months after the accident, but on
longer timescales, activity concentrations in rivers were
significantly below drinking water limits. Though long-
term levels of radiocesium and radiostrontium in rivers
were generally lower than drinking water standards,
temporary increases in activity concentrations during
flooding of the River Pripyat caused serious concern
in Kiev and other towns over the safety of the drinking
water supply and other types of water use.

Lakes and reservoirs around Europe were contami-
nated by fallout to lake surfaces and transfers of
radionuclides from their surrounding catchments.
Radioactivity concentrations in water declined rela-
tively rapidly in reservoirs and in those lakes with sig-
nificant inflows and outflow of water, as radionuclides
were ‘‘flushed’’ out of the system. In the areas around
Chernobyl, however, there are many lakes with no
inflowing and outflowing streams (‘‘closed’’ lake sys-
tems). Cycling of radiocesium in these closed systems
led to much higher activity concentrations in water
and aquatic biota than were seen in open lakes and
rivers. Bed sediments of lakes and reservoirs are an
important long-term sink for radionuclides. In the long
term, approximately 99% of the radiocesium in a lake
is typically found in the bed sediment. In Lake
Kozhanovskoe, Russia, approximately 90% of the
radiostrontium was found in the bed sediments during
1993–1994.[4]

RADIONUCLIDES IN FISH

Bio-accumulation of radionuclides (particularly radio-
cesium) in fish resulted in activity concentrations (both
in Western Europe and in the former Soviet Union,
fSU), which were in many cases significantly above
guideline maximum levels for consumption (guideline
levels vary from country to country but are approxi-
mately 1000 Bq kg�1 or 1 kBq kg�1 in the EU).

In the Chernobyl Cooling Pond, 137Cs levels in carp
(Cyprinus carpio), silver bream (Blicca bjoerkna),
perch (Perca fluviatilis), and pike (Esox lucius) were
of order 100 kBq kg�1 w.w. in 1986, declining to a
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few tens of kBq kg�1 in 1990.[5,6] In the Kiev Reservoir,
activity concentrations in fish were in the range 0.6–
1.6 kBq kg�1 wet weight (in 1987) and 0.2–0.8 kBq kg�1

w.w. (from 1990 to 1995) for adult non-predatory fish
and 1–7 kBq kg�1 (in 1987) and 0.2–1.2 kBq kg�1

(from 1990 to 1995) for predatory fish species. In small
lakes in Belarus and the Bryansk region of Russia,
activity concentrations in a number of fish species

varied within the range 0.1–60 kBq. kg�1 w.w. during
the period 1990–1992.[7,8] It was estimated that about
14,000 lakes in Sweden had fish with 137Cs concen-
trations above 1500 Bq kg�1 (the Swedish guideline
value) in 1987.[9] In a small lake in Germany, levels in
pike were up to 5 kBq kg�1 shortly after the Chernobyl
accident[10] (Fig. 2). In Devoke Water in the English
Lake District, perch and brown trout (Salmo trutta)

Fig. 1 Pripyat–Dnieper river–reservoir system showing Chernobyl and Kiev with the Kiev Reservoir in between. Source: From Ref.[1].
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contained around 1 kBq kg�1 in 1988 declining
slowly to a few hundreds of Bequerels per kg in
1993.[11,12]

The contamination of fish following the Chernobyl
accident was a cause for concern in the short term
(months) for less contaminated areas (for example,
parts of the UK and Germany) and in the long term
(years–decades) in the Chernobyl affected areas of
Ukraine, Belarus, and Russia and parts of Scandinavia.

RADIONUCLIDES IN GROUNDWATER
AND IRRIGATION WATER

Transfers of radionuclides to groundwaters have
occurred from waste disposal sites in the 30 km
exclusion zone around Chernobyl. Health risks from
groundwaters to hypothetical residents of these areas,
however, were shown to be low in comparison with
external radiation and internal doses from food-
stuffs.[13] Although there is a potential for off-site
(i.e. out of the 30-km zone) transfer of radionuclides
from the disposal sites, these workers concluded that
this will not be significant in comparison with washout
of surface deposited radioactivity.

Radionuclides could potentially contaminate
groundwater by migration of radioactivity deposited
on the surface soils. It is known, however, that long-
lived radionuclides such as 137Cs and 90Sr are relatively
immobile in surface soils and transfers from surface
fallout to deep groundwaters are expected to be very

low in comparison with transfers from surface runoff
to rivers and lakes. After fallout from nuclear weapons
testing in the 1960s, it was observed that 90Sr in Danish
groundwater was approximately 10 times lower than in
surface streams.[14] These authors also observed that
after Chernobyl, despite measurable quantities of
137Cs in surface streams, activity concentrations were
below detection limits in groundwater. Short-lived
radionuclides are not expected to affect groundwater
supplies since groundwater residence times are much
longer than their physical decay time.

Even in the Chernobyl exclusion zone, the ground-
water contamination has not occurred on a large scale.
In the majority of cases, significant contamination of
the groundwater took place locally only as a result of
local dispersion of radionuclides from the shallow
underground radioactive storage facilities and from
the temporary waste disposal sites. Because of retar-
dation, there was a very low rate of transport through
geological media. According to a number of studies,
radionuclide groundwater fluxes did not pose a signifi-
cant risk of secondary contamination of the surface
water in the Pripyat River (and will not do so in the
future), because of the high efficiency of natural
attenuation factors in the area around Chernobyl.

A large amount (about 1.8 million hectares) of agri-
cultural land in the lower Dnieper basin is irrigated.
Accumulation of radionuclides in plants on irrigated
fields can take place because of root uptake of radionu-
clides introduced with irrigation water and owing to
direct incorporation through leaves after sprinkling.

Table 1 Radionuclide levels (dissolved phase) in the R. Pripyat at Chernobyl

RN Half-life Guideline limit (Bq L�1)
Radionuclide concentration in water (Bq L�1)

01/05/86 02/05/86 9/8/86 1987

137Cs 30.2 yr 100 250 555 1.8
134Cs 2.1 yr 90 130 2891 0.941

131I 8.1 day 20 2100 4440 0
90Sr 28 yr 50 30 1.5
140Ba 12.8 day 1400
99Mo 3 day 670
103Ru 40 day 800 550 814
106Ru 365 day 80 183 271
144Ce 284 day 380
141Ce 33 day 400
95Zr 65 day 400 1554
95Nb 35 day 420
241Pu 13 yr 300 33 0.6
239 þ 240Pu 2.4 � 104 yr 6.6 � 103 yr 7 0.4 0.0074

The guideline limit is the UK Generalised Derived Limit for drinking water and shows the level of each radionuclide, which would result in a 1

mSv dose to consumers. The accident occurred on April 26, 1986 and radionuclides continued to be emitted for a 10 day period. Source: From

Ref.[5,20–23].
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However, recent studies[3] have shown that in the case
of irrigated lands of southern Ukraine, radioactivity in
irrigation water did not add significant radioactivity to
crops in comparison with that which had been initially
deposited in atmospheric fallout and subsequently
taken up in situ from the soil.

RADIATION EXPOSURES VIA
THE AQUATIC PATHWAY

Doses from 137Cs and 90Sr contamination of water-
bodies in the most affected countries (Ukraine, Russia,
and Belarus) are difficult to quantify. Doses from the

Fig. 2 Change in the 137Cs
activity concentration in water
and fish of (A) a small shallow
lake in Germany, Lake Vorsee,

and (B) the large, deep Lake Con-
stance. Source: Adapted From
Ref.[10,19] using data kindly

supplied by Gregor Zibold,
Fachhochschule Weingarten,
Germany.
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freshwater pathway (including fish and irrigation
water) to the people of Kiev were relatively low, being
around 2–5% of doses via terrestrial foodstuffs in the
most contaminated areas and up to 10% of terrestrial
doses in relatively much less contaminated down-
stream areas of the Dnieper.[3,15] Radionuclides in the
Pripyat River could potentially have led to significant
doses in the first months after the accident through
consumption of drinking water (Table 1). It is quite
likely, though, that there was significant reduction in
activity concentrations within the water supply system,
so these doses are most likely to be over-estimates.
Measures taken to reduce radioactivity in drinking
water and fish are reviewed in Refs.[3,16].

In rural parts of the Chernobyl contaminated areas
of the former Soviet Union during 1994–1995, it was
found that the so-called ‘‘wild foods’’ (mushrooms,
berries, freshwater fish, game animals) had radioce-
sium contents, which were around one order of magni-
tude higher than agricultural products (e.g., milk or
meat). Whole body monitoring of people living close
to Lake Kozhanovskoe, Bryansk, showed[17] that
137Cs intake by the population was strongly correlated
with levels of consumption of freshwater fish. In rare
situations like this, where people consume fish from
the (few) highly contaminated ‘‘closed’’ lakes, the
ingestion dose can be dominated by 137Cs from fish.

In Western Europe, consumption of freshwater fish
does not form an important part of the diet, but sports
and commercial fisheries may be of economic importance
in some areas. In Norway, where fallout levels were
among the highest in Western Europe, consumption of
freshwater fish declined by up to 50% in the more con-
taminated areas, and the sale of freshwater fish to the
general public was prohibited in these areas.[18] These
authors also reported that the sale of fishing licences in
parts of Norway declined by 25% after Chernobyl.

CONCLUSIONS

The Chernobyl accident had a major impact on water
bodies in Ukraine. Though, in the long term, contami-
nation of surface water systems was generally below
drinking water limits, major remediation works had
to be put in place to demonstrate that water supplies
were being protected. Bio-accumulation of radio-
cesium in freshwater fish meant that guideline levels
were exceeded in areas close to Chernobyl and in some
parts of Western Europe.
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Chesapeake Bay

Sean M. Smith
Ecosystem Restoration Center, Maryland Department of Natural Resources,
Annapolis, and Geography and Environmental Engineering,
Johns Hopkins University, Baltimore, Maryland, U.S.A.

INTRODUCTION

The Chesapeake Bay is the largest estuary within the
U.S.A.[1] Fresh water flows to the Chesapeake Bay from
a watershed that covers an estimated 166,709 km2,
including portions of Delaware, Maryland, New York,
Pennsylvania, Virginia, Washington, DC, and West
Virginia (Fig. 1). The ecological productivity of
the estuary has made it an important resource for
Native Americans, European immigrants, and current
residents in the region.[2] The population in the con-
tributing watershed in recent years has swelled to over
15 million people, resulting in extensive direct and
indirect impacts that are now a focus of a large-scale
restoration effort led by the US Environmental Pro-
tection Agency.[1]

DISCUSSION

Located along the Mid-Atlantic coast of the U.S.A.
within the limits of Maryland and Virginia, the Bay
is approximately 304-km long, has an estimated sur-
face area of 11,603 km2, a width that ranges from 5.5
to 56 km, and an average depth of approximately
6.4 m.[1] Salinity in the tidal portions of the estuary
transition from ‘‘fresh’’ conditions (i.e., 0–5 parts per
thousand (ppt) salt concentration) at the northern-
most end to ‘‘marine’’ conditions (30–35 ppt salt con-
centration) at the southern boundary with the Atlantic
Ocean.

Evidence indicates that the modern Chesapeake Bay
began forming approximately 35 million years ago with
a meteorite impact in the proximity of what is now the
confluence of the Bay with the Atlantic Ocean.[2,3] The
impact created a topographic depression that influ-
enced the location and alignments of several large river
valleys, including those associated with the present day
Susquehanna, Rappahannock, and James Rivers. Since
then, the river valleys have been periodically exposed
and flooded in response to cycles of global glaciation
and associated fluctuations in sea level. The most
recent, the Wisconsin glaciation, began retreating

approximately 18,000 years ago. The retreat resulted
in a rise in sea level by almost ninety meters, drowning
the river valleys and forming the current Bay.

Eleven large rivers drain the Bay’s watershed, the
Susquehanna River from Pennsylvania and New York
providing the largest contribution with an average of
98 million m3/day flowing into the northern end of
the estuary. The rivers drain one or more of five differ-
ent physiographic provinces within the watershed,
including the Appalachian Plateau, Ridge and Valley,
Blue Ridge, Piedmont, and Coastal Plain (Fig. 1).[4]

Each province’s geologic composition and history
creates dramatically different landscape settings from
the western to eastern sides of the drainage basin.
The Appalachian, Ridge and Valley, and Blue Ridge
are characterized by mountainous terrain, a domi-
nance of sandstone along ridge tops, and several
carbonate valleys. The Piedmont has less relief, is
dominated by metamorphic rocks, and is characterized
by a surface that has been dissected by dendritic stream
channel networks. Further to the east, the Coastal
Plain is characterized by thick layers of unconsolidated
geologic materials overlying bedrock deep beneath the
surface. Waterways that flow from the Piedmont into
the Coastal Plain traverse the ‘‘Fall Zone,’’ a region
that is easily distinguished by waterfalls coincident
with an abrupt drop in the underlying bedrock eleva-
tions. Major ports and cities were developed along
the Fall Zone, including Washington, DC, Baltimore,
Maryland, and Richmond, Virginia, because of their
locations at the upstream terminus of navigation from
tidal waters and proximity to hydropower sources.

The Chesapeake Bay estuary is naturally dynamic
and characterized by physical conditions that can be
stressful to aquatic organisms. The salinity gradient
broadly governs the spatial distribution of aquatic
habitat types. Alterations in currents, wind, and fresh-
water inputs can cause salinity conditions to vary over
time. The shallow depths also cause colder winter and
warmer summer water temperatures compared to the
open ocean. These spatial and temporal fluctuations
can create physiologically challenging conditions.
However, many organisms have adapted and use the
abundant nutrients and physical habitat in different
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portions of the estuary for specific periods of their life
cycles or seasons of the year. As a result, the Bay sup-
ports an estimated 3600 species of plants, fish, and ani-
mals, including 348 finfish and 173 shellfish species.
Some of the most notable of these include striped bass,
American shad, blueback herring, blue crab, and the
American oyster.[5] The name ‘‘Chesapeake’’ itself
was coined from the Algonquin American–Indian
word ‘‘Chesepiooc’’ meaning ‘‘great shellfish bay.’’[5]

Archaeologists estimate that Native American inhab-
itants first arrived in the Bay region from the south or
west approximately 12,000 years ago as the ice sheets
associated with the Wisconsin glaciation began to
retreat and temperatures increased.[2] The first inhabi-
tants are presumed to have been nomadic; however,
archeological evidence suggests that selective food pro-
duction started as early as 5000 years ago and settled
towns began to be formed approximately 1300 years
ago as the population density in the region increased.
Recovered artifacts provide evidence of the extensive
use of the Bay by the early inhabitants for travel, com-
munication, tools, and food.

The first recorded European contact with the
Chesapeake Bay region was by the Italian captain,
Giovanni da Verrazano in 1524.[2] The English estab-
lished one of the most well known early settlements
at Jamestown, Virginia in 1607. English colonization

expanded through expeditions to the north in the
Bay, partly led by the famed Captain John Smith.
Immigration to the region increased throughout the
1600s and much of the area was settled by the mid-
1700s. The colonists made extensive use of the
resources provided by the estuary, its wetlands, and tri-
butaries. Shellfish, including oysters, blue crabs, and
hard and soft clams, were harvested from shallow
water areas.[2] The numerous piles of oyster shells that
can be found near Coastal Plain tidal areas provide
support for written claims of the extensive oyster beds
that existed in the Bay when the European colonists
arrived. Traps and nets were used to harvest finfish,
including herring, striped bass, and shad. Migratory
waterfowl, such as ducks and geese, were also plentiful
food sources.

The rapid growth in the human population since
European colonization of the Chesapeake Bay region
dramatically increased the harvest of finfish, shellfish,
waterfowl, and mammals naturally supported by the
estuary. Extensive landscape alterations also caused
direct and indirect physical changes to the Bay and
its tributaries. The combination of overharvesting, pol-
lution, and physical alterations has severely impacted
the ecosystem and many of the species that historically
flourished in the estuary.[1] Dramatic declines have
been documented by the harvest records of popular
commercial fisheries such as shad and striped bass.
Records indicate a decline in the catch of blue crabs
per unit of effort since the 1940s. The oyster harvest
is currently at less than 1% of historic levels, although
this reduction is partly attributed to disease. Many
other species not harvested commercially have also
been affected by the alterations in the Bay ecology that
have accompanied European settlement and popu-
lation growth.

One of the most important impacts to the
Chesapeake Bay has been the increased erosion rates
and downstream sedimentation caused by extensive
deforestation of the watershed.[6] The influx of sedi-
ment into the tidal estuary has reduced the water
depths in many embayments that once served as navi-
gable ports.[7] Elevated suspended sediment inputs dur-
ing storm events also increase turbidity in the tidal
water column.[6] The resulting decrease in water clarity,
which has been exacerbated by algal blooms associated
with nutrient runoff pollution, reduces submerged
aquatic vegetation (SAV) growth in shallow areas
(i.e., depths less than 2 m). SAV coverage on the Bay
bottom is estimated to have declined from approxi-
mately 80,900 hectares in 1937 to 15,400 hectares in
1984.[1] The loss has negative implications for a variety
of species that use the vegetation for habitat, including
blue crabs and juvenile finfish.

An extensive effort to restore the Bay has been
undertaken by the US federal government in

Fig. 1 The Chesapeake Bay estuary and its watershed,

including physiographic provinces and state boundaries.
(Courtesy of M. Herrmann, Maryland Department of
Natural Resources.)
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coordination with states in the watershed.[1,8] A large
part of this effort has been focused on the recovery of
the historic SAV distributions, as well as reversal
of the abnormally low oxygen levels that now occur
in the main stem of the Bay and its major tidal tribu-
taries during summer months.[1,9] As with the water
clarity problems, the low dissolved oxygen is related
to excess nutrient inputs, mainly nitrogen and phos-
phorous, which stimulate algal production. The oxygen
depletion occurs because of algal decomposition, result-
ing in, estuarine habitat degradation. Substantial
reductions in nutrients from watershed runoff have
been concluded to be necessary to achieve restoration
goals related to both SAV and low dissolved oxygen.[1,9]

CONCLUSIONS

The Chesapeake Bay is a large and historically pro-
ductive estuary on the Mid-Atlantic coast of the
U.S.A., with extensive fisheries and wildlife resources.
The Bay ecosystem has been impaired by watershed
alterations and overharvesting accompanying human
population growth in the region, thereby inspiring an
extensive government-supported restoration effort. A
large part of the restoration focuses on sediment and
nutrient pollution associated with runoff from the
contributing watershed.
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Chromium

Bruce R. James
Natural Resource Sciences, University of Maryland,
College Park, Maryland, U.S.A.

INTRODUCTION

Chromium is a heavy metal that is essential for human
health in its trivalent form [Cr(III)], but may cause can-
cer if inhaled in the hexavalent state [Cr(VI)]. Trivalent
Cr is only sparingly-soluble in neutral to alkaline natu-
ral waters, but it can be oxidized to Cr(VI) by manga-
nese (III,IV) (hydr)oxides, hydrogen peroxide, ozone,
chlorine gas, hypochlorite, and other electron accep-
tors. Hexavalent Cr can be reduced to Cr(III) by
elemental iron and iron(II), sulfides, easily-oxidized
organic compounds, and other electron donors. Both
oxidation and reduction reactions of chromium are
governed by redox potential (Eh) and acidity of
natural waters (pH).

OCCURRENCE OF CHROMIUM IN NATURAL
WATERS AND WATER SUPPLIES

Concerns surrounding the presence of chromium (Cr)
in natural waters and drinking water supplies must
address a paradox of this heavy metal related to the
contrasting solubilities and toxicities of its common
oxidation states in natural environments: Cr(III) and
Cr(VI). Chromium(III) is essential for human health
in trace amounts as an activator of insulin,[1] but it
exists predominantly in nature in cationic forms that
are typically only sparingly-soluble in near-neutral
pH soils, plants, cells, and natural waters.[2] In con-
trast, Cr(VI) is anionic and much more soluble than
Cr(III) over the pH range of natural systems. It is toxic
to many cells, is classified by USEPA as a Class A car-
cinogen by inhalation, and is a regulated contaminant
of drinking water supplies.[3] When soluble Cr is
detected in natural waters, especially at high concen-
trations, it is usually Cr(VI) derived from industrial
wastes containing Cr(VI) or possibly resulting from
the oxidation of certain forms of Cr(III) in soils or
sediments.[4,5]

The balance of the different forms and the solubili-
ties of Cr(III) and Cr(VI) in natural waters is governed
by pH, aeration status (Eh or oxidation–reduction
potential), and other environmental conditions

(Table 1). Understanding and predicting the oxidation
state, solubility, mobility, and bioavailability of Cr
in water are further complicated by the fact that
Cr(III) can be oxidized (lose three electrons) to
form Cr(VI); whereas Cr(VI) can gain three electrons
and be reduced to Cr(III).[6,7] Natural variation and
human-induced changes in pH and the oxidation–
reduction status of soil and water can control the
solubility of Cr. As a result, purification of drinking
water supplies and treatment of waste waters contami-
nated with Cr are possible through chemical and
microbiological processes that modify the acidity and
the relative abundance of oxidizing and reducing
agents for Cr.[8,9]

Chromium is the seventh most abundant metal on
earth with an average content of 100 mg/kg in the
earth’s crust and 3700 mg/kg for the earth as a
whole,[10] principally as Cr(III) in unreactive, insoluble
minerals, such as chromite (FeO�Cr2O3). Roasting
chromite ore under alkaline, high temperature con-
ditions oxidizes Cr2O3 to soluble Cr(VI), a widely-used
starting material for production of stainless steel,
pressure-treated lumber, chrome-tanned leather, pig-
ments, chrome-plated metals, and other common pro-
ducts used in modern societies.[11] As a result, Cr(VI)
remaining in chromite ore processing residue, chrome
plating bath waste, paint aerosols, and other industrial
wastes may enrich soils and contaminate surface
waters and groundwater that are supplies for domestic
uses, irrigation, and industrial processes.

In contrast to these concentrated, anthropogenic
sources of Cr(VI); naturally-occurring sources of Cr
are predominantly Cr(III) and occur at low concentra-
tions. Ultramafic and basaltic rocks (and soils
developed from these parent materials), however,
may contain up to 2400 mg Cr/kg, and can release
small fractions of the Cr contained in them as Cr(VI),
either through dissolution of Cr(VI) minerals or pos-
sibly via oxidation of Cr(III). As a result, Cr(VI) has
been detected in groundwater (<0.05–0.5 mg/L) in arid
regions dominated by these alkaline, Cr-rich rocks and
soils. A concentration of Cr(VI) of 7.5 mg/L in pH
12.5 groundwater from Jordan is the highest known
level that is not due to human influence. Naturally-
occurring Cr in alkaline, aerobic ocean water exists

105

© 2008 by Taylor & Francis Group, LLC



C
hem

ical–

D
esalination

principally as Cr(VI) at concentrations in the range of
3–7.3 nM (0.16–0.38 mg/L).[12]

Based on the known carcinogenicity of Cr(VI) to
humans by inhalation, and due to uncertainty about
its long-term effects on human health via ingestion in
drinking water, the USEPA has set a maximum con-
taminant level for total Cr [Cr(III)-plus-Cr(VI)] in
drinking water in the United States of 100 mg/L.[3] This
valence-independent standard is based on research
results that showed no observed adverse effects of
Cr(III) or Cr(VI) at 25,000 mg/L in drinking water
given to rats, and after factoring in ‘‘uncertainty’’
and ‘‘safety’’ factors. The standard is based on total,
soluble Cr (rather than Cr(VI) alone) because USEPA
assumed that (a) Cr(III) is in dynamic equilibrium with
Cr(VI) and could be oxidized, (b) the reduction of
Cr(VI) to Cr(III) in the stomach and digestive tract is
incomplete, and (c) despite the low toxicity of Cr(III),
it may react with DNA in cells. The State of California
has proposed the first valence-specific drinking water
standard (public health goal) for Cr(VI) at 2.5 mg/L,

an action based on a desire to be highly-protective of
human health and drinking water quality.[13]

SOLUBILITY CONTROLS OF CHROMIUM
CONCENTRATIONS IN WATER

Most inorganic compounds of Cr(III) are less soluble
in water than are those of Cr(VI) because Cr(III)
cations have high ionic potentials (charge-to-size ratio)
and hydrolyze to form covalent bonds with OH� ions
(Table 1). When three OH� anions surround the Cr3þ

cation, it is particularly stable in water as the sparingly-
soluble compound, Cr(OH)3 (Table 2). Upon aging
and dehydration, Cr(OH)3 slowly converts to the more
crystalline, less soluble Cr2O3.[12] Incorporation of
Fe(III) or Fe(II) into solid phases and precipitates con-
taining Cr(III) renders the Cr(III) less soluble, often by
a factor of 1000 in the solubility product (Ksp).[14,15] In
the pH range of 5.5–8, Cr(III) reaches minimum solu-
bility in water due to this hydrolysis and precipitation

Table 1 Oxidation states and forms of chromium in natural waters

Oxidation state Form Name

Chemical conditions of water under

which it is found and pertinent reactions

in natural waters

Chromium (III)
(trivalent

chromium)

Cr(H2O)6
3þ Hexaquochromium(III) pH < 3.5; strong affinity for negatively-charged ions (e.g.,

phosphate) and colloid surfaces (e.g., living cells and

phyllosilicate clays or fulvic and humic acids); green color

Cr(H2O)5OH2þ Monohydroxychromium(III) First hydrolysis product formed at pH > 3.5 upon
dilution of or addition of base to solutions of
Cr(III); green

Cr(H2O)4(OH)2
þ Dihydroxychromium(III) Second hydrolysis product of Cr(III); may dimerize and

polymerize to form large molecular weight cations in
planes of octahedra; green

Cr(H2O)3(OH)3
0 Chromium hydroxide Metastable, uncharged hydrolysis product that

precipitates as the sparingly-soluble Cr(OH)3

Cr(H2O)2(OH)4
� Hydroxochromate Fourth hydrolysis product of Cr(III) that may form at

pH > 11; may oxidize to Cr(VI) by O2

Cr(III)–organic
acid complexes
and chelates

For example:
chromium citrate,
chromium picolinate,

chromium fulvate

Soluble complexes and chelates in which water molecules
of hydration surrounding Cr(H2O)6

3þ are displaced by
carboxylic acid and N-containing ligands; formation is

pH- and concentration-dependent; blue–green–purple
colors, depending on ligand binding Cr(III)

Chromium (VI)
(hexavalent

chromium)

H2CrO4 Chromic acid Fully-protonated form of Cr(VI) formed at pH < 1;
see Fig. 2 for key Eh values for redox

HCrO4
� Bichromate Form of Cr(VI) that predominates at 1 < pH < 6.4;

yellow; see Fig. 2 for key Eh values for redox

CrO4
2� Chromate Form of Cr(VI) that predominates at pH > 6.4; yellow;

see Fig. 2 for key Eh values for redox

Cr2O7
2� Dichromate Form of Cr(VI) that predominates at pH < 3 and in

concentrated solutions (>1.0 mM); rapidly reverts to
HCrO4

� or CrO4
2� upon dilution or pH change; orange
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reaction, an important process that controls the move-
ment of Cr(III) in soils enriched with industrial waste
waters and solid materials. Under strongly acidic con-
ditions (pH < 4), unhydrolyzed Cr(H2O)6

3þ cations
exist in solution; while Cr(OH)4

� forms under strongly
alkaline conditions (pH > 11), particularly in response
to adding base to solutions of soluble salts of Cr(III),
e.g., CrCl3, Cr(NO3)3, or Cr2(SO4)3.

Other anions besides OH� coordinate with
Cr(H2O)6

3þ and displace water molecules of hydration
to form sparingly-soluble compounds and soluble che-
lates (Table 2). In water treatment facilities and in
natural waters; phosphate (H2PO4

� HPO4
2�, PO4

3�),
arsenate (H2AsO4

�, HAsO4
2�, AsO4

3�) and fluoride
(F�) may form low solubility compounds with Cr(III).
Organic complexes of Cr(III) with carboxylic acids
(RCOOH, e.g., citric, oxalic, tartaric, fulvic) remain
soluble at pH values above which Cr(OH)3 forms. By
increasing the solubility of Cr(III) in neutral and alka-
line waters, such organic complexes enhance the poten-
tial for absorption of Cr(III) by cells. Stable, insoluble
complexes of Cr(III) also form with humic acids and
other high molecular aggregate weight organic moi-
eties in soils, sediments, wastes, and natural waters.[16]

With the exception of chromium jarosite (Table 2),
Cr(VI) compounds are more soluble over the pH range
of natural waters than are those of Cr(III); thereby
leading to the greater concern about the potential
mobility and bioavailability of Cr(VI) than Cr(III) in
natural waters. The alkali salts of Cr(VI) are highly
soluble, CaCrO4 is moderately soluble, and PbCrO4

and BaCrO4 are only sparingly-soluble. In colloidal
environments containing aluminosilicate clays and

(hydr)oxides of Al(III), Fe(II,III), and Mn(III,IV)
(e.g., in soils and sediments), Cr(VI) anions may be
adsorbed similarly to SO4

2�. Low pH and high ionic
strength promote retention of HCrO4

� and CrO4
2� on

positively-charged sites, especially those associated
with colloidal surfaces dominated by pH-dependent
charge. Such electrostatic adsorption may be revers-
ible, or the sorbed Cr(VI) species may gradually
become incorporated into the structure of the mineral

Table 2 Solubility in water at pH 7 of selected chromium compounds

Oxidation state of Cr Compound name Formula Approximate solubility (moles Cr/L)

Chromium (III) Chromium(III)hydroxide Cr(OH)3 (am) 10�12

Chromium(III) oxide Cr2O3 (cr) 10�17

Chromite FeO�Cr2O3 (cr) 10�20

Chromium chloride CrCl3 Highly soluble

Chromium sulfate Cr2(SO4)3 Highly soluble

Chromium phosphate CrPO4 10�10

Chromium fluoride CrF3 1.2 � 10�3

Chromium arsenate CrAsO4 10�10

Chromium (VI) Potassium chromate K2CrO4 3.2

Sodium chromate Na2CrO4 5.4

Calcium chromate CaCrO4 0.14

Barium chromate BaCrO4 1.7 � 10�3

‘‘Zinc yellow’’ pigment 3ZnCrO4�K2CrO4�Zn(OH)2�2H2O 8.2 � 10�3

Strontium chromate SrCrO4 5.9 � 10�3

Lead chromate PbCrO4 1.8 � 10�6

Chromium jarosite KFe3(CrO4)2(OH)6 (cr) 10�30

Fig. 1 Seesaw model depicting a balance of the oxidation of
Cr(III) by Mn(III,IV)(hydr)oxides and the reduction of
Cr(VI) by organic compounds, with the pH acting as a slid-

ing control (master variable) on the seesaw to set the redox
balance for given quantities and reactivities of oxidants and
reductants. The equilibrium quantity of Cr(VI) in the water
is indicated by the pointing arrow from the fulcrum.
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surface (chemisorption). Recently-precipitated Cr(OH)3

can adsorb Cr(VI) or incorporate Cr(VI) within its
structure as it forms, thereby forming a Cr(III)–Cr(VI)
compound.[17]

OXIDATION–REDUCTION CHEMISTRY OF
CHROMIUM IN NATURAL WATERS

The paradox of the contrasting solubilities and toxici-
ties of Cr(III) and Cr(VI) in natural waters and living
systems is complicated by two electron transfer reac-
tions: Cr(III) can oxidize to Cr(VI) in soils and natural
waters; and Cr(VI) can reduce to Cr(III) in the same
systems, and at the same time. Understanding the
key electron transfer processes (redox) and predicting
environmental conditions governing them are central

to treatment of drinking water, waste waters, con-
taminated soils, and to predicting the hazard of Cr
in natural systems.[18] The metaphor of a seesaw
(Fig. 1) is useful in picturing the undulating nature of
the changes in Cr speciation in water due to oxidation
of Cr(III) and reduction of Cr(VI). A balance for
the two redox reactions is achieved in accordance
with the quantities and reactivities of reductants and
oxidants in the system (e.g., organic matter and
Mn(III,IV) (hydr)oxides), as modulated by pH as a
master variable.[8]

The thermodynamics (energetics predicting the rela-
tive stability of reactants and products of a chemical
reaction) of the interconversions of Cr(III) and Cr(VI)
compared to other redox couples can be used to pre-
dict the predominance of Cr(III) or Cr(VI) in water
supplies (Fig. 2). The Eh variable defines the predicted

Fig. 2 Eh–pH diagram illustrating the sta-

bility fields defined by Eh (redox potential
relative to the standard hydrogen electrode,
SHE) and pH for Cr(VI) and Cr(III) at
10�4 M total Cr. The vertical dashed lines

indicate semi-quantitatively the pH range in
which Cr(OH)3 is expected to control Cr(III)
cation activities in the absence of other

ligands besides OH�.

Fig. 3 Eh–pH diagram showing potential

oxidants for Cr(III) in natural waters as
dashed lines above the bold Cr(VI)–Cr(III)
line; and potential reductants for Cr(VI)

below the line. Each line for an oxidant
(first species of the pair) and reductant
(second species) combination represents the
reduction potential (in mV) at a given pH

established by that oxidant–reductant pair
(e.g., O3–O2). The oxidant member of a pair
for a higher line is expected to oxidize the

reductant member of the lower line, thereby
establishing the area and species between
the lines as thermodynamically favored to

exist at chemical equilibrium.
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voltage (electron pressure) that must be applied at a
given pH to reduce Cr(VI) to Cr(III), and this pressure
increases (lower Eh values) as pH increases, as shown
in an Eh–pH diagram (Fig. 2). Certain electron-poor
species may act as oxidants (electron acceptors) for
Cr(III), especially soluble forms of Cr(III), in the treat-
ment of water supplies or in soils enriched with Cr(III)
(Ref.[19], Fig. 3). Examples are those above the bold
line for Cr(VI)–Cr(III) on the Eh–pH diagram: Cl2,
OCl�, H2O2, O3, and MnOOH. In contrast, electron-
rich species may donate electrons to electron-poor
Cr(VI) and reduce it to Cr(III): Fe2þ [or Fe(0)], H2S,
H2, ascorbic acid (and organic compounds, generally),
and SO2. Sunlight may affect the kinetics of both oxi-
dation and reduction reactions for Cr, a relevant fact
for natural processes in lakes and streams and
for treatment technologies for drinking water purifi-
cation. Depending on pH, temperature, and the concen-
trations of oxidants and reductants, Cr(VI)-to-Cr(III)
ratios in natural waters may be predicted.

Predictions of the likelihood of Cr(III) oxidation
and Cr(VI) reduction occurring are important for
water treatment and for establishing health-based reg-
ulations and allowable limits for Cr(VI) and Cr(III) in
water supplies. In agricultural soil–plant–water sys-
tems, Cr(VI) added in irrigation water or formed via
oxidation of Cr(III) will reduce to Cr(VI) if electron
donors (e.g., Fe2þ, H2S, and organic matter) and Eh–
pH conditions are sufficiently reducing (Refs.[4,17]

Fig. 2). If not reduced, Cr(VI) may leach from surface
soils to subsoils and groundwater. Therefore, predic-
tions of Cr bioavailability and mobility in natural
waters must consider redox reactions of this heavy
metal.
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Conservation: Tillage and No-Tillage

Paul W. Unger
Conservation and Production Research Laboratory, Agricultural Research Service
(USDA-ARS), U.S. Department of Agriculture, Bushland, Texas, U.S.A.

INTRODUCTION

Conservation tillage is any tillage or tillage and plant-
ing system that results in at least a 30% cover of crop
residues on the soil surface after planting the next
crop.[1] It is used mainly to control soil erosion, but
it also helps conserve water. In comparison, conven-
tional tillage refers to tillage operations normally used
for crop production that bury most residues and result
in <30% cover after planting. Tillage that incorporates
all residues into soil is clean tillage.

Tillage methods such as sweep, chisel, paraplow,
subsoiling, slit, and strip rotary can usually qualify as
conservation tillage. Even disk tillage may qualify, pro-
vided adequate residues are retained on the surface.
The ultimate conservation tillage method is no-tillage
(or zero tillage) for which the next crop is planted with-
out any soil disturbance since harvesting the previous
crop. A special planter usually is needed to prepare a
narrow, shallow seedbed for the seed being planted.[1]

Sometimes, no-tillage is used in combination with a
subsoiling operation that facilitates crop seeding and
early plant root growth, but which leaves the surface
residues virtually undisturbed, except for the slot
caused by the subsoiling implement.[1]

Adequate residues are not always produced to pro-
vide 30% cover [e.g., dryland (non-irrigated) crops].
Also, a crop such as cotton (Gossypium hirsutum L.)
may not produce enough residue under some con-
ditions to satisfy the required ground cover for con-
servation tillage. Under such conditions, some
conventional or even clean tillage methods can pro-
vide for soil and water conservation. Any tillage
method that results in a rough or ridged surface helps
reduce soil erosion by wind. Listing (ridge-forming till-
age) commonly is used to help control wind erosion
in the cotton-producing area of West Texas where resi-
due amounts usually are low (personal observation).
Even plowing that brings erosion resistant clods to
the surface helps control wind erosion on some sandy
soils.[2] Any tillage method that impedes or prevents
water flow across the surface helps reduce soil erosion
by water and usually helps conserve water. Listing on
the contour retains water on the surface, thus reducing
erosion and conserving water. Furrow diking in con-
junction with listing improves water retention where

contour tillage is not used.[3] Graded-furrow tillage
allows excess water to flow slowly from land, thus
reducing the potential for erosion; it also provides
water conservation benefits.[4]

ADVANTAGES AND DISADVANTAGES OF
USING CONSERVATION TILLAGE AND
NO-TILLAGE

Advantages

Compared with clean tillage, advantages of different
conservation tillage types, including no-tillage, include
improved erosion control, a cleaner environment,
greater water conservation, equal or greater crop
yields, less equipment and maintenance cost, lower
energy and labor requirements, and greater net
returns. Erosion control benefits with conservation
tillage result from retaining more residues on the soil
surface. For controlling erosion by wind, residues
shield the surface and reduce wind speed at the surface
to below the threshold required for erosion to occur.
Erosion by water is reduced because residues reduce
the rate and amount of water flow across the surface.
Residues also result in less soil particle detachment
and transport due to raindrop splash and flowing
water. The value of surface cover provided by crop
residues for controlling erosion by wind and water is
illustrated in Fig. 1.[5]

Greater water conservation with conservation till-
age results from residues retarding the rate of water
flow across the surface, thus providing more time for
infiltration. Residues also shield the surface against
raindrop impact, thus dissipating the energy of rain-
drops, reducing surface sealing, and maintaining favor-
able infiltration rates. Residues reduce soil water
evaporation by shading the soil and slowing the wind
at the soil surface. Of course, the soil must have
adequate storage capacity for the water to be retained
for later use by crops.

Use of conservation tillage reduces erosion, thus
resulting in a cleaner environment. Erosion by wind
damages crops, causes health and visibility problems,
clogs roads and waterways, damages machinery and
homes, and pollutes the air. Erosion by water damages
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crops, roads, machinery, and homes. It also pollutes
water with soil particles, chemicals adhering to the
particles, and chemicals dissolved in water.

Crop yields are affected by numerous factors. Yields
with conservation tillage systems often are greater than
with clean tillage, provided no major problems are
encountered. Yield increases, especially with no-tillage,
usually are attributable to greater soil water conser-
vation, especially in subhumid and semiarid regions
without irrigation. More favorable soil temperatures
may be involved also. In warm or hot regions, high soil
temperatures may injure plants, and surface residues
with no-tillage result in temperature decreases of up
to 10�C,[6,7] which result in better crop performance.
In cool regions, low temperatures with no-tillage
usually are detrimental to crop yields because planting
is delayed beyond the optimum date.[8]

Advantages of lower equipment inventories, equip-
ment maintenance, and energy and labor requirements
with conservation tillage are interrelated. With most
conservation tillage methods, and especially no-tillage,
tillage frequency and intensity are lower than with
clean tillage. As a result, less equipment may be
needed, smaller tractors may be satisfactory (for
no-tillage), andthe tractors and equipment are used less
frequently.This results in less equipment maintenance
and in lower fuel and labor requirements. Some fuel
energy savings, however, may be partially offset by
the energy required to produce herbicides and fertili-
zer, especially where no-tillage is used. The no-tillage
system is based on using herbicides for weed control,
and more nitrogen fertilizer is used under some con-
ditions, especially when first converting to the system.

As for yields, many factors affect net returns for a
crop production system. However, if production costs
are not greater and yields are equal to or exceed those
with clean tillage, then net returns should be equal
or greater with conservation tillage, especially with

no-tillage, because equipment inventories and main-
tenance and labor and energy requirements are
lower.[9,10]

Disadvantages

Problems with conservation tillage, especially no-tillage,
occur under some conditions.[8,11–13] A greater use of
herbicides results in concern regarding the potential
for polluting soil and water resources. Lower soil tem-
peratures in cool regions delay crop planting, thereby
potentially reducing crop yields. On poorly drained
soils, additional water retained by using no-tillage
aggravates the excess soil water problem, thus gener-
ally reducing crop yields. Some weeds are difficult
to control with herbicides, which, along with the high
cost of some herbicides, may increase production
costs. The possible need for new equipment may also
increase production costs, especially when a change
to a no-tillage system is first made. Because crop resi-
dues are retained on the surface when a no-tillage
system is used, there is the potential for increased pest
problems (insects, diseases, rodents). Problems are
greater with some insects and less with others, indicat-
ing that insect populations must be closely evaluated
regardless of tillage system used. Organisms of some
plant diseases are carried over to the next crop when
residues are retained. Surface residues also provide
shelter for rodents, which may be detrimental for the
production of some crops. Other possible disadvan-
tages include limited residue availability, greater soil
compaction, and a need for greater managerial ability.
Certainly, conservation tillage and no-tillage are not
suitable for all conditions. However, with good man-
agement, most problems (real or potential) can be
minimized or avoided.

RESULTS ACHIEVED BY USING
CONSERVATION OR NO-TILLAGE

The value of conservation and no-tillage farming
methods for controlling erosion, conserving water,
and increasing crop yields has been shown in numerous
studies. Because of space limitations, however, only
few examples will be given. Probably the most dra-
matic example regarding the value of no-tillage for
controlling erosion occurred during a rainstorm on
watersheds planted to corn (Zea mays L.) in Ohio.[14]

Treatments were clean tillage with sloping rows (land
slope 6.6%), clean tillage with contour rows (land slope
5.8%), and no-tillage with contour rows (land slope
20.7%). On the respective treatment areas, rainfall was
140, 140, and 129 mm; runoff was 112, 58, and 64 mm;
and sediment loss was 50.7, 7.2, and 0.07 Mg ha�1.

Fig. 1 Relationship between soil loss ratio (soil loss with
cover divided by soil loss from bare soil). (Redrawn from
Fig. 10 in Ref.[5].)
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Even though the slope was much greater, soil loss was
negligible from the no-tillage area. Runoff also was
low, which provided an opportunity to store more soil
water, but soil water information was not given.

After harvesting irrigated winter wheat (Triticum
aestivum L.), moldboard-, rotary-, disk-, sweep-, and
no-tillage treatments were imposed to manage the
residues during the fallow period until planting dry-
land grain sorghum [Sorghum bicolor L. (Moench)]
10–11 mo later at Bushland, Texas. Weed control was
similar with all treatments. Plant available soil water
contents averaged 149, 143, 158, 179, and 207 mm at
sorghum planting and sorghum grain yields aver-
aged 2.56, 2.19, 2.37, 2.77, and 3.34 Mg ha�1 with the
respective treatments. Greater water contents and
yields with conservation tillage (sweep and especially
no-tillage) resulted from more residues retained on
the surface than with other treatments. The residues
resulted in greater infiltration and lower evaporation,
but the effect of the different processes could not be
determined.[15]

A field study at Akron, Colorado, clearly showed
the value of surface residues with conservation tillage
(minimum- and no-tillage) for reducing evaporation.
Soil water contents 1 day after a 13.5-mm rain
were similar to the 15-cm depth where conventional-,
minimum-, and no-tillage treatments were imposed
after harvesting winter wheat. The treatments resulted
in 1.2, 2.2, and 2.7 Mg ha�1 of surface residues, respec-
tively. After 34 rainless days, the soil had dried to a
<0.1 m3 m�3 water content to 12-, 9-, and 5-cm depths,
respectively.[16] The value of surface residues for reduc-
ing evaporation also was shown under laboratory
conditions.[17,18]

CONCLUSION

Conservation tillage and no-tillage farming systems
are based on retaining sufficient crop residues on the
soil surface, mainly to control erosion. Other bene-
fits include water conservation; environmental protec-
tion; equipment, energy, and labor savings; and often
greater net returns to the producer. Some disadvan-
tages occur under some conditions and the systems,
especially no-tillage, may not be suitable for all con-
ditions. Most disadvantages, however, can be over-
come or minimized by careful management.
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Consumptive Water Use

Freddie L. Lamm
Research and Extension Center, Kansas State University, Colby, Kansas, U.S.A.

INTRODUCTION

Consumptive water use is defined as the total quantity
of water used in a given period of time as transpiration
from the crop shoots and leaves, the water evaporated
from the wetted soil or crop surfaces, and the small
amount of water used in the building of plant tissue.
In general, less than 1% of the consumptive water
use is incorporated into plant tissue (i.e., split in the
light reaction of photosynthesis and then incorpo-
rated), so consumptive water use is often used synony-
mously with the term evapotranspiration (sum of
evaporation and transpiration). The principal factors
affecting the magnitude of consumptive water use are
the amount and orientation of actively transpiring plant
tissues, atmospheric conditions, soil-water reserves,
and soil texture.

ORIGIN

The term consumptive water use apparently originated
in the United States during the early part of the twen-
tieth century[1,2] to describe water and/or irrigation
requirements of crops. One of the earliest recorded
documentations of the term was by the American
Society of Civil Engineers in 1930.[3] Although world-
wide, evapotranspiration is probably a more highly uti-
lized term, consumptive water use is still used in the
United States, particularly in federal and state man-
agement agencies and legal institutions. In European
countries, evaporation is sometimes used instead of
evapotranspiration in a context that covers evaporat-
ive losses from water surfaces, soil, or plants.[4]

UTILIZATION

Information about consumptive water use is utilized in
the planning, development, and management of almost
all water resources and supply projects, not just irri-
gation projects. For example, water-resource planners
must have estimates of consumptive water use of for-
ests and rangelands when determining long-term yield
(runoff) from such lands in planning for reservoirs.
Consumptive water use estimates are utilized in plan-
ning of wastewater-reuse systems, so that a given

parcel of land is not overloaded hydraulically with
water, resulting in excessive runoff or deep percolation.
Government agencies often rely on estimated con-
sumptive water use values to develop interstate river
and stream compacts and to mediate disputes arising
from these compacts. Legal institutions may carefully
differentiate consumptive water use from the total
water diverted from a resource, to determine what
water is truly lost from a surface and/or ground water
basin. Conversely, a legal institution might be more
keenly interested in promoting crops that maximize
the consumptive water use, if evapotranspiration is
being utilized to clean up or reduce a contaminated
water source.

The time scale for which consumptive water use is
determined depends on the needs of the end-user. A
modern irrigator may schedule irrigation based on
hourly, daily, or weekly estimates of consumptive water
use. The same irrigator, in planning for a new irrigation
system, might need to extend these estimates to include
monthly and seasonal estimates. In planning, irrigation
system application amounts for a single irrigation
event, it is good design practice to match the peak
consumptive water use for the critical crop growth
periods. In planning the overall irrigation system size,
it is necessary to consider the consumptive water use
over the entire season to ensure that sufficient seasonal
water is available for the planned irrigated area. Simi-
larly, a wastewater-reuse system operator may need
to know the consumptive water use of a crop during
distinct short periods of time to prevent hydraulically
overloading the soil. That same operator might use
annual-consumptive water use to size the wastewater-
storage reservoirs and land area used for application.
Hydrologists and other water-resource planners may
use time scales ranging from hourly to as much as a
decade, depending on their accuracy needs and the
intended use of the information.

PARTITIONING OF CONSUMPTIVE
WATER USE

It is difficult to make generalizations about the par-
titioning of consumptive water use into the major com-
ponents of evaporation and transpiration. The amount
of evaporation from the wetted soil and the wetted
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cropped surfaces depends heavily on how often those
surfaces are wetted by precipitation or irrigation and
the ratio of soil to crop surface. Although there is no
single value that can adequately describe the evapo-
ration fraction of consumptive water use, a seasonal
value of 20% may be of sufficient accuracy in many
cases. Transpiration depends more heavily on the
amount of actively growing leaves and shoots, their
exposure to atmospheric conditions, and the ability
of the plant roots to extract water from the soil layers.
Nevertheless, the partitioning of these two major com-
ponents is of great importance in managing water
resources.

Evaporative Component

Evaporation from soil surfaces is generally described
as occurring in two or three phases, the energy-limiting
stage, the rapidly-falling stage, and the slowly-falling
rate stage (Fig. 1). Early work described the process
as three phases.[5] It was later recognized that the latter
two stages could be adequately described as one soil-
limiting stage by expressing evaporation as decreasing
with the square root of time.[6,7] The first stage of soil
evaporation when the soil surface is wet occurs at a
rate that is only limited by the energy available (atmo-
spheric demand and latent heat in soil storage) to evap-
orate water. The soil-limiting stage begins when water
does not diffuse to the soil surface in sufficient quantity
to meet the evaporative demand of the available
energy.

Direct evaporation from plant tissues encompasses
water that is temporarily trapped (canopy interception
storage) on the plant leaves and shoots following rain-
fall or sprinkler irrigation. This water may be in the

form of droplets on leaves or larger amounts trapped
in leaf whorls or joints between the leaf and the shoot.
This evaporation generally occurs at a rate that is
only limited by the amount of energy available for
evaporation. However, this evaporative loss will
temporarily suppress plant transpiration during the
evaporation period.[8] Canopy interception storage
and the resultant evaporative loss will vary with
plant type and structure and with the ratio of evapo-
rative demand to precipitation rate. On an annual
basis, these evaporative losses can be a significant fac-
tor in forest hydrology, ranging from 20% to 40% for
conifer forests and 10% to 20% for hardwood forests.[9]

Direct evaporative losses from interception storage
following a single precipitation or sprinkler irrigation
event for a fully developed corn canopy is approximately
1.5–2.5 mm.[10–13]

Transpiration

The other major component of consumptive water use,
transpiration, is usually larger than the evaporation
component because the plant has multiple transpiring
surfaces exposed to the atmospheric demand, and the
plant roots and stem can also transport water from
deeper soil layers to the transpiring crop surfaces.
Attempts to directly measure transpiration also have
their limitations, similar to difficulties with measuring
the evaporative component. These attempts include
measurements of plant water use from large pots,[14,15]

alternate lysimeter comparisons,[16,8] using portable
translucent field chambers in the field,[17] measuring
water flowrate in plant stems,[18] modeling of evapo-
ration and transpiration processes,[19,20] and algebraic
manipulations of the E and T components using a
combination of measurement methods that partially
define a given component.

MODELING OF CONSUMPTIVE WATER USE

Although the various evaporation and transpira-
tion processes have been studied for centuries,[21]

Penman[22] is often credited with the pioneering
research in establishing a modern physical basis for
modeling evaporation and transpiration. Even recent
efforts to encourage adoption of a more standardized
method of calculating evapotranspiration[23,24] use the
basic framework outlined by Penman. Because crop
type, size, and leaf orientation all can affect evapo-
transpiration, the term reference evapotranspiration
is often used to express evapotranspiration based on
atmospheric demand for a given reference crop under
specific growth conditions. A modern equation to cal-
culate reference evapotranspiration gaining credibility

Fig. 1 Typical soil evaporation as related to time since wet-
ting. Stage 1 is only limited by available energy. The soil lim-
iting stages 2a (rapidly falling) and 2b (slowly falling) are
a function of the square root of time since the end of stage 1.
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and acceptance is referred to as the FAO-56 Penman–
Monteith equation.[23] Major atmospheric variables in
this equation are net radiation, air temperature, wind
speed, and the saturation vapor pressure deficit. Soil
heat flux is another variable in the equation, but can
sometimes be neglected, depending on the time step
of the calculation. Crop and soil coefficients are then
used to modify the reference evapotranspiration to
determine the consumptive water use for the period
of interest. Crop coefficients generally vary with crop
and stage of growth and often are empirically derived
or calibrated for a given locale. Soil coefficients are
used to decrease the calculated consumptive water
use when soil water redistribution begins limiting water
transport to the transpiring surfaces.

In some regions of the world, consumptive water
use may not vary much on a daily or annual basis.
In other areas, such as the U.S. Great Plains, moving
atmospheric fronts may drastically change values
from one day to the next (Fig. 2) and general climatic
conditions may result in large cumulative differences
between years (Fig. 3). These temporal variations
emphasize that using historical averages for
consumptive water use may have limited value in
some regions for accurate short-term forecasting or
irrigation scheduling.
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Crop Coefficients

Richard G. Allen
Research and Extension Center, University of Idaho, Kimberly, Idaho, U.S.A.

INTRODUCTION

Crops and vegetation on the earth’s surface vary in
height, amount of leaf area, amount of soil shaded,
color, amount of stomatal control to evaporation,
and amount of soil wetness beneath the canopy. All
of these factors affect, to some degree, the amount
of evapotranspiration (ET) from the crop or vegetation.
Rather than assigning parameters for all of these terms
during the process of predicting ET from a specific
type of vegetation using an ET equation, as covered
in the entry on Evapotranspiration Formulas, the
impacts of these variables are often lumped into a
single parameter, termed the crop coefficient, Kc. This
approach is done to reduce the complexity and time
requirement for predicting ET for each type of crop
or vegetation, and relies upon a common ‘‘reference
ET’’ for a defined type of reference vegetation to rep-
resent the change in ET caused by variation in weather
parameters. Kc is defined as the ratio of ET from a
crop or soil surface to ET from the reference surface.
Reference ET is the ET from a fully vegetated surface
covering the soil, and normally represents ET from
clipped grass (termed ETo) or alfalfa (termed ETr).

OVERVIEW

In general, four primary characteristics distinguish
crop ET from reference ET: 1) crop cover density
and total leaf area; 2) resistance of foliage epidermis
and soil surface to the flow of water vapor; 3) aerody-
namic roughness of the crop canopy; and 4) reflectance
of the crop and soil surface to short wave radiation.

When the Kc is known, crop ET (ETc) is calculated
for a specific time period as:

ETc ¼ KcoETo and ETc ¼ KcrETr ð1Þ

where Kco is the Kc for the grass ETo basis and Kcr is
the Kc for the alfalfa ETr basis. Because reference ET
represents nearly all effects of weather, Kc varies pre-
dominately with specific crop characteristics and only
a small amount with climate. This enables the transfer
of standard values and curves for Kc between locations
and climates. This transfer has led to the widespread
acceptance and usefulness of the Kc approach. Kc has

been primarily developed and applied to agricultural
situations. However, Kc is generally valid for natural
vegetation and conditions including open water,
although it can have large spatial variability. In situa-
tions where Kc has not been derived by ET measure-
ment, it can be estimated from fraction of ground
cover or leaf area index (LAI), using procedures
in Refs.[1,2].

Kc varies during the growing season as: the plants
develop, the fraction of ground covered by vegetation
changes, and the plants age and mature (Fig. 1). Kc var-
ies according to the wetness of the soil surface, especi-
ally when there is little vegetation cover. Under bare
soil conditions, Kc has a high value when soil is wet
and its value steadily decreases as the soil dries (Fig. 2).

CROP COEFFICIENT CURVES

Two different approaches are used to calculate Kc. The
simpler approach uses a single Kc curve that represents
time-averaged effects of evaporation from the soil sur-
face. The result is a relatively smooth, consistently
increasing or decreasing Kc curve (Fig. 2). The second
Kc approach separates the Kc into two coefficients,
with one coefficient, the basal crop coefficient, termed
Kcb, representing Kc for a dry soil surface (with or
without vegetation) having little evaporation but full
transpiration. The second coefficient, the evaporation
coefficient, Ke, represents the evaporation component
from the soil surface (Fig. 2). The value for Ke changes
daily as the soil surface wets or dries, whereas the value
for Kcb is more consistent day-to-day:

Kc ¼ KsKcb þ Ke ð2Þ

where Ks [0–1] represents the reduction in Kc due to
environmental stresses, primarily from soil water
shortage or soil salinity. All four terms are dimension-
less. In application of the dual Kcb þ Ke procedure, a
daily calculation must be made to estimate water con-
tent and associated evaporation rate from the soil sur-
face, so that the approach is relatively computationally
intensive. However, estimates can be up to 50% more
accurate for any particular day, as compared with
the single Kc approach, especially for the first few days
following soil wetting during initial and development
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periods. The dual procedure is applied on a daily time-
step and is readily adapted to spreadsheet programs.

Time-averaged (single) Kc is used for planning stud-
ies and irrigation or water resources systems design
where averaged effects of soil wetting are appropriate.
The dual Kc approach is better for irrigation schedul-
ing, soil water balance computations, and research
where specific effects of day-to-day variation in soil
wetness are important.

Kc (or Kcb) changes during a growing season, reflect-
ing changes in the vegetation and ground cover.
Initially, Kc is small, generally between 0.1 and 0.4,
and Kcb is between 0.0 and 0.2. Kc increases during
the period of rapid plant growth until it reaches a
maximum value at the time of near maximum ground
cover. Towards the end of the growing cycle, Kc

decreases as plants age, ripen, or die due to natural
or cultural practices.

Styles of Crop Coefficient Curves

Fig. 3 illustrates two common shapes used to represent
Kc curves for growing seasons. Smooth curves as in
Ref.[3] exhibit a smoothed change in Kc with time,
whereas linearly shaped Kc curves as in Ref.[1] are
constructed using four line segments. Both shapes are
useful and valid for predicting Kc.

Definition of Growing Periods within
the Growing Season

A growing season can be divided into four basic periods
as shown in Fig. 1. The initial period represents the
period following planting of annuals until about 10%
ground cover or following initiation of leaves for peren-
nials. The development period extends from the end of
the initial period until the crop reaches ‘‘effective full
cover.’’ Mid-season extends from effective full cover
to when plant vigor or greenness begin to decrease.
The late-season period extends from end of mid-season
until harvest or crop death. Information on relative
lengths of growing periods of crops is found in Ref.[1].

Effective full cover for row crops occurs when leaves
between rows of plants begin to intermingle, or when
plants reach nearly full size, if no intermingling occurs.
For crops taller than 0.5 m, effective full cover is
reached when the average fraction of ground surface
shaded by vegetation at solar noon is about 0.7–0.8.
Effective full cover for many crops begins at flowering.
Plants may continue to grow in both height and leaf
area after the attainment of effective full cover. Effec-
tive full cover can be predicted when the crop reaches
an LAI of 3, where LAI is defined as the total area of
leaves (one side only) per unit area of ground. The
beginning of the late season is generally signaled by
the beginning of yellowing or senescence of leaves for
annual crops, leaf drop, or browning of fruit.

Fig. 3 Typical styles of crop coefficient curves.

Fig. 1 General Kc curve showing relationship between stage
of growth and Kc. Source: After Ref.[1].

Fig. 2 Basal Kcb, soil evaporation coefficient Ke, and time-
averaged (single) Kc (dotted line) curves for a crop of sweet

corn grown near Kimberly, Idaho during 1976. Also shown
are actual measurements of Kc (dots) determined from weigh-
ing lysimeters. (Data from Dr. J.L. Wright, USDA-ARS,
Kimberly.)
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Construction of a Linear Kc Curve

Only three defined values for Kc are required to con-
struct the linear Kc curve: Kc during the initial period
(Kc ini), Kc during the mid-season period (Kc mid), and
Kc at the time of harvest or crop death (Kc end). In
addition, lengths of the four growing season periods,
in days, are needed.

Grass-based Kcs. General values for Kc ini, Kc mid,
and Kc end and basal Kcb ini, Kcb mid, and Kcb end for
primary types of crops and conditions are listed in
Table 1 from Ref.[1]. These values are Kco based on
grass reference ETo as defined by the FAO-56
Penman–Monteith equation. Details on calculating
ETo are given under the entry on Evapotranspiration
Formulas and in Ref.[1]. The Penman–Monteith
method was selected by FAO-56 as the best method
for standardized calculation of reference ET from a
clipped cool-season grass. Cool-season grass is a stan-
dard for ETo worldwide because it can be grown over a
wide range of climates and is relatively easy to main-
tain. Generally, ETo is computed by ET equation
rather than measured. Kc and Kcb are listed for specific
crops in Refs.[1–4].

There is close similarity in Kc among crops
having similar characteristics, e.g., among crops in

the vegetable groups, since plant height, leaf area,
ground coverage, and water management are similar.
Kc ini values in Table 1 are approximate. Graphs and
equations in Ref.[1] provide better estimates for Kc ini

that account for frequency of wetting and soil type.
Alfalfa-based Kcs. Wright[3,4] established crop coef-

ficients for crops common to central and northern lati-
tudes of the Western United States. These coefficients
are based on the alfalfa reference ETr represented by
the 1982 Kimberly Penman Equation.[3] Alfalfa is
sometimes preferred as the reference crop rather than
clipped grass because it is taller than grass and has
ET that is more similar to maximum ET from many
agricultural crops.[3] Therefore, Kcrs based on ETr gen-
erally peak at values of 1.0. Values for Kcr cannot be
interchanged with values for Kco and vice versa. Values
for Kco average about 15%–30% higher than Kcr.

Crop Coefficients Applied to Hourly
Time Periods

For many crops the ratio of ETc to ETo or ETr is
relatively constant during the day. Therefore, Kc is
relatively constant during the day, also, as shown in
Fig. 4 for a sugar beet crop near Kimberly, Idaho.

Table 1 Time-averaged single crop coefficients, and basal crop coefficients for well-managed crops in subhumid climates,

for use with ETo

Single Kc Basal Kcb

Crop Kc ini Kc mid Kc end Kcb ini Kcb mid Kcb end

Small vegetables 0.7 1.05 0.95 0.15 0.95 0.85

Vegetables—roots 0.5 1.10 0.95 0.15 1.00 0.85

Vegetables—legumes 0.4 1.15 0.55 0.15 1.10 0.50

Vegetables—solanum family 0.4 1.15 0.80 0.15 1.10 0.70

Vegetables—cucumber family 0.4 1.00 0.80 0.15 0.95 0.70

Fiber crops 0.35 1.15 0.70 0.15 1.10 0.60

Oil crops 0.35 1.15 0.30 0.15 1.10 0.25

Cereals 0.3 1.15 0.4 0.15 1.10 0.25

Forages 0.60 1.15 1.10 0.60 1.10 1.05

Sugar cane 0.40 1.25 0.75 0.15 1.20 0.70

Grapes and berries 0.30 1.00 0.50 0.20 0.95 0.45

Fruit trees 0.60 0.95 0.75 0.50 0.90 0.70

Bare soil

Wet 1.00 1.20 1.20 — — —

Dry 0.15 0.15 0.15 0.00 0.00 0.00

Wetlands 0.60 1.20 0.60 0.50 1.15 0.50

Open water

<2 m depth or in subhumid clim. or tropics — 1.05 1.05 — — —

>5 m depth, clear — 0.75 1.25 — — —

Source: After Ref.[1].
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ETo was calculated using the FAO Penman–Monteith
ETo method.

ADJUSTMENT OF KCO TO ACCOUNT FOR
EFFECTS OF CLIMATE

Kcs based on grass ETo (Kco) are somewhat impacted
by general climate. Under humid conditions, Kco does
not exceed about 1.05–1.10 because the vapor pressure
deficit (VPD) driving ET is small and Kco becomes less
dependent on the differences between the aerodynamic
characteristics of crop and reference. Under arid con-
ditions, the effect of differences in aerodynamic char-
acteristics between crop and grass reference become
more pronounced because the VPD of the air is rela-
tively large. Hence, Kco for tall crops under arid con-
ditions can be as high as 1.2 or more. Because alfalfa
ETr is more aerodynamically rough, values for Kcr

generally do not vary with climate.

KC DURING NON-GROWING PERIODS

The value for Kc for periods following crop harvest or
death will depend on the average water content of the

soil surface and amount of vegetation or mulched
cover remaining. When the soil surface is mostly bare,
Kc can be set equal to Kc ini, and figures and equations
for Kc ini from Ref.[1] can be applied. When dead and
dry vegetation or mulch covers the soil surface, Kc will
be less than Kc ini. Kc following harvest can be esti-
mated using guidelines in Chapters 9 and 11 of Ref.[1].

COEFFICIENTS FOR LIMITED WATER

The value for Kc is reduced when soil water content of
the plant root zone is too low to sustain transpiration
at the level predicted by Eq. (1). The reduction is
accomplished by multiplying Kcb (in Eq. (2)) or the
single Kc (in Eq. (1)) by the water stress coefficient,
Ks, predicted for effects of limited water as

Ks ¼
y� yWP

yt � yWP
ð3Þ

where y is mean volumetric soil water content in the
root zone (m3 m�3), yt is the threshold y for the root
zone, below which transpiration is decreased
(m3 m�3), and yWP is the soil water content at the wilt-
ing point (m3 m�3). Eq. (3) is applied when y � yt,
and Ks ¼ 1.0 for y9yt.
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Crop Development Models

Peter S. Carberry
Sustainable Ecosystems, Agricultural Production Systems Research Unit (APSRU),
Commonwealth Scientific and Industrial Research Organisation (CSIRO),
Toowoomba, Queensland, Australia

INTRODUCTION

With crop development models there exists a hierarchy
of approaches, which operate at varying levels of com-
plexity, both in terms how component processes are
addressed and in the way these processes are repre-
sented mathematically and within software products.
The complexity of a model is partly determined by
the nature of the issue that motivated model develop-
ment, and partly by the data available to run the
model. Nevertheless, crop simulation models generally
simulate the changing state of a crop–soil system given
initial system conditions, management interventions to
the system, and values for the environmental variables
that drive the system. Timesteps for data input and
output are generally daily, although shorter durations
are sometimes used for component processes. While
crop yield is a primary output of such models, changes
in other state variables, such as soil water or fertility
status, are also often of interest. There are a number
of reviews of crop simulation models and their
make-up (e.g., Ref.[1]).

The majority of crop models can be described as
stand-alone software, where growth of a single crop
is simulated in response to climatic and soil condi-
tions and to information on crop management. Less
common are cropping systems models, which simulate
multiple crop species growing in sequence or in combi-
nation. The soil component mostly consists of a soil
water balance but, in some cases, it may also include
a soil nutrient balance. Daily maximum and minimum
temperatures, solar radiation, and rainfall are the most
common climatic inputs, although pan evaporation,
wind speed, and relative humidity are also sometimes
used. In response to these inputs, most models simulate
key physiological processes, including phenologi-
cal development, leaf canopy development, radiation
interception, conversion of absorbed energy into photo-
synthates, and partitioning of assimilates between
plant components, including yield (Fig. 1).

The simulation of crop transpiration, soil water
extraction by roots, water evaporation from the soil
surface, and reduced growth under conditions of water
deficit result in almost all crop models being responsive
to variable soil water contents. This basic frame-
work, or close derivatives of it, have formed the basis

of much of the quantitative analysis of crop growth
and resulted in the integration of this knowledge into
many of the current crop simulation models.

PHYSIOLOGICAL DETERMINANTS OF
CROP GROWTH

Thermal Time

Crop duration is often highly correlated with tempera-
ture such that crops will take different times from sow-
ing to maturity under different temperature regimes.
The concept of thermal time is the mechanism used
to represent a crop’s evolved requirement to accumu-
late a minimum time for development through each
essential growth stage. Thermal time is also referred
to as heat units, day-degrees, or growing degree days
and has units of �C day.

Thermal time each day (dTT, �C day) is calculated
from a broken linear function of temperature (T ),
using the following three equations:

dTT ¼ 0 T < Tb or T > Tm

dTT ¼ T � Tb Tb < T < To

dTT ¼ ðTo � TbÞ½1 � ðT � ToÞ=ðTm � ToÞ�
To < T < Tm

where Tb is a base temperature, To an optimum tempera-
ture, and Tm a maximum temperature beyond which
development ceases. Values for Tb, To, and Tm differ
for different crops, although as a general rule summer-
growing crops have values in the order of 10�C, 30�C,
and 40�C, respectively, while the values for winter-
growing crops are closer to 0�C, 20�C, and 35�C.

Crop Phenology

The phenology of most crops can be described using
distinct developmental phases—e.g., 1) sowing to ger-
mination; 2) germination to emergence; 3) a period
of vegetative growth after emergence during which
the plant is unresponsive to photoperiod; 4) a
photoperiod-induced phase (PIP), which ends at floral
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initiation; 5) a flower development phase, which ends
at 50% flowering; 6) a lag phase prior to commence-
ment of grain filling; 7) a linear phase of grain filling;
and 8) a period between the end of grain filling
and physiological maturity. These phases are gener-
ally modeled as functions of temperature (1)–(8) and
photoperiod 4). The sequence of these phases provides
the developmental time course against which growth
processes such as carbon accumulation and partition-
ing can be mapped.

Daily thermal time (dTT) is accumulated during
each phase of development until accumulated thermal
time thresholds (y) are satisfied and then development
progresses to the next phase. A set, cultivar-specific,
thermal time is often required to complete most
developmental phases. As most crops are photoperiod-
sensitive, the duration of the PIP changes as photo-
period changes. Photoperiod (hr) is equal to daylength
plus civil twilight. The thermal time requirement for
PIP (yPIP) is recalculated each day during PIP as a
function of daily photoperiod (p), photoperiod sensi-
tivity of the cultivar (ps,

�C day hr�1) and its maximum
optimal photoperiod (pb). For plants where flowering
is hastened under short daylength, i.e., short-day plants
(generally summer growing crops),

yPIP ¼ psðp � pbÞ

where, for photoperiods less than or equal to pb, yPIP

equals zero. For plants where flowering is hastened
under long daylengths, i.e., long-day plants (generally
winter-growing crops),

yPIP ¼ psðpb � pÞ

and yPIP equals zero for photoperiods greater than
or equal to pb. Progress (r) through PIP can be

calculated as

r ¼ SðdTT=yPIPÞ

and PIP ends when r is greater than or equal to 1.

Leaf Area Development and Light Interception

A crop’s canopy can be defined in terms of its photo-
synthetically active or green leaf area, made up of the
total lamina area of emerged leaves less the area
already senesced. The daily change in plant leaf area
(DA, mm2 plant�1) can be described using functions
in the form

DA ¼ ldTT � DS

where dTT is daily thermal time (�C day), l is increase
in plant leaf area per unit of thermal time
(mm2 plant�1 �C day�1) and DS is change in leaf area
senescence (mm2 plant�1).

Leaf area index (L, mm2 mm�2) is the ratio of green
leaf area of the crop per unit of ground area and is the
parameter required to describe the light relations of
crop canopies. Thus the amount of light intercepted
(I) has been adequately described using Beer’s law,[2]

such that

I ¼ Ioð1 � e�kLÞ

where Io is incoming daily solar radiation (MJ m�2)
and k is the light extinction coefficient of the canopy.
The value of k increases for situations where efficacy
of light interception increases, for example with
narrow row spacing or for genotypes with horizontal
leaf inclination.

Assimilate Accumulation

Biomass accumulation under optimal growth con-
ditions can be linearly related to cumulative light inter-
ception for a number of crops.[3] The slope of this
relationship, the amount of dry matter produced per
unit of solar radiation intercepted, is termed the crop
radiation use efficiency (RUE, g MJ�1). Radiation
use efficiency is used as a species-specific parameter
to approximate the net result from the processes of
photosynthesis and respiration, which many earlier-
developed crop models simulated explicitly.[4]

The daily increase in crop biomass (DW, g m�2) can
be estimated by

DW ¼ eI

Fig. 1 A basic framework describing the physiological

determinants of crop growth, development and yield—terms
are described in the text.
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where e is RUE (g MJ�1) and I is the amount of inter-
cepted solar radiation (MJ m�2). This equation
assumes that photosynthetic gains and respiratory
losses are in balance. Values of RUE are higher for
C4 species (1.2 g MJ�1–1.6 g MJ�1) than C3 species
(0.8 g MJ�1–1.2 g MJ�1).

Assimilate Partitioning and Crop Yield

Crop biomass results from the daily accumulation of
the increase in above-ground biomass (DW ) over
the duration of the crop. Biomass is partitioned into
plant components (leaf, stem, flower, grain, root) using
partitioning coefficients (ZL, ZS, ZF, ZG, ZR) the values
of which are dependent on developmental stage.
The daily increase in dry weight of grain (DWG, g m�2)
can be estimated as

DWG ¼ ZGDW þ tGW

where W and DW are total plant biomass and the
amount of its daily increase, and ZG and tG are, respect-
ively, the proportions of new assimilates partitioned and
existing assimilates remobilized to the grain component.
Most increase in grain yield depends on ZGDW during
the grain-filling period, but assimilate reserves (tGW)
can also contribute to grain yield, especially in maintain-
ing grain growth when assimilate supply is limited.

Some models predict grain sink demand by predict-
ing values for grain number (grains plant�1) and grain
growth rate (mg grain�1) (e.g., Ref.[5]). Alternatively,
other models employ an input parameter that sets the
potential daily increase in harvest index (HI) to predict
demand.[6] Harvest index is the ratio of grain yield to
above-ground biological yield (WG/W).

Actual grain weight is predicted from the balance
between assimilate supply and grain sink demand.
For instance, when DW during grain filling is greater
than sink demand, ZG < 1 and tG ¼ 0, whereas, if
DW is less than sink demand, ZG ¼ 1 and tG > 0.

Plant Water Relations

Crop water uptake, soil evaporation, rainfall infil-
tration and runoff, and soil water redistribution and
drainage are simulated within a crop model’s soil water
balance. Daily crop water uptake from the soil is a
consequence of the balance between crop water
demand and soil water supply.

Crop water use is strongly correlated with biomass
production[7]—as the leaf stomata open in order to
take up CO2 for photosynthesis, water is also lost in
transpiration. This relationship between the potential
amount of daily biomass produced relative to the

amount of water transpired represents an apparent
transpiration efficiency (TE, g m�2 mm�1). However,
any direct measure of TE will change from day to
day depending upon the humidity of the atmosphere,
quantified as a vapor pressure deficit (VPD, kPa). On
low humidity (high VPD) days, more water is required
to be transpired to produce the same amount of bio-
mass as on high humidity (low VPD) days. In many
crop models, a T coefficient (TEC, kPa) is set for each
crop species and it represents the inherent efficiency of
biomass production per water use—its units are kPa/
g m�2/mm�1, which collapses to simply kPa if one
considers that 1 kg ¼ 1 m3 water. Values of TEC are
generally higher in C4 crops (�0.009 kPa) than in C3

crops (�0.005 kPa).
Daily crop transpiration demand (DEp, mm) can

thus be estimated by

DEp ¼ DW � n=ðt � 1000Þ

where t is TEC (kPa), n is VPD (kPa), DW (g m�2) is
the potential daily increase in crop biomass and 1000
is the factor for converting weight:volume of water.

An alternative approach to estimating crop transpi-
ration demand is to assume that atmospheric demand,
set by daily potential evapotranspiration (EO), drives
crop transpiration such that

DEp ¼ EOI=Io

where I/Io is proportional daily light interception as
calculated from Beer’s Law. Potential evapotranspira-
tion can be calculated from climatic parameters
by either the Penman–Monteith[8] or the Priestley–
Taylor[9] or simply derived from measurements of
pan evaporation.

Soil water supply to a crop is defined as the
maximum amount of soil water that can be extracted
on a daily basis from the root zone. Crop water supply
is therefore a function of rooting depth, the amount of
plant available water in each soil layer, and the ability
of the crop roots to extract soil water. Depth of rooting
is generally assumed to increase from soon after
emergence at a constant rate (�10–30 mm day�1) until
either the maximum depth of the soil profile is reached
or until root extension ceases at a nominated phenolo-
gical stage (usually around flowering). The calculation
of available water for each soil layer is the difference
between the soil water content (SW, mm mm�1) on a
day and the crop lower limit (CLL, mm mm�1) of soil
water content.

The potential root water uptake (o, mm) by plants
from each soil layer can be calculated as a function
of available soil water, root length density, and the
diffusivity of water per unit of root length
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(mm�3 mm�1).[5] However, neither root length density
nor water uptake per unit of root length is easily
determined experimentally. Alternatively, soil water
supply from a layer (Si, mm) can be simulated as

Si ¼ fikli

where fi (mm) is the available soil water and kli is
the rate constant for layer i. The kl constant for each
layer is empirically derived from experimental data on
crop water extraction and it amalgamates the effects
of both root length density and soil water diffusivity,
which limit the rate of water uptake.[10] Values of kl
typically vary between 0.01 for deep layers with low
root length densities to 0.10 for surface layers with
high root length densities.

Daily assimilate accumulation, transpiration, and
leaf development are decreased below potential values
when water deficits occur by using the ratio of poten-
tial root water uptake to actual plant evaporative
demand. Similar methods of simulating water deficit
have been used to predict delays in plant phenology
and seedling mortality.

APPLICATION OF CROP DEVELOPMENT
MODELS

Modeling is not new to research on cropping systems.
In fact, modeling goes back to at least the 1950–
60s.[11,12] Since then, investment in simulation model-
ing has grown in line with the rapid advances in
computers themselves. Well-known examples of signifi-
cant and sustained modeling efforts would include the
models developed at the University of Wageningen,[13]

the CERES,[5] and CROPGRO[14] suite of crop models
contained within the DSSAT software[15] and the APSIM
systems simulation model.[16]

Crop development models can be used to simulate
the effects of agronomic management on crop growth
and development—the comparison of alternative pro-
duction scenarios using simulated crop performance
is a key component of agricultural operations research.
The effects of site selection, crop genotype, sowing
time, sowing depth, plant population, irrigation
regime, nitrogen fertilizer rate, previous cropping his-
tory, and fallowing may all be dealt with by many crop
models. However, not all determinants of system per-
formance (e.g., the incidence of pest and disease) may
be addressed in any one crop model. Nevertheless,
there are numerous examples of the use of simulation
models in the assessment of agricultural production
strategies (e.g., Ref.[17]).
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Crop Plants: Critical Developmental Stages of
Water Stress
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INTRODUCTION

Developmental stages at which crop plants are more
sensitive to water deficit as compared to others are
known as critical stages. Restricting water supply dur-
ing these stages may affect productivity more severely
than during other periods. Early irrigation timing
studies[1] demonstrated that stress sensitivity was great-
est from floral development through pollination. The
possibility to increase water-use efficiency with mini-
mal damage to crops by determining sensitive growth
stages will be outlined based on recent studies. Most
studies are concerned with two major objectives:
1) to determine sensitive growth stages in order to
avoid any stress during this period; and 2) to determine
insensitive growth stages in order to save water and
cause minimal damage to the crop. Differences in sen-
sitivity at different developmental stages of a given
crop may depend on growing conditions, environmen-
tal factors, and crop cultivars and may thus result in
disagreement among investigators.

FIELD CROPS

Wheat

Wheat was shown to be most sensitive to water stress
during booting through early grain filling.[2] Water
application prior to boot stage and during advanced
grain filling was found to have limited effect on grain
yield. The decrease in grain yield was most marked
when the optimal water availability, which was 70%
of total available soil water within the root zone, was
reduced by 33% during the sensitive growth stage.[3]

Similar results were obtained with various cultivars
as well as at very different locations.[4–7]

The effect of water stress at the vegetative stage was
not only relatively low, but plants could easily recover
from this stress.[6] However, the stage of tillering,
which is prior to or at the beginning of the vegetative
stage, was found to be quite sensitive to water stress.[8,9]

Water stress at this stage may reduce the number of
tillers, which can result in severe yield losses.

Corn

Full irrigation of corn throughout its entire growing
season was claimed to be more profitable than any irri-
gation regime applying deficit irrigation.[10] It was, thus,
advised to reduce the area of grown corn rather than
the application of water, if water is rate limiting. Other
investigators claimed that corn is able to tolerate short
periods of water deficit during its vegetative stage, and
is more sensitive between late vegetative growth and grain
filling. Optimal irrigation scheduling, at this critical
stage, decreased the consumption of water with minimal
yield losses.[11] Insufficient water application during this
period resulted mainly in a decrease in kernel number.

It seems that the discrepancies shown for corn
response to irrigation timing may be explained on the
basis of different plant biomass available to support
grain yield. It was found that grain yield of corn was
closely linked to the accumulated biomass.[12] Fig. 1
presents the range of grain yield and crop biomass of
two different field experiments, which differ markedly
in initial biomass production, but show similar
relationship between biomass production and grain
yield. In order to produce maximal biomass, sufficient
water supply is needed throughout the season as shown
earlier. When the produced biomass is limiting, opti-
mal water supply is especially needed at the critical
time of flowering and grain filling, when the utilization
of constituents stored in the vegetative organs takes place.

Sorghum

Sorghum is sensitive to water stress at equivalent
growth stages as corn, but its sensitivity is lower. The
sensitive stage is from heading through grain filling.[13] A
stress sensitivity index was introduced by Meyer,
Hubbard, and Wilhite [14] which can be calculated from
the following equation:

Y=Yp ¼ Pð
X

ETi=
X

ETpiÞli ð1Þ

in which Y and Yp are actual and potential yields,
when moisture is not limiting. ETi and ETpi are
actual and potential evapotranspiration rates for the
i growth stages. The symbol P is a multiplication
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factor and li is the sensitivity index of the crop to
water stress at the i stage. The calculated values of
li for sorghum at different growth stages were 0.04,
0.20, and 0.18 for vegetative, from panicle initiation
through anthesis, and grain filling, respectively.[15]

These values were much lower than those calculated
for corn: 0.06–0.18, 1.54, and 0.03 for vegetative, repro-
ductive, and ripening growth stages, respectively.[14]

In sweet sorghum, the critical stage of water stress
was found to be at a much earlier stage, namely during
leaf growth.[16] Water stress at this stage reduced bio-
mass by 30% when compared with unstressed plants.

Rice

Water stress occurring during the vegetative stage
had a relatively small effect on grain yield in rice.[17]

The effect of water stress on yield was most severe
when it occurred during panicle development. Stress
at this stage delayed anthesis and reduced the number
of spikiests per panicle to 60% of the fully irrigated
control while drought during grain filling decreased
yield by 40% of the control only.

Soybean

No distinct sensitivity of specific developmental stages
was outlined for soybean. Internode length and plant
height were affected when plants were stressed during
both vegetative and flowering stages.[18] This may repress
the number of flowers and pods, but could also be a
result for enhanced flower and pod abortion.[19] Stress
at the stage of seed filling reduced the size of the seeds.

Beans

The analysis of crop sensitivity to water stress at differ-
ent growth stages is more appropriate if stress intensity
is comparable and the quantities of water, which are
applied, are similar. Typical results of such an experi-
ment are presented in Table 1 for Black beans.[20] Seed
yield was mostly decreased in both years, when water
was eliminated during the reproductive stage and all
yield components (pods per plant, seeds per pod, and
seed weight) were affected. Moreover, plants did not
make use of later applied water.

Application of water to field beans (Vicia faba),
during or shortly after flowering, increased bean yield
even under high rates of rainfall.[21] There are other
indications,[22] showing that a period of mild water
stress during flowering of field beans followed by large
quantities of water after flowering was optimal for
achieving high grain yield. Conditions of extremely
low water stress throughout the growing period
may result in decreased dry-matter partitioning to
reproductive organs.

The sensitivity of mung bean to water stress at
different growth stages was not well defined. It was
outlined that irrigation at vegetative and pod develop-
ment stages was needed in order to assure and improve
yield.[23] However, when irrigation is applied during
one developing stage only, flowering seems to be the
most critical stage.[24] Nonetheless, it was recom-
mended to avoid water stress during two out of three
growth stages—vegetative, flowering, and pod filling
and maturation.

Peas

Field peas responded positively to irrigation at the vege-
tative growth stage.[21] This was found, in particular,

Fig. 1 Maize grain yield vs. crop biomass for individual
plots in Florida Exp. Solid line was obtained from linear
regression analysis.
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for more drought-sensitive cultivars. Irrigation of field
peas throughout the growing season gave, however,
the highest yield but a lower water-use efficiency.

Groundnuts

Groundnuts seem to be most sensitive to water stress
during pod development rather than during flowering
or even pegging.[25] Water stress during this stage
reduced pod yield by 56% as compared to 27% and
45% at the other two stages, respectively.

Moreover, moderate water stress during the pre-
flowering phase was outlined by other investigators to
enhance subsequent pod growth.[26] Greater synchrony
of pod set in moderately stressed plants resulted in a
greater proportion of mature pods at the final harvest.

Cotton

Cotton is a crop of different water requirements
throughout its growing season. The requirement is
quite low during vegetative growth but increases dur-
ing the reproductive period, which occurs in most cot-
ton growing regions when transpiration demand is also
maximal. The peak in water requirement remains
throughout flowering until maturation (opening) of
the first boll, when the requirement decreases again
(Fig. 2). In order to avoid stress during flowering,
it was recommended to apply 3–4 irrigations accord-
ing to ET.[27] Exposure of the crop to water stress
during vegetative growth will avoid excessive vegetat-
ive growth, and minimize the consumption of stored
assimilates that may compete with reproductive

growth. The timing of the first irrigation, which termi-
nates the early stress period, can be set according to
several parameters, out of which plant water potential
is mostly recommended.[28] The optimal leaf water
potential for the initiation of the irrigation season
was about �1.8 MPa.[28]

Sunflowers

Sunflowers are known as being fairly tolerant to water
stress and may produce an acceptable yield under
dryland farming.[29] A relief of water stress by irri-
gation will, however, enhance production of achenes
and of achene oil considerably.[30] The most sensitive
growth stage was found to be between stem elongation
and the end of flowering. All yield components were
found to be affected by irrigation.

Table 1 Seed yield, yield components, water use, and water use efficiency for black bean for 1995 and 1996 at Akron, Colorado

Treatment

Water

withheld

duringa
Population

(plants ha�1)

Pods

plant�1
Seeds

pod�1
Seed wt

(mg)

Seed yieldb

(kg ha�1)

Water use

(cm)

Water use

efficiency

(kg ha�1 cm�1)

1997

1 — 176,700 20.3 3.1 182.6 1,975 45.5 43.4
2 GF 160,300 15.4 3.1 156.1 1,280 45.0 28.4
3 R 158,500 12.5 2.4 219.2 1,035 44.7 23.2
4 V 154,800 19.4 3.4 188.3 2,511 41.7 60.2
Pc 0.5757 0.2190 0.0030 0.000 0.009 0.011 0.005
LSD(0.05) 39,500 8.9 0.4 13.9 719 2.00 16.2

1996

1 — 196,700 14.6 4.2 203.9 2,758 31.7 87.2
2 GF 202,200 14.5 4.4 186.7 2,672 35.2 76.5
3 R 202,200 12.1 3.8 180.2 1,881 31.9 59.2
4 V 176,700 15.1 3.5 215.2 2,197 26.5 83.3
P 0.0494 0.0154 0.0763 0.0030 0.0012 0.053 0.0101
LSD(0.05) 19,200 1.6 0.7 13.9 303 5.74 13.7

aV ¼ vegetative state, R ¼ reproductive stage, GF ¼ grain-filling stage.
bYield reported at moisture content of 0.14 kg H2O/kg dry matter.
cP is the probability level of significant differences due to water stress treatments.

Fig. 2 Estimated typical water use for cotton based on 30-
yr-mean maximum temperatures recorded at the University
of Arkansas Northeast Research and Extension Center.
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VEGETABLE CROPS AND POTATOES

Flowering and fruit set are known to be the most sensi-
tive stage for all crops in which the fruit or grains are
the edible organs like garden peas, fresh corn, toma-
toes, oilseed rape, watermelon, and others. Water
stress at this stage reduced yield by 43–60%, but only
by 32–50% at the second most sensitive stage, which
was fruit enlargement or grain filling. The vegetative
and ripening stages were much less sensitive.[31,32] In
vegetable crops, which are grown for their vegetative
organs (as cabbage and onion), no distinct sensitivity
was found at any particular developmental stage.
Katerji, Mastrorolli, and Hamdy[33] who maintained
similar stress intensities (according to predawn Cp) at
different growth stages, came to a similar conclusion
for pepper.

In potatoes, which are essentially parts of the group
in which vegetative organs are consumed, withholding
water during tuberization caused a sharp decrease in
yield and hindered physiological processes.[34] Con-
tinuous drought between tuber initiation and final
tuber growth reduced yield as well. As far as quality
is concerned, even slight water stress during tuber
bulking was found to have deleterious effects on spe-
cific tuber gravity, dry matter and starch content,
and chip yield. This implies that frequent irrigations
are essential at this stage.[35]

Cassava, which is mainly grown for animal feed
and alcohol production from its starchy tubers, is also
part of this group. Water stress during bulking of the
underground tubers was found to be very detri-
mental.[36] This was in fact related to the leaf area and
assimilates production rather than to tuber bulking.

FRUIT TREE CROPS

Apples

Reducing the amount of applied water during the
growing season was shown to have only slight affects
on fruit yield and quality.[37,38] Since restriction of
shoot growth is desirable, mainly due to practical rea-
sons, this may even be considered as a positive effect of
stress. Water stress may also improve quality of apple
fruits depending on timing. It was shown that with-
holding irrigation during the last 90 day prior to
harvest resulted in advanced fruit maturity, more yel-
low skin color, higher total soluble solids (TSS), and
increased flesh firmness during storage, and had hardly
any effect on yield. Application of a similar stress dur-
ing the initial 100 day after full bloom hardly improved
the fruit quality. The response of irrigation withdrawal
throughout the season gave similar results to late
withdrawal, while the control (fully irrigated) trees

responded similarly to the early withdrawal of
irrigation.[39]

Prunes

It was shown many years ago that prunes are tole-
rant to water stress, as it took 4 yr of no irrigation
to decrease trunk growth and 5 yr to decrease fruit
yield.[40] These results were obtained with widely
spaced trees on a deep soil. It was found much later
that prunes responded by decreased fruit load and
fruit hydration, smaller fruits, and increased flowering
when subjected to water stress for 75 day of the lag
phase during fruit growth. This effect on fruit load
was even more critical under conditions of shallow soil,
as water storage was limiting.[41]

Apricots

Two critical periods of water stress were outlined: the
second exponential fruit growth period and immedi-
ately after harvest.[42] Water stress during the first
period resulted in decreased yield and quality, as the
harvested fruits were smaller. The response to the
second period of stress was a reduction in yield, in
the following year, due to increased drop of young
fruits.

Citrus

Fruit yield of clementine citrus was especially sensitive
to water stress during flowering and fruit set. This was
in addition to the effect of water stress on fruit yield
throughout the year.[43] Fruit quality and vegetative
growth were affected by water stress during the ripen-
ing period. Clementines seem to be more sensitive to
water stress as compared to other citrus species, which
were studied earlier.[44] Fruit size seems to be the most
sensitive parameter responding to stress. Valencia
oranges were also found to be stress sensitive and their
critical sensitivity periods were flowering and fruit cell
enlargement. In grapefruit and naval oranges, flower-
ing and fruit cell division were most sensitive.[45] Juice
content and the ratio of TSS to acid (TSS/acid) of the
juice were also reduced if conditions of water stress
prevailed during cell enlargement.
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INTRODUCTION

The primary purpose of retaining or capturing snow
by residue management in semiarid regions is to
increase the supply of soil moisture for subsequent
crops. Snow retention and capture are of major benefit
in regions, such as the North American Great Plains,
where blowing snow can result in considerable loss of
moisture from the landscape. This moisture is often
needed to supplement seasonal rainfall and to bolster
spring crop production. In the Great Plains, rainfall
during the growing season is typically low and is
quickly lost from the surface or shallow depth in the
soil due to high evaporative demand.[1]

Managing snow on the landscape is also beneficial
for moderating soil temperatures and protecting dor-
mant plants from freezing and desiccating. This is
particularly important in cold regions where lethal soil
temperatures can occur in the absence of snow cover
during winter. Snow cover aids in reducing the depth
of soil freezing which, in combination with duration
of soil freezing, can affect hydrological processes such
as infiltration and runoff. Snow retention or trapping
also reduces the loss of water associated with subli-
mation of blowing snow. Sublimation can result in a
substantial loss of precipitation in cold regions. Indeed,
sublimation of blowing snow has been found to com-
prise 15–40% of the annual snowfall in the Canadian
Prairies and up to 45% of annual snowfall in the arctic
region of North America.[2]

POTENTIAL FOR SOIL WATER INCREASE

A relatively large portion of the annual precipitation
occurs in the form of snow in the cold, semiarid regions
of the United States and Canada. In the Northern

Great Plains of the United States, about 20% of the
annual precipitation of 250 mm to over 500 mm occurs
in the form of snow.[3,4] Steppuhn[1] indicated that in
the Canadian Prairies, 20–30% of the annual precipi-
tation of 300 mm yr�1 to over 500 mm yr�1 occurs as
snowfall. Staple and Lehane,[5] Zentner et al.,[6] and
Pomeroy and Gray[7] report somewhat different values
for precipitation falling as snow on the Canadian
Prairies. These studies suggest that from 30% to nearly
40% of annual precipitation occurs in the form of
snow. The shortage of precipitation to sustain
maximum crop production in cold, semiarid regions
requires the use of management techniques that con-
serve winter precipitation. Conservation of winter pre-
cipitation is vital in the Great Plains where economical
production of spring wheat requires the annual with-
drawal of about 250–400 mm of water from the soil.[8]

Indeed, Greb[9] suggested that sustainable crop pro-
duction can only be attained in the Great Plains as a
result of soil water recharge occurring from snowmelt.

Crop residues are only effective in retaining or trap-
ping blowing snow to a depth equivalent to the height
of the residue.[10] Surface winds are moderated by
exposed residue elements, thus deposition will occur
within the residue canopy as long as the elements can
effectively retard wind velocity. Once the residue can-
opy is filled with snow, there is little or no obstruction
of the horizontal wind by the residue elements; thus, no
further deposition will occur. Implicit in the capture of
snow by crop residues is the recharge of moisture
within the soil profile. Staple, Lehane, and Wenhardt[11]

found in Saskatchewan that recharge of the soil profile
from snowmelt was greater in fields covered with
stubble than in low-residue fallow. Stubble height
also influences snow depth and therefore soil water
recharge during winter. Soil water recharge is generally
accentuated by taller stubble as a result of greater
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retention or trapping of snow in taller stubble during
winter.[12,13] The extent of recharge, however, is depen-
dent on the rapidity of snowmelt as well as on other
soil physical properties such as soil water content
and frost depth. Soil frost may prevent infiltration of
snowmelt and enhance runoff. Thus, snow retention
does not always impact soil water. In fact, Sharratt[10]

found, in the northern U.S. Corn Belt, that stubble
height had little effect on over-winter changes in soil
water content despite large differences in snow depth.
Soil water recharge was greater for stubble cut near
the soil surface than at either a 30-cm or 60-cm height
despite a thicker snow pack in the 30-cm and 60-cm
stubble. Although Greb, Smika, and Black[14] found
that loose stubble, as a result of autumn tillage, was
less efficient at retaining blowing snow than undis-
turbed, well-anchored stubble at several locations
across the Great Plains, soil water storage in early
spring was the same for the loose and well-anchored
stubble.

EFFECT OF ADDITIONAL WATER
ON CROP YIELD

In the semiarid region of Saskatchewan, yield of wheat
is dependent on precipitation received during the grow-
ing season as well as on soil water reserves at the time
of sowing. de Jong and Rennie[15] found that spring
wheat yield was influenced to a greater extent by pre-
cipitation than by soil water reserves. They reported
a yield increase of 70–200 kg ha�1 for every 25-mm
increase in growing season precipitation, but did not
find a positive yield response to an increase in soil
water storage at the time of sowing. In contrast, a
10-yr study at Swift Current, Saskatchewan indicated
an average spring wheat yield increase of 80 kg ha�1

for a 13-mm increase in soil water storage due to
enhanced snow cover from a trap strip maintained in
a wheat stubble field. However, the yield response to
soil water storage doubled during years with a dry
growing season.[6] Staple and Lehane[16] summarized
12 yr of data on water use by spring wheat at seven
Experimental Substations in southern Saskatchewan
and found an average yield increase of 235 kg ha�1

for each additional 25 mm of water used by the crop.
In the Northern Great Plains of the United States,

wheat yield is also dependent on precipitation and soil
water storage. Cole[17] summarized results from studies
at a number of sites of the relationship of spring wheat
yield to annual precipitation and found yield increases
of 145–215 kg ha�1 from each 25-mm increase in
precipitation above a base of 205–255 mm. A positive
yield response of wheat to stored soil moisture was
found by Johnson[18] who reported an increase in yield

of 50–290 kg ha�1 for every 25 mm of water stored
over winter.

Crop residues may not always bolster wheat yield
as a result of enhancing soil water recharge over
winter. Indeed, Cutworth and McConkey[19] found
that yield was greater when wheat was grown in taller
stubble due to a more favorable microclimate in taller
rather than shorter stubble during the growing season.
In the absence of differences in soil water content in
the early growing season, greater yield in taller stubble
was attributed to lower evaporative demands in taller
than in shorter stubble.

EFFECT ON SOIL TEMPERATURE,
FROST, AND RUNOFF

A series of studies on the effect of corn stubble height
and residue cover on soil temperature, frost depth, and
spring thaw have been conducted by the Agricultural
Research Service in West-Central Minnesota. In a
3-yr study by Benoit et al.,[20] tillage and residue prac-
tices, which retained more residue on the soil surface,
resulted in greater snow cover and therefore reduced
frost depth and hastened thaw and warming of the soil
in early spring. They found practices that retained or
trapped an additional 0.1 m of snow on the surface
reduced seasonal frost penetration by 0.21 m. In a sub-
sequent study, Sharratt, Benoit, and Vorhees[21] found
that standing corn stubble trapped more snow during
winter and hastened warming and thawing (by as much
as 20 day) of the soil as compared with prostrate corn
residue or a bare soil. They later found that soil under
60-cm height corn stubble thawed as much as 15 day
earlier than under 30-cm height stubble, and at least
25 day earlier than under 0-cm height stubble. How-
ever, net radiation and maximum soil temperature in
the early spring were generally higher for soils without
residue cover vs. soils with residue cover.[10]

Taller stubble not only has a larger capacity to trap
more snow during winter, but also prolongs the period
of snow cover during winter.[10] The potential for run-
off, therefore, is likely greater for taller stubble. Indeed,
Willis, Haas, and Carlson[3] found that taller stubble
not only hastened snowmelt runoff, but also parti-
tioned more of the snowmelt to runoff than did shorter
stubble.

TECHNIQUES TO ENHANCE SNOW CAPTURE

Uniform Height Stubble

Leaving a uniform cover of standing stubble is the
simplest technique of retaining snow on the soil surface
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in windy regions. If sufficient snow is available and the
residue is dense, snow will fill to the top of the stub-
ble.[10] The water density of freshly fallen snow is typi-
cally about 10% of its depth (e.g., 300 mm of snow will
contain 30 mm of liquid water), but when blown and
settled into stubble or drifts, the water density of snow
may range from 18% to 35%.[7] Thus, stubble of 40-cm
height might capture as much as 140 mm of water. The
quality of standing stubble will also influence snow
capture. Stubble weakened by subsurface tillage in
autumn will likely bend as a result of the weight of
the snow load or shear stresses exerted by the wind
and thus reduce the efficiency of snow capture com-
pared to undisturbed, well-anchored stubble.[14]

Alternate Height Stubble

Stubble can be cut at alternate heights, high (30–60 cm)
and low (15–30 cm), in subsequent passes of a swather.
Snow might fill all of the short stubble and part of
the tall stubble. The taller stubble might not fill
completely. Pomeroy and Gray[7] indicated that using
the technique added 31 mm of water to the soil via
snowmelt as compared to a uniform canopy of short
stubble.

Leave Strips

Narrow (0.30 m) barriers of a standing crop can be left
without harvesting. Under proper conditions, the loss
of income from the grain would be offset by the cost
of additional water gained from snow trapped between
barriers. The barriers should be oriented perpendicu-
lar to the prevailing wind direction and spacing would
be about 20 times the height, based on results gener-
ated from several locations.[1]

Trap Strips

Trap strips are similar to leave strips in that narrow
(0.40–0.60 m) strips of tall stubble are left in the field
with stubble rows oriented perpendicular to the pre-
vailing wind direction. Trap strips are formed by the
use of a deflector attachment on the swather or com-
bine, which bends the stems sideways, and only the
heads and a small part of the stem are removed at har-
vest. The strips are 250–350 mm taller than adjacent
stubble. The strips are more effective at trapping snow
when strips and spacing are relatively narrow (width
0.75 m and spacing 5 m) than when strips are wider
and more widely spaced (width 1.5 m and spacing
10 m).[7] Results of a 10-yr study at Swift Current,
Saskatchewan showed trap strips conserved 13 mm
more soil water than short standing stubble (45 mm

vs. 32 mm). Increase ranged from 0 mm in years with
minimal snowfall to 48 mm in years when snow
accumulations were favorable.[6]

Permanent Vegetation Barriers

Permanent vegetation barriers consist of rows of trees,
shrubs, or plants. When used for snow management,
they are often referred to as living snow fences. The
amount of snow trapped by this type of barrier is influ-
enced by the porosity and height of the vegetation.
Porosity varies with species and spacing between indi-
vidual trees, shrubs, or plants. For uniform spreading
of snow across a field, vegetation density should be
no more than 40%.[22] Snow capture is optimized when
the porosity of the vegetation approaches 50%; at this
porosity, the snowdrift can be expected to extend as
much as 25 times the barrier height.[22] Greater barrier
densities result in shorter, deeper deposits and less ben-
efited area. Greater non-uniformity of depth of snow
results in greater differences in soil drying and pro-
blems in seeding; part of the area may be too dry while
other areas may be too wet to be seeded in a timely
manner.[22]

Snow Ridges

Snow ridges formed mechanically and perpendicular to
the prevailing wind can act as wind barriers and collect
blowing snow. The practice has potential value but it
has not been widely used. The snow trapping effect is
much the same as from a solid fence.[7] If the ridge does
not consolidate after plowing it can be removed by
high winds,[1] and success will be diminished if melting
occurs before the snow fall period is concluded.

CONCLUSION

Snow capture by standing stubble has potential to
increase soil moisture to enhance spring cropping in
cold semiarid regions of the United States and Canada.
Snow capture techniques such as permanent vegetation
barriers or snow ridges are useful but require main-
tenance or construction each winter and are not
widely used.
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INTRODUCTION

Aquatic systems in an urban environment are sub-
jected to massive anthropogenic nutrient input in the
form of either non-point (stormwater) sources or point
sources (industry, sewage). Most of these water bodies
progress from low-productivity or oligotrophic settings
to productive mesotrophic conditions to overenriched
eutrophic or hypertrophic conditions. The response
to the so-called ‘‘cultural’’ eutrophication is excessive
production of undesirable algae and aquatic weeds
and oxygen shortages caused by their senescence
and decomposition. Cyanobacterial (blue-green) algal
blooms have become a serious water-quality problem
around the world. From a human perspective it is
desirable to prevent or minimize such processes for
both aesthetic and health reasons. Algal blooms lower
drinking water quality by production of often odorous
and toxic compounds; the toxins produced in many
blue-green algae have caused health problems for wild-
life, livestock, pets, and humans in contact with con-
taminated water. Given the variety of uses of urban
water bodies for recreation, housing development, fish
farming, and nature reserves, management guidelines
and increasing awareness are urgently needed. The
objectives of this article are to give a short intro-
duction to freshwater blue-green algae, the key envi-
ronmental factors that lead to their proliferation, and
the subsequent environmental problems and to present
management strategies.

FACTORS LEADING TO CYANOBACTERIAL
DOMINANCE

The taxonomic composition of phytoplankton com-
munities, the abundance and the relative dominance
of the different species and groups present, undergo
seasonal changes. This process of continuous com-
munity change is termed succession. Under undis-
turbed conditions, most phytoplankton populations
are of relatively short duration. Typically, the growth

and decline cycle of one specific population lasts, on
average, 4 to 8 weeks. The ‘‘seasonal paradigm’’ of
phytoplankton succession[1] describes the typical pattern
of phytoplankton succession corresponding to the pre-
vailing nutrient cycle in temperate, undisturbed lakes: a
spring maximum of diatoms, sometimes followed by a
second maximum in the autumn, an early summer
maximum of Chlorophyceae (green algae) and a late
summer maximum of Cyanophyta (blue-green algae).

It is generally accepted that with excess nutrients in
the water column, in particular phosphorus, the phyto-
plankton flora deviates from the traditional seasonal
community pattern with a shift toward cyanobacterial
dominance. However, it must be stressed that nutrient
limitation does not, in itself, provide cyanobacteria
with the ability to become dominant; it is the com-
bination of a multitude of abiotic and biotic factors.
Enrichment experiments demonstrated that the maxi-
mum biomass of temperate lakes is ultimately limited
by the phosphorus supply.[2] Increasing supplies of
phosphorus lead to an increase of phytoplankton
growth until other essential nutrients become limited.
The first nutrient to become limited after phosphorus
is usually nitrogen. Cyanobacteria are the only species
that are able to fix atmospheric nitrogen. Whereas
other algae become nitrogen limited, the ascendancy
of nitrogen-fixing cyanobacteria is favored.

Apart from their ability of fixing atmospheric nitro-
gen, cyanobacteria feature some adaptations that
enable them to outcompete other species. Eutrophic
conditions result in large suspended stocks of phyto-
plankton, which reduce light penetration. Cyanobac-
teria possess gas vacuoles to control buoyancy. When
subjected to suboptimal light conditions, they respond
by increasing their buoyancy (regulated by the rate of
photosynthesis) and move nearer to the surface and
hence to the light.[2] Additionally, the possession of
chlorophyll a together with phycobiliproteins allows
them to harvest light efficiently and to grow in the
shade of other species. Cyanobacteria are supposed
to be more tolerant of high pH conditions and have
an additional selective advantage at times of high
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photosynthesis because of their ability to use CO2 as
carbon source.[3] Some genera are able to offset the
effects of photoinhibiting UV radiation encountered
by near-surface populations. The resistance to photo-
inhibition is achieved by producing increased amounts
of carotenoid pigments, which act as ‘‘sunscreens.’’[4]

Once established, cyanobacteria are able to inhibit
the growth of other algae by producing secondary
metabolites that are toxic to species of other genera.[5]

CONSEQUENCES OF CYANOBACTERIAL
BLOOMS

Like any phytoplankton, bloom proliferation of blue-
green algae reduces water quality in terms of human
water use but also results in a reduction in diversity
of the aquatic species assemblage at all trophic levels.
The presence of ‘‘pea soup green’’ water, the accumu-
lation of malodorous decaying algal cells, and the
buildup of sediments rich in organic matter lead to user
avoidance with the associated problems and implica-
tions for water quality management. The most obvious
sign of an advanced blue-green algae bloom is the for-
mation of green ‘‘scum,’’ which leads to deoxygenation
of underlying waters, subsequent fish kills, foul odors,
and lowered aesthetic values of affected waters.[6] In
addition, certain genera and species produce taste
and odor compounds, typically geosmin and 2-methyl
isoborneol, which cause non-hazardous but unpleasant
problems for suppliers and users of potable water.[4]

The most serious public health concerns associated
with cyanobacteria arise from their ability to produce
toxins. Since the first published reported incidence
of mammal deaths related to a toxic cyanobacterial
bloom in 1978, more then 12 species belonging to nine
genera of blue-green algae have been implicated in ani-
mal poisoning.[7] For human exposure, routes are the
oral route via drinking water, the dermal route during
recreational use of lakes and rivers, or consumption of
algal health food tablets. Toxins produced in a random
and unpredictable fashion by cyanobacteria are called
cyanotoxins and classified functionally into hepatotox-
ins, neurotoxins, and cytotoxins. Additionally, some
cyanobacteria produce the lesser toxic lipopolysac-
charides (LPS) and other secondary metabolites that
may be of potential pharamacological use.[8] One of
the most tragic encounters of humans with cyanobac-
terial toxins led to the deaths of 60 dialysis patients
due to contaminated water supply used in a hemodia-
lysis unit.[9] Presently, a drinking water guideline of
1 mg L�1 of toxin has been developed and implemented
only for microcystin-LR.[4] Haider et al.[8] stress that
the biggest challenge for water treatment procedures
for the removal of cyanobacterial toxins is that one
is faced with soluble and suspended substances.

Thus, the most common treatment, chlorination, in
general has been found not to be an effective process
in destroying cyanotoxins.

MONITORING AND MANAGEMENT OF
ALGAL BLOOMS

Drinking water treatment strategies are not always
successful in removing algal toxins. Thus, detection
of early-stage (emergent) blooms of cyanobacteria,
especially if the bloom has not started to produce tox-
ins, is important to allow municipalities and recreation
facilities to implement a response plan. It has been
shown that remote sensing technology can be used to
estimate the concentration and distribution of cyano-
bacteria through measurement of the concentration
of the pigment phycocyanin.[10]

Once detected, the growth of nuisance algae is pre-
vented by the use of chemicals; the commonest is copper
sulfate. Other algicides include phenolic compounds,
amide derivatives, quaternary ammonium compounds,
and quinone derivatives. Dichloronaphthoquinone is
selectively toxic to blue-greens. The inherent problem
of algicides is that on cell lysis, toxins contained in the
algae cell are released into the surrounding water. In
1979, almost 150 people had to be hospitalized for treat-
ment of liver damage after a reservoir contaminated
with Cylindrospermopsis was treated with copper
sulfate.[4] Biological control by zooplankton is, in prin-
ciple, possible, although not always practical or effec-
tive because of the low nutrient adequacy, toxicity,
and inconvenient size and shape of most blue-green
algae. The only zooplankton reported to successfully
graze on blue greens is Daphnia sp., but it tends to
decrease with increasing nutrient content of the
water[11] More effective is the use of microorganisms,
as certain chytrids (fungal pathogens) and cyanophages
(viral pathogens) specifically infest akinetes and other
heterocysts, whereas Myxobacteriales (bacterial patho-
gens) can affect rapid lysis of a wide range of unicellular
and filamentous blue-greens, although heterocysts and
akinetes remain generally unaffected.[12]

The consensus regarding the management of blue-
green algal blooms is the management of excess
nutrient loads into receiving water bodies.[13,14] Man-
agement options can be divided into two broad cate-
gories: catchment management (decrease of nutrient
export) or lake management (decrease of internal
nutrient supply). Catchment options are, e.g., manage-
ment of urban and agricultural runoff, biological and
chemical treatment of wastewater, nutrient diversion,
and implementation of legislation. Lake management
options are dredging, chemical sediment treatment,
and biomanipulation.[13]
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CONCLUSIONS

Cyanobacteria pose a serious threat to ecosystem
health and human livelihood. From a human perspec-
tive, the most serious threat associated with blue-
greens are their toxins. Routes for human exposure
are the oral route via drinking water, the dermal route
during recreational use of lakes and rivers, or con-
sumption of algal health food tablets. Removal of
these algae and their toxins from water bodies poses
a great logistical problem. However, it is important
to understand that the proliferation of blue-greens
and thus the presence of their toxins is a response to
human-induced ‘‘cultural’’ eutrophication. Increasing
awareness of the need of proper watershed manage-
ment is urgently needed among municipalities and
stakeholders, especially because chlorination has been
shown not to be very effective in removing toxins from
the water.
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INTRODUCTION

Why Dam Removal?

There are more than 75,000 dams over 5 ft in height
in the United States and 40,000 dams over 50 ft tall
worldwide.[1–3] The deleterious effects of these large
and small dams are well documented in the literature.
Dams fragment the continuity of rivers both longitu-
dinally and laterally, restricting and delaying the
exchange of materials and migration and dispersal of
organisms from upstream and from the floodplain,[4–7]

fragmenting key elements of the interactions and life
history of riverine ecosystems.[8–10] Dams generally
modify natural flow regimes by storing larger flood
events and increasing base flows, consequently altering
the biological and physical features of rivers.[7,11–16]

Reservoirs also store sediment and modify habi-
tats,[17,18] with geomorphic responses of the downstream
reaches varying,[19,20] but generally characterized by
coarsening of the surface bed material, incision of the
riverbed, homogenization of bed features, bank erosion
and failure, and loss of riparian vegetation and com-
plexity[17,21–25] in response to the reduced supply of
sediment. The shift from lotic to lentic environment
upstream of dams results in a shift in species com-
position,[13] frequently displacing native taxa with
exotics[26,27] and increasing opportunities for preda-
tors of endangered species.[28] Modification of tem-
perature regimes may also occur,[11,13,15] obscuring
emergence or growth cues.[11] The spatial extent of
effects from larger dams is greater than small dams,
with trapped sediment resulting in habitat loss and
change in biological community compositions at
the coast.[29]

A growing concern over these adverse ecological,
social, and economic impacts[30] is reflected in the
increasing frequency of dam removal (Fig. 1). As Fed-
eral Energy Regulatory Commission (FERC) licenses
on non-federal structures expire, dam owners may be
required to meet new fish passage criteria, with the
expense of fishway design and construction making
removal more economically favorable. Further, with
85% of dams in the United States at the end of their

working life by 2020,[31] the age of structures with their
associated safety declines, as well as new policies and
funding sources to support removal projects[32] also
explain the increased frequency of dam removal.

LOGISTICS OF DAM REMOVAL

The strategy for removing a dam has been reported
as the single most critical factor for managers influen-
cing the outcome of removal[33] and the removal of
dams may occur in a number of ways. Dams may be
completely removed from the river or breached and
partially removed, leaving bulkheads and sills in the
river as structural artifacts. Dams may be removed
instantaneously or dewatered and removed in stages,
allowing the channel to erode reservoir sediments more
slowly over time. The previous option (instantaneous
removal) tends to be more common at small dam sites
where rapid headcut erosion is less likely to initiate lat-
eral erosion through gully walls. In contrast, larger
dams tend to be slated for removal by staged breach-
ing, allowing terraces to form in the stored sediment,
stabilizing the material and preventing lateral erosion.
Dams tend to be removed during periods of low flow
when transport capacity limits the suspension of fine
sediment.[17] To further reduce the rate and extent of
erosion during removal, reservoirs may be drawn down
gradually, sediment screens and traps may be installed,
and stability measures may be taken.[34]

Whether in response to concern for downstream
habitats or owing to a hazard posed by contaminants
attached to reservoir sediments,[18,35] managers may
choose to: (1) remove the sediment stored behind
the dam, typically by dredging or by conventional
excavation after reservoir drawdown; or (2) leave the
sediment in place, with or without some structural
stabilization of sediment stored behind the dam. Stabi-
lization practices may include regrading, revegetating,
or armoring exposed sediment to reduce erosion,[36,37]

or construction of grade control structures to fix the
elevation of the riverbed. Owing to the cost of removal
and structural stabilization, sediment is often left in
place at small dam removals, allowing the river to
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erode through the reservoir sediments at a rate that
depends on the hydrologic regime, sorting and volume
of stored sediments, removal strategy, and width of the
reservoir relative to the width of the channel.[32]

UNCERTAINTY IN THIS EMERGING SCIENCE

A great deal of uncertainty about the consequences
of dam removal exists,[38,39] particularly related to the
extent, magnitude, and timing of physical and ecologi-
cal outcomes.[32,39] Confident predictions of ecosystem
responses to dam removal are unrealistic,[40] and
experience with and documentation of dam removal
is limited.[32] Although approximately 450 dams have
been removed in the last 100 years,[41] less than 5%
of these removals resulted in published ecological
research.[39] This work is both difficult to obtain and
of limited value because of unsystematic data collec-
tion and lack of comprehensive reporting.[32,39] As a
consequence of a lack of examples from which to
derive expectations and insufficient documentation
and analysis, the practice and science of dam removal
are essentially new.

An integrated scientific approach including both
assessments and experiments is considered by some[38]

to be our greatest need in the current development of
conceptual models for the dominant processes influ-
encing ecosystem responses to dam removal.[25] The
information gained by more rigorous studies and
reporting of current dam removals will help to more
realistically assess and predict impacts of future dam
removals. With improved quality and consistency of
published monitoring data and methods, scientists,
managers, and the public will be better prepared for
holding informed discussions on the benefits and risks
of dam removal.[32]

OUTCOMES OF DAM REMOVAL

While there is substantial uncertainty about the out-
comes of dam removal, some general conclusions
may be drawn about ecological responses, especially
in light of some baseline information regarding the
spatial and temporal influence of the dam on geomor-
phology of the river. Removal of dams may not reverse
all of the adverse impacts previously described over all
spatial scales, and recovery of river ecosystems follow-
ing dam removal may not occur over immediate
temporal scales. Biological recovery most likely follows
geomorphic processes returning to equilibrium (Fig. 2),
the timing of which will be driven by various features
of the river and removal, including time of sediment
accumulation, river velocity, channel gradient, and
removal strategy.[42] Some features of ecosystem recov-
ery are expected immediately following removal while
others will take much longer to respond (Fig. 2), with
the timing of these responses varying with dam size
and influence on the river.

Immediately following removal, sediment stored
behind the dam is expected to mobilize both episodi-
cally and chronically.[43] An equilibrium channel will
incise through the stored sediment, forming a new
floodplain and increasing the supply of sediment
downstream.[25,44] The short-term outcomes of the dis-
turbance associated with removal and the subsequent
reservoir erosion may initially inhibit downstream
recovery. Downstream increases in suspended sedi-
ment occur for some period following removal,[45]

resulting in homogenization and modification of bed
features (e.g. pools and riffles) and burial of coarse-
grained material,[25] spawning grounds downstream
may be smothered with fine sediments, abrasive
sediment may damage macrophytes,[18] algae and
invertebrates may be scoured from mobile substrates
and unable to attach to fine material deposited

Fig. 1 Frequency of dam removal in the United States in the 20th Century. (Courtesy of the H. John Heinz III Center for
Science, Economics, and the Environment. Hart, D.D; Johnson, T.E; Bushaw-Newton, K.L; Horwitz, R.J; Bednarek, A.T;
Charles, D.F; Kreeger, D.A; Velinsky, D.J. Dam removal: challenges and opportunities for Ecological Research and River
Restoration Bioscience 2002, 52, 669–681. Copyright, American Institute of Biological Sciences.)
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downstream[18,46] while other habitats may be smoth-
ered and inaccessible.[45]

However, it may be argued that these short-term
risks associated with dam removal are largely out-
weighed by the long-term benefits (Fig. 3) of reconnect-
ing fragmented rivers. For example, the removal of two

dams and subsequent restoration of natural sediment
transport regime along the Elwha River in Washington
is expected to promote tremendous recovery of near-
shore habitats for native biota, including fish, shrimp,
and hardshell clams, the latter of which were replaced
by exotic biota when shoreline erosion owing to

Fig. 3 Spatial and temporal framework of key responses to dam removal, including the direction of change associated
with removal. (Pizzuto, JE. Effects of dam removal on river form and process. Bioscience 2002, 52, 683–691. Copyright,
American Institute of Biological Sciences.)

Fig. 2 Timescale of geomorphic processes associated with dam removal. (Pizzuto, JE. Effects of dam removal on river form and

process. Bioscience 2002, 52, 683–691. Copyright, American Institute of Biological Sciences.)
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decreased sediment supply from the dams resulted in
armoring of the substrates.[29] In many rivers regulated
by large dams, it is hypothesized that temperatures in
the river will decrease following dam removal. As is
the case again in the Elwha River, this restoration of
more natural temperature regimes is critical to recov-
ery of salmon as current maximum daily water tem-
perature during low water years are attributed to
increased infection of Dermocystidium bacteria, which
attack salmon as they migrate inland from the ocean.[40]

Another benefit of dam removal is the reconnection
of the channel to an active floodplain, including the
backwater areas that are used for spawning and habi-
tat by various aquatic organisms.[47,48] In addition to
providing access to instream and riparian habitats,
dam removal promotes restoration of food chains and
habitat building processes, supporting piscivorous pre-
dators (i.e., common mergansers, great blue heron, and
belted kingfishers) and juvenile fishes and other aquatic
predators that will benefit from the nutrients provided
by salmon carcasses.[40]
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Darcy’s Law

Keith C. Cameron
Graeme D. Buchan
Centre for Soil and Environmental Quality, Lincoln University,
Canterbury, New Zealand

INTRODUCTION

In simple flow systems in nature, the fundamental law
of flow is linear, i.e., the flow rate increases in direct
proportion to the ‘‘driving force’’ for the flow, where
the driving ‘‘force’’ is the gradient (rate of change with
distance) of some so-called ‘‘potential.’’ For example,
the flow of heat obeys Fourier’s law, with the heat flux
proportional to the gradient of temperature, T. (T is
sometimes called the thermodynamic potential). For
the flow of liquid water in permeable materials, it fell
to the French hydraulics engineer, Henry Philibert
Gaspard Darcy (1800–1858) to show that the flow
obeys a similar law (‘‘Darcy’s law’’), with the flow rate
proportional to the gradient of the hydraulic potential.
More generally, we now know that Darcy’s law applies
to flow of most simple liquids in any porous (and
permeable) medium.

Historical

In the early 19th century, the city of Dijon in France
had a water supply among the worst in Europe.[1]

Darcy was a civil engineer, born in Dijon, and set him-
self the task of improving the city’s water supply. He
decided to investigate the filtration of water by sands
and gravels, reported in 1856 in his report Les Fon-
taines Publiques de la Ville de Dijon.[2] Using simple
but ingenious equipment (see Fig. 1), he arrived at
his universal law for the mass flow of liquids in per-
meable materials.[3] Thus, Darcy joined the ‘‘famous
four’’ who revealed the simplicity (yet paradoxically
the complexity) of Nature’s most basic laws of flow:
Fourier’s law for heat flow; Ohm’s law for electric cur-
rent; Fick’s law for gas diffusion; and Darcy’s law for
liquid flow in materials.

THEORY OF LIQUID FLOW IN
PERMEABLE MEDIA

Saturated Flow: Darcy’s Law

Darcy[2] first established his flow equation for water
flow in saturated sand (Fig. 1). He found that the flow

rate per unit cross-sectional area, q, through the pipe
in Fig. 1 is proportional to the difference in head
h between the ends, and inversely proportional to
length L:

q ¼ KðhB � hCÞ=L ð1Þ

where K is a proportionality constant.
In more general form, for flow along the x-direction:

q ¼ �K dh=dx ð2Þ

Here q (in units of m sec�1) is the ‘‘Darcy velocity.’’
This is the average apparent velocity of the water, as
if it were flowing across the entire area, solids as well
as pores. K ¼ Ksat (also in m sec�1) is the saturated
hydraulic conductivity, and dh/dx is the driving force
for flow, i.e., the gradient of the hydraulic head h
(meters head of water) in the direction of flow, x (m).

Ksat is strongly controlled by the pore space of the
permeable medium, especially the pore sizes.[4] For
soils, Ksat varies enormously with texture. See Table 1.
Ksat is approximately a measure of the maximum drain-
age rate of a soil. For example, a sandy soil may have
Ksat � 5 � 10�5 m sec�1 ¼ 180 mm hr�1 while a clay
soil may have Ksat � 10�8 m sec�1 ¼ 0.036 mm hr�1.
Thus, a rainfall of only 1 mm hr�1 would drain freely
into the sand, but would cause surface ponding on the
clay. Soil structure also controls pore sizes and hence
Ksat, e.g., a soil with a tightly packed platy structure will
have lower Ksat than one with open, porous ‘‘granular’’
structure.

Unsaturated Flow: Buckingham–Darcy
Equation

Soils are mostly unsaturated, and the generalization of
Darcy’s law to unsaturated flow was developed by
Buckingham.[5] He reasoned that hydraulic conduc-
tivity K(y) is a function of the soil volume occupied
by the conducting water, i.e., the volumetric water con-
tent y. Also, the pressure potential h becomes negative,
since water is now under suction. Thus we can again
assume Darcy’s law, Eq. (2), but now K ¼ K(y)
decreases very rapidly as soil loses water. See Fig. 2.
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The actual water velocity between the grains is
greater than the Darcy velocity, with an average value
v ¼ q/y. Note that n is an average value, and masks a
microscopically complex flow pattern in the tortuous,
multisized pore space, with a range of speeds and direc-
tions. An extreme example of the microscopic vari-
ability of flow velocity occurs in water flow through
soils with strong structure development, e.g., with large
cracks or wormholes. Here, water can be fast-tracked
along the large macropores by so-called ‘‘bypass
flow.’’ (This phenomenon can fast-track contaminants
to groundwater, and also contributes to the dispersion
of solutes during their transport.)

Note that the hydraulic conductivity depends not
only on the architecture of the soil pore space, but also
on the properties of water itself, especially its viscosity.
For example, water’s viscosity almost doubles from
30 to 0�C. So soil water flows more slowly in winter
than in summer. In order to extend Darcy’s law to
other liquids, it is desirable to transform the hydraulic

conductivity (which is specific to water only) to a
more absolute measure of the ‘‘conductivity’’ of the
permeable material, independent of the fluid. This
leads to the ‘‘intrinsic permeability:’’

k ¼ Kðm=rgÞ ð3Þ

Here m is the viscosity of water, r is the density of
water, and g is the acceleration due to gravity. In
Eq. (3), the dependence of K on the properties specific
to water has been factored out. (rg represents the
‘‘heaviness’’ of water, or the amount of pressure pro-
duced by a water column of unit height). k is now
controlled only by the properties of the permeable
medium, and can be used for any other liquid (e.g.,
oil) that might flow in the medium. Incidentally, like
many famous scientists, Darcy has a unit named after
him. The ‘‘darcy’’ is a unit of the intrinsic permeability
k, but is in such antiquated (pre-SI) units, that it is now
little used, except by petroleum engineers.[6]

APPLICATIONS

Soil Water Flow

Darcy’s law is used extensively in soil science, in drain-
age theory, and in most models of water and solute
transport in soil. Fig. 2 shows how the hydraulic con-
ductivity function K(y) is strongly influenced by soil

Fig. 2 Hydraulic conductivity K(y) of two soils of contrast-
ing texture. Ks1 and Ks2 are the conductivities at saturation.
K decreases dramatically as water content y decreases.

Source: From Hillel, D. Environmental Soil Physics; Aca-
demic Press: San Diego, CA, 1998; 208.

Fig. 1 Horizontal pipe filled with sand to demonstrate the
experiment of Darcy (1856). His original equipment was

actually vertically oriented, which would add an extra term
to the head difference in Eq. 1, equal to the height differ-
ence zB � zC. Source: From Ref.[6].

Table 1 Typical values of saturated hydraulic conductivity
for soils, ranging from sand to clay

Drainage class of soil

Saturated

hydraulic

conductivity,

Ksat (mm hr�1)

Approximate

soil texture

class

Class 1: very slow <1 Clay

Class 2: slow 1–5 Clay loam

Class 3: moderately slow 5–20 Silty clay loam

Class 4: moderate 20–60 Silt loam

Class 5: moderately rapid 60–125 Loam

Class 6: rapid 125–250 Sandy loam

Class 7: very rapid >250 Sand

Source: From Ref.[10].
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texture. Paradoxically, coarse-texture soils (e.g., sands),
while more conductive than fine-texture soils (e.g., silt
loams) at saturation (Table 1), lose their conductive
capacity at low suctions, due to rapid desaturation of
their large pores. This has interesting practical applica-
tions, e.g., in sports turf soils. A gravel layer beneath a
sandy root zone provides excellent drainage at satu-
ration, but then desaturates, becomes almost non-
conductive, arrests drainage from the root zone, and
hence enhances root zone moisture retention.

Groundwater Flow

Groundwater is a major source of irrigation and
municipal water in many parts of the world, and is
commonly pumped either from shallow groundwater
layers, or from deeper aquifers, which are either per-
meable gravels or rock layers. Darcy’s law again
applies to the saturated flow. However, groundwater
hydrologists are interested in the ability of an aquifer,
with thickness d, to deliver water to a well which cuts
across the aquifer. See Fig. 3. The aquifer’s supply
capacity is thus controlled by the product K � d of
aquifer conductivity K and its thickness d, a quantity
called ‘‘transmissivity.’’[7]

Two-Phase Flow: Flow in Oil Reservoirs

Above, we described Darcy’s law for a single fluid.
Multiphase flow occurs where several (usually two)

non-miscible liquids share the pore space. It occurs
in oil reservoirs if they contain both oil and water.
Darcy’s law was generalized in 1949 by Muskat (see
Ref.[8]) to describe the more complex flow of two
phases together. The generalized form of Darcy’s law
is used by oil exploration scientists. This form also
applies in groundwater that has been contaminated
by so-called NAPLs: ‘‘non-aqueous phase liquids,’’
or organic liquids immiscible in water. Thus, Darcy’s
law can be applied to oil extraction, and to the reme-
diation of polluted groundwater.

Further Complexities

Anisotropic materials

Some properties of materials may be anisotropic, i.e.,
for directional phenomena (such as water flow) the
controlling property depends on the direction. For
example, in sedimentary deposits K perpendicular to
the stratification is usually less than K parallel to
it. In clay subsoils, the clay particles (typically
plate-shaped) may be preferentially orientated in the
horizontal plane, and vertical conductivity will then
be much less than horizontal conductivity, improving
the layer’s ability to act as a barrier layer to vertical
contaminant transport. A result of anisotropy is that
in 3-D flow, the velocity flow lines are not parallel to
the head gradient.

Vapor flow

Fluids can be transported in the vapor as well as the
liquid phase. However, Darcy’s law applies strictly
only to the mass flow of liquids, not to the flow
of vapor, which moves by gas diffusion. Vapor dif-
fusion also obeys a simple proportional law (Fick’s
Law), but is driven most strongly by gradients of
temperature T. This leads to ‘‘coupled flows.’’ For
example, in a moist soil near the ground surface, the
vertical (z-) gradient dT/dz can be very strong. Then
heat and moisture flows occur simultaneously and in
linkage: water is distilled from warmer to cooler
regions, and carries latent heat energy, as well as the
water itself.[9]
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Owen Science and Engineering Library, Washington State University,
Pullman, Washington, U.S.A.

INTRODUCTION

A database is an electronic bibliographic or full-text
product providing access to publications in either a
general or subject specific area. Information on water
science can be accessed through a number of different
databases, some with a focus on water resources, while
others provide relational coverage. Most researchers,
looking for as much information on their topics as
available, will use more than one product to locate
materials.

Databases are available through vendors on differ-
ent platforms and through variable subscription
options. They differ in coverage, content, search and
retrieval methods, source materials, and access modes.
Most provide more than one search level, varying in
the number of searchable fields and level of expertise,
and employ search features such as Boolean operators,
truncation and proximity methods, phrasing and limit-
ing that differ by vendor. Help pages, indexes, and
controlled-language thesauri accompany most
packages to assist with searching.

Other features commonly engaged by database
vendors include display options, selection of citations
(‘‘marking’’) for printing, downloading and emailing,
saving and retrieving searches, combining searches,
linking to online catalogs and full-text electronic jour-
nals, and alerting services. The addition of new materi-
als (‘‘updating’’) occurs regularly, but each vendor
follows its own schedule.

DATABASES

Agnic[1] offers agricultural information provided by
the National Agricultural Library (NAL), Land-Grant
Universities, and other institutions, each providing
information on a discrete area of emphasis. Subject
coverage includes Water Quality; Government, Law
and Regulations; Plant Sciences; Aquaculture and
Fisheries; Earth and Environmental Sciences, and
Forestry. Descriptions of each record are included,
along with accessibility links. A thesaurus and search
tips are provided. Update schedules and years of cover-
age are established by the respective institutions that
provide the information.

Agricola,[2] a database provided free by the NAL,
includes citations from materials relating to agricul-
ture, forestry, life sciences, and other related disciplines
dating from the 15th century. It is available also on
CSA (2), Community of Science (4), Dialog (5), Ebsco
(6), OCLC (9), Ovid (10), Silverplatter (11), and STN
(12) platforms. The NAL version is divided into the
Online Public Access Catalog (Books, etc.) and Journal
Article Citation Index (Articles, etc.). It is updated
daily from over 5000 sources.

AGRIS,[3] sponsored by the Food and Agricultural
Organization of the United Nations and available in
English, Spanish, and French, offers an international
perspective on agriculture and related subjects. Avail-
able on CD-ROM (updated quarterly) and on the
Internet (updated monthly) from 1975, there are over
144,000 records. Sources include journal articles,
books, technical reports, and gray literature from all
countries that participate in the UN program. A
thesaurus (AGROVOC) is provided. Coverage is in
many subject areas including water resources and man-
agement, aquatic sciences and fisheries, agriculture,
natural resources, and pollution. The database is bib-
liographic only, but information is provided about
document availability. There is also a personalized
search profiling service provided. Dialog (5) and
Silverplatter (11) supply AGRIS on their platforms also.

AgroBase, produced by the Government Research
Center[4] at the National Technical Information
Service, combines AGRIS and AGRICOLA into one
database, with a total of over 5.5 million records,
many including abstracts, with coverage from 1970
to present.[5] Topics include water quality, aquatic
sciences and fisheries, hydrology, and hydroponics.
It is available on the NISC (6) BiblioLine platform
and is updated monthly.

Applied Science and Technology Abstracts, from
H. W. Wilson Co. (13), provides over 1,000,000 records
from more than 600 sources in the fields of chemistry,
engineering, physics, and others. The dates covered are
from 1983, with abstracts provided from 1994. The
database is updated weekly (WilsonWeb) or monthly
(WilsonDisc). There is also a full-text version dating
from 1997, which is updated four times weekly. Other
platforms include Dialog (5), Ebsco (6), OCLC (9),
Ovid (10), and Silverplatter (11).
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Aquatic Biology, Aquaculture and Fisheries
Resources is an anthology of thirteen files available
through NISC (6) on their BiblioLine platform, and
on CD-ROM. The database dates from 1971 and is
updated quarterly. It contains over 888,600 records
with abstracts on the science and management of
aquatic organisms and environments. Subject coverage
includes the ecology, biology, nutritional and envir-
onmental aspects of fish and aquatic environments.
There are 13 file sources, which include ASFA: Aquatic
Sciences and Fisheries Abstracts Part1: Biological
Sciences and Living Resources, and several abstracting
services relating to aquaculture.

ASFA: Aquatic Sciences and Fisheries Abstracts,
produced by Cambridge Scientific Abstracts (2), is
available through the Internet and on CD-ROM. It
provides international information in the science, tech-
nology, and management of marine, freshwater, and
brackish water environments and organisms. The data-
base dates from 1978 and is updated monthly. Internet
platforms include Dialog (5), Ovid (10), SilverPlatter
(11), and STN (12). There are over 717,000 biblio-
graphic records, many with abstracts, in aquaculture,
biology, ecology, the environment, marine sciences,
oceanography, pollution, and water. A thesaurus is
available.

BIOSIS Previews, from the BIOSIS organization,[6]

combines Biological Abstracts with Biological
Abstracts/Reports, Reviews, Meetings (RRM) to
provide references from journals, books, meetings,
reviews, and other publications. Platforms include Dialog
(5), Ebsco (Biological Abstracts and BasicBIOSIS only)
(6), ISI (7), Ovid (10), Silverplatter (11), and STN (12).
It has approximately 13 million records dating from
1969 to the present from over 5500 international sources,
and is updated weekly. Subject coverage is life science
topics including sources relating to water. The records
are bibliographic with abstracts.

Biological and Agricultural Index, from H. W.
Wilson Co. (13), covers the literature in the fields of
biology and agriculture since 1983, including subject
areas relating to water. It is available on CD-ROM
(updated monthly) and through the Internet (updated
weekly) on OCLC (9), Ovid (10), Silverplatter (11),
and WilsonWeb and WilsonDisc platforms and is bib-
liographic only. Biological and Agricultural Index
Plus is also available, providing full-text and abstracts
of 45 journals from 1994, and updated weekly.

CAB ABSTRACTS, available on CD-ROM and the
Internet, is a bibliographic database compiled by
CAB International (1) of its print abstracts. It covers
the international literature in areas such as agriculture,
forestry, horticulture, and the management and
conservation of natural resources dating back at least
10 yr. Sources include scientific journals, monographs,
books, technical reports, theses, reviews, conference

proceedings, patents, annual reports, bibliographies
and guides, and translated journals. There are over
3.5 million records in the database, which is updated
weekly, and a thesaurus is provided. Other platforms
include Dialog (5), Ovid (10), and Silverplatter (11).

Chemical Abstracts is produced by Chemical
Abstracts Service (CAS) (2) and made available elec-
tronically on their SciFinder Scholar platform. It is
also available through Dialog (5). The database con-
tains over 16 million citations and abstracts from
journal articles, patents, reviews, technical reports,
monographs, conference and symposium proceedings,
dissertations, and books dating back to 1967 from over
8000 sources worldwide. Subject coverage is of all
facets of pure and applied chemistry, including water
and aquatic sciences. The database is updated weekly.

Current Contents is available in CD-ROM and
Internet formats from ISI (7) in seven discipline areas
including Agriculture, Biology and Environmental
Sciences, Life Sciences, and Physical, Chemical
and Earth Sciences. It provides access to complete
bibliographic information for a 2-yr backfile, which
is updated daily, from articles, editorials, meeting
abstracts, commentaries, and other significant items
of over 8000 scholarly journals and more than 2000
books. Dialog (5), Ovid (10), and Silverplatter (11)
make Current Contents available on their platforms.

EiCompendex, available on the Internet through
Engineering Village, is produced by Engineering
Information, Inc.[7] and provides comprehensive inter-
disciplinary bibliographic information relating to
engineering and technology dating back to 1970. It is
updated monthly. There are over three million sum-
maries from over 5000 sources including journal
articles, technical reports, conference papers and pro-
ceedings, and Web sites. This database is also available
on Dialog (5), Ebsco (6), Ovid (10), and Silverplatter
(11) platforms.

Environmental Sciences and Pollution Manage-
ment, produced by CSA (2) and available on OCLC
(9) and Ovid (10) platforms, contains over one million
records about aquatic pollution, water resource issues,
and other subject coverage from over 4000 sources
since 1981. It is updated monthly. Abstracts and
bibliographic citations are provided.

General Science Abstracts, from the H.W. Wilson
Co. (13), provides indexing since 1984, and abstracts
since 1993 of 191 periodicals. The database focuses on
student and non-specialist coverage of several fields,
many relating to water resources. There are 615,000
records which are updated weekly (WilsonWeb) or
monthly (WilsonDisc). A full-text version is also avail-
able for 57 periodicals dating from 1996, which is
updated four times weekly. General Science Abstracts
is available as well on the OCLC (9), Ovid (10), and
Silverplatter (11) platforms with abstracts only.
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GeoArchive, produced by Geosystems (United
Kingdom) and available on circular CD-Rom and
the Internet from Oxmill Publishing,[8] contains inter-
national information covering geological, hydrologi-
cal, and environmental sciences dating from 1974. It
is also available through Dialog (5) with over 628,000
bibliographic records and is updated monthly. It is
also included in NISC’s Marine, Oceanographic
and Freshwater Resources database. Sources include
journals, magazines, conference proceedings, doctoral
dissertations, technical reports, maps, and books.
Indexing is by the thesaurus, Geosaurus.

GeoRef, provided by the American Geological
Institute,[9] covers the geology of North America since
1785 and international geology since 1933. It is avail-
able on CD-ROM (with monthly updates) and
through the Internet (updated twice monthly) from
many vendors including CSA (2), Community of
Science, Inc. (4), Dialog (5), Ebsco (6), OCLC (9),
SilverPlatter (11), and STN (12). There are over 2.2
million bibliographic records with abstracts from
journals, books, maps, conference papers, reports,
and theses, and a thesaurus is provided. The print
equivalent is Bibliography and Index of Geology.

Groundwater and Soil Contamination Database,
provided by the American Geological Institute,[9] pro-
vides complete bibliographic information for over
60,000 references from 2500 serial titles published
since 1975. It is updated quarterly with worldwide
coverage of the literature in geology, hydrology,
and the environment, with emphasis on reports of
the U.S. Geological Survey and other US government
departments.

Hydrology InfoBase, produced by Geosystems
(United Kingdom) and available on CD-Rom and
the Internet from Oxmill Publishing,[8] is a database
subset of GeoArchive (above). It covers information
from international sources in all fields relating to
hydrology, including geomorphology, soil science,
water–rock interactions, water resources, energy, pol-
lution, agriculture, forestry, engineering, and environ-
ment dating from 1970. It includes bibliographical
references with abstracts.

Marine, Oceanographic and Freshwater Resources
contains materials dating back to 1964 from 14 differ-
ent sources, and is available from NISC (8) on Biblio-
Line or CD-ROM. It is updated quarterly, with over
1,000,000 records, and provides coverage on inter-
national marine and oceanic information, and estua-
rine, brackish water, and freshwater environments.
Subject areas include environmental quality; limnology
and freshwater environments; physical oceanography;
pollution, acid rain, and global warming; sea-level
fluctuations; biological oceanography and ecology.
Sources include Part 1: Aquatic Sciences and Fisheries
Abstracts (above), Part 2: Ocean Technology, Policy

and Non-Living Resources and Part 3: Aquatic Pol-
lution and Environmental Quality, Oceanic Abstracts,
National Oceanic and Atmospheric Administration,
and others available from United States and inter-
national institutions.

National Oceanic Atmospheric Administration’s
Library and Information Network[10] is a 23-institution
consortium providing nine collections dating back to
1820. Subject areas include hydrographic surveying,
oceanography, meteorology, hydrology, living marine
resources, and meteorological satellite applications.
The database contains more than 127,000 biblio-
graphic records from over 9000 serial titles, 1500 active
journal subscriptions, 35,000 reports, and meteorologi-
cal data publications from 100 countries, as well as
1000 rare books. Materials can be requested for loan.

NTIS (National Technical Information Service)
database[11] is available from the Government
Research Center (URL: http://grc.ntis.gov/) and is a
central source for government information. It provides
access to over 2,000,000 titles produced by government
agencies since 1964. Subjects include agriculture,
energy, the environment, and other science and tech-
nology areas. Descriptive summaries and bibliographic
records are provided. Ebsco (6), NISC (8), Ovid (10),
Silverplatter (11), and USGovSearch[12] also offer
access to this database through their platforms.

Science Citation Index Expanded, from ISI (7) and
available on CD-ROM and through the Internet as
part of the Web of Science, is a citation index dating
back to 1945, updated weekly. It provides biblio-
graphic information, author abstracts, and cited refer-
ences found in 3500 of the world’s leading scholarly
science and technical journals covering more than
150 disciplines. The Web of Science covers more than
8000 international journals in the sciences, social
sciences, arts and humanities, and offers access to
electronic full-text journal articles.

Selected Water Resources Abstracts (SWRA)[13]

provides over 10,000 abstracts dating from 1977 (and
earlier) to 1997 from worldwide technical literature
covering a wide variety of topics relating to water
resources. Sources include journals, monographs, con-
ference proceedings, reports, and U.S. Government
documents. Subject coverage includes groundwater,
water quality, water planning, and water law and
rights. The complete SWRA print records dating back
to 1967 are available through Water Resources
Abstracts. See also the USGS WRSIC Research
Abstracts database[14] and the Universities Water
Information Network.[15]

Waternet, a bibliographic database provided by the
American Water Works Association (AWWA),[16] pro-
vides over 50,000 citations and abstracts from journals,
books, proceedings, government reports, and technical
papers from publishers around the world. It is
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available in CD-ROM format, and updated twice a
year. Document delivery services are offered.

Water Resources Abstracts is a database main-
tained by CSA (2). It was formerly produced by the
Water Resources Scientific Information Center[14] of
the U.S. Geological Survey.[17] It is available in CD-
ROM and Internet formats on Dialog (5), NISC (8),
and Silverplatter (11) platforms. With over 360,000
records, the database provides citations and abstracts
for water resources from 1967 and is updated monthly.
Print sources include Water Resources Abstracts
(1994–present), Selected Water Resources Abstracts
(1967–1994), Water Quality Instructional Resources
Information System (1979–1989), and the WRSIC
Thesaurus.

Water Resources Worldwide, available from NISC
(8) on its BiblioLine platform and CD-ROM, provides
coverage of industrial and environmental aspects of
water, wastewater, and sanitation from international
sources including South Africa’s WATERLIT,
Canada’s AQUAREF, CAB Abstract’s Aquatic Subset
and the Netherlands’ DELFT HYDRO databases.
Emphases include water in arid lands, aquatic infor-
mation relevant to agricultural practice, and engineer-
ing and related technological disciplines. Updated
quarterly, there are over 531,300 citations and
abstracts dating back to 1970.

PLATFORMS

1. CAB International:[18] CAB Abstracts.
2. CAS: Chemical Abstracts Service:[19] SciFinder

Scholar.
3. CSA: Cambridge Scientific Abstracts:[20] Agri-

cola; ASFA: Aquatic Sciences and Fisheries
Abstracts; Biotechnology and Bioengineering
Abstracts; Environmental Sciences and Pol-
lution Management; GeoRef; Water Resources
Abstracts.

4. Community of Science, Inc.:[21] Agricola;
GeoRef.

5. Dialog:[22] Agricola; Agris; ASFA: Aquatic
Sciences and Fisheries Abstracts; Applied
Science and Technology Abstracts; BIOSIS
Previews; CAB Abstracts; Chemical Abstracts;
Current Contents; EiCompendex; GeoArchive;
GeoRef; Water Resources Abstracts.

6. Ebsco Information Services[23] Ebscohost:
Agricola; Applied Science and Technology
Abstracts; BasicBIOSIS and Biological
Abstracts; GeoRef; NTIS.

7. ISI: Institute of Science Information:[24] BIO-
SIS; Current Contents; Science Citation Index
Expanded (Web of Science).

8. NISC: National Information Services Corpo-
ration[25] BiblioLine: AgroBase; Aquatic
Biology, Aquaculture and Fisheries Resources;
Marine, Oceanography and Freshwater
Resources; NTIS; Water Resources Abstracts;
Water Resources Worldwide.

9. OCLC[26] FirstSearch: Agricola; Applied
Science and Technology Abstracts; Biological
and Agricultural Index; Environmental
Sciences and Pollution Management; General
Science Abstracts; GeoRef.

10. Ovid Technologies:[27] Agricola; ASFA: Aquatic
Sciences and Fisheries Abstracts; Applied
Science and Technology Abstracts; Biological
and Agricultural Index; BIOSIS Previews;
CAB Abstracts; Current Contents; EiCompen-
dex; Environmental Sciences and Pollution
Management; General Science Abstracts; NTIS.

11. Silverplatter Information, Inc.[28] SPIRS: Agri-
cola; Agris; ASFA: Aquatic Sciences and
Fisheries Abstracts; Applied Science and Tech-
nology Abstracts; Biological and Agricultural
Index; BIOSIS Previews; CAB Abstracts;
Current Contents; EiCompendex; GeoRef;
NTIS; Water Resources Abstracts.

12. STN:[29] Agricola; ASFA: Aquatic Sciences and
Fisheries Abstracts; BIOSIS Previews; GeoRef.

13. H. W. Wilson Co.[30] WilsonDisc and Wilson-
Web: Applied Science and Technology Abstracts;
Biological and Agricultural Index; General
Science Abstracts.
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Deltas

Paul F. Hudson
Department of Geography and the Environment, University of Texas at Austin,
Austin, Texas, U.S.A.

INTRODUCTION

The world’s major deltas are relatively young geo-
morphic features, having formed since the middle
Holocene when sea level reached its current height.
The term ‘‘delta’’ was coined by the Greek historian
Herodotus about 2500 B.C. because of the similarity in
shape between the Nile delta and the Greek letter D.
Although marine deltas are the largest and most
studied, the first conceptual model for understanding
deltaic processes and sedimentary deposits was estab-
lished by the famous geomorphologist G. K. Gilbert in
the late 1800s in a study of paleo Lake Bonneville,
U.S.A. The Mississippi delta is the most studied del-
taic system in the world, although the geometry of
this fluvial dominated delta is quite distinct from
most other large deltas. Nevertheless, the conceptual
framework developed from numerous early studies of
the Mississippi delta system has been employed as a
form-process model for understanding deltas around
the world.

Deltas are formed where a river discharges into a
marine or lacustrine receiving basin and represent
unique coastal environments. Debouching of sediment
at a river mouth results in immediate sorting and depo-
sition, the process of delta formation. An individual
delta typically has multiple channels that branch from
the main-stem river channel. These distributary chan-
nels deliver sediment to a broad area, resulting in the
formation of a delta lobe. Such distributaries are typi-
cally in multiple stages of development and carry dif-
ferent proportions of streamflow. While deltas form
at the river mouth, the delta plain includes inactive
delta lobes adjacent to the active delta lobe. The major
controls on delta plain evolution include those associ-
ated with the watershed (i.e., fluvial) and receiving
basin. Because deltas are transitional boundaries
between land and water, they are associated with a vari-
ety of freshwater, brackish, and marine environments,
and thus represent diverse ecological settings.

FORM AND PROCESS

While our understanding of deltaic processes stems
largely from research on marine deltas,[1] the study
of lacustrine deltas should be of increased interest

because lake levels fluctuate more rapidly than global
sea levels, and thus represent an ideal opportunity to
examine the influence of base-level changes.[2] Indeed,
global proliferation of dam construction during the
20th century provides a unique opportunity to examine
deltaic sedimentation because of a rapid increase in
base level imposed by infilling of large reservoirs, while
controlling for scale (drainage area), geology, and
climate.

Sediment sorting and deltaic sedimentation begin as
sediment is discharged into a standing body of water.
This initiates a regressive sequence of deltaic deposits
that prograde over marine deposits, as illustrated in
Fig. 1. The basic model of sedimentation includes three
major deltaic deposits: a distributary mouth bar com-
prises sands and coarse silts, low-angle delta front
deposits comprise fine silts and clay, and thinly lami-
nated clay deposited beyond the river mouth as a pro-
delta base.[3] These deposits coincide with topset,
foreset, and bottomset beds, respectively, originally
described by G. K. Gilbert in 1890.[4]

A delta lobe is associated with the position of the
main-stem channel, whereas delta plains comprise mul-
tiple delta lobes in various stages of growth and ero-
sion. Thus, it is important to note that a delta plain
is dominated by fluvial controls at the river mouth,
while other processes dominate distal regions of a delta
plain. A combination of these processes produces a
suite of landforms associated with the stage of delta
lobe development or the ‘‘delta cycle.’’ The occurrence
of multiple delta lobes is evidence for delta switching,
or avulsion of the main-stem channel. Subsidence
begins as coarser sediments prograde over the clayey
prodelta base deposits. As surface accretion rates
become less relative to rates of subsidence, marine pro-
cesses begin to rework older deltaic deposits.[5,6] The
‘‘delta cycle’’ (Fig. 2) is associated with distinct
sequences of change, including: 1) initial progradation;
2) enlargement of delta lobe; 3) abandonment and
transgression; and 4) reoccupation and growth of a
new delta.

Initial Progradation

Deltaic sedimentation begins because of an abrupt
reduction in stream competence at the transition from
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channelized flow to open water, resulting in deposition
of the river’s sandy bed load and formation of a river
mouth bar. Channel bifurcation occurs as flow is
diverted around the bar, initiating a distributary net-
work. The distance to which the suspended sediment
is transported into open water depends on discharge
magnitude and wave energy, in addition to density dif-
ferences between streamflow and water in the receiving
basin (fresh or saline). Streamflow density is less than
saline ocean water, a hypopycnal condition, resulting
in a buoyant sediment plume transporting fine sedi-
ments far beyond the river mouth (Fig. 1). Under
low energy conditions, silt is deposited as a sloping
delta-front, but clay is transported over a much
broader prodelta base. Together, these three deltaic
deposits form a large subaqueous delta lobe extending
far beyond subaerial distributary channels. Denser
sandy distributary mouth bar deposits prograde over
fine-grained delta-front and pro-delta base deposits,
resulting in a coarsening-up grain size sequence, the
classic sedimentological signature of a delta facies.

Annual flooding and deposition of coarse sediments
along natural levees increase their height and weight
and result in channel extension.

Enlargement of the Delta Lobe

After bifurcation of the main-stem river mouth, dis-
tributary channels prograde and eventually bifurcate,
resulting in a distributary channel.[5] Progradation of
sandy distributary channels results in a subaerial delta
finger. A continuum of environments is located
between adjacent distributary channels, including
freshwater swamps near the channel, brackish marsh,
and saline interdistributary bays toward the coast.[7]

Landward of the coastal interface flooding delivers
inorganic silts and clays, resulting in accretion of the
delta plain. Marsh and swamp deposits result in
organic delta plain peats, which can be radiocarbon
dated to establish the chronology of delta evolution.[8]

Large flood events occasionally breach natural levees

Fig. 1 Planform: sediment mixing where river suspended sediment loads are discharged into a marine setting, a hypopycnal con-
dition occurs because the streamflow is less dense than the saline marine waters of the receiving basin. Longitudinal: model of

sediment sorting and typical deltaic deposits of a delta lobe.
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and deliver coarse silts and sands to low energy fine-
grained marsh environments. Continued diversion of
suspended sediments through the crevasse outlet
produces a subdelta, replicating the form and func-
tioning of main-stem deltas within compressed
spatial (approximately 10�2 km2) and temporal scales
(approximately 10�2 yr).

Abandonment and Transgression

Distributary network extension and progradation has
important consequences to the life-span of a delta lobe
and diversity of ecological environments. Channel
extension reduces stream gradient and, with diversion
of streamflow into multiple channels, reduces hydraulic
efficiency. This increases the probability of main-stem
channel avulsion and formation of a new delta lobe.
Progradation also establishes a vertical coarsening-up
particle size trend. Fine-grained pro-delta base deposits
are compacted by heavier sandy deposits, which
initiate delta subsidence; a critical control on delta
evolution. A major reason for delta subsidence is clay
flocculation (clumping), which occurs when negatively
charged colloidal clay enters a marine (saline) environ-
ment (Fig. 1). As denser delta finger sands prograde
onto the prodelta base, porous flocculated clays are
compacted, ultimately causing delta lobe subsidence.
The amount of active delta lobe subsidence is generally
countered by accretion of fresh flood deposits, prevent-
ing major erosion. However, in an abandoned delta

lobe, after fluvial processes have ceased, marine pro-
cesses become dominant and rework deltaic deposits
into a transgressive suite of coastal landforms. The
delta finger is initially reworked into flanking recurved
spits, which eventually are separated from the trans-
gressive (landward retreating) mud flats and are con-
verted to narrow barrier islands.[9]

Reoccupation and Growth of a New Delta

The final stage of the delta cycle is initiation of a new
delta lobe complex, or reoccupation of an old distribu-
tary course, following avulsion of the main-stem chan-
nel. This results in a vertical ‘‘stacking’’ of delta lobes,
representing predictable changes in depositional and
ecological environments.[7] Until the 1950s, it was
believed that delta lobe switching (main-stem avulsion)
was an abrupt process. However, sedimentologists now
understand that the process requires hundreds of years,
with the discharge of a drainage basin being shared
between old and new delta lobes.[6,8] The bathymetry
of the receiving basin influences the new delta lobe
geometry, which is in part a function of the Holocene
depositional history. A shallow and wide receiving
basin results in a broad lobate delta lobe with a den-
dritic pattern of distributaries, such as the older
Lafourche or newer Atchafalaya delta lobes within
the Mississippi delta plain. In contrast, a narrow and
elongate delta lobe, which extends further out to sea,

Fig. 2 The delta cycle, showing the time-dependent nature of deltaic environments: 1) initial progradation; 2) enlargement of
delta lobe; 3) abandonment and transgression; and 4) reoccupation and growth of a new delta.
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is formed where the receiving basin is confined by
older subaqueous delta lobes. Indeed, the modern
Mississippi delta lobe extends to the edge of the
continental shelf. Thus, in comparison to other major
delta lobes the geometry of the classic ‘‘bird’s foot’’
Mississippi delta may be quite unique.

DELTA PLAIN STYLE

Although the above model of delta formation remains
widely accepted, it is important to note that the style
and pattern of deltaic sedimentation varies tremen-
dously depending on river discharge and sediment load
(fluvial controls) as well as wave energy and tidal
regime (marine controls) of the receiving basin.[1] Delta
plain geometry is strongly related to the dominant
processes that influence dispersal and reworking of flu-
vial sediments (Fig. 3). Early researchers[1,3,5] placed
deltas into a tripartite classification scheme that con-
sidered planform geometry and fluvial, wave, or tidal

processes. Fluvial dominated deltas extend far beyond
the primary coastline and form when discharge and
sediment load are deposited without being immediately
reworked by waves or tides. Such deltas are ‘‘construc-
tional,’’ with the Mississippi being the prime example
(Fig. 3). Small rivers discharging to open marine envi-
ronments are unlikely to form fluvial dominated deltas
because of low discharge and sediment loads. How-
ever, smaller rivers flowing into coastal bays or lakes
may develop elongated deltas because the energy of
the receiving basin is comparatively lower. Fluvial
dominated deltas, however, are probably less common
than marine dominated deltas. Wave dominated deltas,
such as the Sao Francisco delta in Brazil, have coarser
sediments rapidly reworked into linear sand bodies,
becoming spits and sand ridges oriented parallel to
the coastline because of the significance of littoral drift
(Fig. 3). In contrast to wave dominated deltas, tidal
dominated deltas such as the Ord of Australia have
large embayed river mouths and estuaries. The large
tidal flux reworks sands into linear sand bodies

Fig. 3 Dominant controls on delta morphology with examples of end-members. Fluvial: the delta finger (sandy distributary

mouth bar and levee deposits) is seen prograding over the silty delta front and the large fine-grained prodelta base. Wave: course
river deposits are reworked by strong littoral drift processes into parallel beach ridges. Tidal: the large tidal flux reworks coarser
river deposits into elongated sand bars oriented with (normal) to the river channel.
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oriented with the river channel or perpendicular to the
coastline (Fig. 3).

CONCLUSIONS

River deltas are young but complex geomorphic envi-
ronments that exhibit spatial and temporal variability
in form and process in response to fluvial and marine
controls. Delta formation begins when a river
debouches sediment into a standing body of water.
This initiates the formation of three distinctive deltaic
deposits: sandy distributary mouth bar, silty delta
front, and a prodelta base of flocculated clay. River
mouth progradation results in a coarsening-up vertical
sequence, and, with time, denser sands compact soft
underlying clay. Subsidence occurs as the distributary
network shuts down because of a reduction in
hydraulic efficiency. This is followed by main-stem
avulsion and delta lobe switching, which may involve
reoccupation of an older delta lobe.

Deltas have been important to humans for millennia
and continue to be of great interest because of depen-
dence upon deltaic resources. In an era of global sea
level rise and rapidly growing populations along the
world’s coastlines, it is critical to understand the fun-
damental processes, which influence deltaic environ-
ments. The model of delta formation discussed here
provides a general framework for understanding del-
tas. Because each river delta and the anthropogenic
factors that influence it are unique, study of deltaic
processes will continue to be a rich area of research
for a variety of disciplines.
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Desalination

Fawzi Karajeh
Fethi BenJemaa
Office of Water Use Efficiency, California Department of Water Resources,
Sacramento, California, U.S.A.

INTRODUCTION

Desalination, also known as desalinization or desalt-
ing, is the process of removing dissolved salts and
minerals from saline water to produce fresh potable
water. Desalination was explored very early in history
and its use goes back to ancient times, where simple
distillation techniques were employed. Nowadays,
brackish water and seawater desalination is becoming
a common practice to meet fresh water needs in many
parts of the world, especially in the arid regions of the
Middle East and North Africa, and in many island
communities such as the Canary Islands and Malta.
Desalination technology is also used to treat waste-
water effluents for reuse and to improve the quality
of fresh water for potable and industrial uses. Most
desalination processes are based either on thermal dis-
tillation or membrane separation technologies. Among
the technologically proven and commercially utilized
desalination processes are: reverse osmosis (RO), elec-
trodialysis (ED), electrodialysis reversal (EDR), multi-
effect distillation (MED), multistage flash distillation
(MSF), and vapor compression [mechanical (MVC)
or thermal (TVC)]. Key issues associated with the use
of desalination include cost, energy use, and environ-
mental impacts of brine disposal and feedwater intake.

DESALINATION PROCESSES

Thermal Processes

Thermal desalination processes are based on distil-
lation, which consists of heating a saline solution to
induce water to evaporate leaving the salt behind, the
vapor is then condensed to produce pure water. Simple
distillation consumes a considerable amount of energy,
making it impractical as a water supply option. How-
ever, modern thermal desalination processes employ
more efficient distillation techniques through the
regulation of the evaporation pressure and the use of
more efficient heat exchangers and heat recovery meth-
ods in a multistage setting. These processes take advan-
tage of the relationship between pressure and the
boiling point, making it possible to evaporate water

at a number of successive stages, each operating
at lower temperature and pressure than the preceding
stage. Among such processes are MED, MSF, and
vapor compression (VC).

Multieffect distillation is based on the concept of a
multitude of successive effects where water is repeat-
edly evaporated at increasingly lower pressures and
temperatures without the need for additional energy.
Vapor produced at a given effect is used for heating
and evaporating additional quantities of water in the
subsequent effect, while operating at a slightly lower
pressure (Fig. 1). The vapor then passes through a heat
exchanger where it condenses while preheating the
incoming saline feedwater.

MSF is similar to MED and consists of a multitude
of successive stages operating at progressively lower
pressures. Feedwater enters the system backward from
the last stage toward the first; as it travels, it gains
energy and serves for condensing vapor flashing at
each stage. The feedwater gains sufficient heat at a high
pressure until it reaches the first stage where the pres-
sure drops and sudden evaporation (flashing) occurs.
Flashing continues in each stage at lower temperatures
and pressures (Fig. 2). Unlike MED, the evaporation
and condensation phases in the MSF process both
occur within the stage. MSF plants are generally of
large scale, with capacities reaching tens of MGD,
and a typical plant can be composed of 15–25 stages.

VC is a distillation-based process where the evapo-
rating heat is obtained via compressing vapor rather
than direct heat exchange. Depending on the proce-
dure used for compression, we identify two vapor
compression processes: MVC, where a mechanical
compressor is used (Fig. 3), and TVC, where a steam
ejector is used. Generally, VC plants have built-in
capacities ranging from few gallons to few MGD.

Membrane Processes

Membranes are used as barriers to filter out particles,
salts, and chemicals from water in a selective manner.
Various types of membrane separation methods have
been developed. The most widely used processes for
water desalination are RO, ED, and EDR.
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RO, a pressure-driven process, is a relatively new
technology gaining ground over other processes by
the end of the twentieth century. Feed saline water is
pressurized against a semipermeable membrane that
allows the passage of water whereas salts are retained;
as a result, high-quality product water is obtained and
the remaining portion of feedwater, which becomes
more concentrated in salt, will be rejected as brine.
Osmosis is a natural phenomenon that occurs when
two solutions are separated with a semipermeable
membrane, causing water to flow from the side of
low solute concentration to the side of high solute con-
centration. RO employs pressure to counteract and
exceed the natural osmotic pressure, reversing the nor-
mal osmotic flow, in order to squeeze water out of a
concentrated solution (Fig. 4). A typical RO plant
(Fig. 5) operates in three main stages: 1) the pretreat-
ment stage—fine filtration and addition of acid and
other chemicals to inhibit bacteria growth and precipi-
tation of sparingly soluble salts; 2) the RO module—
where high-pressure pumps are used to enable water
passage through the membrane; 3) the posttreatment
stage—stabilization of water before its use (this
includes pH adjustment and the removal of residual
chemicals and gases). RO membranes are generally
encapsulated in cylindrical modules in a spiral wound
configuration or as hollow fibers or capillary tubes.

ED and EDR are electrically driven processes where
an electric potential causes the ions of the saline
solution to migrate toward the electrodes passing

through selective membranes. Successions of two types
of selective membranes (cation-permeable and anion-
permeable) are alternatively arranged between the elec-
trically charged electrodes. In EDR, polarity of the
electrodes is periodically reversed to prevent scaling.
The spaces between successive membranes (anionic
and cationic) are called cells. Anions (�) pass through
the anion-permeable membrane toward the positive
pole. Likewise, cations (þ) pass through the cation-
permeable membrane toward the negative pole. As a
result of this electric separation process, the concen-
tration of ions increases in some cells and decreases
in others. Demineralized water is then collected from
the cells in which the solution is diluted and a concen-
trate is discharged from cells where concentration
increases (Fig. 6).

Other membrane processes that are commonly used
for water softening and treatment include nanofiltra-
tion (NF), ultrafiltration (UF), and microfiltration
(MF). NF is similar to RO, except that the membranes
remove multivalent salts more efficiently than mono-
valent salts. UF and MF have larger pore sizes that
allow the excellent removal of suspended solids, but
not the removal of metallic ions and salts.

Other Processes

A number of other desalination processes that are not
widely used include freezing, air humidification and
dehumidification, and membrane distillation.

Fig. 1 Multieffect distillation

process.

Fig. 2 Multistage flash distil-

lation process.
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Freezing is based on the fact that ice crystals, even
when formed within a saline solution, are constituted of
pure water only. This process consists of separating ice
crystals from the saline solution to produce fresh water.

Air humidification is a process that mimics the natu-
ral hydrologic cycle, which perpetually purifies water
through an evaporation and condensation sequence.
Air is heated, then placed in contact with water to pro-
duce vapor (humidification). The moisture-saturated
air is then cooled, causing moisture to condense. The
historical glass-covered solar stills can be classified
under this category. However, more complex humidifi-
cation and dehumidification systems were developed in
recent years.

Membrane distillation is a process combining distil-
lation and membranes. Saline water is heated to pro-
duce vapor that will pass through a hydrophobic
membrane, which is permeable to vapor but not to

water. Vapor is then condensed on the other side of
the membrane to produce fresh water.

PRETREATMENT AND POSTTREATMENT

Prior to any desalination process, feedwater requires
adequate pretreatment consisting primarily of the
removal of suspended solids and particulates to pre-
vent fouling and the addition of antiscalants to pre-
vent mineral scale build-up. An optimized pretreatment
process allows desalination plants to run more
efficiently and at higher water recovery rates. After
passing through the desalination process, desalinated
water is stabilized by adding back some mineral compo-
nents so as to ensure balance and optimum taste for
public consumption and for compatibility with the
existing distribution system. The water is then chlori-
nated to ensure conformity with health and drinking
water quality standards.

KEY ISSUES FACING DESALINATION

The traditional and main constraint preventing the
widespread use of desalination is the associated cost.
The high cost is often attributed to the large quantity
of energy needed by the desalination process. Besides
energy use, others factors may also substantially drive
up the cost such as chemicals needed for treatment and
cleaning, fouling and corrosion of various components,
source water quality, operation and maintenance costs,
and requirements for concentrate disposal.

Other issues and concerns that may need special
attention include the environmental and ecological
impacts associated with brine disposal (effects of high
salinity, residual chemicals as well as high discharge
temperatures to receiving water ecosystems including
aquatic life, plants and wildlife), the effects of surface
feedwater intakes on aquatic life (entrainment and
impingement of fish, larvae, and marine organisms),
and the effects of well intakes on groundwater

Fig. 3 Mechanical vapor compression process.

Fig. 4 Osmosis and reverse
osmosis concepts.
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(e.g., overdraft and seawater intrusion). Some of the
concerns and impacts associated with feedwater intake
and brine discharge may be offset by colocating desa-
lination plants with power plants so as to take advan-
tage of existing intake and outfall structures and to
dilute the brine discharge. Discharge to a wastewater
treatment plant or mixing the brine with the treated
wastewater effluent will also contribute to its dilution.

CONCLUSION

As more and more stress is exerted on conventional
water sources worldwide and given the rising cost of

developing new water supply sources, desalination of
seawater, brackish, and impaired waters is becoming
a viable alternative for meeting the ever-growing
demand for fresh water. Various processes have been
proven to successfully produce potable water from
saline sources; and recent technological improvements,
especially in the domain of membrane technology,
have made desalination more affordable and, in some
instances, competitive with other water supply options.
A desalination process that is well disposed toward the
environment can play an important role as part of a
diversified water supply portfolio to meet current and
future water needs for many arid and water-stressed
regions. Although many of the desalination processes

Fig. 5 Basic components of a reverse osmosis desalination plant.

Fig. 6 Electrodialysis process.

160 Desalination

© 2008 by Taylor & Francis Group, LLC



C
he

m
ic

al
–

D
es

al
in

at
io

n

currently in use have reached maturity, there is still
room for improvement and perfection. Research needs
deemed crucial in advancing desalination use include
the following factors: more efficient pretreatment and
posttreatment methods, improved process designs
and the development of cheaper corrosion-resistant
materials, improved membranes with higher salt rejec-
tion rates, improved scaling and fouling prevention tech-
niques, environmentally acceptable strategies for brine
disposal and concentrate management, advanced tech-
nologies that reduce entrainment and impingement of
aquatic organisms at the feedwater intake, and opportu-
nities for energy efficiencies, energy recovery methods,
cogeneration, and the use of renewable energies.
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INTRODUCTION

Artificial subsurface drainage is required on many agri-
cultural lands to remove excess precipitation and/or
irrigation water in order to provide a suitable soil
environment for plant growth and a soil surface cap-
able of physically supporting necessary traffic, e.g.,
for tillage, planting, and harvesting. Although this
drainage makes otherwise wet soils very productive,
subsurface drainage alters the time and route by which
excess water reaches surface waters and can carry
nutrients, pesticides, bacteria, and suspended solids to
surface waters and cause nonpoint source pollution
problems. The net water quality impact of subsurface
drainage considered here is determined by comparison
to the same cropping system not having subsurface
drainage (not on the fact that the existence of adequate
drainage will affect land use). The degree of pollutant
transport with surface runoff and subsurface drainage
is determined by the product of the volumes of water
and the pollutant concentrations in the water. These
are both influenced by environmental conditions, pol-
lutant properties, and management factors, and their
interactions with subsurface drainage are discussed.

ENVIRONMENTAL CONDITIONS

Soils/Hydrology

Whether water added to the soil surface as precipi-
tation or irrigation infiltrates or becomes surface run-
off is critical to water quality. Topography/slope, soil
moisture content, texture, and soil structure, including
the existence of preferential flow paths or ‘‘macro-
pores,’’ can affect both the rate and route of water
infiltration (as shown in Fig. 1). While different drain
spacings are used to provide a desired ‘‘drainage coef-
ficient’’ (e.g., 0.5 in./day) based on the internal drain-
age characteristics of the subsoils, the conditions of
the surface soil will determine what percentage of
applied water (rain or irrigation) will infiltrate. In gen-
eral, the existence of subsurface drainage increases the
volume of infiltration and thus decreases the volume
of surface runoff (and pollutant loss with that runoff),

increases shallow percolation, and lowers water tables.
This effect will be more pronounced for ‘‘lighter’’ soils
that have higher infiltration rates and lower water
holding capacities. These changes affect the final qual-
ity of cropland drainage because of differences in time
and type of soil-water–chemical interactions. Surface
runoff allows water to come in contact only with the
surface soil and materials such as crop residue and
surface-applied fertilizers, manures, and pesticides
present on it for short periods of time. On the other
hand, water that infiltrates and percolates through
the soil comes in intimate contact with all the soils in
the profile to at least the depth of the tile drain, and
generally, for much longer periods of time. The soil
residence time is shorter for that portion of infiltrated
water intercepted by the tile drains than for water that
must flow through the underground strata to appear as
base flow.

Climate/Precipitation

The timing, amount, and intensity of water inputs,
including precipitation and irrigation, relative to evapo-
transpiration (ET) determines the timing and amount
of excess water that will leave agricultural land as sur-
face runoff and subsurface drainage. Inputs at low
intensities generally will totally infiltrate, but as inten-
sities increase past the rate of infiltration, surface
runoff begins. As just discussed, because decreased
antecedent soil moisture contents, which result from
the existence of artificial subsurface drainage, increase
infiltration rates, the volume of surface runoff gener-
ally is decreased when subsurface drainage exists. This
effect will be more pronounced for areas where input
intensities often exceed the rates of infiltration.

For a given crop and climatic region, the amount of
ET is relatively constant, so the volume of subsurface
drainage is very much dependent on the amount of
input water above that value. As an example, in a
4-yr Iowa tile drainage experiment,[1] during a low
rainfall year, only a trace of subsurface flow occurred;
in a wet year (116 cm of precipitation vs the average of
80 cm), there was 29 cm of flow; and the overall
average flow for the four yr was 15 cm.

162

© 2008 by Taylor & Francis Group, LLC



D
ra

in
ag

e–
D

us
t

POLLUTANT PROPERTIES

Persistence

Pollutants that have a limited existence in agricultural
lands because of plant uptake/chemical transfor-
mation (i.e., nutrients), degradation (i.e., pesticides),
and die-off (i.e., micro–organisms) have different
potentials for off-site transport with water based on
their persistence. Because surface runoff is much more
of an immediate process than subsurface drainage,
concentrations of nonpersistent pollutants in subsur-
face drainage are usually lower than in surface runoff.
This effect will be more pronounced, the lesser the per-
sistence is. However, the ‘‘route’’ of infiltration, where
in some cases the drainage water moves quickly
through the soil profile because of macropores (see
Fig. 1), plays a role and can somewhat negate the
expected dissipation effect.

Adsorption/Filtration

Based on their chemical properties and/or their physi-
cal size, some pollutants transported down into and
through the soil with subsurface drainage are removed
from the flow stream by the soil. In particular, pollu-
tants that are positively charged (e.g., ammonium-
nitrogen (NH4-N)) and larger, less soluble, organic
compounds (e.g., some pesticides) can be attenuated
by adsorption to soil clay and organic matter. Inor-
ganic P ions can be removed by complexation or
precipitation with soil cations. Microorganisms and
sediment can be filtered out by small soil pores. Thus,
in general, with the exception of soluble salts of nitrate-
nitrogen (NO3-N), sulfate (SO4), and chloride (Cl)
anions, pollutant concentrations in subsurface drain-
age are lower than in surface runoff. This effect will
be more pronounced, the greater the interaction
between the pollutant and soil is.[2]

For sediment itself, because soil erosion is depen-
dent on the erosive ability and transport capacity of
surface runoff, reducing the runoff flow rate and vol-
ume with subsurface drainage reduces sediment loss.
For example, in a 6-yr study in the lower Mississippi
Valley, surface runoff volumes from plots on a clay
loam soil with subsurface drainage were 34% less than
for plots without subsurface drainage, and the corre-
sponding soil loss of 3500 kg/ha/yr represented a
decrease of 30%. For the plots with subsurface drain-
age, both sediment concentrations and losses in sub-
surface drainage were about one-tenth those in
surface runoff.[3]

For nitrogen (N), loss from poorly drained soils is
usually much less than that from soils with improved
drainage systems.[4] While significant N can be trans-
ported with sediment (often sediment has at least
1000 ppm N), land needing subsurface drainage is
usually not highly susceptible to erosion, and N loss
is dominated by soluble inorganic-N loss. In a 3-yr
tile-drained watershed study in northeast Iowa,[5]

NO3-N losses in solution represented over 85% of the
total N losses, including NH4-N, organic-N in solu-
tion, and N associated with sediment. In a 5-yr study
in east-central Iowa,[6,7] where nutrient concentrations
in both surface runoff and subsurface drainage from
cropland were monitored, NO3-N concentrations in
subsurface drainage averaged about 12 mg/L and 2–3
times those in surface runoff. While NH4-N concentra-
tions were usually 2–10 times higher in surface runoff,
on an absolute scale, the concentrations were overall
much lower than those for NO3-N and constituted
only a fraction of the total N loss.

For phosphorus (P), transport is primarily in sur-
face runoff with sediment (often sediment has at least
500 ppm P) and dissolved in surface runoff. For con-
ventionally tilled cropland, about 75–90% of P trans-
ported in surface runoff is with sediment. In areas
where soil erosion is minimal, soluble P in surface
runoff water can dominate transport. The soluble P
in surface runoff (and subsurface drainage) is regu-
lated by adsorption/desorption characteristics of soil.
Therefore, with P in surface soils generally much
higher than in subsoils, subsurface drainage usually
has much lower soluble P concentrations than in sur-
face runoff.

For pesticides, because of their adsorption charac-
teristics, like with P, concentrations in surface runoff
water are usually much greater than in subsurface
drainage. However, this effect is even more dramatic
for pesticides because unlike P, pesticides have a lim-
ited persistence, which decreases their potential for
movement with subsurface flows with long travel
times. In a series of studies on herbicides in surface
and subsurface drainage,[8–10] atrazine concentrations
in May (the period of application) were 75 mg/L in

Fig. 1 Schematic of transport processes.
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surface runoff for plots with surface drainage only, and
were 51 mg/L and 1 mg/L in surface runoff and subsur-
face drainage, respectively, for plots that also had sub-
surface drainage. Not only were there much lower
atrazine concentrations in subsurface drainage water,
but the presence of the subsurface drains delayed and
reduced surface runoff such that concentrations in sur-
face runoff from the plots with subsurface drainage
were reduced about one-third.

For bacteria, a review by Crane et al.[11] showed that
fecal coliform counts in surface runoff from manured
lands often were greater than 10,000/100 mL. In a com-
parison of surface runoff and subsurface drainage,
Culley and Phillips[12] found similar counts (>10,000/
100 mL) for fecal coliform in surface runoff from both
manured and fertilized plots, but with much, much
lower counts (<5/100 mL) in subsurface drainage.

MANAGEMENT PRACTICES

Tillage Systems

The hydrologic interactions between tillage systems
and subsurface drainage that affects water quality
involves how tillage affects the timing, route, and vol-
ume of infiltration (and hence the relative volumes of
subsurface drainage and surface runoff). In a review
of the hydrologic effects of conservation tillage,
Baker[13] noted that changing the relative volumes of
subsurface drainage and surface runoff also can affect
chemical concentrations in those carriers. In general,
increasing infiltration increases the time for beginning
of surface runoff, which in turn reduces the concentra-
tions of chemicals at the soil surface (shown as a thin
mixing zone in Fig. 1) and therefore in surface runoff.
However, the effect of conservation tillage on infil-
tration is time-dependent. For the first storm after
any tillage there is usually less runoff from the tilled
soil, although on an annual basis, conservation (or
less) tillage often results in lower total surface runoff
volumes.

Cropping

As with tillage, the hydrologic interactions between
cropping systems and subsurface drainage that affects
water quality involves how cropping affects the timing,
route, and volume of infiltration (and hence the rela-
tive volumes of subsurface drainage and surface run-
off). A major difference between perennial crops such
as forages, and row-crops such as corn and soybeans,
is the volume and timing of ET demands. In general,
with higher, more consistent ET, perennial crops
would have lower total drainage volumes. A bigger

effect of cropping would be the effect of needed
chemical applications and their potential losses. For
example, the large amounts of N needed (added,
recycled, and/or fixed) in a continuous corn or corn–
soybean rotation means there is usually high NO3-N
concentrations in the soil profile, and hence in subsur-
face drainage when it occurs. However, for grasses and
alfalfa. NO3-N concentrations in subsurface drainage
are much lower.[14,15]

Controlled Drainage

In areas where subsurface drainage exists, controlling
the timing of outflows has been suggested as one
method to reduce chemical losses. This controlled
drainage could reduce losses by reducing both subsur-
face volumes and chemical concentrations. The poten-
tial for reduced concentrations is probably the greatest
for NO3-N, where the process of denitrification would
reduce NO3 to N gases in the soil profile where high
water tables and the presence of organic matter drives
the system anaerobic. The results summarized from
125 site-years of data from North Carolina[16] showed
that controlled drainage reduced subsurface drainage
volumes an average of 30% compared to uncontrolled
drainage systems. Reductions in N and P lost with
subsurface drainage were 45% and 35%, respectively.
While almost all the reduction of P loss was due
to decrease in drainage volume; for N, reductions
in NO3-N concentrations also contributed to the
reduction.

CONCLUSION

The total effect of surface drainage on surface water
resources receiving drainage from agricultural lands
involves the relative volumes of surface runoff and
subsurface drainage, and the relative concentrations
of sediment, nutrients, pesticides, and bacteria. In gen-
eral, the existence of subsurface drainage increases
infiltration rates which delays and reduces the volume
of surface runoff. For pollutants lost mostly with sur-
face runoff, which include sediment, NH4-N, P, pesti-
cides, and bacteria, not only is the volume of the
carrier reduced, but also the concentrations. This is
because delayed runoff and more water moving
through the surface-mixing zone reduce the amounts
of contaminants at the soil surface available to interact
with added water and overland flow. Thus the only real
water quality negative to subsurface drainage is the
increased volume of water moving thorough the soil
profile carrying the soluble unadsorbed NO3-N anion.
The use of improved in-field N management in the way
of rate, method, and timing of N applications has
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some potential to reduce this problem.[17] However,
other practices such as controlled drainage or con-
struction/reconstruction of wetlands may be needed
to provide some NO3-N reduction treatment. Alter-
natively, reducing the amount of row-crops grown on
subsurface-drained lands could have a large impact
although the current economics of doing that would
be quite negative.
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Drainage Coefficient

Gary Sands
Department of Biosystems and Agricultural Engineering, University of Minnesota,
St. Paul, Minnesota, U.S.A.

INTRODUCTION

Artificial (surface and subsurface) drainage systems are
designed for the timely removal of excess water from
land to reduce the risk of water damage to crops, soils,
or structures. The term drainage coefficient represents
the quantity or rate at which water is removed by the
drainage system to either lower a water table (satu-
rated portion of the soil profile) or accommodate sur-
face runoff. For subsurface drainage systems, drainage
coefficients are usually expressed as a depth of water
removed per 24 hr over the drained area (mm/day),
and for surface drainage systems, as a rate of flow per
unit area drained. Drainage practitioners—farmers,
contractors, engineers—routinely use the term drain-
age coefficient as an important criterion in design,
operation, and management of drainage systems.

ESTIMATION AND SELECTION OF
DRAINAGE COEFFICIENTS

The estimation and selection of drainage coefficients
for a drainage project require an understanding of
soil properties, surface and subsurface hydrology,
and involve economic and risk decision-making.
Estimation of soil drainage rates involves the process
of determining the nature and extent of excess water,
and how soil and drainage design factors influence
the water removal rate for the soil of interest. Knowl-
edge of the hydrology of the area to be drained (field,
farm, building site, watershed) such as, the amount of
excess water that occurs in response to various rainfall
events and the drainage characteristics of the soil, is

very important. Because drainage coefficients depend
on both climatic and soil/watershed characteristics,
they should be regarded as site/region specific values.

The rate at which water can be drained from the
soil depends on soil hydraulic properties (e.g., hydraulic
conductivity or the ability to transmit water), various
drainage design parameters, and water table depth.
Table 1 shows the effect that some of these parameters
have on drainage rate.

The rate at which water can be removed from
the field depends not only on the previous factors,
but also the size and slope of the drains. Some practi-
tioners consider the term drainage coefficient to indi-
cate the maximum capacity of the drainage system,
in mm/day. The capacity of the drainage pipe network
may in fact, exceed the rate at which water can move
through the soil to the drains. Hence, the actual
drainage coefficient is typically less than the capacity
of the drainage pipe network.

It is through the judicious selection of the design
parameters that the drainage practitioner influences the
rate at which water is removed from the drainage area.
For drainage in irrigated regions, additional water for
irrigation leaching requirements (application of excess
water to ‘‘flush’’ the rooting zone) must also be factored
into drainage coefficients and system capacities.

The selection of the appropriate design drainage coef-
ficient from a set of possible values comprises elements
of both economics and risk. The appropriate coefficient
depends not only on the estimated cost of drainage mea-
sures or techniques, but also on the relative value of that
which is to be protected from water damage. In the case
of agricultural crops and other plants, the relationship of
plant growth and performance to excess water stress is

Table 1 Effect of various drainage parameters on drainage rate

Parameter Change in parameter

Effect on drainage rate

(all other factors unchanged)

Drain spacing (for systems with
parallel drains)

Increase Decrease

Drain depth Increase Increase

Soil texture Lighter Increase

Soil hydraulic conductivity Increase Increase

Water table depth (over the drains) Increase Increase
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paramount to selecting appropriate drainage coeffi-
cients. Plants that are more sensitive to excess water
stress or are of higher value may justify the selection
of higher drainage coefficients. The effects of inadequate
drainage on crop growth and yield were recently sum-
marized by Evans and Fausey.[1]

As a design criterion, the drainage coefficient plays
the primary role in the size and extent (capacity), and
ultimately, the cost of a drainage system. For a given
area of interest, use of a larger drainage coefficient
typically results in a more extensive drainage system,
greater system capacity, and cost. These costs must
be considered together with the expected benefits of
the system to produce a design as close to the economic
optimum (maximum net return) as possible. Fig. 1
shows the concept of balancing increased drainage sys-
tem cost with increased levels of excess water control.
The selection of drainage coefficients must also incor-
porate risk because, as a precipitation-driven process,
drainage needs from year-to-year are uncertain. Thus,
risk and economics are inherent elements in the selec-
tion of drainage coefficients, implying that the design
of a drainage system that reduces the risk of damage
to zero can rarely, if ever, be justified.

A number of different approaches to estimating and
selecting drainage coefficients have been taken over the
years. These approaches can be generalized into the

following categories: 1) mathematical models; 2) field
experimentation/measurement; and 3) computer mod-
eling. Mathematical models and field experiments
focus on estimating drainage rates based on soil,
rainfall, and drainage design parameters. Computer
models such as DRAINMOD[2] have been used to
bothestimate drainage coefficients and select optimal
design parameters for drainage systems based on

Table 2 Criteria for water table depth and drainage coefficients for various countries

Country Water table depth (m)

Drainage coefficient

(mm/day)

Humid regions

South China (Jiangsu province) Concentrated root system layer plus the height

of the capillary moisture saturation of the soil

wheat 0.5–1.2

cotton 0.5–1.5

Germany 7–18

Hungary 0.5–1.2 3.5–5.2

Ireland 0.4–0.6 10–15

Netherlands 0.3–0.5 7–10 (in greenhouses,
20–30)

Poland Planting season 0.4–0.6 5–8

Growing season 0.45–0.8

Portugal 9–18

France Drawdown from 0.20 to 0.45–0.5 within one day

for intensive arable land, 3–5 days for grassland
or less intensive arable land

10–20 (in mountainous

areas up to 50)

Japan Paddy monoculture 0.3–0.4 after 2–3 days of
rainfall and 0.4–0.5 after 7 days of rainfall

10–50

Permanent crops 0.5–0.6 after 2–3 days, and

0.6–1.0 after 7 days of rainfall

U.S.A. 10–38

(Continued)

Fig. 1 Economic consequences of drainage coefficient
(system capacity) selection.
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economics and risk. Detailed examples of these
approaches can be found in Skaggs and Van
Schilfgaarde:[3] mathematical models (Chapters 4–8);
computer modeling (Chapters 13–15) and Skaggs and
Tabrizi;[4] and field measurement.[5,6]

DRAINAGE COEFFICIENTS ADOPTED IN
DIFFERENT COUNTRIES

Framji, Garg, and Kaushish[7] surveyed drainage
practices world-wide and produced the following
summary table (Table 2) of water table depth require-
ments and drainage coefficients used in various
countries for subsurface drainage systems.
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Table 2 Criteria for water table depth and drainage coefficients for various countries (Continued)

Country Water table depth (m)

Drainage coefficient

(mm/day)

Semiarid and arid regions

India 1.2 2.5

Iraq 1.2 2.5–3.0

Pakistan Cultivated land 1.0 2.5–3.5

Fallow land 1.5

Romania Sandy soils 0.6–0.8 3.5

Intermediate soils 1.0–1.2

Heavy soils 1.3–1.2

USSR 0.8–3.5

Australia For moderately saline groundwater (2.0 ds/m) 0.8–3.5 horticultural crops

One week after irrigation 0.8–1.1 2.5–5.0

Horticulture 0.45–0.75

Source: From Ref.[7].
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Drainage: Controlled

Robert O. Evans
Department of Biological and Agricultural Engineering, North Carolina State University,
Raleigh, North Carolina, U.S.A.

INTRODUCTION

Excessive soil water is a major concern on soils with
seasonally shallow water tables. Drainage is the prac-
tice of removing excess water from land in order to
facilitate seedbed preparation and planting and to pro-
vide adequate aeration following excessive rainfall.
Several techniques are available to improve drainage
and reduce excess water-related crop stress. These
include both surface practices[1] and subsurface prac-
tices.[2–4] While wetness is the major concern, soil
moisture under rainfed conditions varies such that
crops periodically suffer from drought stresses even
on traditionally shallow water table soils. Intensive
drainage systems that are often necessary to remove
excess water during extreme wet periods, tend to
remove more water than necessary during drier peri-
ods, a condition referred to as temporary overdrain-
age.[5] To reduce the occurrence of overdrainage
and improve crop utilization of rainfall, a water con-
trol structure may be installed in the drainage outlet
to regulate or ‘‘control’’ the rate and amount of drain-
age, Fig. 1. The decline in the drainage volume often
results in a reduction in the nutrient load being dis-
charged with the drainage water.[7,8] While recent
growth in the use of controlled drainage has been to
conserve water and enhance drainage water quality,
controlled drainage has been used historically to
reduce subsidence in drained organic soil.[9] This appli-
cation continues in places such as the Everglades
agricultural area in Florida, the Wester Johor area
in Malaysia, and several other locations around
the world.[10]

HOW CONTROLLED DRAINAGE WORKS

Controlled drainage involves the use of some type of
adjustable, flow-retarding structure placed in the
drainage outlet that allows the water level in the outlet
to be artificially set. Many types of structures can be
used depending on the layout of the drainage system.
Controlled drainage may be practiced with either sur-
face or subsurface drainage systems, although the
benefits of drainage control are closely correlated
to subsurface drainage intensity. In other words,

controlled drainage effectiveness increases as the sub-
surface drainage intensity increases. Where drain tub-
ing or field ditches outlet directly to an open channel
such as a canal or stream, the system is referred to as
an open system. Water control structures for open sys-
tems may range from simple, stop-log, weir type struc-
tures often referred to as flashboard risers,[11] Fig. 2, to
automated inflatable dam type structures.[5] Where
drain tubes outlet to main drains rather than open
channels, the system is referred to as a closed sys-
tem.[12] Several tubing manufacturers have designed
and marketed barrel type structures for use in closed
systems that function as a weir in the main drain line
and allow the water level to be controlled.

When operated in the controlled drainage mode,
drainage occurs as long as the water table in the field
is at a higher elevation than the weir elevation at the
control structure. As the water table in the field
recedes, the rate of drainage decreases. Once the water
table drops below the weir setting, drainage stops;
however, the water table will continue to recede as
the crop removes water by evapotranspiration. Once
the field water table drops below the water level in the
outlet, the process may reverse and water stored in
the outlet ditch flows back through the drains into
the soil profile. The amount of water stored in the
outlet depends on the dimensions of the outlet. Large
canals may supply the equivalent of 5–10 mm while
tubing outlets store very little water. In either case,
water stored in the soil profile that would otherwise
drain is typically of greater magnitude than the
amount of water stored in the outlet. In the controlled
drainage mode, the water level in the outlet typically
fluctuates several times during the growing season
between the weir setting and the bottom of the outlet,
Fig. 3, in response to daily fluctuation in rainfall and
evapotranspiration.

The control structure is normally sized to convey
the full capacity of the ditch or waterway during
high flow periods. For a flashboard riser type struc-
ture, the flashboards function as a rectangular weir,
Fig. 4, and the flow over the weir is computed by the
equation:

Q ¼ CH3=2ðL � 0:2HÞ ð1Þ
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where Q is the discharge in cubic meters per second
neglecting velocity of approach, L the length of weir
in meters, H the head on the weir in meters measured
at a point no less than 4H upstream from the weir,
and C is 3.33 for rectangular weir.

The weir design is normally based on fully con-
tracted flow, which means that the weir crest and sides
are far enough removed from the bottom and sides of
the weir box or channel that ‘‘fully contracted’’ flow is
developed. The discharge pipe for a flashboard riser
structure is sized as a culvert (i.e., boards are out and
ditch is flowing full), although the weir is normally
sized as though boards are in place. This usually elim-
inates the need for the farmer to rush out to the struc-
ture and remove boards each time a high flow event
occurs (flash flood type event). The design head on
the weir is typically assumed to be between 150 mm
and 300 mm. These design constraints result in a weir

length that is about 1.5 times the diameter of the cul-
vert or outlet pipe. Similar design guidelines are used
for barrel type structures.[15] The backfill over the out-
let pipe must be of suitable texture and compaction to
function as a dam. The outlet pipe often serves as a
road crossing so the pipe length typically varies from
6 m to 12 m depending on depth of the ditch and
whether or not head walls are constructed. Water
pressure acting against the upstream side of the flash-
board riser results in uplift, which tends to cause the
structure to ‘‘float up.’’ For small structures, typically
structures with weir lengths less than 0.5 m, the weight
of the soil over the outlet pipe is adequate to counter-
act the buoyancy of the water being held by the struc-
ture. For structures larger than 0.5 m, concrete should
be poured around the base of the structure to offset
the buoyancy of the upstream water.

PRODUCTION BENEFITS OF
CONTROLLED DRAINAGE

In shallow water table soils, crop yield is roughly
related to water table depth as shown in Fig. 5. Under
highly controlled environmental conditions with a sta-
tic water table, there is an optimum water table depth,
typically 0.6–1 m deep, where yield will be maximized.
This optimum depth is associated primarily with the
type of crop and the soil physical properties affecting
soil-water and aeration. Under field conditions, the
water table position is constantly fluctuating such that
an absolute optimum rarely exists. When the water
table is close to the soil surface, conditions are typically
too wet for optimum crop growth and yields are often
suppressed due to wet stress. Holding the water table
too high can result in root pruning and nitrogen
deficiency as high water levels promote rapid loss of

Fig. 1 Schematic of the controlled drainage operational mode. Drainage stops when the water table drops to the same level as
the top of the control structure (weir). The water table may continue to drop due to evapotranspiration. Source: From Ref.[6].

Fig. 2 Flashboard riser type water control structure used to
manage the outlet water level in an open ditch system.
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nitrogen through denitrification. Similarly, when the
water table drops ‘‘too low’’ below the root zone,
capillary rise (as was shown in Fig. 3) is not adequate
to supply evapotranspiration requirements leading to
crop yield reduction due to drought stress. The objec-
tive and challenge with controlled drainage is to man-
age the water table within these two extremes.

Controlled drainage has the greatest production
benefit where drought conditions are intermittent and
of short duration. For a single event, controlled drain-
age may retain up to 25 mm of water in a sandy soil
profile that would otherwise drain from the system.
The water saved could delay drought stress for a
period of 3–7 days depending on evapotranspiration.
Over the course of a growing season, drainage control
may conserve upwards of 75 mm that would other-
wise drain from the soil.[13] Actual storage depends
on the drainage intensity, drainage system layout,

and soil drainable porosity. The benefit of the water
saved depends on the rainfall amount and distribution
during the growing season coupled with the water
requirements of the crop.

Crop yield response to water table depth and sub-
irrigation has been studied extensively.[17] Although
controlled drainage has been practiced with a variety
of crops, there are only a few field studies documenting
yield response. Most studies have involved corn, soy-
bean, or wheat. In a watershed scale study in North
Carolina, Parsons and Evans[18] reported a 15–25%
yield increase with water level control on corn,
Table 1. In a 10-yr study, Cozier et al. (unpublished
data, N.C. State University, Department of Soil
Science) observed yield responses ranging from �16
to 13% for corn and 5–21% for soybean with
controlled drainage compared to conventional drain-
age. They observed considerable year to year variation

Fig. 4 Schematic of a rectangular con-
tracted weir representing a flashboard riser

type water control structure. Source: From
Ref.[14].

Fig. 3 Water level fluctuation with a controlled drainage system. The cross hatched area represents the amount of water saved
during one cycle. Once the water table drops below the weir, it does not rise again until the next rainfall event large enough to
cause percolation below the root zone. Source: From Ref.[13].
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that was closely correlated to rainfall with controlled
drainage being most beneficial in dry years. Winter
wheat yield was generally suppressed by controlled
drainage, a result they concluded was due to periods
of excess moisture occurring during the winter and
early spring. While yield increases have been observed,
results demonstrate that controlled drainage must be
closely managed to obtain consistent yield benefits.

WATER QUALITY BENEFITS OF
CONTROLLED DRAINAGE

Fertilized cropland is a potential source of nitrogen
and phosphorus, which can contribute to the
nutrient enrichment of surface water ecosystems.

Many artificially drained soils are adjacent to environ-
mentally sensitive and ecologically important surface
water resources. Often natural streams and surface
water bodies provide the outlet for artificial drainage
systems. Research has shown that agricultural drain-
age water may contain fertilizer nutrients. In many of
the surface water bodies, nutrient levels, particularly
nitrogen and phosphorus, have become high enough
that a very delicate balance exists between undesirable
species such as blue-green algae and other desirable
flora.[19] Controlled drainage has been recognized in
some states as a best management practice (BMP) to
reduce the transport and delivery of nitrogen and
phosphorus to surface waters.[7]

The first suggested use of controlled drainage for the
purpose of reducing nitrate-nitrogen losses in drainage
water came from experiments on drainage from irri-
gated land.[20,21] Both groups of researchers were suc-
cessful but the practice apparently was not adopted
in either location.[22] Research on the water quality
benefits of controlled drainage was begun in North
Carolina in 1974 and have continued since that time.
Evans, Gilliam, and Skaggs[23] summarized drainage
water quality studies representing approximately
125 site years of drainage and controlled drainage
water quality data collected at 14 locations in North
Carolina. Skaggs, Breve, and Gilliam[24] presented a
comprehensive review of research on hydrology and
water quality effects of agricultural drainage, citing
studies from several countries. Gilliam, Baker, and
Reddy[22] explained the processes by which nutrients
are transported in drainage waters and how drainage
control could be utilized to reduce drainage losses.

Fig. 5 Yield depression as a function of the mean depth of the water table during the growing season for various soil types.
Source: From Ref.[16].

Table 1 Summary of corn yields at the Mitchel Creek
Stream Control Project, 1981–1985

Corn yield, kg/ha

No stream control Stream water control

Year Non-irrigated Irrigated Non-irrigated Irrigated

1981 6,460 10,662 — —

1982 6,899 8,279 8,279 10,286

1983 3,199 7,840 5,394 9,784

1984 7,401 9,533 7,338 10,411

1985 6,899 8,844 9,847 11,038

Mean 6,147 9,032 7,715 10,412

Source: From Ref.[18].
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Collectively, these reviews represent more than 200
published articles on the hydrology and water quality
of drainage and controlled drainage practices. General
conclusions derived from these reviews are summarized
later. The reader is encouraged to refer to the earlier
reviews for details and citations from the original work.

The original idea of using controlled drainage to
reduce nitrate-nitrogen transport was that holding
the water table closer to the soil surface would encour-
age more rapid and complete denitrification. Several
studies have documented modest decreases (typically
less than 15%) in nitrate-nitrogen concentration result-
ing from controlled drainage. However, the most
dominant factor affecting the reduction in nitrate
effluxes appears to be associated with the reduction
in drainage volume sometimes on the order of 30%
per year. The combined effect of concentration and
outflow reduction resulted in a net decrease in nitrogen
efflux of 45% in the North Carolina studies, Fig. 6. The
reduction in outflow also resulted in a reduction in
phosphorus efflux, Fig. 7, although controlled drainage
did not cause a change in P concentration.

APPLICATION AND MANAGEMENT
CONSIDERATIONS

The successful management of controlled drainage
systems rests on two important objectives. The first
is achieving optimum production efficiency and
maximum nutrient utilization by the crop. The second
is attaining maximum water quality benefits. A major
challenge for controlled drainage is determination of
the optimum water control level and then maintenance
of the water table within that range. Typically, the
costs of additional structures needed to maintain a
suitable water level becomes prohibitive when the land
slope exceeds 0.5%. Thus, controlled drainage is most
practical on relatively flat fields. As noted earlier,
potential production benefits are greatest in coarse tex-
tured drained soils sometimes prone to overdrainage
and drought. Several studies have documented that
the nitrogen reduction benefits increase at higher con-
trol levels up to about 300 mm from the soil surface.
Ideal yields result when water levels are in the range
600–1000 mm. Under some conditions, productivity,

Fig. 7 Average annual total phosphorus
transport in drainage outflow as measured

at the field edge of 12 sites in eastern North
Carolina. Controlled drainage resulted in a
net 35% reduction compared to conven-
tional drainage. Source: From Ref.[25].

Fig. 6 Average annual total nitrogen trans-
port in drainage outflow as measured at the
field edge of 14 sites in eastern North
Carolina. Controlled drainage resulted in a

net 45% reduction compared to conven-
tional drainage. Source: From Ref.[25].
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water quality, or both goals may need to be mutually
compromised for the benefit of the other. At other
times, productivity and water quality goals may be
compatible at least seasonally. Gilliam, Osmond, and
Evans[26] present general management recommenda-
tions that attempt to achieve a balance between pro-
duction and water quality goals. They suggest that
for most mineral soils, the water table should be main-
tained between 300 mm and 1000 mm, depending on
the crop and its stage of development, the need to
access fields with equipment, and prevailing weather
conditions. As a guide, crop production goals can be
satisfied during the growing season with only modest
compromise to water quality. They suggest that some
water quality benefit will be realized, although not
necessarily optimized, whenever the water level is
maintained within 1 m of the soil surface. Water levels
in the range 500–750 mm will satisfy crop requirements
for most crops grown on most mineral soils during
non-extreme wet periods. Water control levels should
be lowered to 1000 mm to accommodate field opera-
tions involving heavy equipment. By holding the water
table high (within 300 mm of the surface) during non-
cropping periods, water quality goals can be optimized
with no adverse production impacts. It should be noted
that many of the management indicators are hidden
from view and the response to adjustments is not
always immediate. Thus, intensive management with
long-term monitoring is necessary to develop a site-
specific understanding of the system.

SUMMARY

The technical feasibility of controlled drainage is well
documented. Controlled drainage can increase crop
yields, reduce overdrainage, reduce the transport of
fertilizer nutrients and other potential pollutants, and
improve water use efficiency. The magnitude of the
benefits vary among fields and watersheds as well as
from year to year. The success of controlled drainage
at any scale is influenced by soils, crops, topography,
seasonal rainfall, hydraulic properties within the con-
trolled area, and overall management of the system.
While research over the past 30 yr has lead to signifi-
cant improvements in design and operational methods,
there still remains a need to improve and fine tune
management strategies to optimize the net benefits of
controlled drainage.
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INTRODUCTION

Land drainage is the practice of removing excess water
from the land, and it is one of the most important land
management tools for improving crop production in
many parts of the world. Drainage systems may be
broadly divided into surface drainage (comprising land
grading and open ditches), shallow drainage (such as
subsoiling to mechanically loosen the upper layer of
soil), subsurface or groundwater drainage (buried per-
forated pipes or deep ditches), and the main drainage
systems (commonly open channels) used to convey
the drain water away.[1] Drainage will inevitably affect
the pattern of water flows from the land and into the
receiving watercourses. It is these downstream impacts
of farmland drainage on the timing and magnitude
of peak flows which are considered here, using the
results of experimental studies and computer simula-
tions, to present a coherent picture, and to answer
most of the apparent anomalies and conflicts.

HYDROLOGIC IMPACTS

Concern about the possible downstream effects of
drainage is shown by many published papers world-
wide, in North America,[2,3] Great Britain,[4,5] and con-
tinental Europe, including France,[6] Netherlands,[7]

Ireland,[8,9] Finland,[10] and Germany.[11]The role of
drainage has been highlighted by recent flood
events—for example in the Midwest of the United
States in 1993, and across Europe in 1997—which
reawakened concerns that drainage could aggravate
flooding downstream.

There has been a debate about the effects of drain-
age on streamflow for well over a century, but until
recently due to the lack of appropriate data, the debate
has been largely speculation. Too often, the absence of
evidence has erroneously been taken as evidence of an
absence of effect. The earliest published account[12] was
a report of a 4-day meeting held at the Institution of
Civil Engineers in London in 1861. Many of the argu-
ments and opinions expressed have resonance today,
but due to the absence of objective measurements the

participants were unable to reach any conclusions
and the meeting was inconclusive.

These conflicting opinions resulted from differences
in the emphasis given to the two processes of water stor-
age and routing. Considering the former, it may be
argued that because drainage lowers the water table,
the available storage capacity in the soil is enlarged
and able to absorb more storm rainfall, thereby reduc-
ing peak flow rates. In contrast, according to the rout-
ing argument, the purpose of drainage is to ‘‘remove
water from the land more quickly’’ than under natural
conditions, so peak outflows must necessarily increase.

Probably more work has been carried out in Britain
upon the effects of agricultural drainage upon stream-
flow than in any other country. Britain was the origin-
ator of modern field drainage[13] and so became the
first country where concern arose about its down-
stream effects, it is also one of the most extensively
drained countries in the world.

It is only in the last few years that it has been pos-
sible to obtain a coherent picture based on observa-
tions of field processes, and supported and extended
by computer modeling. This has shown that general
statements that drainage ‘‘causes’’ or ‘‘reduces’’ flood
risk downstream are oversimplifications of the com-
plex processes involved, and that any consideration
of the impact of drainage on streamflow must identify
the point of interest, whether at the outfall from
the field, along the main channel, or a combination
of both at the catchment scale.

Experimental studies indicate that the provision
of surface drainage will result in higher peak flows
downstream. This was shown by a long-term experi-
ment at Sandusky in Northern Ohio,[14] and is a result
of the reduction/elimination of surface storage capa-
city, as well as the provision of more efficient faster
flow routes. This has been demonstrated conclusively
both by experimental studies and by computer
simulations.

In contrast, there seems to be general agreement
from experimental studies that subsurface drainage of
waterlogged, poorly permeable clay soils reduces peak
outflows.[15–17] Since this is one of the most common
situations where artificial drainage is used, it might
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be considered to represent the most general result of
field drainage.

There are, however, instances where even on heavy
soils this result may not apply. Due to their low
hydraulic conductivity, most water movement in clay
soils is confined to flow through macropores, such as
cracks. As a result of clay shrinkage and cracking in
warm, dry summers, rapid macropore flow can result
in larger peak flows from the drained land than from
the undrained land. The role of macropores on the
seasonality of peak flows from drained land was
demonstrated in detail.[18]

More permeable, drier soils may also be drained
where there is an economic justification—for example,
drainage of land producing high value crops. In con-
trast to clay soils, relatively few scientific field studies
have investigated the impact of draining lighter, more
permeable soils. This may be partly due to the empha-
sis on draining clay soils, but also, no doubt, results
from the greater practical difficulty encountered in plot
definition where the soils are more permeable. Never-
theless, data are available from several drainage experi-
ments on permeable soils. At Withernwick[19] flow
peaks were increased in the first year after drainage
and there was then a reduction in the following years
due to the progressive deterioration of the secondary
system of subsoiling designed to improve the soil struc-
ture. Supporting evidence of increased peak flows
following the drainage of more permeable soils also
comes from studies at Cockle Park in northern
Britain[20] and Ellingen in central Germany.[21]

To identify factors influencing drainage response,
the results of field drainage experiments under temper-
ate northern European climates were analyzed in terms
of their site characteristics.[22,23] This included topogra-
phy, precipitation, drainage depth and spacing, natural
(i.e., predrainage) soil water regime, and the soil
properties. The only characteristics distinguishing sites,
where drainage increased peak flows from those
where they were reduced, were those relating to the soil
water regime before drainage. The experimental sites
all had similar land practices on the drained and the
undrained land.

Drainage reduced peak flows on sites, which had
wetter soils, with poor natural drainage, and significant
amounts of storm runoff were generated as overland
flow and near-surface flow in the thin upper layers of
the soil. These sites had higher topsoil clay contents,
and shallower depths to a poorly permeable subsoil
horizon. When artificially drained, the surface satu-
ration was largely eliminated, greatly increasing the
soil water storage capacity.

In contrast, at sites with more permeable, loamy
soils which were not routinely saturated before drain-
age, natural stormflow occurred predominantly by
slower subsurface flow, the artificial drainage pipes

provided more rapid flow routes leading to increases
in peak outflows.

The findings are summarized in Fig. 1. This shows
the topsoil texture, together with the effect of drainage
on peak flows, and provides the engineer or conserva-
tionist with an initial guide to predict the effect on
flows of the drainage of a site, based on a knowledge
of the predrainage site characteristics.

Further insights into the factors controlling the
impact of drainage may be obtained by the application
of modeling techniques to investigate the important
interaction between soil properties and climate in
determining soil water regimes. DRAINMOD[24] was
applied to two of the field sites with similar climates:
a heavy clay soil at Grendon and a more permeable
loam at Withernwick. The model was applied to each
site using actual field values of drain and soil para-
meters, and the simulated peak flows from drained
and undrained land were compared for similar rainfall
inputs. The results showed a 70% lower median peak
flow after drainage of clay soil and an increase of
40% in the median peak flow from the more permeable
land.[23]

The modeled fluxes and water stores confirmed that
the reduction in peaks from the clay soil after drainage
was achieved by a change in storm runoff generation
from overland flow (caused by soil saturation) to sub-
surface drainflow. For the loamy soil, the model indi-
cates that the increase in peak subsurface flow rates
was due to the steeper hydraulic gradients created by
the closer spaced artificial drains.

The model also demonstrated the effect of different
climatic conditions. If the loam soil site at Withernwick
had double the normal rainfall (1200 mm yr�1 instead

Fig. 1 Observed impact of pipe drainage on downstream
peak flows (increase/reduce), showing the importance of soil

texture. Model simulations of climate changes indicate that
higher rainfall and wetter ground conditions will shift the
balance towards drainage schemes reducing peak flows. See
text for details.
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of 600 mm yr�1) the resulting increase in ground
wetness would be sufficient to generate substantial
amounts of overland flow on the undrained land.
Artificial drainage in this case would then reduce peak
flows—exactly as happens for a clay soil (where in
contrast the ground wetness is caused by the low soil
permeability). Using the model in this way enables
these effects of site characteristics to be explored in
an objective manner. The overall dominant
criterion—the amount and frequency of surface runoff
from undrained land—can be assessed in terms of
both soil properties and climatic characteristics.

CONCLUSIONS

The effect of subsurface drainage on peak flows
depends upon site wetness. If the water table is close
to the surface (due to high rainfall or poor per-
meability), natural flows occur either over the surface
or through the upper, more permeable layers of the
soil. Drainage will increase soil water storage capacity
and hence the amount of water that can infiltrate,
thereby reducing surface runoff and peak storm flows.
If the water table is deeper, due to a dry climate or
due to more permeable soils, natural flows will occur
through the body of the soil. In this case, artificial
drainage will increase peak flows as a result of the
shorter flow paths and steeper hydraulic gradients.

It must be noted that these conclusions depend
upon the scale of the drainage considered. At the river
catchment scale, main channel improvements will
undoubtedly increase the speed of flow routing, and
the timing of arrival of flows from different subcatch-
ments will influence the peak discharge at the point
of interest. The relative importance of field drainage
and main drainage channels will vary with storm size:
field drainage being dominant for small and medium
storms, but main channel improvements becoming
dominant for large events. In extreme situations where
the rainfall intensity exceeds the infiltration capacity
of the soil, the effects of the subsurface drains will
be minimal but the associated improved watercourses
will rapidly carry away the surface runoff.

Overall, it seems likely that in large catchments,
drainage schemes with substantial associated surface
drainage and main channel improvements will lead to
higher flow peaks downstream, even though locally
the effect of drainage may be to lower the peak flows.
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INTRODUCTION

Drainage is an agricultural water management prac-
tice that has been used for many centuries.[1] In early
times, development of cities and commerce was depen-
dent upon stable and bountiful agriculture requiring
fertile soils and adequate rainfall or irrigation water.
There is evidence of failure of early irrigation-based
agriculture due to salt accumulation in the soils because
of not understanding how to use drainage to leach the
salt from the soil.[2] Areas with adequate rainfall to sup-
port permanent agriculture frequently also need drain-
age to manage excess water in the soil. Soils in low-lying
areas were recognized by early farmers as the more
fertile and productive soils, but these soils were also
subject to periodic flooding and crop loss or damage.
The goals for early drainage works seem to be centered
on removing standing water from crops. Archeological
evidence from the Mayan culture in Central America
indicates that ridges or raised beds were constructed
and used as planting zones to avoid inundation of
crops, a very early form of surface drainage. Ancient
Greek and Roman writings included instructions for
construction of both surface and subsurface drains.[1]

Agriculture has evolved to a highly mechanized indus-
try, and this has intensified the demands on drain-
age. Modern goals for drainage include a trafficable
soil surface for timely planting and harvesting of crops
using large machines; an aerated root zone that pro-
motes good crop nutrition and minimizes disease
organisms; sustained high crop yields; and an ability
to maintain the salt balance within the soil profile.

INADEQUATE DRAINAGE

Inadequate drainage results when excess water (or salt)
in or on the soil causes economic impairment to the
present or intended use of the soil. For agriculture, this
definition allows for excess water (or salt) in the soil
during times when crop yield is not reduced or reduced
by an amount less than the cost of improving the
drainage. Some factors that affect the adequacy of
drainage at any given time are the type of crop and
its stage of growth, the type of soil, the current weather
pattern, and the time required to complete field activi-
ties (including salt leaching). The adequacy of drainage

involves a complex interdependence among soil, cli-
mate, crop, and economic factors.

TRAFFICABILITY

Excess soil water causes loss of soil strength leading to
an inability to support and to provide traction for the
equipment used to plant, tend, and harvest the crop.
Poor trafficability may cause delays at critical times
for planting, applying fertilizers and pesticides, and
harvesting. Timeliness is important to both the quan-
tity and quality of crops.

Delays in planting shorten the growing season, alter
the plants’ responses to rainfall and temperature
patterns and day-length changes, and affect the plants’
ability to compete with weeds and resist attack by
insects and disease. For most spring-seeded crops,
there is a critical or threshold date after which yield
is reduced by delay of planting. Evans and Fausey[3]

have given a very good recent review.
Delays in applying fertilizers and pesticides can

cause serious economic effects. Lack of nutritional
requirements in readily available form and sufficient
quantity can severely reduce biomass accumulation
and the harvestable yield. Disease, insects, and weeds
can totally overwhelm a crop if not managed or con-
trolled in a timely manner. Delays in harvesting can
lead to loss of quality and value for most products
and missed windows of economic opportunity for
niche market crops.

Crop response to trafficability and timely fieldwork,
made possible with drainage, could be very significant
in terms of the quantity and quality of yield and also
economically important.

ROOT ZONE AERATION

While water by itself is not harmful to plants, excess
water interferes with soil aeration, especially the
adequate supply of oxygen for root growth and respi-
ration and for beneficial soil microbial and biological
activity. Gaseous byproducts of root respiration and
organic matter decomposition by microorganisms
accumulate, sometimes to toxic levels, when excess
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water is present. The excess water fills the pores spaces
in the soil and blocks the pathways for the exchange or
equilibration of gases between the soil and the atmo-
sphere. When these pathways are blocked, diffusion
of gases between the soil and the above-ground atmo-
sphere declines or ceases completely and oxygen in the
soil can be depleted rapidly. The rate of decline in
soil oxygen content is dependent upon the metabolic
activity of the microorganisms and plant roots and
the soil temperature.

Poor soil aeration can suppress or prevent seed
germination; slow or terminate root growth; and,
depending on the duration, cause wilting, poor growth,
early maturation, or even death of the above-ground
plant parts. The impact on the above-ground plant
parts is a direct result of the effects on the roots.

Seed germination requires both water and oxygen.
Water imbibition through the seed coat initiates germi-
nation, after which both water and oxygen are neces-
sary to sustain the process. An excess of water in the
soil surrounding the seed can cause an insufficient sup-
ply of oxygen reaching the rapidly dividing and grow-
ing cells. Cell division and growth rate are reduced
when the supply of oxygen is inadequate, even for a
few hours. If no oxygen can reach the seed, germi-
nation cannot continue, and, once terminated, will
not resume.

Root elongation is slowed or terminated by an inade-
quate supply of oxygen. Low oxygen concentrations
reduce the rate of root elongation, but do not result
in root death. Total lack of oxygen for as little as a
few hours can kill roots. Root elongation is vital to
bring roots to the vicinity of nutrients and water that
are needed to sustain plant growth and development.
Under low oxygen conditions, increased resistance
at the root impedes water movement into roots.
McDaniel[4] reported the recovery of corn roots to
normal growth rates if the duration of excess water
was less than three days; otherwise the total root
mass, maximum root depth, and seasonal consumptive
water use were significantly reduced.

These observations lead to establishing drainage
system design and performance criteria that are
intended to avoid prolonged periods of excess water
in the vicinity of germinating seeds and within the root
zone of plants. Generally, under rain-fed agriculture,
it is recommended that the drainage system has the
capacity to lower the water table from the soil surface
to a depth of 30 cm within 24 hr in order to adequately
aerate the root zone.

SALT LEACHING

Drainage is required in irrigated agriculture to pro-
vide a means to manage the salt balance in the soil.

Irrigation waters, whether from surface of subsurface
sources, contain salts such as sodium, chlorine, and
bromine. These salts originate from rock during the
ongoing process of weathering, and are transported by
water to streams and groundwater. Irrigation water,
after being applied to the soil, is taken up by the plants
largely to transport nutrients into the plant and to
cool the plants during transpiration, or is evaporated
directly from the soil into the atmosphere. In either
case, the salts are left behind in the soil and accumulate
over time as more irrigation water is added to the soil.

In order to manage the salt balance in the soil, sub-
surface drainage is necessary and additional water is
required to dissolve the salt and transport it out of
the root zone. This additional water is known as
the leaching requirement. In some cases, natural drain-
age rates are sufficient; in others, subsurface drainage
must be installed to provide the drainage requirements.
Hoffman and Durnford[5] discuss the design of drain-
age systems for salinity control in detail.

CROP RESPONSE

The response of plants to excess water stress resulting
from inadequate drainage varies greatly with the stage
of plant development and growth. Plants are very frag-
ile during the germination stage. Once water has been
imbibed through the seed coat and the germination
process has been initiated, even 2 hr to 3 hr of flooding
are enough to interrupt the process and kill the devel-
oping embryos.[6] As plants grow, specialized tissues
and structures develop that help the plants cope with
their environment. Once the shoots emerge from the
soil and photosynthesis begins, the plants are no longer
dependent solely on stored energy and have a direct
connection with the above-ground atmosphere. At this
stage, the plant is a much more complex system that is
capable of tolerating extended periods of root zone
flooding without death. Vegetative growth and yield
are affected by the duration of flooding, the stage of
growth at the time of flooding, and the prevailing
temperature during the flooding. Depending upon the
plant species, physiological adaptations may occur that
allow the plant to survive prolonged flooding; how-
ever, significant reductions in growth and yield typi-
cally accrue. Plants tolerate flooding stress better
under cool and cloudy conditions than under hot and
sunny conditions. Tolerance to flooding tends to
increase with plant age.

Flooding is a result of inadequate drainage and can
cause a decrease in photosynthesis,[7] in biomass
accumulation,[8] and in seed yield.[9] Damaged and
dead roots in flooded plants[10] have been attributed
to the lack of oxygen to support root respiration.[11,12]

Flooding causes premature senescence, which results in
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leaf chlorosis, necrosis, defoliation, cessation of growth,
and reduced yield.[13] While the lack of oxygen has been
proposed as the main problem associated with flood-
ing,[14] growth reduction and yield loss during and after
flooding could also arise from root rot diseases,[15]

nitrogen deficiency,[16] or nutrient imbalance.[17,18]

The common plant response to excess salt is a gen-
eral stunting of growth. As salt concentrations increase
above a threshold level, both the growth rate and ulti-
mate size of the plants progressively decrease.[19] The
threshold and rate of growth reduction vary widely
among crop species. Some begin to exhibit injury
symptoms and growth reductions at salt concentra-
tions only twice that are present in non-saline soil.
Others actually grow better in moderately saline
environments.

CONCLUSION

Yield reductions may occur as a result of excess water
(or salt) on undrained or inadequately drained soils.
These yield reductions may be due to factors related
to trafficability or root zone aeration in the case of
excess water, or inadequate leaching in the case of salt.
Drainage is an effective management tool for mini-
mizing these reductions.
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Drainage: Irrigated Land

James E. Ayars
U.S. Department of Agriculture (USDA), Parlier, California, U.S.A.

INTRODUCTION

Food production statistics indicate that approximately
30% of the world’s food supply is produced by irri-
gated agriculture and that this percentage will increase
in future. As such, irrigated agriculture has an impor-
tant role to play in meeting the world’s future food
demand. Irrigated agriculture is practiced in humid
areas to supplement rainfall, particularly during
droughts, and in arid and semi-arid areas of the world
as the sole water supply during crop production.
Recent statistics compiled by the International Com-
mission on Irrigation and Drainage (ICID) for 97
member countries of the Commission show there are
approximately 271.1 Mha of irrigated land.[1]

However, there are no statistics to indicate what
percentage of this irrigated area requires drainage.
The most recent statistics on irrigation methods show
that about 6% (15 Mha) of this irrigated area is irri-
gated by either sprinkler or micro-irrigation implying
that the remainder of the area is irrigated with some
other method, most probably using surface irrigation
techniques. This is significant, since surface irrigation
methods used on 94% of the world’s irrigated area
are generally considered to be less efficient than sprin-
kler or micro-irrigation. Areas where inefficient irri-
gation takes place are more likely to require artificial
drainage to sustain crop production.

The classic example of the need for drainage is the
decline of Mesopotamia in the area between the Tigris
and Euphrates Rivers. This was a rich agricultural area
that relied on irrigation to sustain itself. However, the
area had no drainage other than the existing natural
drainage capacity of the soil. As a result of poor irri-
gation practice, the water table rose and the soil gradu-
ally salinized resulting in poorer yields and ultimately
no production and considerable desertification. Several
things were attempted to stave off the inevitable
but nothing was successful and villages were aban-
doned and agriculture ended because of the lack of
drainage.[2]

Irrigation is the application of water to meet the
crop water requirement. The systems used include
sprinklers, micro-irrigation systems, and surface meth-
ods such as furrows, level basins, flood, and combina-
tions of these. No irrigation system is 100% efficient in
the application of water, so there are losses resulting

from soil variations and man’s inability to meet crop
water requirements and maintain salt balance in the
crop root zone. These losses have been termed deep
percolation and have been defined as the water that
moves past the root zone into the groundwater. The
magnitude of the loss will be determined by the
selected irrigation system, its design and management,
and the soil and crop being irrigated. Irrigation effi-
ciencies are in the range of 70–85% for surface systems,
80–90% for sprinkler systems, and in excess of 90% for
micro-irrigation systems for reasonably well-managed
systems. The consequence of poor efficiency is that
more water has been applied to meet the crop water
requirement than has been determined as being needed.
This excess water then becomes deep percolation and
has to be removed or the soil will become water logged
and aeration will be a problem.

NEED FOR DRAINAGE

Soil drainage is needed to provide adequate aeration
and salinity control for agricultural production in
areas where crops are grown under conditions of natu-
ral precipitation or artificial irrigation.

Aeration

Growing crops need a well-aerated root zone to survive
and meet yield potential. If the natural drainage
capacity of the soil is inadequate to remove the excess
water, then the soil will eventually become saturated,
either from precipitation and/or irrigation, and arti-
ficial subsurface drainage will be required to provide
a well-aerated soil. Soils that have low saturated
hydraulic conductivities or impeding layers that are
either compacted or contain soil with low hydraulic
conductivity will have limited natural drainage
capacity. Investigations that are needed as part of the
design process for irrigation systems are generally
required to determine the need for artificial drainage.

Salinity Control

Maintaining an aerated root zone is a problem that is
common to both arid and semi-arid areas and to
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humid areas, while salinity control is generally a prob-
lem only in arid and semi-arid areas. Salinity is found
in both the soil and irrigation water in arid and semi-
arid areas and has to be controlled to prevent
salination of the soil and the eventual loss of pro-
duction. Salt accumulates in the soil as crops use pure
water leaving behind salts that are in the water. Also,
when crops use water from shallow groundwater, the
salt is left behind in the crop root zone.

Another chapter discusses the use of drainage in the
management of soil salinity. It is important to note
that the design of both irrigation and drainage systems
includes consideration of the leaching fraction for
salinity control. The leaching fraction is a component
of the deep percolation loss from irrigation ineffi-
ciency. A separate leaching fraction may or may not
be required, depending on the quality of the irrigation
water and the efficiency of the irrigation practices.

DRAINAGE SYSTEM DESIGN

Drainage systems can be characterized as either hori-
zontal or vertical. The horizontal systems are made
up of clay or concrete tile or plastic pipes that are
installed parallel to the soil surface to collect water
and let it flow by gravity to an outlet. A vertical system
is a pumped well that is used for drainage. Vertical
drainage is discussed in another section. In arid areas,
deep open ditches are often used as drains to collect
subsurface drainage water as well as surface water
losses and then discharge this water to a surface water
body. Economics is often the consideration involved
in which method is selected as best to use for the
conditions involved.

The design objective for a good drainage system is
to remove water from the soil; that is to either lower
the water table to specific depth in a given period of
time or to prevent the water from rising in the soil
above a specified depth. A well-designed horizontal
drainage system results in a specification of the drain
lateral size, depth, and spacing to provide adequate
aeration for the crop and to control the salinity in
the crop root zone. The two basic design methods that
are currently applied in irrigated areas are labeled
transient and steady state.

Transient Design

The transient method was developed by the U.S.
Bureau of Reclamation[3] and accounts for the soil
type, crop, and uses intermittent application of irri-
gation water and rainfall. The design is an iterative
process, where a drain lateral, depth, and spacing are
specified, then the deep percolation calculated from

the irrigation and rainfall sequence is applied to
the existing water table. Each application of water
results in the water table rising closer to the soil sur-
face. A drain out period following the application
removes water from the soil and lowers the water table.
The yearly water table response is then calculated as a
succession of drain out periods following the addition
of the deep percolation. The drain spacing is adjusted
for a given depth until the depth to the water table
at the mid-point between the drains meets the design
criteria specified to occur at the end of the irriga-
tion season. For a crop rotation, the deep percolation
used in the analysis is based on the crop with the lar-
gest water requirement and deep percolation losses.

Steady State

The steady state method has been adapted from proce-
dures used in humid areas. The deep percolation losses
are calculated based on the crop water requirement
and rainfall and are distributed uniformly throughout
the year with the lateral spacing being based on this
average rate. The criteria are set to remove a specified
volume of water and to lower the water table to a given
depth in a specified number of days. This is called the
drainage coefficient and is discussed in more detail in
another article. A mid-point water table depth is speci-
fied in the design and assumed to remain relatively
constant at this depth throughout the year. This is sig-
nificantly different from the transient design where the
depth to water table varies over a wide range during
the year.

In recent years, environmental concerns over the
disposal of drainage water from agricultural land have
had impacts on the design criteria for drainage sys-
tems. The designs have changed to account for crop
water use from shallow groundwater and to consider
water quality.[4,5] The new design recommendations
result in the installation of drain laterals at shallower
depths than used in the past with either the transient
or the steady state design criteria. The shallower place-
ment of the drain lines allows the water table to
become closer to the soil surface, makes the shallow
groundwater available for plant use, and reduces the
depth of the flow lines to the laterals. A reduction in
the depth of the flow lines reduces the salt concen-
tration of the drainage water in arid areas where there
is increasing soil salinity with depth in the profile.

DRAINAGE SYSTEM MANAGEMENT

Active management of subsurface drainage systems is a
relatively new concept for drains installed in irrigated
agricultural areas. Managed drains are contrasted with
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free flowing drains. Controlled drainage has been
used extensively in humid areas, but concerns over
salinity management have limited the application of
this concept in arid areas.

Free Flowing

In the past, the management of horizontal subsur-
face drains and open drains has assumed that the
drains would be free flowing and that all water
removed from the soil would be discharged and dis-
posed of to either a stream or river or an evaporation
basin. However, environmental concerns related to
water quality issues have resulted in significant changes
in the way drainage water is managed. In many areas,
surface and subsurface drainage are not mixed and
surface water that runs off the field is mixed back into
the irrigation supply. Subsurface drainage water is
either used as a supplemental source of irrigation water
or discharged into an evaporation basin. Reuse of
drainage water on progressively more salt tolerant
crops or other vegetation is used to increase the salt
concentration and reduce the drainage volume prior
to discharging the drainage water into an evaporation
basin for disposal.

Controlled

This is a relatively new option for managing drainage
water in irrigated agriculture and is only suitable for
application when the drain laterals are installed per-
pendicular to the grade of the soil surface. This permits
adequate control of the groundwater depth over a sig-
nificant portion of the field similar to the conditions
found in humid areas. The depth to water table is con-
trolled by installing a control structure at the outlet
of the drainage system or strategically in the field.
The height of the control structure can be varied to
regulate the water table depth in the field. Adoption
of controlled drainage will increase crop water uptake
from shallow groundwater in cases where the crop salt
tolerance and groundwater salinity are compatible. It
will also alter flow patterns and reduce water discharge
and salt load from the system.

WATER QUALITY IMPACTS

Irrigation and drainage in arid and semi-arid areas has
a dual impact on water quality in surface water. The
diversion of irrigation water from a stream or river
reduces the total flow of that watercourse thus decreas-
ing the dilution potential of the stream. When drainage
water is returned to the stream it may have been
degraded by salt, fertilizers, pesticides, herbicides, and
other elements that are in solution. Fertilizers, parti-
cularly nitrate fertilizer, which is very soluble and
mobile in water, and phosphorus, contribute to the
growth of aquatic vegetation. Nitrate is a problem
when considering drinking water standards. Depend-
ing on the parent material of the soil and the level
of leaching trace elements such as selenium, boron,
arsenic, and molybdenum are problems in addition to
the sodium, calcium, bicarbonate, and sulfate routinely
found in drainage water.

Because of the potential for transport of fertilizers,
salts, trace elements, pesticides, and herbicides, it is
important that the drainage system is designed and
managed with the irrigation system to improve the total
water management and reduce drainage flow. This is
also a change in the way drainage design and manage-
ment has been approached in irrigated agriculture.
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Drainage: Land Shaping

Rodney L. Huffman
Department Biological and Agricultural Engineering, North Carolina State University,
Raleigh, North Carolina, U.S.A.

INTRODUCTION

The natural drainage network does not always provide
adequate outlets for runoff. Land shaping can alter
the surface configuration to permit surface water to
flow easily by gravity to outlets, usually ditches or nat-
ural streams.[1] Sumps and pumping stations may be
required to lift drainage water into a ditch or stream
if the drained area is either lower than the outlet or
so flat that the natural gradient is inadequate to
achieve the required discharge.[2] Land shaping speeds
removal of surface water, thereby improving access for
field operations and promoting healthier crops and
higher yields.

Poor surface drainage is common in landscapes
such as glaciated areas, coastal plains, floodplains, del-
tas, and old lake beds. Problem areas are typically flat
to gently rolling and may contain numerous small
depressions. Slowly permeable soils and relatively large
distances to discharge areas reduce internal drainage
rates, exacerbating the problem of excess water. With
clayey soils, surface drainage usually provides a better
cost–benefit ratio than subsurface drainage[3] and may
eliminate the need for subsurface drains in some cases.

Land shaping for drainage entails modification of
the surface of the land to facilitate the flow of water.
In some cases, only a small percentage of the land
surface must be modified. In others, the entire land
surface must be reshaped. Factors that must be con-
sidered include: existing topography, intended use of
the land, characteristics of the soil profile, local cli-
mate, and the intended outlet for the drainage water.

METHODS

Any but the most minor land shaping operation may
remove all of the topsoil from a cut (borrow) area. To
maintain productivity, it may be necessary to remove
and stockpile topsoil for redistribution over the project
area after the primary shaping work is completed.

Grading and Smoothing

Land grading is the shaping of the land surface to pre-
determined grades. (Land leveling is a special case

where the final grade is a level surface.) Land smooth-
ing is the removal of irregular, uneven, broken,
mounded, and jagged surfaces without the use of sur-
vey information.[4] Very shallow and/or small depres-
sions may be filled by minor scraping and smoothing
if there is no need to have specific final grades.

Entire fields or portions of fields can be graded to
facilitate water movement. Utilization of any of the
following practices must consider soil erodibility, slope
steepness, slope length, adjacent land surfaces, outlet
location and capacity, and volumes of earthwork
required.

Uniform Slopes

A field can be graded to a planar surface with a uni-
form slope (Fig. 1). This may include major and minor
slopes, i.e., along the crop rows and across the crop
rows. The slope may be zero to permit uniform flood-
ing, e.g., where rice (Oryza sativa L.) is grown. In other
cases, a slope of about 0.1–0.5% is desirable.[5,6]

Maximum recommended slopes depend on the soils,
slope lengths, and location.

Non-uniform Slopes

Where planar surfaces are desired but uniform slopes
would require excessive earthwork, non-uniform slopes
are employed. Non-uniform slopes are composed of
two or more piece-wise uniform sections (Fig. 2). The
upslope sections are generally steeper than the down-
slope sections. Where long slopes would permit exces-
sive soil loss, erosion control measures such as terraces
should be considered.

Warped Surfaces

Warped surfaces are non-planar surfaces with
smoothly varying slopes (Fig. 3). They range from rela-
tively simple to very complex. Warped surfaces may be
designed where planar surfaces are unnecessary and
would require excessive earthwork. Warped surfaces
take advantage of the existing topography and tend
to follow existing grades fairly closely to minimize
cut and fill volumes.[7]
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Crowned Surfaces

Bedding and crowning (Fig. 4) are very similar in con-
cept, differing mainly in scale and sophistication.
Bedding is the practice of using the deadfurrows
between lands (resulting from moldboard or turn
plowing) as small field drains. With bedding, field
operations are typically parallel to the deadfurrows,
which must be oriented somewhat up-down slope to
facilitate drainage. The only equipment needed for
construction and maintenance is a plow. The elevation

difference between the top of the bed and the bottom
of the deadfurrow is typically 15–45 cm. In the Corn
Belt region of the United States, the width of beds
ranges from 7 m for very slow internal drainage to
28 m for fair internal drainage.[8]

Crowning is the practice of grading land between
parallel drains to an approximately parabolic convex
shape. If the drains have side slopes of 8 : 1 or flatter,
planting, cultivating, and harvesting operations may
run perpendicular to the drains, which allows runoff
to flow easily toward the drains between the rows.

Fig. 3 Land grading to warped surfaces. Left: existing grade. Center: existing grade with final grade superimposed. Right: final
grade.

Fig. 1 Land grading to uniform slopes. Left: existing grade. Center: existing grade with final grade superimposed. Right: final
grade.

Fig. 2 Land grading to non-uniform slopes. Left: existing grade. Center: existing grade with final grade superimposed. Right:
final grade.

Fig. 4 Bedding and crowning. Land surfaces between parallel field drains or deadfurrows are sloped slightly toward the drains.
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Plowing should be done parallel to the drains. The
spacing between drains may be as much as 360 m if
rows drain in both directions and the soils are erosion
resistant. On highly erodible soils, it is recommended
that slopes not exceed 90 m in length.[8] The slope of
the land should generally not exceed 0.3% but may
be up to 0.5% on erosion-resistant soils.[7]

Surface Drains

Surface drainage can be improved by creating shallow
channels to collect and/or convey water across the
surface toward an outlet. Field drains are typically
constructed with either triangular (vee) or trapezoidal
cross-sections (Fig. 5). The side slopes of the drains
should be 10 : 1 or flatter for triangular and 8 : 1 or flat-
ter for trapezoidal cross-sections. The minimum
recommended bottom width for trapezoidal field
drains is 2.4 m. Typical depths are 0.15–0.3 m for tri-
angular and 0.23–0.45 m for trapezoidal drains.[6]

Field drains may be constructed individually as
needed to drain occasional depressions or in parallel
systems to drain entire fields.

Random Field Drains

Where depressional areas are too large or deep to sim-
ply fill, random field drains can be installed to provide
outlets as needed (Fig. 6). Side slopes of 10 : 1 or flatter
are recommended to permit normal field traffic.

Discharge capacity is not considered in design of ran-
dom field drains unless the drained area exceeds 2 ha.
Grades should not be less than 0.05%[6] and should
not exceed 0.2% for sandy soils or 0.5% for clay soils.[8]

Random field drains are often constructed such
that a depression drains through one or more other
depressions along the way toward an outlet.

Parallel Field Drains

On flat to very gently sloping terrains, a system of par-
allel field drains may be installed. The land between
drains is often crowned (see ‘‘Crowned Surfaces’’
above) to aid water movement toward the drains
(Fig. 4).

CONCLUSION

Land shaping is a cost-effective way to improve sur-
face drainage. Properly designed grading, smoothing,
and/or field drains can enhance productivity while
requiring minimal maintenance.
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Drainage: Materials

James L. Fouss
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U.S. Department of Agriculture, Baton Rouge, Louisiana, U.S.A.

INTRODUCTION

Subsurface drainage technology changed and modern-
ized more during the 1965–1980 period than in the pre-
vious 100 yr. The inefficient and slow installation of
heavy rigid drainage conduit materials (clay and con-
crete draintile) gave way by the early 1970s to light-
weight flexible corrugated plastic drain tubing installed
with laser-beam-controlled high-speed trenchers and
plow-type equipment. In fact, the developments of
the modern drainage plow equipment and the laser-
beam automatic grade control were a direct result of
the technological developments for corrugated plastic
drainage tubing, and the need for a rapid and accurate
method to install the new drainage material.a

BACKGROUND

The development of a rapid and low-cost technique for
subsurface drainage had challenged engineers and
inventors for centuries. Many ideas emerged over time,
but very few found widespread use or application.
With the development of the power trenching machine
in 1875, the goal of mechanized drain installation
seemed to have been reached—and it lasted around
100 yr. However, the extraordinarily large amount of
drainage work that was needed around the world
required even less labor, more speed, and lower costs.
Efforts to modify the mole drainage concept and
installation methods were particularly important. The
goal was to use the inherent high speed of installation
of mole drainage and its elimination of relatively slow
ditching and backfilling operations associated with
conventional drainage methods. Because the mole
drain collapsed after a short time in many soils, most
of the research focused on stabilizing the mole channel
with structural support, using a tube or mole-liner; this
approach, although showing some promise, was not
satisfactory for adoption or use.[1] This investigative

work with the mole plow did lead, however, to the
eventual development of the drain-tube plow equip-
ment for installing subsurface plastic drains that is in
common use today throughout the world.

Corrugated-wall polyethylene plastic tubing, orig-
inally developed and used in the United States in the
mid-1960s for underground electrical and telephone
line conduit applications, was modified and perforated
to serve as a subsurface drainage tube in early experi-
ments.[1] By the latter half of the 1960s almost all the
research and development on drainage materials and
methods of materials handling and installation for
agricultural drainage applications had begun to focus
on corrugated-wall plastic tubing, primarily because
of the advantages of low material requirement vs.
high-strength ratio and flexibility for ease of coiling
and handling. Continuous extrusion and molding
machinery for manufacturing the new plastic tubing,
with primarily polyethylene and polyvinyl chloride
resins, had been perfected earlier in Germany for small
diameter drain tubing. Underground drainage with the
new conduit (about 50 mm in diameter) caught on rap-
idly in Germany and soon spread to other regions of
Europe.

Research in the United States on developing poly-
ethylene corrugated-wall plastic tubing, of 100 mm
diameter, for agricultural subsurface drainage began
in 1965.[1,2] The corrugated-wall tube structure devel-
oped for polyethylene plastic (Fig. 1) provided high
strength to resist deflection by radial type loads
from over-burden soil, but with a considerably
reduced requirement for wall thickness as compared
with smooth-wall tubing. Both tubing unit weight
and unit cost are reduced significantly by pipe-wall
corrugations.

By 1967, corrugated plastic drainage tubing was
being manufactured commercially in the United States
for the agricultural market, and the new industry grew
rapidly.[3,4] By the mid-1970s, corrugated plastic drain-
age tubing had wide acceptance for agricultural drain-
age, highway berm drainage, septic tank leach field,
and construction site applications. By 1983, 95% of
all agricultural subsurface drains installed annually in
the United States, and more than 80% of Canada, were
corrugated plastic tubing.[5,6]

aDetailed reports on the innovations in drainage technology are

given by: Fouss,[3] Fouss and Reeve,[10] and Schwab and Fouss.[6]
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CORRUGATED PLASTIC TUBING

The structural strength of a plastic pipe can be
expressed as a function of its deflection resistance when
loaded between parallel plates (see Fig. 2). The parallel-
plate test method is required in ASTM Standard
Specifications F-405 and F-667 for corrugated-
polyethylene tubing. The strength-deflection charac-
teristic determined for a conduit tested by this
method and defined as the ‘‘pipe stiffness,’’ is
expressed in units of applied load per unit length of
pipe sample per unit of vertical deflection (flattening)
of the pipe (i.e., F/L/L or F/L2). The parallel-plate
pipe stiffness is expressed mathematically in terms
of the geometrical, physical, and pipe-wall material
properties of the conduit structure, given as:

Pipe Stiffness ¼ ðW=DY Þ ¼ 53:6EI=ðDNNÞ3 ð1Þ

where, W ¼ parallel-plate load on a sample length of
pipe (F/L); Y ¼ vertical pipe deflection under parallel-
plate load (L); E ¼ modulus of elasticity for pipe-wall
material (F/L2); I ¼ moment of inertia of pipe-wall

cross-section (L4/L; i.e., per unit of pipe length);
DNN ¼ diameter of pipe to the neutral axis (NN) of
pipe-wall cross-section (L); and 53.6 ¼ dimensionless
constant related to angular position of parallel-plate
loads on pipe circumference and to convert from pipe
radius to pipe diameter.

Eq. (1) applies to the linear range of deflection
between parallel-plates for plastic corrugated-wall pipe,
which typically occurs from 0 to between 5% and
10% deflection of the inside pipe diameter.[7] At a
specified pipe stiffness (W/Y) for a regular corrugated-
wall or smooth-core corrugated plastic pipe of given
inside diameter (Di) and assumed neutral axis diameter
(DNN), and for a given plastic resin material of known
modulus of elasticity (E), the only term unknown in
Eq. (1) is I, which represents the moment of inertia of
the pipe-wall cross-section. Corrugation shape and
smooth interior wall features govern the magnitude of
I, the major structural parameter of the plastic pipe
determined or controlled through product design and
fabrication.

The cost of corrugated tubing is almost directly pro-
portional to tubing weight. The longitudinal flexibility
of the corrugated-wall tubing makes it coilable for
ease of handling, but the coilability characteristic also
makes it stretchable. Thus, a compromise in design
of corrugation shape has been necessary, and special
materials handling procedures and equipment have
been developed to prevent stretch during handling
and installation.b

Fig. 2 Parallel-plate load/deflection method of measuring
drainpipe stiffness.

bThe reader is referred to Fouss,[3,7] and Schwab and Fouss,[6] for

detailed discussions on optimal design procedures for corrugated-

wall plastic drainage tubing for resistance to both deflection and

stretch.

Fig. 1 Cross-section of corrugated-
wall polyethylene plastic drain
tubing.
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TUBING STANDARDS

Specifications and performance standards were
developed during the early 1970s for these new corru-
gated plastic drainage products under the auspices of
ASTM, which involves voluntary and cooperative
efforts among industry, government, and public
groups. This resulted in an ASTM Standard Desig-
nation F405 entitled ‘‘Standardization Specification
for Corrugated Polyethylene Tubing.’’[8] A major step
in the development of this standard was the recog-
nition by the cooperating groups that corrugated plas-
tic tubing is a flexible-type conduit with properties
substantially different from the classical rigid draintile
such as clay, shale, or concrete.

Under field conditions, a flexible conduit gains most
of its vertical soil load-carrying capacity from the sup-
port provided by the soil compressed at the sides of the
conduit. The density of this sidefill material is the key
element in load-carrying capability of the pipe–soil
composite structure. The sidefill material provides lat-
eral support to the conduit to give it more rigidity and
acts in combination with the conduit to form a vertical
load-carrying arch (Ref.[6]).

The parallel-plate method for measuring the deflec-
tion resistance of the corrugated plastic tube was
adopted as an integral part of the ASTM F405 Stan-
dard Specification. This standard was developed to
provide minimum values for physical and chemical
properties as related to product performance, including
handling and installation. Minimum deflection resis-
tance is specified for 5%–10% deflection of tubing
diameter. The standard also included a requirement
on elongation (stretch) resistance, which limited
elongation to 5% when a specified tensile load is
applied. Table 1 gives the ASTM recommended mini-
mum values for pipe stiffness and elongation for
various drain diameters. In 1978, a revision of the stan-
dard specified a falling ‘‘Tup’’ impact test, conducted
at a cold temperature to detect brittle or poor-quality
plastic resin.

FABRICATION AND MARKETING

Water entry openings are made in the corrugated-wall
drain tube wall during the manufacturing operation by
punching or drilling holes, sawing short narrow slots,
or other means of perforation. Typically, the openings
are formed in the corrugation roots (valleys) rather
than on the crowns (outside diameter), and are posi-
tioned in three or more rows along the length of the
tubing. The cross-sectional area of openings for water
entry to the drain varies among manufacturers, but
ranges from 21 to more than 148 square centimeters
per linear meter of drain. ASTM Standard F405
requires a minimum of 21 square centimeters per linear
meter of pipe. Because the drainwall openings are con-
trolled in the manufacturing operation, the quality of
installation improved significantly with corrugated
tubing compared with ceramic tile. The crack spacing
between ceramic draintile sections had to be controlled
during installation, thus giving rise to great variability
in drain quality among contractors.

Most of the early corrugated plastic drainage tubing
was black, but by the mid-1970s, tubing was produced
in lighter colors such as white, yellow, gray, and red.
Ultraviolet stabilizers and antioxidants were incorpo-
rated in the plastic resin to increase its resistance to
weathering when tubing was stored outside and
exposed to sunlight. The lighter color tubing was
developed partially for marketing purposes, but
improved performance during handling and instal-
lation was also realized because strength and stretch
resistance were maintained, even when exposed to the
hot sun. The darker tubing was more prone to absorb-
ing the sunlight, which elevated the tube-wall tempera-
ture, thus reducing the tubing’s stretch resistance
during handling and installation.

Corrugated plastic tubing larger than 300 mm in
diameter is generally more expensive than the same-
size clay or concrete tile, but the market demand and
use for the lighter and easier to handle corrugated plas-
tic is increasing significantly. These large-size corru-
gated conduits (300 mm–600 mm) are also used
extensively for culvert applications (Watkins and
Colleagues[13]) which was an area formerly thought
to be reserved for concrete and steel pipe. The non-
corrosive nature of the product and the advances in
the structural performance of plastics for this use are
milestones in the drainage industry.

MATERIALS HANDLING

The use of corrugated tubing greatly reduced labor and
energy requirements in drainage materials handling.
Initially, the typical 100-mm diameter tubing used for
laterals was supplied in 76-m coiled lengths and

Table 1 Physical test requirements for corrugated
plastic tubing

Physical requirement

Standard qualitya

MPa (psi)

Heavy dutyb

MPa (psi)

Pipe stiffness at 5%
deflection, minimum

0.17 (24) 0.21 (30)

Pipe stiffness at 10%
deflection, minimum

0.13 (19) 0.175 (25)

Elongation, maximum % 10 5
aASTM F405-97 (75 mm–200 mm diameter). Ref.[8].
bASTM F667-97 (250 mm, 300 mm, and 380 mm diameters). Ref.[12].
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weighed about 36 kg. This compared with a weight of
about 900 kg for clay or concrete tile of the same diam-
eter and total length.

As the demand of, and use for, corrugated plastic
drainage tubing grew in the United States, contractors
desired larger and larger coils to make the materials
handling operation even more efficient. In 1984, typical
coil sizes available for 100-mm diameter tubing were
915-m ‘‘maxi-coils’’ and 1525-m ‘‘jumbo coils.’’ The
76-m coil is still commonly used for many small agri-
cultural jobs, for industrial installations, and around
housing projects. Several types of self-loading trailers
and wagons became available to string tubing in the
field. Special reels were developed for mounting
directly onboard the drainage equipment to uncoil
the tubing as it was installed.c

Use of the maxi-coils and special reels for stringing
tubing reduced tubing stretch problems during instal-
lation, even for black tubing on hot, sunny days. The
2% carbon-black used as the ultraviolet light inhibitor
in black tubing is superior in performance and lower in
cost than the light pigments, permitting outdoor stor-
age of the product. The power tubing feeder designed
to eliminate the natural stretch-producing drag at the
top of the tubing chute was one of the most significant
developments in minimizing the adverse effects of
stretch.[9]

Diameters of corrugated plastic pipe increased from
the original 100 mm in the mid-1960s to 600 mm by
1982. Sizes up through 254 mm are commonly coiled
for shipment and handling. Drain sizes larger than
300 mm are typically manufactured and shipped in
20-ft lengths. There is a noteworthy market for
76-mm corrugated tubing, which is typically shipped
in 105-m standard coils, or 1525-m coils. The 100-mm
tubing is considered the minimum tube size for lateral
drains in most areas of the United States and Canada.
A 127-mm diameter is specified as the minimum-size
lateral drain in Iowa, and in Minnesota, a 150-mm
drain is the preferred minimum diameter.

SYNTHETIC DRAIN ENVELOPE MATERIALS

Although graded sand and gravel envelopes have dis-
tinct performance advantages, the cost is generally pro-
hibitive in areas where natural sands and gravels are
not readily available. For this reason and because
thin-membrane fabrics are easily handled and installed,
especially in conjunction with corrugated plastic pipe,
synthetic envelopes have become widely used through-
out the major drainage areas of the United States and

Canada. With the rapid adoption and widespread use
of corrugated plastic drainage tubing, the development
of synthetic fabrics as envelopes to protect these drains
against sedimentation advanced rapidly. Because sub-
surface drain envelopes are used primarily to protect
the drain from the inflow of sediment and still main-
tain free open flow of gravity water from the soil pro-
file into the drain, the development of envelopes has
been mostly centered around the performance of thin
membranes with fine sand and coarse silt-size particles
(0.005 mm–0.125 mm). Understanding of the basics
and development of improved practices in the use of
drain-synthetic envelopes have both advanced signifi-
cantly in the past two decades.

Fabrics that were developed by major chemical and
oil companies for other engineering applications were
readily available from the 1960s to the 1980s and thus
were quickly adopted for use as materials for subsur-
face drain envelopes. Many of these materials have
been tested for use as drain envelopes, including poly-
ester, nylon, and polypropylene, which were commer-
cially available in North America. While woven,
knitted, and spun-bonded productions of the above
materials have been used, the most commonly used
products from among these are knitted polyester
(sock), spin-bonded nylon (CerexTM, DrainguardTM),
and spun-bonded polypropylene (TyparTM, RemayTM).d

By the early 1980s, as much as 8% of the corrugated
plastic drainage tubing installed had a synthetic fabric
envelope. These synthetic envelopes are light in weight
and compact for ease of handling during transpor-
tation and installation. They are also relatively low
cost compared with sand or gravel envelopes. The syn-
thetic fabrics may be placed directly onto the tubing
during manufacturing, or the envelope is placed on
the tubing during installation.

Standards and specifications for synthetic fabric
envelopes or drainpipe filter materials were still not
developed by the early 2000s, even though various
commercial products had been available and in use
for nearly 30 yr. Developing performance standards
for these products was complicated by the many vari-
ables involved in installation and hydraulic variables
encountered in the field. Research had been conducted
to determine why fabric materials plug up in some soil
types, particularly in clays and silty clay loams, but
results were not definitive. In other cases where the fab-
ric mesh size was too large and the sediments were
extremely fine, such as in very fine sand and/or silt
loams, envelopes failed by allowing excess sediment
to pass through the fabric and into the drain tubing.

cThe reader is referred to Broughton and Fouss[9] for detailed discus-

sions on modernized materials handling and installation equipment.

dTrade and company names are included in this article for the benefit

of the reader and do not imply endorsement or preferential treatment

of the product listed by USDA.
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Fortunately, technical information about the past
research efforts and their applications are available in
the literature in a suitable form to permit the proper
selection or design of envelopes for subsurface drains
installed in various type of soils.e

The performance of a thin-membrane envelope
depends primarily on the conditions of the soil at the
time of installation, the imposed hydraulics on the sys-
tem, and the method of installation. Failures are more
common when the drain is installed under extremely
wet conditions, where the soils are unstable and subject
to ‘‘quick’’ conditions, and where the initial hydraulic
head imposed on the drain during water table draw
down is much higher at or soon after installation than
that likely to occur once the soil surrounding the drain-
pipe has settled and stabilized. Drains installed with
envelopes, even in very fine sandy or silty soils, have
performed satisfactorily when installed where the
water table had been low, the surface soil had been
dry for better machine operation, and excessive
hydraulic heads were not imposed on the system dur-
ing installation. After the drain is installed and func-
tioning, the soil near the drain stabilizes and the
hydraulic head at the drain then becomes a function
of head conditions as modified by the head loss of
resistance to flow in the soil.

Experience and research have shown that favorable
installation conditions and extreme care on the part of
the contractor are both very important to obtaining
trouble-free performance of subsurface drains with
thin-membrane envelopes.
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Drainage: Modeling

George M. Chescheir
North Carolina State University, Raleigh, North Carolina, U.S.A.

INTRODUCTION

Methods have been used over the centuries to guide the
design and installation of drainage systems. These
methods range from simple guidelines that relate
drainage requirements to soil types, to computer pro-
grams that simulate long-term day-to-day performance
of drainage systems in response to weather conditions
and management practices. Our discussion here will be
limited to groundwater equations that are applied to
drainage and to the computer models that use these
equations to simulate drainage systems. More detailed
reviews of drainage models and their applications are
available to the reader.[1–3]

The primary objective of drainage is to provide a
favorable environment for crop production; therefore,
development of drainage models has depended on
formulations of equations to describe movement of
shallow groundwater. Models have progressed with
advances in math, science, and computer technology
toward more accurate solutions of increasingly com-
plex equations and boundary conditions. Technologi-
cal advances have also made possible more rigorous
treatment of other important processes such as crop
growth, evapotranspiration, and rainfall that vary with
time. The resulting models can simulate the perfor-
mance of various drainage system designs over long
periods of time and evaluate system performance in
terms of specified objective functions, such as crop
yield and profit.

Drainage models have also evolved in response
to changing needs and concerns of the communities
affected by drainage. The primary objective of drainage
during early model development was to enable land
development and increase crop production. Since the
1970s, communities in the United States and Europe
have been concerned about the impact of agriculture
and drainage on the quality of water draining to sensi-
tive environments. Recent developments in drainage
models have therefore focused on the fate and trans-
port of nutrients and pesticides in drainage systems.
The resulting computer programs integrate routines
for groundwater flow, solute transport, crop response,
and climatological processes into comprehensive
simulation models.

EQUATIONS FOR DRAINAGE MODELING

Simple Analytic Equations

The simplest models are the analytic equations that
relate steady state flow to drain depth, hydraulic con-
ductivity, and drain spacing. The ellipse equation is
commonly used for the case of parallel drainage
ditches (Fig. 1).

R ¼ 4K

L2
ðb2 � D2Þ

where R is the steady recharge rate (often defined
as the drainage coefficient), K, the effective lateral
hydraulic conductivity, b, the water table height above
the impermeable layer, D, the water level in the ditches
above the impermeable layer, and L, the spacing
between the ditches.

The ellipse equation was derived assuming that all
flow lines are horizontal (Dupuit–Forschheimer
assumptions), which is reasonable for most cases of
flow to ditches. These assumptions, however, do not
apply for the flow lines as they converge to a drain tile.
Methods have been developed that account for the
convergence of flow near the drain by calculating an
effective depth (de) from the drain tile to the imper-
meable layer and replacing D with de in the ellipse
equation. Discussion of steady state drainage equa-
tions and their derivations can be found in Ritzema,[4]

and van der Ploeg Harton and Kirkham.[5]

Non-steady drainage equations have been
developed to determine the time required for the water
table drawdown from an initial elevation to a lower
elevation. Development and applications of drawdown
equations are discussed by Ritzema,[4] and Youngs.[6]

These equations, however, have not been as widely
used as the steady state equations.

Boussinesq Equation

The simple analytic equations are limited to specific
cases for parallel drains at normal spacings and where
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site and boundary conditions are relatively uniform.
There are, however, many situations in which soils,
crops, and topography vary in the horizontal direction
or in which quantifying the horizontal variation of the
water table is important. An example of this type of
situation is shown in Fig. 2. For this example, one
would need to determine the depth to the water table
at any horizontal point along the soil profile, which
varies in thickness and hydraulic conductivity in
addition to having non-uniform boundary conditions.

The simplest and most common approach is the use
of the Boussinesq equation to characterize flow in
the saturated zone only (see Ref.[6]). The Boussinesq
equation is based on the DF assumptions and the
principle of continuity. Referring to Fig. 2, the
Boussinesq equation may be written as,

fðhÞ @h

@t
¼ @

@x
KðhÞ @h

@x

� �
þ Rðx; tÞ

where h is the water table height above the imper-
meable layer, f(h) is the drainable porosity and K(h)

is the effective lateral hydraulic conductivity, both
written as a function of h, R(x,t) is the vertical recharge
rate, x is the horizontal position, and t is the time.

Many of the simple analytical equations were
derived from the Boussinesq equation for uniform
boundary conditions. For non-uniform conditions,
the Boussinesq equation is solved numerically using
finite element or finite difference methods.

Richards’ Equation

The Boussinesq equation describes groundwater flow
only in horizontal directions and only in the saturated
zone, with the vertical recharge rate term, R(x,t), being
a lumped term representing the net effect of vertical
movement in the unsaturated zone. The Richards’
equation is a more exact description of water move-
ment and storage in the unsaturated zone. This adds
levels of complexity since both hydraulic conductivity
and soil water content are related to soil water pressure
head. The Richards’ equation is presented in a separate
entry in this Encyclopedia (see the entry Richards’
Equation). Most drainage conditions of interest can
be described by solving the Richards’ equation subject
to appropriate boundary and initial conditions. Solu-
tions provide soil water contents and pressure heads
as functions of time and space as well as the position
of the water table and flux rates due to drainage,
subirrigation, infiltration, and evapotranspiration.

SIMULATION MODELS

Solutions to the equations discussed thus far assume
some idealized conditions driving the system such as
steady rainfall, evapotranspiration, or an initial con-
dition for transient drainage. In reality, drainage sys-
tems are subject to many perturbations that occur
randomly though time. The most notable random per-
turbation is precipitation. Although processes involv-
ing plant root growth, evaporation, and transpiration
also have very important random impacts on drainage
systems. With increased speed and power of compu-
ters, the performance of drainage system designs for
longer and more representative conditions can be
simulated. The resulting simulation models are there-
fore multiple solutions to groundwater equations in
response to variable temporal and boundary con-
ditions. Simulation models can be combined with
methods to predict crop yield and solute transport to
evaluate system designs in terms of multiple objective
functions such as crop yield, profit, or drainage water
quality.

Fig. 2 Schematic of a drainage case where there is non-
uniform variations in the horizontal direction. The Boussinesq
equation would be used to describe saturated flow in these
conditions.

Fig. 1 Schematic of steady state drainage to parallel ditches.

The ellipse equation would be used to describe saturated flow
in these conditions.
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Two-Dimensional Richards’ Equation

General simulation models for solving the 2-D
Richards’ equation subject to changing boundary
conditions are available. The integrated program,
HYDRUS-2D[7,8] was developed at the U.S. Salinity
Laboratory to simulate water flow, heat transfer, and
solute movement in variably saturated soils.
HYDRUS-2D is a combination of the SWMS_2D
and CHAIN_2D models that use finite element
methods to solve the Richards’ equation and the
convective–dispersion equations. The flow equation
incorporates a sink value to account for water uptake
by plant roots. The models can handle a wide range
of boundary conditions, including ditches and drain
tubes, as well as boundaries controlled by atmospheric
conditions. HYDRUS-2D also includes programs for
generating finite element grids, for organizing input,
and displaying output. The U.S. Geological Survey
has also developed an integrated program, VS2DI[9,10]

to simulate water flow, heat transfer, and solute move-
ment in variably saturated soils. VS2DI is an inte-
gration of the VS2DT and VS2DH models based on
finite difference solutions to the Richards’ equation
with pre and post processing programs.

One-Dimensional Richards’ Equation

Drainage simulation models have been developed that
use the 1-D Richards’ equation to describe vertical
water movement in a soil column subject to variable
surface boundary conditions such as atmospheric and
crop uptake conditions. Lateral flow to the drains is
usually calculated with simple analytic equations for
saturated flow or with tabular flux–groundwater rela-
tionships. The widely used model, SWATRE,[11] has
been combined with other models and routines for
describing plant growth, solute transport, and soil heat
flux to create the comprehensive model, SWAP.[12,13]

Vertical water flow calculations can consider the effect
of hysteresis and preferential flow due to soil cracking
or water repellent soil. Solute transport calculations
consider convection, diffusion and dispersion, non-
linear adsorption, first-order decomposition, and root
uptake. A soil heat flow equation is solved analytically
assuming uniform thermal conductivity and soil heat
capacity, or solved numerically from soil composition
and moisture content. Plant growth is simulated based
on the calculated radiation energy absorbed by the
plant canopy.

Several other drainage simulation models (see
Ref.[1]) have been developed based on the 1-D
Richards’ equation. The Root Zone Water Quality
Model (RZWQM) uses a mass-conservation tech-
nique[14] to solve the Richards’ equation. Like the

SWAP model, the RZWQM[15] has become an inte-
grated model that simulates major physical, chemical,
and biological processes in an agricultural crop pro-
duction system. The Root Zone Water Quality Model
considers water and solute movement through the soil
profile including macropores, soil heat flux, crop
growth, nutrient and pesticide transformations, and
agricultural management practices.

Water Balance Models

The water balance models discussed in this section per-
form water balances at one or two points in the soil
profile using analytically or numerically calculated
values for saturated flow, ET, infiltration, seepage,
and other inflows or outflows. The widely used water
balance model, DRAINMOD[16,17] was developed for
the design and evaluation of multicomponent drainage
and related water management systems. The model
conducts a water balance on an hour-by-hour, day-
by-day basis and calculates infiltration, ET, drainage,
surface runoff, subirrigation, deep seepage, water table
depth, and soil water status at each time step. Lateral
saturated flow to and from the drains is calculated by
simple analytic equations. Soil water is distributed
vertically assuming a drained-to-equilibrium profile
above the water table. Water content can be as low as
the wilting point in a separate dry zone that can form
in the crop root zone. As with other currently available
drainage models, DRAINMOD is now an integrated
model that considers the major processes occurring in
a drained crop production system. Routines have been
added to the model to predict crop yield and to calcu-
late heat flux. Additional routines have been added to
consider the effects of drainage and water management
on losses of nitrogen and on soil salinity.

Several models that were originally developed to
predict losses of sediment, nutrients, and pesticides
from sloping upland soils have been modified for use
on more poorly drained flatland soils. These models
include EPIC-WT,[18] WEPP,[19] ADAPT,[20] and
GLEAMS-WT.[21] The modifications to these models
usually involved addition of algorithms similar to
those used in DRAINMOD to predict drainage rates,
infiltration, and water table response. In other cases,
the output calculated by DRAINMOD were used as
input to other models such as CREAMS.[22]

Boussinesq Equation

Drainage simulation models based on the 1-D
Richards’ equation and water balance methods exam-
ine the soil column at the midpoint between parallel
drains or ditches. This is due to the use of analytic
equations for calculating saturated flow to the drains.
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For evaluations of most drainage designs, these models
are very practical; however, there are situations where
boundary conditions or flow domains are complex and
models based on parallel drainage equations will not
suffice. Possible scenarios may be similar to the case
shown in Fig. 2, or may be best represented in 3-D such
as when ditches are perpendicular or serpentine.

Parsons, Skaggs, and Doty.[23] developed the simu-
lation model, WATRCOM, using finite element solu-
tions to the Boussinesq equation. Solutions to the
1-D form facilitated a quasi 2-D model while solutions
to the 2-D form facilitated a quasi 3-D model. A water
balance similar to the one in DRAINMOD was con-
ducted at each node and coupled to the finite element
solutions. Other routines were added to route surface
water, to determine ditch water levels for controlled
drainage situations and to calculate crop yield. A similar
approach was used by De Laat et al.[24] to develop GEL-
GAM, which was used for regional water resource
planning.

CONCLUSION

Drainage models have been developed in response to
advances in math, science and technology, and to the
changing needs and concerns of society. Many drain-
age models have integrated routines for describing
plant growth, solute transport, and soil heat flux to cre-
ate comprehensive models able to predict crop yield
and the quantity and quality of drainage water for a
wide range of field and climatological conditions.
Consequently, a wide variety of drainage models are
now available to design and evaluate drainage and
water management systems for agriculture and other
purposes. The potential user is faced with the challenge
of selecting which model to use for their particular situ-
ation. Obviously, the most complex model could be
used for almost any situation; however, many expenses
come with the most complex model. Most notably are
the expenses required to gather and process large
amounts of detailed input data and the expenses
required for training the model user or hiring a quali-
fied expert user. In many cases, a simpler and less
expensive model can be used to obtain satisfactory
designs. The wise project manager and model user will
clearly define the objectives of their system, assess the
capabilities and limitations of the available models,
and select a drainage model that is suitable for their
needs.
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Drainage: Soil Salinity Management

Glenn J. Hoffman
Biological Systems Engineering, University of Nebraska,
Lincoln, Nebraska, U.S.A.

INTRODUCTION

Soil water must drain through the crop root zone when
salinity is a hazard to prevent salts from increasing to
levels detrimental to crop production. Drainage occurs
whenever irrigation and rainfall provide soil water in
excess of the soil’s storage capacity. In humid regions,
rainfall normally satisfies crop water requirements and
precipitation infiltrating into the soil in excess of this
requirement leaches (drains) salts present below the
crop root zone. In subhumid areas, rainfall is often
inadequate in amount or temporal distribution to
satisfy crop needs and irrigation is implemented. For
arid regions, rainfall is never abundant and the pre-
ponderance of the crop water requirement must be
provided by irrigation. Regardless of the climate, if
soluble salts are present, water in excess of that needed
to satisfy the crop water requirement must be provided
to leach excess salts. Leaching may be accomplished
continuously or at intervals, depending on the degree
of salinity control required. It may take decades or
as little as one season, depending on the hydrogeology
of the area, but without drainage, agricultural pro-
ductivity cannot be sustained where salinity is a threat.
For a more complete discussion on drainage design for
salinity control, the reader is referred to Hoffman and
Durnford.[1]

DRAINAGE CONDITIONS

All soils have an inherent ability to transmit soil water
provided a hydraulic gradient exists. If the hydraulic
gradient is positive downward, drainage occurs. Soils
with compacted layers, fine texture, or layers of low
hydraulic conductivity may be so restrictive to down-
ward water movement that drainage is insufficient to
remove excess salts. In some areas, the hydrogeology
may be such that the hydraulic gradients are predomi-
nantly upward. This leads to water logging and
salination.

Before designing a man-made drainage system, the
natural drainage rate should be determined. If the
natural hydraulic gradient causes soil water to drain
out of the crop root zone, the capacity of the artificial
system can be reduced, thereby decreasing the cost for
drainage. In some situations, upward flow into the

crop root zone from a shallow aquifer can significantly
increase the drainage requirement. The upward move-
ment of groundwater leads to salination as the water
evaporates at the soil surface, leaving salts behind. If
upward flow is ignored, the drainage system may be
inadequate. Regardless of the source, an artificial
drainage system will not function unless it is below
the surface of the water table.

DRAINAGE REQUIREMENT

Saline Soils

The amount of drainage required to maintain a viable
irrigated agriculture depends on the salt content of the
irrigation water, soil, and groundwater; crop salt toler-
ance; climate; soil properties; and management. At
present, the only economical means of controlling soil
salinity is to ensure an adequate net downward flow of
water through the crop root zone to a suitable disposal
site. If drainage is inadequate, harmful amounts of salt
can accumulate.

In irrigated agriculture, water is supplied to the crop
from irrigation, rainfall, snow melt, and upward flow
from groundwater. Water is lost through evaporation,
transpiration, and drainage. The difference between
water inflows and outflows is the change in soil water
storage. A water balance, expressed in terms of equiva-
lent depths (D) of water, can be written as

Ds ¼ Di þ Dr þ Dg � De � Dt � Dd ð1Þ

where the subscripts s, i, r, g, e, t, and d designate
storage, irrigation, rainfall and snow melt, groundwater,
evaporation, transpiration, and drainage, respectively.
The corresponding salt balance, where S is the amount
of salt and C is salt concentration, can be expressed as

Ss ¼ DiCi þ DrCr þ DgCg þ Sm þ SF

� DdCd � Sp � Sc ð2Þ

with Ss being salt storage, Sm is the salt dissolved from
minerals in the soil, Sf indicates salt added as fertilizer
or amendment, Sp is precipitated salts, and Sc is the salt
removed in the harvested crop.
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Rarely do conditions prevail long enough for steady
state to exist in the crop root zone. However, it is
instructive to assume steady state to understand the
relationship between drainage and salinity. If upward
movement of salt, the term (Sm þ Sf � Sp � Sc),
and the change in salt storage are all essentially zero,
then the salt balance Eq. (2) can be reduced to

DdCd ¼ DiCi þ DrCr ð3Þ

The leaching fraction, L, is the ratio of the amount of
water draining below the crop root zone, Dd, and the
amount applied, Di þ Dr. The ratio of the salt concen-
tration entering and leaving the root zone can also be
used to estimate L. Since Cr is essentially zero.

L ¼ Ci=Cd ¼ Dd=Di þ Dr ð4Þ

The concept in Eq. (4) is important because it illus-
trates the relationship between leaching fraction and
salinity.

The minimum leaching fraction that a crop can
endure without yield reduction is termed the leaching
requirement, Lr. The leaching requirement is the mini-
mum amount of drainage required to prevent excess
accumulations of salt that result in loss of crop yield.
Several models have been proposed to estimate the
drainage (leaching) requirement. Of the four models
tested,[2] the one presented in Fig. 1 agrees well with

measured values of the drainage requirement through
the range of agricultural interest. The drainage require-
ment given in Fig. 1 is the fraction of the volume of
applied water that must pass through the crop root
zone as a function of the salinity of the applied water
and the salt tolerance of the crop.

Sodic Soils

A soil is said to be sodic if an excessive concentration
of sodium causes a deterioration of soil structure. The
impact of excess sodium is a reduction in hydraulic
conductivity and crust formation. Sodic conditions
decrease the rate of drainage. Before a sodic soil can
be restored to full productivity the excess sodium in
the soil must be replaced with calcium or magnesium.
This process frequently requires copious amounts of
leaching to reclaim the soil. The design of an artificial
drainage system that may be required, however, is
based upon the long-term requirement for drainage
as estimated in Fig. 1 rather than the anticipated high
drainage requirements for reclaiming a sodic soil.

DRAINAGE SYSTEM DESIGN

There are three types of subsurface systems used to
control soil salinity: relief drains, shallow wells, and
interceptor drains. Relief drains, usually consisting of
perforated corrugated plastic tubes buried in a regu-
larly spaced pattern, is the most common subsurface
system. Laterals for relief drains are typically placed
2.0–3.5 m deep and are spaced horizontally ten to
hundreds of meters apart where salinity is a hazard.
Shallow wells, called tube wells in some regions, can
also be used to lower the water table by allowing
pumping from shallow, unconfined aquifers. Tube
wells are spaced at distances of a few hundred meters
to several kilometers and may be a few meters to a
hundred meters deep. Interceptor drains are used to
remove excess soil water from saline seeps. Frequently,
one subsurface drain, properly located at the upslope
side of the seep, is sufficient. Regardless of the type
of drainage system, the depth of the water table must
be maintained low enough that (1), salts in the soil pro-
file move to the water table (2), the rate of water move-
ment by capillary flow to the soil surface because of
evaporation is minimal, and (3), upflow of saline
groundwater into the root zone is prevented.

Relief Drains

A relief drainage system consists of a main drain, col-
lector drains, and field drains (laterals). The main drain

Fig. 1 Drainage requirement as a function of the salinity of
the applied water (reported as the volume weighted electrical
conductivity) and the salt tolerance threshold value for the
crop (T). Source: Adapted from Ref.[15].
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is frequently a surface stream or an open drainage
canal. Collectors and laterals are usually buried in a
regular parallel pattern. Either open ditches or perfor-
ated pipes can serve as collectors and laterals. Open
ditches are not normally installed now because they
occupy land, are difficult to maintain, and are only
capable of shallow drainage. Laterals are up to 300 m
long and terminate in a collector drain. Both single-
and double-sided entries by laterals into a collector
are common.

Drain Depth

Subsurface drains are installed much deeper for salin-
ity control in arid regions than drains for water table
control in humid regions. The goal for salinity control
is to place the drains deep to limit salination of the root
zone by capillary upflow. Drains are placed at depths
of 2.0–3.5 m in arid regions.[3] The appropriate drain
depth depends upon the depth capacity of the instal-
lation machinery, the location of a shallow soil layer
that impedes water movement, and anticipated benefits
compared to additional costs of deeper installation.

Drain Spacing

The spacing between laterals is often estimated using
simple drainage design equations. Drain spacing
determinations can be based on criteria of steady-
state, falling-water-table, or fluctuating-water-table
conditions.[4] For large drainage projects or where
more accurate values are desired, computerized drain-
age design models are available. An early computer
model developed by Skaggs[5] has been altered by
several for irrigated conditions.[6,7] Other models
present drainage designs for irrigated areas based on
optimization,[8] decision support systems,[9] or reuse
of drainage water.[10]

Drainage Wells

Shallow or tube wells offer a viable alternative to relief
drains when the aquifer has sufficient transmissivity to
provide a significant yield of drain water and the verti-
cal permeability between the crop root zone and the
aquifer is adequate. Under these conditions, tube wells
have the advantages of being able to lower the water
table to greater depths than relief drains and also pro-
vide supplemental water for irrigation if the quality is
appropriate.

Because drainage wells can be installed at con-
venient locations within the area to be drained and
can be operated either continuously or intermittently,
the management of a system of drainage wells is more

versatile than relief drains. Relief drains are typically a
passive drainage system relying on gravity and
designed to operate continuously.

Economic comparisons between the costs of drain-
age wells and relief drains vary. It is generally found
that relief drains have lower construction and oper-
ation costs.[11] However, Mohtadullah[12] showed tube
wells were a better economic choice than relief drains
for the Indus Basin.

Saline Seeps

The occurrence of saline water at the soil surface
downslope from a recharge area is referred to as a
saline seep. Saline seeps can occur because of the
reduction of evapotranspiration that occurs when
grasses or forests are converted to cropland in the
upland (recharge) areas of a watershed. Dryland farm-
ing practices that include fallow periods tend to aggra-
vate the seepage problem. Salination occurs as water
infiltrating in the upper elevations of the watershed
moves through salt-laden substrate on its path to a dis-
charge site at a lower elevation. In the discharge area
of the seep, crop growth is reduced or the plants killed
by an intolerable level of salinity. Saline seeps can be
distinguished from other saline soil conditions by their
recent origin, relatively local extent, saturated soil
profile, and sensitivity to precipitation and cropping
systems.[13] Saline seeps occur throughout the Great
Plains of North American and in Australia, India,
Iran, Turkey, and Latin America.[14]

Planting crops in the recharge area that consume
soil water before it percolates below the crop root zone
will prevent saline seeps. Failing this, improved drain-
age may provide a solution. Installing an interceptor
subsurface drain immediately upslope from the saline
seep is frequently a successful solution. Interceptor
drains to control seepage should be installed as deep
as practical. If the layer restricting soil water flow is
not too deep, placing the interceptor drain just above
this layer is the most effective location.
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Drinking Water Supply Distribution Systems

Laura J Ehlers
Water Science and Technology Board, National Research Council,
Washington, District of Columbia, U.S.A.

INTRODUCTION

Water distribution systems consist of the pipes, pumps,
valves, storage tanks, reservoirs, meters, fittings, and
other hydraulic appurtenances that carry drinking
water from a centralized treatment plant or well supply
to consumers’ taps. Because distribution systems rep-
resent the vast majority of physical infrastructure for
water supplies (they span almost 1 million miles in
the United States), they constitute the utility’s primary
management challenge from both an operational and
public health standpoint.

The issues and concerns surrounding distribution
systems are many. First, the type and age of the pipes,
which make up distribution systems, range from cast
and ductile iron pipe to plastic pipe. Most distribution
pipes will be reaching the end of their expected life
spans in the next 30 yr. Thus, the water industry is
entering an era where it will have to make substantial
investments in pipe repair and replacement. Second,
of the 34 billion gallons of water produced daily by
public water supplies in the United States, approxi-
mately 63% is used by residential customers, and more
than 80% of the water supplied to residences is used for
activities other than human consumption.[1] Nonethe-
less, distribution systems are designed and operated
to provide water of a quality acceptable for human
consumption. Finally, in addition to providing drink-
ing water, a major function of most distribution sys-
tems is to provide adequate standby fire-flow, which
requires that distribution systems have standpipes,
elevated tanks, storage reservoirs, and larger sized
pipes than would otherwise be needed. The net effect
is that transit times between the treatment plant and
the consumer are longer, allowing for water quality
degradation.

Most regulatory mandates regarding drinking water
focus on enforcing water quality standards at the treat-
ment plant and not within the distribution system.
Ideally, there should be no change in the quality of
treated water from the time it leaves the treatment
plant until the time it is consumed. However, in reality
substantial changes can occur to finished water as a
result of complex physical, chemical, and biological
reactions. Indeed, waterborne disease outbreaks, both
microbial and chemical, are more and more likely to

be caused by problems within distribution systems,
although the total number of reported waterborne dis-
ease outbreaks has decreased since 1980 (see Fig. 1).

Two reports of the National Academies’ Water
Science and Technology Board[2,3] recently identified
and prioritized issues of greatest concern for distri-
bution systems, evaluated different approaches for
characterizing the public health risks of distribution
systems, evaluated the effectiveness of relevant existing
codes and regulations, and identified general practices
and policies that could be considered by water utilities
and others to reduce the risks posed by water-quality
deteriorating events in distribution systems. Although
a host of contamination events can lead to water qual-
ity degradation in distribution systems, a select few are
considered of highest priority given available epide-
miological data[2] and are the focus of this entry. These
include backflow events through cross connections;
contamination during installation, repair, and replace-
ment activities; contamination of finished storage
facilities; and events occurring to and within premise
plumbing. Other contamination events that are gener-
ally less troublesome but may be significant in certain
distribution systems include intrusion, the growth of
biofilms, nitrification, loss of disinfectant residual
owing to increased water age, permeation, leaching,
and post-precipitation.

BACKFLOW AND CROSS-CONNECTION
CONTROL

One of the most common means of contaminating
distribution systems is through a cross connection,
which is a location where contaminated water from a
non-potable source has the potential to flow back into
the distribution system. Backflow can occur when the
pressure in the distribution system is less than the
pressure in the non-potable source, such as during
water main breaks, firefighting, and pump failures.
Backflow can also occur when there is increased pres-
sure from the non-potable source that exceeds the
pressure in the distribution system, which can occur
when industrial operations or irrigation systems con-
nected to the potable source are exerting high internal
pressure. In a study of 188 households, the University
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of Southern California’s Foundation for Cross
Connection Control and Hydraulic Research reported
that 9.6% of the homes had a direct cross connection
that constituted a health hazard, and more than 95%
had either direct or indirect cross connections.[4]

The vast majority of states require some sort of
cross connection control program, either through reg-
ulations or guidelines, although the requirements and
the authority to implement them vary considerably in
terms of how detailed a water system’s program must
be, the types of water systems required to have a pro-
gram, and the role the states play in implementing and
maintaining a program. Some states rely solely on
plumbing codes to address cross connections and back-
flow, which may not require testing and follow-up
inspections of backflow prevention devices. A number
of states do not go beyond minimum requirements or
require public water systems to administer any type
of cross connection control program at the local level.

There are five primary elements of an effective cross
connection control program, the first of which is
authority. Effective cross connection control pro-
grams must have the legal authority to (1) enter
premises and inspect facilities to determine hazards;
(2) install, repair, and test backflow devices; (3) license
inspectors to test assemblies; and (4) terminate water
service in case of non-compliance. The second require-
ment is to inspect facilities and test devices. A testing
program must identify the appropriate standards that
a backflow prevention device must meet, and assem-
blies must be tested by a certified backflow assembly
tester. A third issue is training and certification. The
testing of backflow prevention assemblies by a certified
tester is necessary to ensure that the assembly is func-
tioning properly and will prevent backflow. The fourth
and fifth elements, which are generally not found in

cross-connection control programs, are record keeping
following inspections and testing and public education.

At present, there is no unified basis from which
cross connection control programs are designed,
adopted, and implemented, although EPA has pro-
vided guidance for approximately two decades through
its Cross Connection Control Manual.[5] Those states
with cross connection control programs that are lack-
ing could benefit greatly from EPA directives.

NEW AND REPAIRED WATER MAINS

Construction activities such as laying new pipes,
engaging in pipe repairs, and rehabilitating sites are
a major cause of distribution system contamination.
Contamination incidents are not uncommon, as
revealed by Pierson, Burlingame, and Martin[6] who
pointed out that pipe repair and installation have not
been accomplished using the best available sanitary
practices. This is captured in Table 1, which sum-
marizes a survey of distribution system workers at
three different utilities (eastern and western United
States and western Canada) on the potential for exter-
nal contamination to occur during water main repair
and replacement activities. Sanitary practices vary
widely, with even well-run utilities experiencing a
30% failure rate in the approval of new mains based
on water quality testing.[7] In addition, the storage of
pipe, pipe fittings, and valves along roadways or in
pipe yards prior to installation can expose them to
contamination from soil, stormwater runoff, and ani-
mals. Damage to pipes prior to their installation is
also possible, such as during pipe storage and hand-
ling or actual manufacturing defects such as surface
impurities or nicks.

Fig. 1 Waterborne disease out-
breaks in community water systems
(CWS) associated with distribution
system deficiencies. Note that the

majority of the reported outbreaks
have been in small community sys-
tems and that the absolute numbers

of outbreaks have decreased since
1982. Source: Data from Refs.[14–16].
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There are practices that can minimize the contami-
nation potential of repair and installation activities,
such as maintaining a positive pressure until the repair
site is unearthed and cleared. Trench water should be
removed before work is done, and street drainage
should be provided to keep water and runoff out of
the trench. New and repaired materials can be sprayed
or swabbed with chlorine or appropriate sanitizing
agents. During these activities, inspectors or engineers
managing the site need to be aware of water quality
issues, including the type of pipe that can be laid
in soils suspected of contamination (to predict the
potential for permeation), the means by which to
protect materials during storage, and what to do if
materials do become contaminated.

Non-technical solutions are also needed. Pipe design
and construction need to better incorporate sanitary
practices and permeation concerns. There are stan-
dards that attempt to address installation or construc-
tion practices, but there is a general lack of training and
use of sanitary practices. This could be addressed in
part by requiring foremen or managers of construction
sites to be certified on a regular basis, as it is for the cer-
tification of backflow installers and testers. Not only
would foremen or managers have to know the engin-
eering requirements, but they would also have to rec-
ord and understand the issues related to protecting
the sanitary condition of the materials and the water
supply.

FINISHED WATER STORAGE

There are 154,000 treated water storage facilities in
the United States[8] that are designed and operated
to provide reserve capacity for firefighting and other

emergencies, to equalize system pressure, and to bal-
ance water use throughout the day. To meet these
goals, large volumes of reserve storage are usually
incorporated into system operation and design, result-
ing in long water detention times. Long detention
times and improper mixing within such facilities
provide an opportunity for both chemical and biologi-
cal changes in the water. One of the most important
manifestations of water quality degradation during
water storage is a loss of disinfectant residual, which
can be further compromised by temperature increases
in storage facilities under warm weather conditions.
Internal chemical contamination can also occur owing
to leaching from coatings used in the storage facility
or solvents, adhesives, and other chemicals used to
fabricate or repair floating covers.

Storage facilities are also susceptible to external
contamination from birds, animals, wind, rain, and
algae. This is most true for uncovered storage facilities,
although storage facilities with floating covers are sus-
ceptible to bacterial contamination owing to rips in the
cover from ice, vandalism, or normal operation, or via
improperly sealed access openings and hatches or
faulty screening of vents and overflows.

One of the difficulties with storage facility manage-
ment is that water quantity and quality requirements
are frequently in conflict. While water quantity objec-
tives promote excessive storage, water quality objec-
tives are geared toward minimizing residence times
and frequent exercising of facilities to maximize the
disinfectant residual. Appropriate balancing is there-
fore required to ensure disinfection effectiveness and
a sufficient level of service. This involves adequate
turnover of the water in the facility to eliminate dead
zones and prevent the short-circuiting of the water
entering and leaving the facility.

Table 1 Potential for contaminant entry during water main activities

Percent of Responses from Workers at Three

Different Utilities (A, B, C)

Occurs Often Occurs Sometimes

Activity A B C A B C

Broken service line fills trench during installation 46 75 56 39 25 33

Pipe gets dirty during storage before installation 53 75 22 43 25 33

Trench dirt gets into pipe during installation 24 100 39 37 0 44

Rainwater fills trench during installation 20 25 5 60 75 83

Street runoff gets into pipe before installation 30 0 11 61 38 67

Pipe is delivered dirty 4 25 17 33 63 22

Trash gets into pipe before installation 24 0 0 56 50 11

Vandalism occurs at the site 15 0 0 35 0 5

Animals get into pipe before installation 0 0 0 11 0 11
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A disciplined storage facility management program
includes developing an inventory and background
profile on all tanks, developing an evaluation and
rehabilitation schedule, developing a detailed tank
evaluation process, performing tank evaluations, mak-
ing rehabilitations and replacements when needed, and
performing a 1-yr warranty inspection for all tanks.[9]

Depending on the nature of the water supply chemis-
try, such detailed inspections should be made every
3–5 yr, and consist of tanks needing to be drained, sedi-
ment removed, and appropriate rust-proofing applied
to the metal surfaces.[10] These inspections are in
addition to daily or weekly inspections for vandalism,
security, and water quality purposes (such as identify-
ing missing vents, open hatches, and leaks).

PREMISE PLUMBING

Premise plumbing includes the portion of the
distribution system associated with homes, schools,
hospitals, public housing, and other buildings. It is
connected to the main distribution system via the
service line. Virtually every problem identified in the
main distribution system can also occur in premise
plumbing. However, unique characteristics of premise
plumbing relative to the main distribution system
can magnify the potential public health risk and com-
plicate management strategies. These characteristics
include:

� a high surface area to volume ratio, which can lead
to more severe leaching and permeation;

� variable, often advanced water age, especially in
buildings that are irregularly occupied;

� more extreme temperatures than those experienced
in the main distribution system;

� low or no disinfectant residual, because buildings
are unavoidable ‘‘dead ends’’ in a distribution sys-
tem and because of advanced water age;

� potentially higher bacteria levels and regrowth
owing to the lack of persistent disinfectant resi-
duals, high surface area, advanced water age, and
warmer temperatures;

� exposure routes through vapor and bioaerosols in
relatively confined spaces such as home showers;

� proximity to service lines, which have been shown
to provide the greatest number of potential entry
points for pathogen intrusion;

� higher prevalence of cross connections, since it is
relatively common for untrained and unlicensed
individuals to do repair work in premise plumbing;

� variable responsible party, resulting in considerable
confusion over who should maintain water quality
in premise plumbing.

Premise plumbing is a contributor to the degrada-
tion of water quality, particularly owing to microbial
regrowth, backflow events, and contaminant intrusion,
although additional research is needed to better under-
stand their magnitude. In particular, colonization of
premise plumbing (particularly hot water heaters) by
Legionella accounts for a significant proportion of
reported waterborne disease outbreaks attributable to
distribution systems. Changes to plumbing codes and
new technology hold promise for controlling Legio-
nella growth and subsequent health risks. For
example, mandated mixing valves can prevent both
scalding and microbial regrowth in premise plumbing
water systems. On-demand water heating systems
may have benefits worthy of consideration versus
traditional large hot water storage tanks. Although
preliminary results suggest that chloraminated water
systems have a lower incidence of Legionella,[11–13]

the possible effects of chloramination and other treat-
ments need to be quantified to a higher degree of
certainty.

To better assess cross connections in the premise
plumbing of privately owned buildings, inspections
for cross connections and other code violations at the
time of property sale could be required. Such inspec-
tion of privately owned plumbing for obvious defects
could be conducted during inspection upon sale of
buildings, thereby alerting future occupants to existing
hazards and highlighting the need for repair. Finally, a
homeowner’s guide that highlights the nature of the
health threat associated with premise plumbing and
mitigation strategies that can be implemented to
reduce the magnitude of the risk would be helpful.
As part of this guide, it should be made clear that
water quality is regulated only to the property line,
and beyond that point responsibility falls mainly on
consumers.

CONCLUSIONS

This entry summarizes the work of two recent NRC
reports[2,3] on the public health risks of contaminated
distribution systems and how they should be managed
to reduce risk. The highest priority issues, which have a
recognized health risk based on clear epidemiological
and surveillance data, include cross connections and
backflow; contamination during installation, rehabili-
tation, and repair of water mains and appurtenances;
improperly maintained and operated storage facilities;
and water quality in premise plumbing. The NRC
reports contain a comprehensive discussion of other
issues of importance, including distribution system
operator training, biofilm growth, effects of increased
water age, intrusion, nitrification, permeation, leach-
ing, and post-precipitation.
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Drip Lines and Emitters: Acidification for
Prevention of Clogging

Andrew C. Chang
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INTRODUCTION

Water from both surface and underground sources
pick up particulate matter during conveyance—sands,
silts, plant fragments, algae, diatoms, larvae, snails,
fishes, etc. While the majority of the suspended solids
may be removed in preirrigation treatments such as
sedimentation and filtration, some of the fine silts
and colloidal clay particles inadvertently remain and
settle inside the lateral lines or emitters impeding the
water flow. As the flow slows down and/or the chemi-
cal background of the water changes, chemical precipi-
tates and/or microbial flocs and slimes begin to form
and grow, thus microirrigation emitter clogging occurs.
This section delineates the occurrences of chemical pre-
cipitates and the chemistry of acidification that is
employed to mitigate clogging caused by chemical preci-
pitates. Clogging resulting from formation of microbial
flocs and slimes is controllable by acidification as well
as chlorination.

OVERVIEW

Within the extensive network of a drip irrigation sys-
tem, it is difficult to predict where or when clogging
will take place. The hydraulic characteristics such as
flow velocity, path length, orifice diameter, and pres-
sure compensation all affect the flow rate and thus
the clogging. The lower end of an operating irrigation
system (laterals and emitters) should be visually
inspected for build-up of deposits, and the flow rates
and pressures of the systems should be regularly tested.
Routine examinations will identify segments of the net-
work that are potentially problematic and isolate them
for corrective measures. The clogging, once formed in
the distribution system, is difficult to mitigate. Preven-
tion is by far the preferred measure.

Clogging caused by the deposition of inorganic sus-
pended substances may be overcome by regular flush-
ing of the system and by employment of self-cleaning
emitters. High-dosage, short-duration shock treatment
with acidification and chlorination may be necessary to
dissolve the chemical precipitates and to inactivate the

microorganisms. Many publications outlined the prac-
tical and operational aspects of acidification and
chlorination processes for drip irrigation.[1–4]

CHEMICAL PRECIPITATION

Calcium (Ca2þ) and bicarbonate (HCO3
�) ions in water

have a tendency to form calcium carbonate precipitates
when the temperature and pH rise and CO2 partial
pressure changes. As the pH rises, the HCO3

� ion in
the bicarbonate–carbonate equilibrium shifts toward
the CO3

2� ion. The HCO3
� ion in water is also in equi-

librium with CO2 in the atmosphere. When the tem-
perature of water rises, the dissolved CO2 escapes
and again the equilibrium shifts toward the CO3

2�

ion. The reactions result in the precipitation of calcium
carbonate:

CaðHCO3Þ2ðaqÞ ! CaCo3ðsÞ þ H2O þ CO2ðgÞ

Water, high in hardness, is especially susceptible to the
precipitation reaction.

After an irrigation event, water left behind in the
emitter and the laterals will evaporate. The evap-
oration leaves behind mineral deposits that are carbon-
ate as well as chloride and sulfate salts of calcium,
magnesium, sodium, and potassium near an emitter
outlet, or orifice. The chloride and sulfate salts may
be dissolved in subsequent irrigation. Because of
their low solubility, minerals such as calcite (calcium
carbonate), gypsum (calcium sulfate), and magnesium
hydroxide are likely to accumulate over time on and
around the emitter openings. For saline water, the
deposits will build up rapidly. Ground water may also
contain reduced forms of iron and manganese. Upon
exposure to oxygen in the atmosphere, they are oxi-
dized and the oxidized iron and manganese ions form
precipitates with hydroxide, carbonate, and phosphate
in water. The deposits accumulate in and around the
microirrigation line, and emitters invariably are mix-
tures of precipitates of different chemical nature.
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ACIDIFICATION

Calcium carbonate is by far the most common chemi-
cal precipitate causing clogging in drip irrigation
systems.[5] Acids are frequently added to irrigation
water to prevent formation of precipitates or to dis-
solve precipitates when they form in the drip irrigation
lines and emitters.

In water, the solubility of calcium carbonate is a
function of the Ca2þ concentration, alkalinity, and
pH of the water.[6] The pH at which the calcium car-
bonate solubility in the water reaches saturation is
designated as the saturation pH, pHs, and it may be
calculated as:[7]

pHs ¼ pK2 þ p½Ca2þ� � pKsp � logð2½Alkalinity�Þ
� log gm

where p denotes �log operator, [ ] denotes molar con-
centration of the chemical species specified inside the
brackets, K2 is the dissociation constant of HCO3

� to
CO3

2�, Ksp is the solubility product of calcium carbon-
ate, and gm is the activity coefficient of monovalent
ion. Alkalinity refers to the ability of the water to resist
the change of pH when acid or base is added. It is
measured as moles of Hþ required for reducing the
pH of 1 L of water to 4.5. If the pH of the water is
maintained at less than the calculated pHs, calcium
carbonate precipitation will not take place in the
water.

To dissolve precipitates in and weaken the attach-
ments on drip lines and emitters, acids are added to
reduce the pH of water to approximately 2, and they
should remain in the affected sections for at least
24 hr. Any strong acid such as sulfuric, hydrochloric,
or nitric acid will serve the purpose. Afterwards, the
treated section of the drip lines is flushed to remove
the dissolved and loosened deposits.

When acid is added into water, the pH does not
change at a constant rate with the addition. The vol-
ume of acid required to lower the pH to a given level
is dependent on the alkalinity of the water. It may be
necessary to perform a titration trial on a water sample
to determine the acid addition required for achieving
the desired pH level.
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INTRODUCTION

Water from both surface and underground sources
picks up particulate matter during conveyance—sands,
silts, plant fragments, algae, diatoms, larvae, snails,
fishes, etc. While the majority of the suspended solids
may be removed in preirrigation treatments such
as sedimentation and filtration, some of the fine silts
and colloidal clay particles inadvertently remain and
settle inside the lateral lines or emitters impeding the
water flow. As the flow slows down and/or the chemi-
cal background of the water changes, chemical precipi-
tates and/or microbial flocs and slimes begin to form
and grow, thus microirrigation emitter clogging occurs.
This section delineates the occurrences of chemical
precipitates and the chemistry of acidification that
is employed to mitigate clogging caused by chemical
precipitates. Clogging resulting from formation of
microbial flocs and slimes is controllable by acidifi-
cation as well as chlorination.

OVERVIEW

Within the extensive network of a drip irrigation sys-
tem, it is difficult to predict where or when clogging
will take place. The hydraulic characteristics such as
flow velocity, path length, orifice diameter, and pres-
sure compensation all affect the flow rate and thus the
clogging. The lower end of an operating irrigation sys-
tem (laterals and emitters) should be visually inspected
for build-up of deposits, and the flow rates and pres-
sures of the systems should be regularly tested. Routine
examinations will identify segments of the network
that are potentially problematic and isolate them for
corrective measures. The clogging, once formed in
the distribution system is difficult to mitigate. Preven-
tion is by far the preferred measure.

Clogging caused by the deposition of inorganic sus-
pended substances may be overcome by regular flush-
ing of the system and by employment of self-cleaning
emitters. High-dosage, short-duration shock treatment
with acidification and chlorination may be necessary
to dissolve the chemical precipitates and to inactivate

the microorganisms. Many publications have outlined
the practical and operational aspects of acidification
and chlorination processes for drip irrigation.[1–4]

BIOLOGICAL GROWTH AND
BIOLOGICAL GROWTH INDUCED
CHEMICAL PRECIPITATION

Many microorganisms may grow within the water
delivery network in the absence of light producing
slime and causing iron and sulfur to precipitate in
the water. Organic substrates and nutrients will
enhance bacterial growth. The aggregates resulting
from microbial slimes adhering to the suspended solids
in the water are the primary causes of clogging.

When the iron present in water is in the ferrous form
(Fe2þ), it may be oxidized to the ferric iron (Fe3þ) that
in turn form precipitates. The oxidation reactions are
often mediated by filamentous (Gallionella, Lepto-
thrix, Toxothrix, Crenothrix, and Sphaerotilus spp.)
and non-filamentous (Psedomonas and Enterobactor
spp.) bacteria.[1] In the presence of dissolved oxygen,
Fe2þ is oxidized to (Fe3þ) according to the reaction

Fe2þ þ 1

4
O2 þ Hþ ¼ Fe3þ þ 1

2
H2O

At pH 7, the solubility of Fe3þ is approximately 6
orders of magnitude lower than that of the ferrous iron
Fe2þ. Solution Fe concentrations as low as 0.1 mg L�1

may result in significant deposition of Fe precipitates
in the distribution systems.

When hydrogen sulfite is present in the water,
Thiothrix spp. bacteria oxidize the S2� in H2S to inso-
luble elemental sulfur, S0, in the presence of dissolved
oxygen:

H2S þ 1

2
O2 ¼ H2O þ S0

The potential for clogging is related to the quality of
irrigation water. Based on field experience, concen-
trations that exceed the levels labeled as low given in
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exceed the limits, the higher the clogging potential.

CHLORINATION

Chlorination is by far the most common method used
to disinfect water. It involves the addition of chlorine
or chlorine compounds to produce chemical species
that have ability to inactivate microorganisms present
in water. The method was first introduced over 100 yr
ago and has remained as an effective, cost-effective,
and easy to operate process.

When chlorine is dissolved in water, it hydrolyzes
to hypochlorous acid (HOCl) that subsequently ionizes
to hypochlorite (OCl�).

Cl2ðgÞ þ H2O ! HOClðaqÞ þ Hþ þ Cl�

HOClðaqÞ ! Hþ þ OCl�

For other chlorine chemicals (such as the active ingre-
dients found in household bleach), the reactions are
similar:

CaðOClÞ2 þ 2H2O ! 2HOCl þ CaðOHÞ2

NaOCl þ H2O ! HOCl þ NaOH

CaClOCl þ 2H2O ! HOCl þ Hþ

þ Cl� þ CaðOHÞ2

HOCl and OCl� are the chlorine species active in the
disinfection actions. The ratio of HOCl and OCl�

species in water is dependent on pH (Fig. 1). This

relationship is significant, as HOCl(aq) is a far more
effective chemical species for disinfection than OCl�.

HOCl and OCl� are strong oxidants and may be
dissipated before significant disinfection occurs
because of their reactions with various impurities in
water. Chemical species such as H2S, SO3

2�, NO2
�,

Fe2þ, and Mn2þ react rapidly with HOCl according
to the following reactions:

H2S þ 4HOCl ! H2SO4 þ 4HCl

2Fe2þ þ Cl2ðgÞ þ 6H2O ! 2FeðOHÞ3
þ 2Cl� þ 6Hþ

Mn2þ þ Cl2ðgÞ þ 2H2O ! MnO2

þ 2Cl� þ 4Hþ

In these reactions, the disinfecting power of the
added chlorine (i.e., Cl2, HOCl, and OCl�) is spent in

Table 1 Water quality criteria for drip irrigation

Clogging potential

Parameter Low Moderate High

Suspended solids (mg L�1) <50 50–100 >100

pH <7 7–8 >8

Dissolved solids (mg L�1) <500 500–2000 >2000

Manganese (mg L�1) <0.1 0.1–1.5 >1.5

Iron (mg L�1) <0.1 0.1–1.5 >1.5

Calcium and magnesium (mg L�1) <20 20–50 >50

Hydrogen sulfite (mg L�1) <0.5 0.5–2 >2

Bacterial population (count mL�1) <105 105–5 � 105 >5 � 105

Fig. 1 Distribution of HOCl and OCl�1 in water.
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oxidizing the reduced forms of sulfur (S2�), iron
(Fe2þ), and manganese (Mn2þ) present in the water.
If Fe2þ and Mn2þ are present in water, as in some
ground waters, they will be oxidized through the
chlorination process and the oxidized Fe and Mn
species are considerably less soluble in the water. It is
preferable that the reduced Fe and Mn species are
oxidized at the pre-irrigation treatment to prevent the
formation of precipitates in the distribution system.

If ammonia is present in the water it will also
react with HOCl(aq) and result in the formation of
chloroamines:

NH3 þ HOCl ! NH2Cl þ H2O

NH2Cl þ HOCl ! NHCl2 þ H2O

NHCl2 þ HOCl ! NCl3 þ H2O

These combined chlorine species are considerably less
efficient in inactivating microorganisms than HOCl(aq).
If the addition of chlorine continues after the conver-
sions, combined chlorines will be further oxidized to
form gaseous nitrogen species and chloride:

NH2Cl þ NHCl2 þ HOCl ! N2O þ 4HCl

HN2Cl þ NCl3 þ HOCl ! N2 þ 4HCl

In addition, organic reducing agents such as phenols
and unsaturated organic compounds also react with
free chlorine. Notably, HOCl(aq) reacts with dissolved
organic matter in water to form trihalomethanes. Tri-
halomethanes are chemical species that have the struc-
ture of a methane molecule in which three of the
hydrogens are substituted by permutations of halogens
(I, Cl, and Br). Because of their similarity in chemical
structure, trihalomethanes are categorized along with
chloroform (CHCl3), the most common trihalo-
methane species among them, as potential carcinogens.
Some irrigation waters, such as those obtained from
the Sacramento Delta in California, can contain sig-
nificant amounts of humic and fulvic acids, which are
precursors of trihalomethanes. Unlike in drinking
water through which consumers may be exposed to
potentially harmful chemicals, the chlorination-
induced trihalomethanes are not expected to be
absorbed by plants. However, additional chlorine
must be spent to satisfy the reactions before the
sufficient concentrations of effective chlorine species
are present in the treated water to satisfy the
disinfection needs.

The disinfecting potential of the water may be repre-
sented by the chlorine residue that sums up the free
and combined chlorine species present in the water
(Fig. 2). In this diagram, the added chlorine at first
does not result in any chlorine residue as it reacts with

the reducible substances in the water. Subsequently,
the chlorine residue rises as the added chlorine reacts
with ammonia in water to form the combined chlorine
species and then falls as these compounds decompose
to chloride and gaseous nitrogen. The most effective
disinfecting chlorine species will not be present in
the water until all reactions are completed and the dos-
age reaches beyond the break point marked in Fig. 2.

The amount of chlorine required to reach the break
point is dependent on the amounts of reducible sub-
stances and ammonia present in the water. This dosage
is empirically determined for each water.

In chlorination, the effectiveness of microbial kill is
in proportion to the concentration of disinfectant and
time of contact. Low-chlorine dosages may be compen-
sated by longer time of contact and vice versa. In
practical applications, the microbial growth in drip-
irrigation lines may be controlled by continuous
chlorination at rates that result a chlorine residue
concentration of 1–2 mg L�1, or at intermittent basis
with a chlorine residue concentration of 10–20 mg L�1

for 30–60 min once each day of irrigation. When
severe blockages caused by microbial growth occur,
super-chlorination at chlorine residue concentrations
of 500–1000 mg L�1 may be necessary until the block-
age is removed.
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Drought

Donald A. Wilhite
National Drought Mitigation Center, University of Nebraska,
Lincoln, Nebraska, U.S.A.

INTRODUCTION

Drought differs from other natural hazards in several
ways.[1] First, drought is a slow-onset, creeping natural
hazard. Its effects often accumulate slowly over a con-
siderable period of time and may linger for years after
the termination of the event. Therefore, the onset and
end of drought is difficult to determine. Second, the
absence of a precise and universally accepted definition
of drought adds to the confusion about whether or not
a drought exists and, if it does, its degree of severity.
Realistically, definitions of drought must be region
and application (or impact) specific. This is one expla-
nation for the scores of definitions that have been
developed. Third, drought impacts are non-structural
and spread over a larger geographical area than are
damages that result from other natural hazards.
Because drought can affect such large areas, it is far more
difficult to quantify impacts and respond effectively.

Although many people consider drought a natural
or physical event, it has both a natural and social
component. The risk associated with drought for any
region is a product of both the region’s exposure to
the event (i.e., probability of occurrence at various
severity levels) and the vulnerability of that area or
region to the event. The natural event (i.e., meteoro-
logical drought) is a result of the occurrence of persis-
tent large-scale disruptions in the global circulation
pattern of the atmosphere. Exposure to drought varies
spatially, and we can do little to alter drought occur-
rence. Vulnerability, on the other hand, is determined
by social factors such as population growth, popu-
lation shifts (regional and rural to urban), demographic
characteristics, technology, policy, environmental
awareness, and social behavior. These factors change
over time and thus vulnerability will increase or
decrease in response to these changes.

DROUGHT DEFINITION AND TYPES

Drought is an insidious natural hazard that results
from a departure of precipitation from expected or
‘‘normal’’ that, when extended over a season or longer
period of time, is insufficient to meet the demands of
human activities. Drought is normally grouped by type

as follows: meteorological, hydrological, agricultural,
and socioeconomic.[1] Fig. 1 explains the relationship
between these various types of drought and the
duration of the event. Meteorological drought is
commonly defined on the basis of the degree of precipi-
tation deficiency, compared to ‘‘normal’’ or average,
and the duration of the dry period. Thus, intensity
and duration are the key characteristics of these defini-
tions. Agriculture is usually the first economic sector
affected by drought because soil moisture supplies
are often quickly depleted. Agricultural drought
links various characteristics of meteorological drought
to agricultural impacts, focusing on precipitation
shortages, differences between actual and potential
evapotranspiration, and soil water deficits. Agricul-
tural drought would develop more quickly on sandy
soils because of lower soil water-holding capacity. A
plant’s demand for water depends on prevailing
weather conditions, biological characteristics of the
specific plant, its stage of growth, and the physical
and biological properties of the soil. A definition of
agricultural drought should account for the variable
susceptibility of crops at different stages of crop
development.

Hydrological droughts are associated with the
effects of periods of precipitation deficits on surface
or subsurface water supply (i.e., streamflow, reservoir
and lake levels, groundwater). Extended drought peri-
ods may result in serious depletion of these compo-
nents of the hydrological system. Hydrological droughts
are usually out of phase or lag the occurrence of
meteorological and agricultural droughts. More time
elapses before precipitation deficiencies are detected
in surface and subsurface water supplies. As a result,
impacts are out of phase with those in other economic
sectors. Also, water in hydrological storage systems is
often used for multiple and competing purposes (e.g.,
power generation, flood control, irrigation, rec-
reation), further complicating the sequence and
quantification of impacts. Competition for water in
these storage systems escalates during drought, and
conflicts between water users increase significantly.
Hydrological drought is also likely to continue long
after the end of meteorological drought because of
the time necessary to recharge surface and subsurface
water supplies.
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Finally, socioeconomic drought is associated
directly with the supply of some commodity or
economic good (e.g., hay, hydroelectric power) and
that supply is related directly to precipitation levels.
Increases in population can substantially alter the
demand for these economic goods over time. Thus,
the incidence of drought could increase because of a
change in the frequency of meteorological drought, a
change in societal vulnerability to water shortages, or
both. For example, poor land-use practices such as
overgrazing can decrease animal carrying capacity
and increase soil erosion, which exacerbates the
impacts of and vulnerability to future droughts.

DROUGHT CHARACTERISTICS

Droughts differ from one another in three essential
characteristics: intensity, duration, and spatial cover-
age. Intensity refers to the degree of the precipitation
shortfall and/or the severity of impacts associated with
the shortfall. It is generally measured by the departure
of some climatic index from normal and is closely
linked to duration in the determination of impact.
Many indices exist and are used to detect the onset
and severity of drought conditions. One of the princi-
pal difficulties with any index is the determination of
the threshold between non-drought and drought con-
ditions or levels of severity (i.e., moderate, severe,
extreme). These thresholds are important because they
are used to determine when emergency response or
mitigation actions are triggered.

Another distinguishing feature of drought is its
duration. Droughts usually require a minimum of
two to three months to become established but then
can continue for months or years. Drought impacts
are magnified as dry conditions extend through
multiple seasons or years.

Droughts also differ in terms of their spatial character-
istics. The areas affected by severe drought evolve gradu-
ally, and regions of maximum intensity shift from season
to season. As drought emerges and intensifies, its core
area or epicenter shifts and its spatial extent expands
and contracts throughout the duration of the event.

THE IMPACTS OF DROUGHT

The impacts of drought are diverse and often ripple
through the economy. Impacts are often referred to
as direct or indirect. Because of the number of affected
groups and sectors associated with drought, its spatial
extent, and the difficulties connected with quantifying
environmental damages and personal hardships, the
precise determination of the financial costs of drought
is an arduous task.

The impacts of drought can be classified into three
principal areas: economic, environmental, and social.[2]

Economic impacts range from direct losses in the
broad agricultural and agriculturally related sectors,
including forestry and fishing, to losses in recreation,
transportation, banking, and energy. Other economic
impacts would include added unemployment and loss
of revenue to local, state, and federal government.

Fig. 1 Relationship between various types
of drought and duration of drought events.
Source: From Ref.[1].
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Environmental losses are the result of damages to
plant and animal species, wildlife habitat, and air and
water quality; forest and range fires; degradation of
landscape quality; and soil erosion. Although these
losses are difficult to quantify, growing public aware-
ness and concern for environmental quality has forced
public officials to focus greater attention on these
effects. Social impacts mainly involve public safety,
health, conflicts between water users, and inequities
in the distribution of impacts and disaster relief pro-
grams. As with all natural hazards, the economic
impacts of drought are highly variable within and
between economic sectors and geographic regions, pro-
ducing a complex assortment of winners and losers
with the occurrence of each disaster.

DROUGHT PLANNING AND MITIGATION

Drought planning is defined as actions taken by individ-
ual citizens, industry, government, and others in advance
of drought for the purpose of mitigating some of the
impacts and conflicts associated with its occurrence.[3]

Because drought is a normal part of climate variability
for virtually all regions, it is important to develop plans
to deal with these extended periods of water shortage
in a timely, systematic manner. This planning process
needs to occur at various levels of government and be
integrated between levels of government.

The purpose of a drought plan is to reduce the
impacts of drought by identifying the principal sectors,
groups, or regions most at risk and developing miti-
gation actions and programs that can reduce these
risks in advance.[3] Plans will also improve coordi-
nation within and between levels of government. Gen-
erally, drought plans have three basic components:
monitoring and early warning; risk and impact assess-
ment; and response and mitigation.[4] Substantial pro-
gress in state-level drought planning has been made in
the United States in recent years. States with drought
plans have increased from 3 in 1982 to 31 in 2001.
Drought plans are at the foundation of improved
drought management, but only if they emphasize risk
assessment and mitigation programs and actions.

CONCLUSION

Drought is an insidious natural hazard that is a normal
part of the climate of virtually all regions. It should not
be viewed as merely a physical phenomenon. Rather,
drought is the result of an interplay between a natural
event and the demand placed on water supply by
human-use systems.

Many definitions of drought exist; it is unrealistic to
expect a universal definition to be derived. The three
characteristics that differentiate one drought from
another are intensity, duration, and spatial extent.
The impacts of drought are diverse and generally
classified as economic, social, and environmental.
Impacts ripple through the economy and may linger
for years after the termination of the drought episode.
It appears that societal vulnerability to drought is
escalating in both developing and developed countries,
and at a significant rate. It is imperative that increased
emphasis be placed on mitigation, preparedness, and
prediction and early warning if society is to reduce
the economic and environmental damages associated
with drought and its personal hardships. This will
require improved coordination within and between
levels of government and the active participation of
stakeholders.

REFERENCES

1. Wilhite, D.A. Drought as a natural hazard: concepts and

definitions. In Drought: A Global Assessment; Wilhite,
D.A., Ed.; Routledge: London, 2000; Vol. 1, 3–18.

2. Wilhite, D.A.; Vanyarkho, O. Drought: pervasive

impacts of a creeping phenomenon. In Drought: A Glo-
bal Assessment, Hazards and Disasters: A Series of
Definitive Major Works; Wilhite, D.A., Ed.; Routledge:

London, 2000; Vol. 1, 245–255.
3. Wilhite, D.A.; Hayes, M.J.; Knutson, C.; Smith, K.H.

Planning for drought: moving from crisis to risk manage-
ment. J. Am. Water Res. Assoc. 2000, 36 (4), 697–710.

4. Wilhite, D.A.; Sivakumar, M.K.V.; Wood, D.A.; Eds.
Early warning systems for drought preparedness and
management, Proceedings of an Expert Group Meeting,

Lisbon, Portugal, Sept 5–7, 2000; World Meteorological
Organization: Geneva, Switzerland, 2000.

Drought 217

© 2008 by Taylor & Francis Group, LLC



D
rainage–D

ust

Drought Hardening and Pre-Sowing Seed Hardening

Neil C. Turner
Centre for Mediterranean Agricultural Research, Plant Industry, Commonwealth Scientific and
Industrial Research Organization (CSIRO), Wembley, Western Australia, Australia

INTRODUCTION

Drought hardening is the process whereby a plant is
subjected to partial drying so that when it is exposed
to a subsequent drought event, the plant is able
to withstand a greater severity of drought. During
drought hardening, morphological, physiological, and
chemical changes are induced within the plant as a
result of phytohormone activity that enable the cells
to withstand greater dehydration. Drought hardening
also confers greater cold tolerance to the plant.
Drought hardening is widely used in seedlings to
increase their survival rate when transplanted. The
wetting and drying of seed, known as presowing seed
hardening, is also used to increase the germination,
emergence, and drought tolerance of seedlings.

The acclimation of plants is the non-heritable
modification by the plant in response to exposure to
new climatic conditions such as drought.[1] It relies on
the occurrence of temporary phenotypic modifications
induced by the change in environment. Acclimation
differs from adaptation in that the latter refers to the
heritable modifications in structure or function that
increase the probability of a plant surviving and repro-
ducing in a particular environment.[1] Hardening is the
equivalent of acclimation,[1] that is, it depends on
phenotypic modifications. Seedlings are ‘‘hardened’’
prior to transplanting by exposure to full sunlight
and transient water stress to ensure greater survival.

EFFECTS OF DROUGHT HARDENING

The changes that take place during drought hardening
are several. First, drought hardening induces morpho-
logical and anatomical changes in the plant. In wheat,
exposure to water stress during the growth of the flag
leaf resulted in a reduction in leaf area and thickness,
smaller cells with thicker walls, and an increased
stomatal frequency.[2] Similarly, in cotton a reduced
frequency of irrigation resulted in smaller leaves with
smaller cells and thicker cell walls.[3] These morpho-
logical changes resulting from drought preconditioning
make the plant more xeromorphic and less sensitive to
subsequent drought.[4,5] Drought hardening also influ-
ences the physiological responses of plants. In cotton,

drought hardening made leaf expansion and stomatal
conductance less sensitive to a subsequent water defi-
cit.[4] Also, the proportion of root dry weight to shoot
dry weight shifts in favor of the root during drought
hardening,[4] thereby enabling increased water uptake
during subsequent water shortage.

Additionally, drought hardening induces a lowering
of the osmotic potential and turgor maintenance.[6]

This is illustrated, for cotton, in Fig. 1. The turgor
pressure was higher and osmotic pressure was lower
at a particular leaf relative water content in drought-
hardened cotton plants exposed to three cycles of
water stress, compared to continuously well-watered
cotton plants.[5] The lower osmotic potential in the
hardened plants may arise from solute accumulation
by osmotic adjustment or by changes in tissue elas-
ticity.[5,6] In cotton, while solutes increased during a
subsequent stress, solute accumulation was similar in
drought hardened and non-hardened plants suggest-
ing that it was the change in cell size and tissue elasti-
city that resulted in the changes observed in Fig. 1.[5]

Certainly, the accumulation of solutes by osmotic
adjustment[6,7] during drought hardening can play a
role in maintenance of turgor and physiological activity
in a subsequent cycle of drought.[8] One consequence
of osmotic adjustment is the continued growth of roots
and deeper extraction of water from the soil,[9] thereby
maintaining the water status of the plant high during
a subsequent drying cycle and delaying the onset
of plant dehydration, a mechanism recognized as
drought avoidance. The solutes that accumulate during
drought hardening are soluble sugars and amino acids,
especially proline.[7,10] Table 1 gives the relative con-
centrations of amino acids and soluble sugars in the
phyllodes (leaves) of Acacia cyanophylla seedlings
during drought hardening for periods up to 13 mo.
Reducing the water available to one-sixth in the well-
watered tree seedlings induced, after the first month,
a gradual increase in the concentration of aspartic
acid, glutamine acid, proline, and soluble sugars.

When soils dry, it is now recognized that the leaves
and roots synthesize the phytohormone, abscisic acid
(ABA). Root-synthesized ABA is quickly transferred
to the leaves in the xylem sap.[11] ABA closes stomata,
reduces leaf growth, increases leaf senescence and
abscission, and promotes root growth.[11,12] Thus,

218

© 2008 by Taylor & Francis Group, LLC



D
ra

in
ag

e–
D

us
t

ABA acting alone or possibly in concert with other
phytohormones such as cytokinins, sap pH, and sap
mineral composition,[13] induces changes in the

plant’s water loss and water harvesting capabilities
that enable it to withstand subsequent drought better.
This suggests that ABA plays an important role in
the induction of drought hardening.

ABA is also known to induce production of specific
proteins, dehydrins, which are part of the late embryo-
genesis abundant (LEA) class of proteins that are also
stimulated by dehydration in a wide range of plants.[14–16]

However, the role of these proteins in drought harden-
ing is still unclear since the overexpression and down-
regulation of the genes had no influence on a plants’
abilities to withstand subsequent water deficits.

Water deficits also induce accumulation of compat-
ible solutes such as glycine betaine, proline betaine,
and other quaternary ammonium compounds that
may play a role in drought hardening by acting as
osmoprotectants and to store energy for use when
stress is relieved.[17] Genes for their overproduction
have been identified and genetic modification to
increase the content of compatible solutes has been
shown to increase salinity tolerance.[18]

The changes induced by drought hardening also
reduce the chilling injury of plants. The morphological,
physiological, and chemical changes induced during
drought hardening such as smaller cells, thicker cell
walls, lower stomatal conductances and transpiration,
high soluble sugar, and amino acid levels appear to
confer greater chilling resistance to the plant. However,
chilling resistance and drought hardening appear to be
induced by separate mechanisms. Chilling of the roots
does induce water deficits in the leaves because of the
decreased hydraulic conductance of roots at low tem-
perature, provided shoot transpiration is high.[19]

ABA increased when plants were chilled[20] at high
relative humidities that induced a water deficit in the
chilled plants, but not in plants chilled at high rela-
tive humidities designed to minimize transpiration.[21]

Indeed, low temperature appeared to minimize ABA
production even in water-stressed plants[21] suggesting
that ABA does not induce chilling resistance like it
induces drought hardening.

PRESOWING HARDENING

Henckel and his coworkers concluded that presowing
hardening of seeds conferred greater drought resis-
tance on a plant after germination.[22] Presowing hard-
ening is achieved by soaking the seed in water for a
period of about 2 days so that imbibition of water
occurs and then slowly air drying the seed until it
reaches the initial water content.[22] Henckel[22] sug-
gested that the presowing hardening induced a number
of physicochemical changes to the cytoplasm, includ-
ing greater hydration of colloids, higher viscosity and
elasticity, increased bound water, increased hydrophilic

Table 1 Influence of drought hardening for various
periods of time on the composition of the phyllodes

(leaves) of Acacia cyanophylla Lindl. The results are
presented as drought hardened as a fraction of the
unhardened plant. Drought hardening was induced by

providing one-sixth the water of that given to the
unhardened well-watered plants

Duration of hardening (mo)

Phyllode composition 1 3 5 13

Free amino acids 0.63 1.60 2.53 5.73

Aspartic acid 0.44 1.55 5.53 5.00

Glutamic acid 0.46 1.49 1.29 2.69

Proline 0.53 2.00 3.31 9.00

Soluble sugars 1.00 1.13 1.39 1.94

Source: Adapted from Ref.[10].

Fig. 1 The water content (A), turgor pressure (B), and
osmotic potential (C), of cotton leaves subjected to drought
hardening or kept well watered. Drought hardening was

induced by three cycles of withdrawing water until the sto-
mata closed during the day. Source: Adapted from Ref.[5].
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and decreased lipophilic colloids, and an increased
temperature for protein coagulation. Other studies
showed that presowing hardening of carrot increased
the embryo size by about 50%[23] and increased the
speed of germination and emergence of seedlings[23,24]

such that in a drying soil a greater proportion of seeds
germinated and emerged.[25] The benefits that the pre-
sowing hardening had on the drought resistance of the
plant have been disputed.[26] Both benefits[23] and lack
of benefit[25] have been reported. Presowing hardening
of rice seed was shown to increase the percentage
emergence of the seed in three of eight cultivars of rice,
but not in another five.[27] The increased emergence
was associated with longer coleoptiles and greater root
length, suggesting that in the cultivars in which pre-
sowing hardening had a beneficial effect it was from
the faster initial growth, as in previous studies.[23,25]

CONCLUSION

Drought hardening is a recognized method that is
widely used when transplanting seedlings into the field
and also provides widespread benefit to crops grown
under dryland conditions or with limited irrigation.
Presowing hardening of seed, on the other hand, has
had mixed results and has not been widely adopted,
particularly as soaking and drying the seed is a costly
and exacting practice.
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INTRODUCTION

Surviving periods without water is one of the greatest
challenges faced by many plants. To cope with this
challenge, plants have developed several strategies:
either adaptation mechanisms which allow them to
survive the adverse drought conditions, or the pos-
session of particular growth habits to circumvent or
avoid drought. Both mechanisms must have arisen
under the same evolutionary constraints to enable
plants to cope with low water availability. Plants avoid
drought by completing their life cycle during the wet
season when sufficient water is available. This strategy
has been adopted by many flowering annuals. Another
drought-avoidance mechanism is the formation of
deep roots which allows better access to groundwater
resources. The development of deep roots is an
example where it is difficult to distinguish between
avoidance and adaptation mechanisms. Most adap-
tation mechanisms are constitutive and are also present
during non-stressful conditions. The objective of
drought-adaptation mechanisms is to decrease transpi-
ration and to improve water up-take. The development
of succulence in leaves and roots, sunken stomata,
reduction of transpiring surfaces even by the shedding
of leaves or the presence of specialized photosynthetic
pathways (C4 and CAM plants) are examples of
drought-avoidance mechanisms. In summary, adap-
tation includes modifications of a plant on the mor-
phological, anatomical and/or biochemical level to
cope better with water-deficit.

Acclimation is a third mechanism, different from
avoidance and adaptation. Acclimation is a response
of plants to changing water conditions, and it is gener-
ally associated with the synthesis of a specific set of
transcripts. During acclimation, plants acquire resis-
tance to stress conditions which may otherwise be
lethal. This review will focus on avoidance and adap-
tation mechanisms.

MECHANISMS OF DROUGHT AVOIDANCE
AND ADAPTATION

Anatomical Mechanisms

Most anatomical adaptations to drought conditions
contribute to the maintenance of a positive water bal-
ance, either by maximizing water up-take, or minimiz-
ing water loss. To maximize water absorption from the
soil, desert plants often have well-developed xylem
tissue, which helps rapid water conduction in times
of water supply. For example, in the case of Lygeum
spartam, the roots are extremely hygroscopic to maxi-
mize water absorption. At the level of minimizing
water loss, roots of plants from arid environments
often develop thick bark, show sclerification of the
cortical cells or ensure that the vascular cylinder is pro-
tected by periderm formation or necrosis of the cortical
parenchyma. In addition, a feature mainly specific to
desert grasses is the production of sheath roots which
exude a mucilage to cement particles around the root
and protect against dehydration. In aerial parts of
the plant, transpiration is the major process through
which water is lost. Structural characteristics specific
to desert plants, which contribute to reducing water
loss, logically include a reduction in total leaf surface
area and a concomitantly low surface area/volume
ratio. This tendency towards succulence often reflects
a reduction in leaf cell size.[1] Many diverse mecha-
nisms have evolved to reduce water loss in plants where
the vapor-pressure gradient between vegetative organs
and the air is extreme. One common mechanism is the
development of either a thick waxy epidermis or a mul-
tiple epidermis in leaves. Equally important is the
chemical composition of the epidermis, which will
regulate how effective water loss is minimized. Many
desert plants have a thick covering of hairs or tri-
chomes on the leaves, which in the same way as cuticu-
lar wax or resin, serves to reduce solar radiation to the
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leaves and increase solar reflectance.[2] In addition to
creating a boundary layer of still air close to the leaf
surface, this traps moisture and reduces evapotran-
spiration. In the same way, sunken stomata also mini-
mize transpiration through the creation of a pocket of
moist still air above the stomatal pore. A more special-
ized characteristic of some xerophytes, e.g., Achillea
fragrantissima is to produce annual interxylary cork
rings. This helps to reduce water loss and limits water
flow to a narrow zone of xylem.[2]

Morphological Characteristics

The major ways plants avoid drought stress is to alter
their whole morphology to minimize transpirational
water loss. Plants growing in arid environments have
a low shoot/root ratio, which means that each unit
of aerial transpiring surface is provided with water
by many more roots than is the case for mesophytes,
thereby increasing the potential for a positive water
balance. Individual plants may show a remarkable
ability to modulate leaf area, depending on environ-
mental conditions. For example, the desert shrub
Lycium shawii can produce broad thin leaves in wet
conditions, or small leaves in progressively drier habi-
tats, or even no leaves at all. Many desert plants avoid
desiccation by shedding their leaves during the dry sea-
son, such as broom-like xerophytes. Under extreme
conditions, leaf shedding may also be accompanied
by branch shedding in some species. Other plants shed
large winter leaves at the start of the dry season and
form increasingly smaller leaves throughout the dry
season, such as Artemisia herba-alba. Zygophyllum
dumosum reduces its transpiring surface up to 96%
by shedding its leaf blades to leave only the petioles.
The ability of a plant to orientate its aerial parts to
minimize the effect of sunlight on transpiration include
epinastic or hyponastic growth responses, or nycti-
nasty, the endogenously-controlled circadian rhythm
of leaf movement. Another mechanism to reduce water
loss from exposed surfaces is that of leaf rolling, shown
by many desert grasses, such as Sporobolus arabicus.
This ensures that the adaxial side of the leaf, contain-
ing the stomata faces inwards and is protected from
the direct impact of the climate and reduces transpi-
ration loss. Although plants in arid environments have
a high root/shoot ratio, it is hard to generalize about
the nature of the root systems of plants adapted to
drought. Root depth is often significantly increased
in response to drought[3] and phraeatophytes have
extremely deep tap root systems. However, some plants
(e.g., cacti) have superficial root systems. It is at least
accepted that the capacity of the root system to
develop early and rapidly in the life cycle is an impor-
tant factor in drought resistance.[4] Some xerophytes

and geophytes produce ephemeral roots or fine rootlets
in response to rain very rapidly, even within a few
hours for some cacti,[5] just below the soil surface,
which absorb dew as well as ground water.

Physiological Mechanisms

Xerophytes usually have higher osmotic pressures
in their roots and shoots than mesophytes, which
increases the efficiency of water absorption. Maintain-
ing osmotic pressure in drought conditions may be
achieved by adjusting the cytoplasmic content of either
organic acids (malate), inorganic cations (Kþ), carbo-
hydrates (glucose, fructose, sugar alcohols) or amino
acids (proline). This osmotic adjustment, together with
cell wall elasticity, can maintain osmotic pressure and
appropriate cell volume as cellular water is lost. The
ability to osmoregulate not only serves to prevent
further water loss in dry environments, but allows for
the continued uptake of water against large negative
water potentials.

C4 and CAM pathways of photosynthesis are
usually found in plants growing in environments where
high temperatures predominate, and are both con-
sidered as physiological mechanisms to avoid water
loss. This is a result for CAM plants of the bulk of car-
bon being fixed during the night, when leaf tempera-
tures and water vapor-pressure differences are low,
so that stomatal opening minimizes transpirational
water loss and maintains a high water use efficiency.
In C4 species, the biochemical steps of CO2 assimi-
lation are spatially separated: CO2 is first fixed into
oxaloacetic acid in the mesophyll cells and is then
transferred to the bundle sheath cells for entry into
the Calvin cycle. The morphologically distinct bundle
sheath and mesophyll cells represent a Krantz anatomy
and C4 photosynthesis is associated with a higher
photosynthetic efficiency and a higher water use
efficiency than for C3 plants.

Growth Habits

Many angiosperms have evolved a drought-avoidance
strategy by altering their life cycles to evade potential
dry seasons. These winter annuals and ephemerals
are therefore abundant in arid environments with sea-
sonal droughts, since they have very short life cycles,
as rapid as 2–3 weeks (e.g., Linaria haelava) and can
successfully reproduce and die before the onset of
drought and leave a reserve of viable dormant seeds
in the soil. Perennials, as already mentioned, evade
desiccation by partly or completely (as in geophytes
having corms or bulbs) losing the vegetative structures
at the onset of drought. Ephemerals and winter
annuals have been shown to have much higher values
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of reproductive resource allocation than other plants,[6]

since they need not retain reserves for perennation.
In general, most plants avoid drought by accelerating
the transition from vegetative to reproductive growth
or at least reducing reproductive growth in general,
so that resource allocation does not outstrip resource
availability.

Many aspects of growth form contribute to the
avoidance of desiccation; an increase in bushiness to
minimize water loss and increase shading of leaves.
The tree Ocotea foetens, which grows in areas of low
rainfall, shows a spectacular adaptation to drought
by forming a very dense canopy which aids the conden-
sation of water from fog, which then runs to the tree
base to irrigate itself and other species.[7] Otherwise,
direct water absorption from the air is limited to lichen
and algae, which can obtain water from air with a rela-
tive humidity of more than 70%.[8] Foliar uptake of
precipitation, dew or water vapor by vascular plants
is an extremely debatable phenomenon according to
strict defining criteria. Many poikilohydric plants,
including some ferns and ‘‘resurrection’’ plants[9]

may equilibrate their water content with the relative
humidity of the air during drought periods, and fully
rehydrate in plentiful water supply.

FUTURE PERSPECTIVES

Further study of the molecular biology underlying
many of the adaptation and avoidance responses will
contribute to our understanding of the genetic bases
of these processes. If traits contributing to drought
tolerance are determined by a single gene, the possi-
bility is raised that biotechnology and gene transfer
techniques may be able to engineer plants better
adjusted or better able to respond to water-deficit con-
ditions. Some preliminary successes towards obtaining
plants genetically enhanced for coping with drought
stress are emerging. For example, manipulating the

expression of the transcription factor cbf from Arabi-
dopsis results in the alteration of a drought-stress
pathway and results in Arabidopsis plants with an
improved drought tolerance.[10] The identification of
quantitative trait loci involved in heightened drought
tolerance may also facilitate the introduction of
loci from one species into another and improve more
complex traits.
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Drought: Management

Donald A. Wilhite
Michael J. Hayes
National Drought Mitigation Center, University of Nebraska,
Lincoln, Nebraska, U.S.A.

INTRODUCTION

Some would argue that drought cannot be ‘‘man-
aged.’’ Yes, it is true droughts are a normal part of cli-
mate for virtually all areas of the world (e.g., Fig. 1),
and that droughts affect more people worldwide than
any other natural hazard.[1] It is also true that officials
from both developing and developed nations struggle
to deal with the wide range of economic, environmen-
tal, and social impacts related to droughts. However,
these officials are not powerless to reduce the impacts
of drought. Rather, there are important management
actions that officials at local, regional, and national
levels can take to reduce the impacts from droughts.
The approach taken to address drought impacts and
reduce their effects is called drought management, or
perhaps more appropriately, drought risk manage-
ment. The long-term goal is to reduce the impacts of
drought through the adoption of drought preparedness
plans.

SHIFTING THE EMPHASIS FROM CRISIS TO
DROUGHT RISK MANAGEMENT

Traditionally, droughts have been viewed as unusual
occurrences that creep up on officials who are typically
unprepared to deal with the impacts droughts create.
This is why drought has been called the ‘‘creeping
phenomenon.’’[1] In reality, drought is a normal feature
for virtually all climates. Officials often react to the
occurrence of drought through ‘‘crisis management.’’
After a drought is over, officials turn their attention
to the next crisis, and any lessons learned about
responding to the drought are most likely lost and for-
gotten. This crisis management approach is illustrated
in the ‘‘Hydro-Illogical Cycle’’ (Fig. 2). Crisis manage-
ment approaches to dealing with droughts are reactive,
poorly coordinated and targeted, untimely, and gener-
ally too late. As a result, they are largely ineffective.

In order to break the Hydro-Illogical Cycle, officials
around the world at local, regional, and national scales
need to adopt a drought risk management approach.
Drought risk management involves taking actions
before droughts occur in order to reduce the drought

impacts. It has three main components: 1) a compre-
hensive drought monitoring and early warning system;
2) planning and building the institutional capacity to
respond to droughts; and 3) identification and imple-
mentation of mitigation actions and policies that can
be taken before the next drought. These components
will be discussed in greater detail.

A comprehensive drought monitoring and early
warning system is a critical component of drought risk
management because effective, timely decisions related
to droughts can only be made if officials have an accu-
rate assessment of the potential or developing drought
event. This early warning system must incorporate all
of the critical components of the hydrologic system
(e.g., precipitation, streamflow, groundwater, snow-
pack, soil moisture, and reservoir and lake levels)
because drought severity cannot be defined by precipi-
tation deficiencies alone. A comprehensive system will
assist officials by providing appropriate ‘‘triggers’’ for
actions that the officials need to take, or by identifying
when particular impacts are going to occur. An effec-
tive drought monitoring and early warning system
requires synthesis and analysis of timely data and an
efficient dissemination system to communicate this
information (e.g., the media, extension services, or
the World Wide Web).

Drought planning is a very important component of
drought risk management because it establishes and
preserves the institutional capacity with which officials
can respond to droughts and reduce drought impacts.
There are many benefits of a drought plan. A drought
plan serves as the organizational framework for deal-
ing with droughts and improving the coordination
between and within levels of government. In addition,
drought plans enable proactive mitigation and
response to droughts; enhance early warning through
integrated monitoring efforts; involve stakeholders,
which are necessary for successful programs; identify
areas, groups, and sectors particularly at risk; improve
information dissemination by outlining the infor-
mation delivery systems and strategies; and build
public awareness of the need for improved drought
and water management.

Several methodologies exist for assisting officials
with the development of drought plans. One of these
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methodologies, described by Wilhite et al.,[2] is a
10-step drought planning process that targets drought
planners in the United States and elsewhere (http://
drought.unl.edu/center/pdfpubs/10step.pdf) (accessed
April 2002). The process was designed to be generic
and adaptable because it is important for planners
to develop a plan appropriate for their regional and
governmental structures. These plans must be
dynamic, reflecting changing government policies, tech-
nologies, personnel, and natural resources manage-
ment practices.

The third important component of drought risk
management is mitigation. Mitigation is defined as
the policies and actions taken before a drought that
will reduce drought impacts. Sometimes, if officials
are alert enough and can see the development of

drought in its early stages, mitigation can take place
during the drought’s early stages and may be very
effective in reducing impacts as the drought becomes
more severe. Otherwise, actions taken during a drought
are generally responses directly related to the drought’s
severity and impacts. These responses are important,
of course, and need to be well documented ahead of
time within a drought plan. But it is important to keep
in mind that mitigation is most effective if it takes
place during times when drought is not occurring
and officials are not responding to drought during a
crisis. Mitigation actions should address vulnerabilities
associated with drought with the goal of reducing
impacts in future events.

What are some examples of drought mitigation?
Certainly the development of a comprehensive drought
monitoring and early warning system and the develop-
ment of a drought plan, as described above, are two
examples of mitigation. Both of these actions should
be taken before a region is experiencing drought. Other
broad categories for potential drought mitigation
actions include revising or developing legislation or
public policies related to drought and water supplies;
water supply augmentation and the development of
new supplies; demand reduction and the development
of water conservation programs; public education
and awareness programs; specific priorities for water
allocations; and water use conflict resolution.[3]

As with drought planning, there are several meth-
odologies for identifying the appropriate mitigation
actions to take in a region. In 1998, as part of the
activities of the Western Drought Coordination Coun-
cil (WDCC), a methodology was developed to look at
drought risk. An important part of this methodology
was the identification of mitigation actions and how
these actions would be implemented.[4] The method-
ology also involves identifying and understanding the
people and sectors that are vulnerable to droughts
and why, allowing officials to target their mitigation
efforts more effectively.

Fig. 1 The percent area of the United States in

severe to extreme drought by month from 1895
through March 2002. Similar periodic patterns
appear on graphs depicting regional hydrological

basins in the United States, and would likely
appear for most regions in the world. Source:
From: National Climatic Data Center, Asheville,

North Carolina, U.S.A.

Fig. 2 The Hydro-Illogical Cycle. (Source and copyright:
National Drought Mitigation Center, University of
Nebraska, Lincoln, Nebraska, U.S.A.)

226 Drought: Management

© 2008 by Taylor & Francis Group, LLC

http://drought.unl.edu
http://drought.unl.edu


D
ra

in
ag

e–
D

us
t

DROUGHT RISK CHALLENGES
AND OPPORTUNITIES

Serious challenges still remain in drought risk manage-
ment. One of these challenges is the acceptance of
drought as a natural hazard, and a hazard that needs
to be prepared for. Fragmented resource management
and numerous federal programs present challenges, as
do the declining financial and human resources. Con-
fusion over the difference between mitigation and
response is a challenge, and many times officials have
a difficult time identifying innovative mitigation
actions and implementing new policies and programs.
Stakeholder involvement and acceptance still needs
improvement. Perhaps one of the biggest challenges
is to maintain the momentum for risk management
in a changing political climate.

Some progress toward drought risk management
is being made around the world. Australia and New
Zealand, for example, have had national drought
policies and strategies to reduce drought impacts.[5,6]

Other nations are looking at establishing national
drought policies. A global drought preparedness net-
work is in the development stages; this network would
assist nations by promoting drought risk management
and sharing lessons learned about drought monitoring,
planning, and mitigation. The network, based at the
National Drought Mitigation Center/International
Drought Information Center at the University of
Nebraska, would be made up of regional networks
coordinated by institutions around the world. Collec-
tively this network of regional networks may enhance
the drought management capability of many nations.

In the United States, three states had drought plans
in 1982. As of 2002, 33 states have drought plans, and 6
of those states incorporate mitigation actions into their
plans. In 1998, New Mexico became the first state to
develop drought plan that emphasizes mitigation. Five
states are currently in the process of developing
drought plans, and it is hoped that mitigation will be
a major component of each of these new plans. A num-
ber of Native American nations in the southwestern
United States have developed drought mitigation plans
recently as well. In addition, improved coordination
has occurred within federal agencies and between fed-
eral and state governments.

New drought monitoring efforts and products have
been developed in recent years. One of the best exam-
ples of progress in this area is the Drought Monitor
product, developed to assess current drought con-
ditions in the United States. The first Drought Monitor
map was issued in August 1999, and a weekly update is
posted every Thursday morning (http://drought.
unl.edu/dm/) (accessed April 2002). The unique

feature of this product is that four agencies rotate cre-
ating the map: the National Drought Mitigation
Center, the United States Department of Agriculture,
the Climate Prediction Center, and National Climatic
Data Center of the National Oceanic and Atmospheric
Administration. In addition, a feedback network of
more than 160 local experts provides input about the
map’s portrayal of drought conditions before the
map is released each week.

CONCLUSION

Clearly, there is reason for optimism about drought
risk management and reducing drought impacts in
the future. But it is also clear that officials around
the world need to take proactive steps to develop com-
prehensive and integrated drought monitoring and
early warning systems, determine who and what is at
risk to droughts and why, and create drought miti-
gation plans with specific actions that address these
risks with the goal of reducing the impacts of future
drought events. There is a growing recognition that
drought risk management is a critical ingredient of sus-
tainable development planning and must be addressed
systematically through risk-based policies and plans.
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M. B. Kirkham
Department of Agronomy, Kansas State University, Manhattan, Kansas, U.S.A.

INTRODUCTION

Agricultural drought is defined as ‘‘a climatic excur-
sion involving a shortage of precipitation sufficient to
adversely affect crop production or range productiv-
ity.’’[1,p.2] For centuries, plants have been classified
based on their response to drought. Theophrastus,
the Greek philosopher and botanist (371/370–288/
287 B.C.), divided plants into groups according to their
need for water. He said, ‘‘For there are some plants
which cannot live except in wet; and again these are
distinguished from one another by their fondness for
different kinds of wetness . . . Others . . . seek out dry
places.’’[2,p.31–33] In the early 1900s, researchers tried
to define ‘‘drought resistance’’ exactly. Maximov[3] fol-
lowed the definition of Kearney and Shantz[4] and
Shantz,[5] and defined drought-resisting plants as those
that ‘‘resist drought by storing up a supply of water in
their fleshy bodies, to be used when none can be
obtained from the soil . . . To this type belong
succulents, such as cacti and Agave, and many epi-
phytes. Plants of a non-succulent type, but with large
water reservoirs in their stems or in their underground
organs, e.g., many trees of the African grasslands,
which spring into bloom before the rains, are also
included by Shantz in this group.’’[3,p.309] Levitt’s[6]

definition of drought-resisting plants is widely taught
today. He divided them into two groups: drought-
avoiding and drought-tolerating plants.[6,p.355]

Drought avoidance can be achieved through restriction
of water loss or by expansion of the root system to
reach a greater supply of water.[7,p.3] Tolerance is the
ability of an organism to perform well, or survive,
despite the existence of a stressed condition within
its tissues.[7,p.35] The distinction between drought-
avoiding and drought-tolerant plants is not always
clear, and Levitt, [6,p.418] added groups such as ‘‘toler-
ant avoiders’’ to cover ‘‘more complicated’’ situations.

NEED FOR QUANTITATIVE DEFINITION

These definitions are not quantitative. Since the work
of Philip,[8] who pioneered the concept of the soil,

plant, and atmosphere as a thermodynamic continuum
for water transfer, we know that water moves in soil and
plants along a potential energy gradient. The potential
energy can be measured and compared between
drought-resistant and drought-sensitive plants. Such
measurements, because they are quantitative, can be repli-
cated by others, negating the need for vague terminology.

DEFINITION OF WATER POTENTIAL AND
ITS COMPONENTS

Under equilibrium conditions, the state of water at a
particular point in a plant or in soil can be written in
terms of the various components of the potential
energy, as follows:[9]

c ¼ cs þ cp þ cm þ cg; ð1Þ

where c is the water potential, cs the osmotic (solute)-
potential component, cp the pressure (turgor)-
potential component, cm the matric component due
to capillary or adsorption forces such as those in the
cell wall, and cg is the component due to gravity.
For plants, the matric potential and the gravitational
potential usually are neglected, and Eq. (1) reduces to

c ¼ cs þ cp ð2Þ

We now have a relationship that can define the state
of water at any point in a plant and that can be com-
pared and provide a value that can be compared with
values for other plants. Descriptive terminology, like
drought tolerance and drought avoidance, is no longer
necessary because we can quantify drought resistance
by measuring water potential and its components.

MEASUREMENT OF WATER POTENTIAL AND
ITS COMPONENTS

The most accurate way to measure water potential is
by using thermocouple psychrometers, because they
measure relative humidity in soil or plants, from which
water potential energy can be related by using the
Kelvin equation:[10]

c ¼ ðRT=V o
wÞ lnðe=eoÞ; ð3ÞContribution No. 01-235-B from the Kansas Agricultural Experi-

ment Station
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where c is water potential, R the ideal gas constant, T
the absolute temperature, Vo

w the molar volume of
pure water, e the partial pressure of water vapor in
air, eo the saturated vapor pressure, and e/eo is the
relative humidity. Thermocouple psychrometers were
not used routinely to measure plant water potential
until 1960s, because microvoltmeters were not on
the market until then. They enabled measurement of
the small voltages necessary in the technique. Osmotic
pressure can be measured using thermocouple psy-
chrometers after breaking cell membranes, for
example, by freezing. Turgor potential is obtained
by subtracting osmotic potential from water potential.
However, pressure chambers are used more frequently
to measure water potential, because they are easier to
use and do not require careful temperature control.
Boyer[11] showed that the amount of pressure necessary
to force water out of the leaf cells into the xylem tissue is
a function of the water potential of the leaf cells.

DROUGHT RESISTANCE OF C3 AND
C4 PLANTS

Crops vary in drought resistance. In particular, plants
with C4 type of photosynthesis have a lower transpi-
ration ratio (250–350 g H2O/g dry weight) than those
with C3 type of photosynthesis (450–950 g H2O/g dry
weight).[12,p.165] That is, C4 plants use less water to pro-
duce a certain amount of dry matter or grain than C3

plants. The difference in water requirements of plants
was noted almost 100 yr ago by Briggs and Shantz,[13]

even though the photosynthetic pathways had not been
discovered then.

In a study of six row crops grown in Kansas (corn,
Zea mays L.; millet, Pennisetum americanum L.;
sorghum, Sorghum bicolor (L.) Moench; pinto bean,
Phaseolus vulgaris L.; soybean, Glycine max (L.)
Merr.; and sunflower, Helianthus annuus L.), sun-
flower had the highest evapotranspiration, and sor-
ghum generally had the lowest water use.[14] Despite
sunflower’s high use of water, it is considered a
drought-resistant crop because it has a deep root sys-
tem that can use water at depths that are unavailable
to crops like sorghum.[15] However, in comparison to
sorghum, sunflower has: 1) a higher transpiration rate;
2) a lower stomatal resistance; and 3) a lower hydraulic
resistance, all of which are non-water-conserving
characteristics.

Even though elevated levels of carbon dioxide close
stomata (it is an excellent antitranspirant), studies
show that high concentrations of carbon dioxide in
the air, which occur now and are predicted to get even
higher, do not save water used by plants. Leaves
become larger with higher amounts of carbon dioxide

(because of a higher rate of photosynthesis for
growth), so they have a greater number of stomata
through which water is lost. But water-use efficiency
increases with elevated carbon dioxide.[16] That is, less
water is needed to produce a certain amount of grain
with elevated carbon dioxide than with an ambient
level of carbon dioxide. For example, elevated carbon
dioxide (about two times the ambient concentration)
reduced the water requirement (reciprocal of water-
use efficiency) of C4 plants (big bluestem; Andropogon
gerardii Vitman) by about 35%[17] and reduced the
water requirement of C3 plants (winter wheat; Triticum
aestivum L.) by about 30%[16] under both well-watered
and dry conditions. The increased water-use efficiency
is of great importance in a semi-arid region. Research
also has shown that augmented levels of carbon diox-
ide compensate for reductions in growth by drought
both in a C3 species (winter wheat)[16] and in a C4

species (big bluestem).[17]

Fig. 1 Stomatal resistance of a drought-resistant (tolerant,
‘KanKing’) and drought-sensitive (‘Ponca’) cultivar of

winter wheat grown in wind or still air. Vertical lines show
standard deviations. Only half the bar has been shown to
avoid cluttering the figure. Source: Adapted from Ref.[18],
with permission.
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DROUGHT RESISTANCE OF
DIFFERENT CULTIVARS

Not only do different crops vary in drought resistance,
but also cultivars (cultivated varieties) of the same
crop vary. Intensive work comparing two cultivars of
winter wheat—one known to be drought resistant
(‘KanKing’) and the other known to be drought sensi-
tive (‘Ponca’)—has shown that the drought-resistant
cultivar has a higher stomatal resistance (Fig. 1),[18]

usually has a lower water potential and turgor poten-
tial (Fig. 2),[18] is more efficient in utilization of mineral
elements in the soil, more salt tolerant, has a different
hormonal regulation (e.g., is insensitive to abscisic acid),
has a higher hydraulic resistance, and is better able to
extract water from drying soil than the drought-
sensitive cultivar. Studies with drought-resistant cultivars
of corn and sorghum have substantiated those results
with winter wheat. A drought-resistant genotype of
sorghum (‘IA 28’) produced more ethylene, a gaseous

hormone, than a drought-sensitive genotype (‘Redlan’)
(Fig. 3).[19]

GROWTH OF DROUGHT-RESISTANT PLANTS

Drought-resistant varieties usually do not grow as well
and yield as much as drought-sensitive varieties under
well-watered conditions (Fig. 4), because the stomata
of the drought-resistant varieties are more closed
(Fig. 1). If less carbon dioxide is taken up, then growth
is reduced. Stomatal conductance is related directly
to growth.[20] To achieve a high yield under optimal
conditions, a variety with a high stomatal conductance
(a drought-sensitive cultivar) should be planted.

Planting a drought-resistant and a drought-sensitive
variety of a crop together might be advantageous in a
sustainable farming system to assure some yield under
drought. In dry years, the drought-resistant variety
should survive and produce some grain. In wet years,
the drought-sensitive variety should yield well. How-
ever, when a drought-sensitive (Ponca) and a drought-
resistant (KanKing) cultivar of winter wheat were

Fig. 2 Water potential and turgor potential (pressure) of a

drought-resistant (tolerant, ‘KanKing’) and drought-
sensitive (‘Ponca’) cultivar of winter wheat grown in still
air. For vertical lines, see legend to Fig. 1. Source: Adapted
from Ref.[18], with permission.

Fig. 3 Ethylene production by drought-resistant (‘IA 28’)

and drought-sensitive (‘Redlan’) genotypes of sorghum.
Plants were grown in sand culture and watered with nutrient
solution. For vertical lines, see legend of Fig. 1. Source:
Adapted from Ref.[19], with permission.
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grown together, the drought-sensitive cultivar used up
water, causing the drought-resistant cultivar to die.
When the drought-resistant cultivar was grown alone,
it was able to survive drought.[21]
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Dryland and Semiarid Regions: Research Centers

John Ryan
Natural Resource Management Program, International Center for Agricultural Research
in the Dry Areas (ICARDA), Aleppo, Syria

INTRODUCTION

The history of civilization, and its evolution, has been
inextricably linked to agriculture. Where the natural
resources—land and water—were abundant and cli-
matic conditions favorable, societies flourished, often
leading to great empires. With colonization of new
lands, the well-watered fertile areas were first to come
under man’s sway. Not surprisingly, many of today’s
strong world economies, mainly in temperate regions,
have a strong agricultural base. However, dry areas
of the world, where rainfall is low and erratic and
drought is an invariable constraint to agriculture, have
always languished. Only where irrigation water was
available, whether from rivers or groundwater, has it
been possible for such areas to advance. While much
research has been focused on development of agri-
culture in favorable areas—and with astounding
success—drier regions were the ‘‘poor relation’’ in
terms of research investment. Following a description
of the essential features and the intractable nature of
dryland farming, a brief overview is presented on the
types of research institutes worldwide that service
dryland or rainfed agriculture.

ARID AND SEMIARID REGIONS

Any definition of arid or semiarid hinges around the
soil water balance; such regions are those where poten-
tial evapotranspiration exceeds precipitation. Semiarid
zones are those where precipitation is insufficient or
erratic so that soil moisture is the principal limitation
for crop production.[1] Arid regions are too dry for
normal crop production, which is only possible with
irrigation. The FAO classification is based on length
of the growing season, semiarid being 75–119 day and
arid being 1–74 day.[2] Arid environments only permit
sparse growth of drought-tolerant shrubs and range
grasses and forage species. However, there can be
exceptions to these generalities; in humid and subhu-
mid climates, drought that limits crop production can
also occur periodically. Conversely, arid and semiarid
regions may experience unusually high seasonal
rainfall; depending on topography, arid regions may

have microenvironments where reasonable cropping
can occur in normally dry years.

As temperature controls evapotranspiration, the
distinction between arid and semiarid can vary depend-
ing on the region and the environment. For instance, in
Mediterranean-type climates, rainfall in semiarid zones
ranges from 200–600 mm/yr; above that range is sub-
humid and below that is arid.[3] Rainfall in such a
climatic region is seasonal, usually in cooler winter/
spring months when evapotranspiration is relatively
low and rainfall is erratically distributed in time and
space; variability increases as precipitation decreases.

DRYLAND AGRICULTURE

Crop production practiced under the limited rainfall
conditions of semiarid climates is termed dryland or
rainfed cropping, and is dependent on the capture
and efficient use of limited rainfall, and thus dependent
on the vagaries of the weather.[4] Such conditions exist
in about 40% of the world’s land surface, most of
which is in the lesser-developed world. The drylands
of Africa, the Middle East, Latin America, and South
Asia are inhabited by about a billion people—most of
whom are poor and eke out an existence in resource-
poor environments. Population growth and increased
food demand are the driving force behind land-use
intensity in the world’s drylands.

In comparison with humid regions or where irri-
gated agriculture is practiced, research into dryland
farming systems has been modest. Stimulated by the
‘‘Dust Bowl’’ era in the United States—the result of
land mismanagement—dryland research gathered
momentum and was again brought to the public con-
sciousness with land-degradation-induced famine in
Africa in the latter part of the 20th century. While
the early successes of irrigated agriculture initially
detracted from dryland farming research, factors such
as disenchantment with the ‘‘downside’’ of irrigation
schemes—the exorbitant costs involved, the negative
impact on the environment, and declining water
supplies—served to provide a renewed focus on dry-
lands, in particular the sustainable use of such fragile
resources. Though potential crop yields from dryland
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agriculture are lower than irrigated agriculture, the
relatively modest yield increases per hectare can trans-
late into a substantial impact on national food
production in view of the large areas associated with
drylands.

DRYLAND RESEARCH AGENDA

Today, dryland research has an identity of its own,
with common research themes that vary depending
on the biophysical and socioeconomic conditions of
the target eco-region: local conditions, institutional
factors, and community involvement. An understand-
ing of the development constraints in such circum-
stances is fundamental for designing appropriate
research strategies and implementing solutions. Not-
withstanding the achievements made in dryland
research in the past century and the basic principles
elucidated,[5,6] research activities in most institutions
center around water conservation and use efficiency,
combating soil erosion by wind and water, and
devising management strategies, including tillage and
fertilization, to implement these objectives. A major
component is adaptation of the principles of crop
physiology and breeding crop varieties to accommo-
date moisture-stressed environments. Given the com-
plex nature of dryland farming, a multi-disciplinary
approach is vital for success. The socio-economic
context is of greater relevance for traditional societies
in developing countries.

ARID LAND RESEARCH INSTITUTIONS

The list of research institutions that deal with semiarid
and arid agriculture is extensive,[7] ranging from pio-
neering centers in the heart of the U.S. dryland region
to an international network of research centers around
the world. What follows is a sampling of such centers
and their areas of concern—a complete listing is
beyond the scope of this article.

Conservation and Production Research
Laboratory, Bushland, Texas, U.S.A.

While the U.S.A. is home to several USDA-ARS
dryland research stations of world renown, e.g., Akron,
Colorado; Mandan, North Dakota; Pullman,
Washington; and Pendleton, Oregon, it is fitting that
of all the dryland research centers the Bushland station
should be singled out for special mention. Created in
the late 1930s to combat wind erosion that had devas-
tated the drylands of Oklahoma and Texas, it was
a cooperative effort between the United States

Department of Agriculture (Agricultural Research
Service) and the Texas Agricultural Experiment
Station. The scientific achievements of Bushland are
legion; to it can be attributed the large-scale reversal
of land degradation in the United States and the estab-
lishment of sound management practices. It was appro-
priate that the 50th anniversary of this center was
marked by a world conference that highlighted progress
in soil and water conservation and the challenges that
lay ahead for U.S. and international agriculture.

Much of what we know today can be linked to
research at Bushland; the mechanics of wind erosion,
and tillage systems to conserve moisture, and thus miti-
gate the effects of drought, are some of the many
examples. The proceedings of this milestone meeting
in the history of dryland agriculture[8] established
research themes for the future. Recognizing the
increasing role of dryland farming in world food pro-
duction, there is need for continued international dia-
logue of establishing networks among institutions for
coordinating research and technology transfer. The
resource base must be protected by sustainable soil
and cropping systems. Greater attention will need to
be given to the socio-economic dimension and for poli-
cies that reduce human and animal pressure on the fra-
gile resource base.

Other North American Semiarid
and Arid Institutions

The Office of Arid Lands of the University of Arizona
focuses on academic research and serves as a clearing
house of published works related to arid regions—
social, cultural, ethnographic, economic, flora and
fauna. Its world directory of ‘‘Arid Lands Research
Institutions’’[7] provides basic information on institu-
tions in most countries of the world that deal with arid
and semiarid areas, in addition to United Nations and
other international programs. Other Arizona institu-
tions related to arid land research include: 1) the
University of Arizona’s various departments in the
College of Agriculture; 2) Environmental Research
Laboratory focusing on protected cropping in arid
environments; 3) Arid Lands Watershed Management
Research Center; 4) Desert Laboratory; 5) Desert Bot-
anical Garden; 6) Boyce Thompson Southwestern
Arboretum; 7) Water Resources Research Center; and
8) USDA Agriculture Water Conservation Laboratory.

In addition to most Land Grant Colleges of Agri-
culture in the West and Mid West, a major listing
includes: Desert Research Institute (Nevada); East–
West Environment and Policy Institute (Hawaii); Plant
Genetic Engineering Laboratory for Desert Adap-
tation (New Mexico); Dry Lands Research Institute
and the U.S. Salinity Laboratory (California); and
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International Center for Arid and Semi-Arid Land
Studies, Chihuahan Desert Research Institute, and
Drylands Agriculture Institute (Texas).

While Canada is not perceived as a dry country, there
are regions of dryland agriculture, e.g., southern Alberta
and Saskatchewan with Agriculture Canada dryland
research institutes at Lethbridge and Swift Current. In
addition, Canada’s International Development Research
Center (IDRC) supports a wide range of programs over-
seas, including arid land-related concerns.

U.S. Overseas Development

At the global level, the United States Agency for Inter-
national Development (USAID) had promoted exten-
sive programs in the areas of health and population,
agriculture, and environment. Dryland agriculture
was not neglected. One major example of such an
effort was the Dryland Agriculture Project in Morocco
(1979–1994) in collaboration with the National Insti-
tute of Agronomy (INA) and executed by the
Mid-America International Agricultural Consortium
(MIAC), spearheaded by the University of Nebraska.
During the lifetime of the project, the main station in
Settat was developed, along with substations, staffs
were trained at Ph.D., M.S., and technical level in
U.S. universities, and research and technology pro-
grams were developed. Among the many achievements
of the project were the development of Hessian
fly-resistant cereals, fertilizer application criteria, and
conservation tillage. Today, the Center is the lead
institution in dryland agriculture in North Africa.
Another Moroccan institution, the Institut Agronomic
et Veterinaire Hassan II, a university which is involved
in teaching and research in arid agriculture, was simi-
larly established and funded through a USAID colla-
borative program with the University of Minnesota.

Throughout its history, USAID has been actively
involved with many other development efforts in arid
areas of the world, providing US-based technical
expertise and training national scientists, e.g., North-
eastern Brazil (University of Arizona), Ethiopia
(Oklahoma State University), Pakistan (Colorado
State University)—the list is a long one. Other inter-
national research/development agencies that deal with
dryland areas of the world include Windrock Inter-
national Institute for Agricultural Development, and
the Washington-based World Resources Institute.

Australia

A major part of this great landmass is arid desert, merg-
ing into semiarid conditions where rainfed agriculture
is possible; a significant part has a Mediterranean
climate. As in the United States, research in such

environments is well developed. The major organiza-
tions involved are: Commonwealth Scientific and
Industrial Research Organizations (CSIRO): Division
of Soils, Center for Irrigation and Freshwater
Research, and Division of Wildlife and Rangelands
Research; various State Government Organizations,
e.g., Department of Primary Industries (Queensland);
Fowlers Gap Arid Zone Research Station, Soil
Conservation Service, Water Resources Division
(New South Wales); Arid Zone Research Institute,
and Water Resources Division (Northern Territory); and
the Victorian Department of Natural Resources and
Environment Stations-Rutherglen Research Institute
and the Victorian Institute of Dryland Agriculture
at Horsham. Much of the expertise and technology
related to dryland farming has been exported to other
regions of the world through government develop-
ment programs.

Africa

Nowhere in the world is the need for research in dry
regions more needed than in Africa; however, there,
institutional strength varies from country to country.
The strongest institutes are in Southern Africa, in
particular South Africa, mostly in universities and
government departments. In other parts of Africa,
war and economic stagnation have taken their toll on
previously active research institutes, e.g., Agricultural
Research Corporation, and Soil Conservation, Land
Use and Water Administration in Sudan. Most coun-
tries of North Africa have national institutions dealing
with arid lands, e.g., Institut des Regions Arides and
Institut National de la Recherches Agronomique de
Tunisie (INRA). Dryland and arid region research
organizations are poorly developed in West Africa, a
region plagued by drought. Examples include Institut
National de la Recherches Agronomique du Niger
(INRAN), Institute for Agricultural Research, and
Almadu Bello University (Nigeria), and Comite Per-
manent Interetats de Lutte Contre la Secheresse dans
le Sahel (Burkina Faso).

Middle East and Asia

As a region with a high proportion of extremely arid
land, especially in Arabian Gulf, and also large areas
of semiarid rainfed land, the Middle East–West Asia
area is relatively well endowed with research support
of arid and dryland research centers, e.g., Bio-Saline
Center (Abu Dhabi); Desert Research Center, North
Khorosan Dryland Research Center, Dryland
Research Center, Maragheh (Iran); Desert Research
Institute, Desert Development Center (Egypt); Applied
Agricultural Research Center (Iraq); Field Crops
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Department, and Soil and Fertilizer Institute (Turkey);
Center for Desert Studies, Water Studies Center (Saudi
Arabia); and National Center for Agricultural
Research and Technology Transfer (Jordan). Arid land
research centers in Israel includes The Jacob Blaustein
Institute for Desert Research and the Center for Agri-
cultural Research in Arid and Semi-Arid Lands.
Regional conferences[9] have highlighted the unique
concerns regarding Mediterranean drylands.

The Indian sub-continent has many dryland and
arid research institutes. In Pakistan, these include:
Cholistan Institute of Desert Studies, Arid Zone
Research Institute (AZRI), Semi Arid Zone Develop-
ment Authority, Tarnab Agricultural Station and
Atomic Energy Agency in Peshawar, and the
University of Agriculture in Faisalabad; India hosts
many such institutions: Central Arid Zone Research
Institutes and Desert Studies in Rajasthan.

In the former Soviet Union, many arid and semiarid
land research institutes existed such as Desert Institute
(Turkmenistan) and the Dochuchaev Soil Institute in
Moscow. With the collapse of the USSR and the
emergence of separate Central Asian republics, most
institutes are poorly funded and staffed. Considerable
efforts and funding are needed to address the wide-
spread soil degradation and land mismanagement that
is occurring. However, China with its huge area of arid
and semiarid land has many well-known research insti-
tutes such as Institute of Desert Research, Lanzhou
and the Research Center for Arid and Semi-Arid
Areas, Shaanxi.

International Agricultural Research Centers

The Worldwide network of 16 research centers of the
Consultative Group on International Agricultural
Research (CGIAR) address agricultural production,
poverty and malnutrition, capacity building and
environment in resource-poor, food-deficit countries
through research and technology transfer. Chief
among dryland centers is the International Center for
Agricultural Research in the Dry Areas (ICARDA)
whose mandate covers North Africa and West Asia
and Central Asia—a vast area dominated by deserts,
range and scrubland, and semiarid rainfed agriculture.
The center focuses on erosion control and land
management to enhance water-use efficiency and on
drought mitigation through breeding programs,
including molecular markers and other biotechnological
approaches.

Another major arid to semiarid institution is the
International Center for Research in the semiarid Trop-
ics (ICRISAT). Headquartered in India, it addresses all
aspects of cropping systems in the subcontinent and in
countries of the region. Its major substation is in

Niamey in Niger, West Africa, a harsh zone of arid–
semiarid cropping, pastoral systems, with acid sandy
soils. A second substation is in Southern Africa in Bula-
wayo, Zimbabwe.

Other centers that deal with dry areas are: 1)
the International Center for Research in Forestry
(ICRAF) in Nairobi, which focuses on forest trees
and shrubs in association with cropping systems in
Africa; 2) The International Institute for Tropical
Agriculture (IITA) in Nigeria; and 3) Centre Interna-
cional de Agricultura Tropical (CIAT) which deals
with some dryland areas in Latin America, in addition
to humid areas. While the centers mentioned above
have an active research agenda in dryland agriculture,
they work in collaboration with the national research
systems in their mandate regions.

Other non-CGIAR regional and international
centers are active in arid land research. An example
is the Syrian-based Arab Center for Studies in Agricul-
tural Development (ACSAD), which focuses on the
Arab region. Other international agencies that sponsor
research related to dry areas include the Food and
Agricultural Organization (FAO) of the United
Nations, and the International Atomic Energy Agency
(IAEA), Vienna.

Though not characterized by an arid climate, some
countries such as the United Kingdom have inter-
national institutions that deal with research in dry
regions, e.g., Center for Overseas Research and Devel-
opment and the Center for Arid Zone Studies at the
University of North Wales, while Germany’s
University of Stuttgart has a ‘‘Working Group on
Desert Research.’’

CONCLUSION

While much is known about the biophysical processes
and constraints related to arid and semiarid research,
the major bottleneck is implementation at the user’s
level. That calls for a greater understanding of the
social and cultural factors associated with dry areas.
Major conferences on semiarid dryland farming[8] and
on desert development in Lubbock (1996) and Cairo
(1999) indicate that research momentum is gathering.
Knowledge gained has to be translated into public
practices that promote community action. Despite
the large number and diversity of arid/semiarid
research institutions worldwide, there is need for net-
works among institutions for information sharing.
The problems of dry regions will not disappear, but,
given the scenario of exacerbated drought in many
parts of the world due to global warning, will be more
urgent than ever. As vast areas of arid regions are cate-
gorized as rangelands, concerted international efforts
are needed to tackle problems in such fragile areas.[2]
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The United Nations Convention to Combat Desertifi-
cation and other coordinated international efforts in
support of arid and semiarid lands are a major step
in that direction. Success in these endeavors is depen-
dent on the global awareness of political leaders and
the consequent creation of enabling environments for
policy implementation.
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Dryland Cropping Systems
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INTRODUCTION

Agriculture involves the management of land, water,
energy, labor, and other resources by humans for the
purpose of producing food and fiber. An agricultural
system refers to the regional classification of a partic-
ular type of farming system, which is a combination
of crops, animals, and management practices. The fun-
damental social, ecological, and economic unit of a
farming system is the farm, which is of course man-
aged by farmers.

Farmers manage their pastures and fields according
to a cropping system, which is characterized by specific
management practices, e.g., for soil tillage, rotation of
field crops within a field from one season to the next,
or maintenance of soil fertility. In developed countries,
farmers tend to manage cropping systems with a view
towards generating profit and, to a certain extent,
maintaining a lifestyle. In developing countries, the
majority of farmers tend to be small landholders who
manage cropping systems more to avoid risk of crop
failure and hunger. There are of course exceptions to
these general tendencies. Relationships among agricul-
tural systems, farming systems, cropping systems, and
farms are explored in greater detail by Loomis and
Connor.[1]

In dryland cropping systems, crops depend upon
rainfall for water supply rather than upon irrigation.
Dryland cropping systems may therefore be viewed as
a subset of rainfed systems. They are commonly found
in semi-arid environments, where precipitation tends to
be low and erratic, and other environmental stresses,
such as high temperature, are common. In dryland crop-
ping systems, water supply is usually the factor that
limits crop production most. For this reason, whether
for profit or subsistence, farmers must use water supply
efficiently for crop production. Some illustrative dry-
land cropping systems of the world are summarized in
Tables 1–3. Pearson et al.[2] give a more detailed dis-
cussion of dryland cropping systems of the world.

FUTURE PERSPECTIVE

In the coming decades, dryland cropping systems will
play an increasingly important role in maintaining

global food security, because of dwindling land and
especially water resources.[3] It follows that the
challenge of meeting growing food demand, while
protecting environmentally sensitive lands from agricul-
tural expansion, will fall increasingly upon dryland
cropping systems. Efficient water use in dryland crop-
ping systems should therefore be of interest to society
as a whole, and not merely to the farmer.

EFFICIENT WATER USE AND
CROP PRODUCTION

The amount of water required to produce a crop has
always interested farmers, and has occupied scientists
for much of the last century. However, as Tanner
and Sinclair[4] pointed out, the description of this
relationship with such terms as ‘‘efficient water use’’
and ‘‘water-use efficiency,’’ (WUE) can be ambiguous.
There exist different perspectives on what constitutes
yield (e.g., marketable yield, total biomass, above-
ground biomass, or photosynthate) and ‘‘used’’ water.
Because of these different perspectives, there are differ-
ent definitions of efficiency. Indeed, it has been held
that, strictly speaking, the ratio of growth to water
use is not an efficiency at all, since it lacks a theoretical
maximum value.

To the farmer managing an irrigated cropping sys-
tem, any measure that reduces the amount of water
for which he has to pay has achieved increased WUE.
However, an irrigation engineer might define WUE
as the ratio of yield increase from irrigation to the
amount of water applied. An agronomist might define
it as the ratio of crop yield to the sum of water tran-
spired by the plant plus that which evaporates from
the soil surface (termed ‘‘evapotranspiration’’ or ‘‘total
evaporation’’). To a plant scientist, it may refer to the
ratio of yield to plant transpiration over part or all of
the growth cycle, whereas a more basic physiologist
might define it in terms of diffusion of CO2 and H2O
molecules during a period of a few seconds.

Here, we adopt the convention used by Tanner and
Sinclair.[4] Any management practice that conserves
soil water to increase crop production, such as runoff
capture or storage of rainfall for eventual crop use,
constitutes an efficient use of water. On the other
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hand, WUE is an index of crop or individual plant
performance. The ratio of yield (Y ) or biomass (DM)
production to evapotranspiration (ET), or WUEET,
may be viewed as an index of field performance of
the crop with regard to water use, whereas the ratio
of Y or DM to transpiration (T ), or WUET, can be
viewed as an index of plant performance. However,
this is a simplified discussion. Readers are referred to
Tanner and Sinclair[4] or a recent group of papers edi-
ted by Payne[5] for a more advanced presentation.

It is important to keep in mind that efficient water
use and WUE are concepts mostly used by scientists.
Most farmers have more practical goals, such as yield
stability and sustainability, because these facilitate
economic planning. However, there are many perspec-
tives on what constitutes stability and sustainability.[6]

WATER USE AND CROP YIELD

Plants grow by using solar energy intercepted by leaves
to fix atmospheric CO2 as part of the process of photo-
synthesis. When CO2 diffuses into the leaf through
open stomata to be fixed by specialized enzymes, there
is a simultaneous export of water vapor (transpiration)
in response to a concentration gradient of H2O, caused
by high humidity within the leaf and lower humidity
in the atmosphere. Because of this simultaneous
import of CO2 and export of H2O, crop growth, bio-
mass production, and yield are roughly proportional
to transpiration.

A plant’s environment affects WUET for a num-
ber of reasons. Atmospheric humidity, e.g., determines
the size of the concentration gradient that drives
H2O export from the leaf. If atmospheric humidity
decreases, then the gradient increases, causing the plant
to expend more water to fix the same amount of

carbon. It thereby also affects the ratio between bio-
mass production and transpiration. Other environ-
mental factors, such as nutrient and water availability,
can also affect WUET.

Importantly, WUET is also under genetic influence.
To a large extent, this is governed by the photosynthetic
pathway of the particular crop species; ‘‘C3’’ species
(e.g., wheat, beans, or rice) generally have lower WUET

than ‘‘C4’’ species (e.g., maize or sorghum), particularly
in warm climates. However, within species, there is also
considerable genetic variability for WUET.

[7] There
is, therefore, scope for modest increases in WUET

through modern plant breeding methods.
Because of the same proportionality between bio-

mass accumulation, or growth, and T, farmers and
agriculturalists increase yield by increasing T. Under
irrigated conditions, T is increased because of greater
total amount of water available to the cropping
system, which translates into greater yield. Under dry-
land conditions, however, the total amount of water
available to the cropping system is limited by precipi-
tation. Increasing T, therefore, requires that as much
precipitation as possible becomes available for use by
the crop. An understanding of how this is done requires
a basic understanding of the soil water balance.

Table 1 Major crop components of dryland cropping

systems of Africa, Southern Asia and Australia, and
eastern Oregon and Washington (U.S.)

Location Crops

West Africa Millet/sorghum, maize, groundnuts,
cowpea, sesame, cassava, yams, and

tree legumes

East Africa Maize/barley, sorghum, millet, and
teff (Ethiopia)

Southern Asia Sorghum/millet (India), maize/rice
(other); cassava; kenaf, wheat,

groundnut, soybean, and chickpea

S. Australia,
East WA, and
OR (U.S.)

Wheat/barley; lupins, peas, mustard,
and improved pastures

Source: Adapted from Ref.[2].

Table 2 Distribution of major dryland cropping systems

in Mediterranean countries

Country Main crop rotations

Italy Cereal–hay crops–cereal
Fallow–cereal–cereal–fallow
(has grazing value)

Cereal–tobacco, sugar beet,
grain legumes

Greece 70% cereal–cereal
10% cereal–hay crops

2% cereal–grain legumes
18% with other alternatives
(cotton, sugar beet, tobacco)

Algeria 80% fallow–cereal (fallow has

grazing value)
15% cereal–hay crops
5% cereal–grain legumes

Morocco:

Low rainfall zones 25% fallow (has grazing value)

75% continuous cereal

High rainfall zones 15% continuous cereal
70% grain legumes
15% fallow (grazed)

Lebanon Little remaining fallow. Where it

exists it has grazing value except in
low rainfall zone
Rotations are wheat–barley–
wheat–alfalfa and wheat–lentils

Source: Adapted from Ref.[2].
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THE SOIL WATER BALANCE

When precipitation falls upon the soil surface, it
remains there ponded, evaporates, runs off, or infil-
trates into the soil. Because soils are porous, water
can be stored and transmitted within a given volume
of soil, much as it can within a sponge. Water is
extracted from soil pores by plant roots, and then con-
ducted through the stems to leaves through specialized
conducting tissue. As described in the previous section,
water is then transmitted via transpiration into the
atmosphere through leaf stomata. Water moves
through the soil, plant, and atmosphere continuum in
response to energy gradients, much as it runs down hill
in response to potential energy gradients imposed by
gravity. This thermodynamic process is described in
more detail by Nobel.[8]

To understand how precipitation can be managed
such that transpiration is maximal, we use the soil
water balance, which is a restatement of the fundamen-
tal principle of conservation of mass. Any change in
the amount of water stored within a specified soil vol-
ume (usually the crop root zone) must be equal to the
difference between any inputs and outputs. That is,

DS ¼ Inputs � Outputs; ð1Þ

where DS represents the change in the amount of water
storage (S) in the root zone of the plant. Hillel[9] gives a
much more thorough description of the soil water
balance and related subjects.

Water inputs and outputs of a dryland agricultural
field are generally restricted to precipitation (P) and
run-on (Ron), while outputs include drainage from
the root zone (D), evaporation from the soil surface
(E), run-off (Roff) and plant transpiration (T). We can
substitute these into Eq. (1) to get

DS ¼ ðP þ RonÞ � ðE þ T þ D þ RoffÞ ð2Þ

Recalling that yield is proportional to T, we rearrange
Eq. (2) to view the variables representing processes that
determine T, and therefore yield:

T ¼ ðP þ RonÞ � DS � ðE þ D þ RoffÞ ð3Þ

The degree to which the terms on the right side of
Eq. (3) can be managed varies with cropping system
features, and depends upon such factors as soil physi-
cal and chemical properties, slope, weather patterns,
water table depth, landscape position, crops grown,
and availability of machinery and other inputs.

Four common means of managing the soil water
balance terms to maximize T include 1) use of appro-
priate crops and crop sequence; 2) addition of soil
amendments or other inputs; 3) soil surface manage-
ment; and 4) water harvesting. Volumes have been
written on each of these four subjects. A general review
of the third topic can be found in Chan’s review article,
and of the fourth topic in the chapter by Frasier
and Tanaka in this encyclopaedia. Here, therefore, an
overview of the first two is given. More detailed dis-
cussions of all four topics are available from Hillel,[9]

Unger and Stewart,[10] and Loomis and Connor.[1]

APPROPRIATE CROP AND CROP SEQUENCE

The daily water demand of a crop varies with its size
and growth stage. As plants grow, so do the size
and number of their leaves, which constitute assimila-
tory (for CO2) and evaporative (for H2O) surfaces.
Generally speaking, the larger the total leaf area of a
crop, the greater its water demand, until an approxi-
mately constant ratio of leaf area to water use (T or
ET) is reached. For many crops, this constant ratio is
reached at leaf area indices (LAI, i.e., leaf area divided
by land area) greater than 3, but this is crop- and site-
specific. Many dryland crops never reach an LAI value
of 3, particularly where soil nutrient status is poor. For

Table 3 Change of dryland cropping systems with rainfall amount, growing season length, soil type, and local

preferences in India

Environment Intercrop system Sequential system

Jodhpur 380 mm rainfall, 11 week
growing season, Cambisol soil

Green gram or cluster bean
grown with pearl millet

Pearl millet followed by fallow

Hisar 400 mm rainfall, 13 week
growing season, and Cambisol soil

Pearl millet/mung bean or Pearl
millet/cowpea (for animal fodder)

Pearl millet followed by chickpea or
Mung bean followed by mustard

Hyderabad 770 mm rainfall, 25 week
growing season, and deep vertisol soil

Sorghum/pigeonpea Sorghum followed by safflower, sorghum
followed by chickpea, or maize followed
by chickpea

Bangalore 890 mm rainfall, 32 weeks
growing season, and deep luvisol soil

Finger millet/soybean,
groundnut/pigeonpea,

or finger millet/maize

Cowpea followed by finger millet

Source: Adapted from Ref.[2].
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most agricultural plants, the largest LAI occurs near
flowering which, for most crops, is also the growth
stage during which yield is most sensitive to drought
or high temperature.

Crop daily water demand also depends on the evap-
orative demand of the atmosphere, which is deter-
mined by temperature, humidity, windspeed, and solar
radiation. The magnitude and annual patterns of
evaporative demand change from region to region.
Furthermore, the evaporative demand to which the
crop canopy is subjected can be modified by canopy
and soil properties, because these affect how radiation
is intercepted and windspeed momentum is trans-
ferred, which in turn affect temperature and humidity
profiles.

A fundamental strategy of efficient water use in dry-
land cropping systems is to match the pattern of crop
water demand to that of soil water storage, or S of
Eq. (1). In many environments, this simply means that
plant growth and water demand should approximately
match rainfall patterns. Short-duration crops, e.g.,
should be grown where rainy seasons are short,
medium-duration crops should be grown where rainy
seasons are of medium length, and so on. This prin-
ciple is illustrated for the various cropping systems of
India in Table 3. The use of crops with growth cycles
that are too long in relation to rainfall patterns or sea-
sonal patterns of S usually results in yield loss because
of the onset of drought and unmet water demands of
the crop toward the end of the growth cycle. On
the other hand, the use of crops with growth cycles that
are too short usually results in reduced yield loss
because T is less than it potentially could be.

Unfortunately, in many semi-arid regions, rainfall is
erratic as well as low. Indeed, rainfall variability often
limits yield more than amount per se. Farmers use a
number of strategies suited to their particular setting to
cope with rainfall variability. In general, under variable
rainfall environments, drought should be the least prob-
able when crop demand and vulnerability are greatest.

In many tropical countries, multicropping systems,
in which two or more crops with different flowering
and maturity dates are grown together in the same sea-
son, are used as a method of reducing risk of total crop
failure. Multicropping systems include ‘‘intercropping’’
systems, in which rows of one crop are alternated
with those of another, ‘‘relay cropping’’ systems, in
which an early-seeded crop is later inter-sown with a
second, later-maturing crop, and ‘‘alley-cropping’’ or
‘‘agroforestry’’ systems, in which crop species are
grown between woody or tree species. In addition to
reducing risk, these cropping systems also improve
use of sunlight, water, nutrients, and labor in low-input
farming systems. Examples of risk averse, multi-
cropping systems are given in Tables 1–3. Francis[11]

explores multicropping more thoroughly.

Adjusting plant population, or spacing between
plants, is another strategy by which farmers maximize
crop T and, thereby, yield. By increasing plant popu-
lation, E is reduced because more sunlight is inter-
cepted by leaves rather than by the soil surface.
Crops that have the ability to tiller profusely, such as
wheat, tend to attain the same leaf area and yield over
a range of plant population. Crops that do not tiller
tend to have much lower plasticity, and therefore yield
and WUEET are much more sensitive to plant popu-
lation. In semi-arid environments in which the prob-
ability of rainfall is very low during the growing
season, risk-averse farmers decrease plant population
to reduce LAI, and therefore the rate of decrease in
S. Optimal plant spacing therefore varies from region
to region due to weather pattern, soil type, and
farmers’ perception of and tolerance to risk.

ADDITION OF SOIL AMENDMENTS AND
OTHER INPUTS

Farmers apply a number of amendments to their fields
in order to affect chemical, biotic, or physical soil pro-
perties, which in turn affect crop growth. Perhaps, the
most important soil amendment is organic and mineral
fertilizer, which is added to increase or maintain soil fer-
tility. Fertilizer is added in many different ways, ranging
from manure deposition by grazing animals, to rotation
with leguminous crops that fix atmospheric nitrogen, to
sophisticated precision mineral fertilizer applicators.

The importance of proper soil fertility to efficient
water use, WUEET and, in some cases, WUET cannot
be overemphasized. Among other things, it increases
rooting depth and density, and the soil volume to
which roots have access. Maintenance of soil fertility
therefore can increase the amount of water to which
plants have access (S), and decrease losses of water to
drainage from the roots zone (D). Additionally, it
increases WUEET by increasing plant growth and in
particular crop leaf area, which shades the soil surface
and thereby decreases E. Under highly infertile soil
conditions, such as those found in many parts of
Africa, addition of relatively small amounts of fertilizer
can increase WUET as well.

Inputs other than fertilizer include insecticides, fun-
gicides, and herbicides. Insects and disease must be
controlled to efficiently use water in dryland cropping
systems because they directly attack grain or repro-
ductive organs of the plant, which obviously reduces
yield, and therefore WUEET. Weeds compete for the
same resources that crops use, including water, sun-
light, and nutrients. Disease, insects, and some para-
sitic plants may also affect efficient use of water by
damaging conductive tissue of the roots, stems, and
leaves, thereby decreasing T and growth.

240 Dryland Cropping Systems

© 2008 by Taylor & Francis Group, LLC



D
ra

in
ag

e–
D

us
t

CONCLUSION

Farmers manage their fields and pastures according to
a particular cropping system, which contributes to an
overall farming and agricultural system. Dryland crop-
ping systems tend to predominate in semi-arid systems
with undependable rainfall. The sustained trends of
continued global population growth, diminished land
availability, and growing competition for fresh water
will increasingly place the challenge of meeting food
demands and protecting environmentally sensitive land
upon dryland cropping systems. Since crop yield is
proportional to T, this requires managing the soil water
balance such that as much precipitation as possible is
ultimately used as transpiration. Four basic methods
of achieving this are the use of appropriate crops and
crop sequence, soil surface management, addition of
soil amendments, and water harvesting. The best
method will depend upon specific characteristics of
the particular cropping system. Finally, there is some
potential for genetically increasing WUET.
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Dryland Farming

Clay A. Robinson
Division of Agriculture, West Texas A&M University, Canyon, Texas, U.S.A.

INTRODUCTION

Dryland farming is the use of land for crop production
in regions where growing season precipitation alone is
usually inadequate to produce a summer grain crop.
Droughts of varying intensity and duration are com-
mon in these regions. Dryland farming systems are
dependent on natural precipitation, so the primary
management concern in dryland farming systems is
the capture and efficient use of water.[1]

Sometimes the term, dryland, is used in humid
regions to mean ‘‘not irrigated.’’ Rainfed farming or
agriculture is the preferred term in regions where grow-
ing season precipitation alone is usually adequate to
produce annual summer crops, and other management
issues (fertility, pests, etc.) are more important than
water conservation.

DRYLAND FARMING CHARACTERISTICS

Irrigation is practiced in many dryland regions when
surface or groundwater is available to provide water
for growing crops. Supplemental irrigation is also
practiced in some humid regions to enhance pro-
duction and limit losses due to drought. Irrigated land
area will continue to decrease due to declining water
levels, water quality and salinity problems, rising
energy prices, and increased water demand for indus-
trial, municipal, development, and other uses. As irri-
gated land area decreases, principles of dryland
farming become more important.

Dryland farming is practiced worldwide with a
diversity of mechanization and specific technologies.
All dryland farming systems utilize some common
principles:

� Using fallow (allowing land to lie idle during a
growing season), tillage systems, residues, mulch,
and/or structures to increase soil-water storage.

� Using tillage systems and mulch to limit evapora-
tive water loss.

� Selecting shorter season, drought-resistant, and/or
drought-tolerant crop genotypes.

� Selecting crops and rotations based on precipitation
patterns and growing seasons.

� Manipulating plant density and geometry to opti-
mize the evaporation (water lost from soil) to tran-
spiration (water used by crops) ratio.

� Water harvesting.

Every dryland farming system does not incorporate
all these principles, but all dryland farming systems
use some combination of these principles. In addition
to conserving water, many of these principles limit
erosion by wind and water, and some enhance soil
organic matter levels. These benefits are important
since most dryland farming regions exist in fragile eco-
systems. Long-term productivity in dryland regions
depends on maintaining or enhancing the soil resource.
Any management system that does not control erosion
and limit soil degradation is not sustainable.

Every major continent has regions suitable for dry-
land crop production. Most dryland crop production
occurs in areas classified as arid, semiarid, and subhu-
mid. Though dryland cropping systems are diverse,
they share one characteristic: Evapotranspiration
(ET, combined water loss from crops and soil) exceeds
precipitation during the growing season. In much of
the North American Great Plains, monthly precipi-
tation never exceeds one-half the ET.[2] Other dryland
regions have some period during the year when soil-
water storage is possible because monthly precipitation
exceeds monthly ET.[2]

Fallow is used to store water from precipitation in
the soil. Even in the Great Plains where monthly ET
exceeds monthly precipitation, there are several days
each year when precipitation exceeds ET and water
can be stored in the soil. The efficiency of water storage
during fallow depends on tillage choices and climate
(Table 1). Tillage choices determine the intensity and
depth of soil disturbance, and the quantity of residue
remaining on the surface. Greater tillage intensity or
tillage depth increases soil drying and decreases soil-
water storage efficiency. Soil-water storage is directly
related to residue quantities remaining on the sur-
face.[3] Regional climate determines atmospheric
demand for water and thus PET. In the central Great
Plains, seasonal ET decreases with increasing latitude.

Using fallow to increase stored soil water decreases
cropping intensity (number of crops per year).
Increased soil-water storage has no economic benefit
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Table 2 identifies some of the common cropping sys-
tems in the Great Plains. Research in the central Great
Plains shows that less intensive tillage systems store
more soil water and allow cropping intensity to
increase. In the southern Great Plains, adoption of less
intensive tillage systems has not altered cropping inten-
sity, but yields have increased and crop failures due to
drought are less common.

Many developing countries practice dryland crop-
ping without large equipment. The principles of water
conservation still work: disturb less soil (limit tillage),
expose less soil surface (use mulch), and catch more
water. Fig. 1 shows blade (sweep) plows used in the
United States (Fig. 1A) and China (Fig. 1B). The same
principle is at work, both limit soil disturbance and
leave residues on the surface. Figure 2 shows wheat
residue as a mulch in Texas (Fig. 2A) and a stone
mulch in Gansu, China (Fig. 2B). Both mulches
decrease evaporation, slow water movement across
the surface, increase infiltration, and protect the soil
from erosion. Fig. 3 shows the impact of furrow dykes
(also called tied ridges) on precipitation capture and
storage. The soil probe in Fig. 3A was inserted 30 cm
into a furrow without dykes, but in the adjacent row
with dykes (Fig. 3B), the soil probe was inserted to

120 cm, indicating an increase in plant-available water
of about 12 cm. Furrow dykes capture precipitation,
limit runoff, and increase infiltration into the soil.

A dust mulch may limit evaporation under certain
conditions. Shallow tillage is practiced immediately
following a rain, leaving the surface loose and uncon-
solidated. The loose soil limits upward capillary move-
ment of water as the soil surface dries, thus limiting
evaporation. Dust mulching probably works in devel-
oping countries where farmers use light equipment
and draft animals, and tillage begins as soon as the
rain stops. In mechanized systems, the field must be
dry enough to support a tractor. Shallow tillage in
these fields probably increases water loss because the
evaporation that dust mulch can prevent has already
occurred, and subsequent tillage further dries the soil.

Crop calendars are another important dryland-
management tool. Winter wheat is common in the cen-
tral and northern Great Plains, giving way to spring
wheat in the Prairie Provinces of Canada. The winter
wheat-growing season matches the precipitation and
evaporative demand of the climate. There is usually fall
precipitation to establish the crop. Wheat is dormant
much of the winter, allowing some water storage from
snow and precipitation events. Precipitation increases

Fig. 1 Blade (sweep) plows used in the United States (A)
and China (B).

Table 1 Tillage and water storage efficiency during fallow

at Akron, Colorado and Bushland, Texas

Precipitation stored as soil water (%)

Tillage method

Akron,

Coloradoa
Bushland,

Texasb

Disk, conventional 19 15

Sweep, stubble-mulch 33 23

No-till 48 35
aAdapted from Ref.[5].
bAdapted from Ref.[6].

Table 2 Crop production intensity and precipitation use
efficiency of some common Great Plains cropping systems

with a stubble-mulch (sweep) tillage system

Crop-fallow

sequencea
Cropping

intensity

Land use

intensity

Precipitation

used in crop

production (%)

WW-F 1 crop in 2 yr 0.50 39

WW-F-S-F

(WSF)

2 crops in 3 yr 0.67 45

Annual
croppingb

1 crop in 1 yr <1.0c 60

aWW—winter wheat, F—fallow, S—sorghum.
bOther summer crops used are corn, cotton, millet, sorghum, soy-

bean, and sunflower.
cIncludes crop failures in drought years.

Source: Adapted from Ref.[7].
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in the spring as wheat breaks dormancy. In the central
Great Plains, wheat is harvested before the highest
summer temperatures. Dryland corn is becoming more
common in the central Great Plains as reduced tillage
practices increase the soil-water stored. The single
precipitation peak matches the corn-growing season.
Dryland corn in the southern Great Plains is not a
viable option because the precipitation distribution is
bimodal, and the valley occurs when corn reaches pol-
lination and grain fill. Cotton has been historically
limited to the southern Great Plains because the grow-
ing season is too short further north although shorter
season varieties are being developed.

Another method to limit evaporation from soil is to
achieve a closed plant canopy sooner. Recent research
into planting geometries recommends using narrower
row spacings, higher plant populations, and shorter
season hybrids. This combination allows a more rapid
canopy development, which decreases weed compe-
tition and evaporation. The result is that more water
can be used by the plants, producing greater yields.[4]

The higher plant populations induce more rapid devel-
opment and maturity. Short-season hybrids are used
so the crop does not deplete the soil water during
vegetative growth.

Most crop varieties used in dryland production have
a drought tolerance mechanism, enabling them to
endure short droughts. Some crops slow metabolic
activity and essentially go dormant to avoid the
drought. Other crops reduce metabolic activity and
water use during the drought. Both mechanisms allow
the crop to resume normal growth when the water
stress is alleviated.

The benefits of water harvesting are easily seen
beside every road. The plants in the ditch are greener,
taller, and lusher than those in nearby pastures. Many
cultures have long used water-harvesting techniques to

Fig. 2 Wheat residue mulch in Bushland, Texas (A) and

stone mulch in Gansu, China (B).
Fig. 3 Soil probe in furrows without (A) and with (B)
furrow dykes.

Fig. 4 Water harvesting project in Gansu, China.
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improve crop yields. Fig. 4 shows a water-harvesting
system in Gansu, China, in which one-sixth of the land
is covered with plastic and used as a watershed. The
water collected from the plastic-covered watershed
is stored in cisterns and used to irrigate the crop-
land on the remaining five-sixths of the land. Conser-
vation bench terraces use a 2 or 3 to 1 watershed to
bench ratio. This supplies enough water to the bench
area to allow annual cropping. A wheat–sorghum-
fallow system is used on the watershed, increasing the
cropping intensity from 0.67 to 0.78.

CONCLUSION

Dryland farming systems are diverse, but all emphasize
the capture and efficient use of precipitation through
fallow, tillage, and residue management systems, crop
selection, row spacing, plant populations, and/or
water harvesting. Specific farming technologies are
not universally applicable, but the basic principles of
water conservation can be applied across all levels of
technology.
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INTRODUCTION

The Dust Bowl era was the period of drought from
1931 to 1939 that was coupled with severe wind-driven
soil erosion of overgrazed rangeland and soil exposed
by the use of farming practices not adapted to the
semiarid U.S. Great Plains. The eroding soil from once
productive range and crop lands filled the air with
billowing clouds of dust that subsequently buried
farm equipment, buildings, and even barbed-wire
fences (Fig. 1); thus, making the living conditions of
many Great Plains inhabitants unbearable. On the
Great Plains wind is common and drought recurrent;
therefore, farm implements and management methods
were developed for producing crops under these
conditions. Likewise, farmers have evolved into inno-
vative practitioners of soil and water conservation
techniques that rely on residue management practices
and crop rotations with fallow periods to store pre-
cipitation in the soil for later crop use.

HISTORY

During a sustained drought beginning in 1931 and con-
tinuing until 1939, wind erosion of range and farm-
lands filled the air with clouds of dust for days at a
time. The Dust Bowl shifted annually over the Great
Plains to affect different areas and grew with the
expanding drought to damage an annual peak of about
20 million hectares.[1] However, the overall affected
area (Fig. 2) encompassed almost 40 million hectares
that extended from south of Lubbock, Texas (33� 340

N, 101� 520 W) to north of Colby, Kansas (39� 230

N, 101� 30 W) into Nebraska and from Great Bend,
Kansas (38� 220 N, 98� 500 W) west to near Pueblo,
Colorado (38� 160 N, 104� 370 W). The most severely
affected farmland was located within a 160-km radius
of Liberal, Kansas (37� 20 N, 100� 550 W), the center
of the Dust Bowl.

The Dust Bowl land was native range for the North
American bison and home to Native Americans prior
to Euro-American settlement. It had been labeled the
‘‘Great American Desert’’ by explorer Stephen Long
following his expedition to the area about 1820.[2]

The challenges of this region, whether invoked by the
perceptions of ‘‘Desert’’-life or by Native Americans

protecting their homes and hunting interests, limited
cultivation. For example, in 1879 or about five years
after the Red River Indian wars, only 264 ha were
cultivated in all of the 26 counties that make up the
Texas Panhandle,[2] but cultivation expanded with
favorable rains during 1882–1887 and 1895–1906.[3]

Native rangeland was typically cultivated by tillage
methods adapted from the more humid U.S. regions,
which buried most of the plant residues, e.g., a Lacrosse
disc breaking plow that relied on as many as 12 horses
and mules.[4] Draft animal requirements for forage
crops and native range limited some soil disturbance
and provided, incidental, residues that protected the
land. These farming practices that indirectly conserved
soil were replaced by agricultural mechanization, which
expanded tillage and allowed a single farmer to manage
increasingly more land.

Agricultural mechanization and increased demand
for wheat by Europe during World War I nearly
doubled the amount of land cultivated from 1910 to
1920.[1] However, mean annual rain during the period
1918–1929 averaged about 100 mm above the 515 mm
norm[3] and promoted continued farm expansion to
about 16 million hectares that were largely placed into
a wheat monoculture. The booming wheat market,
beneficial rains, and increasing agricultural mechaniza-
tion placed in motion rapidly expanding cultivation
that exposed millions of hectares of land with poten-
tially erodible soil. It was the climatic conditions of
drought from 1930 to 1940 (Fig. 3) that ultimately trig-
gered wind erosion of excessively tilled land and the
Dust Bowl.[3]

DUST BOWL LESSONS

In a 1936 report to President Roosevelt from the
drought area committee, Morris Cooke and others
outlined the nature, causes, and recommended lines
of action to ameliorate factors resulting in the Dust
Bowl.[5] They noted that Great Plains agriculture had
developed a dependency on over grazing and excessive
plowing, which exposed loose soil to the wind. These
farming practices did not conform to natural con-
ditions of the Great Plains and resulted in an unstable
agriculture and unsafe economy. The basic problem
causing the Dust Bowl was identified as the attempt
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to impose farming practices suitable for humid regions
on the semiarid Great Plains. The committee further
recognized, as unrealistic, the expectations of climate
changes toward improved temperature, precipitation,
and wind conditions. Therefore, in a region of limited
annual precipitation, farming practices to reduce run-
off and increase water storage in the soil were critical
to agricultural success.

The drought area committee further stated that the
1862 federal homesteading policy exacerbated land
degradation by offering unrealistically small farm
allotments for the semiarid Great Plains west of the
100th meridian.[5] That is, the government policy
actually encouraged over utilization of pasture and
cultivated land. Subsequent efforts to correct the
homesteading policy by increasing land allotments as
late as 1916[6] were heralded by the often-cited 1909

Bureau of Soils Bulletin 55 claim of an ‘‘indestructible
and immutable soil resource.’’[7] The hazard of over
cultivation and grazing was the exposure of loose soil
to wind and erosion. This damage was aggravated
further by volatile wheat markets that encouraged
speculative production by absentee landowners relying
on tenant farmers. In some cases, the tenants were
transient farmers that only custom planted and har-
vested crops without remaining on the land. The pro-
portion of land farmed by tenants increased from
about 16% in 1880 to over 40% in 1935,[5] but the
transient tenant farmers abandoned the land when
commodity markets collapsed.

Agriculture capable of withstanding recurrent
drought periods replaced the excessive tillage practices
that incorporated crop residues and degraded the
structure or natural cohesiveness of soil. Alternative

Fig. 1 The devastation imparted by
dust storms to Great Plains farmsteads

from Texas shown at the bottom (1938
USDA Photo by: B. C. McLean, Image
# 01D11486) north to South Dakota

(1936 USDA Photo by: Sloan, Image #
00D10971).
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tillage practices were developed to control weeds and
the use of precipitation stored as soil water. These till-
age practices also undercut rather than inverted the
soil, thus reducing soil disturbance and increasing crop
residues retained at the surface to conserve soil and
water.[8] Revised land policies promoted conservation
practices by rewarding farmers for using contour plow-
ing, listing, and strip cropping methods.[9] The Dust
Bowl wheat monoculture required timely fall and win-
ter precipitation for crop establishment and growth;
however, in much of the southern Great Plains mean
monthly precipitation is limited during this critical
period (see example for Amarillo area, Fig. 4). In lieu
of wheat monocultures, practical wheat and summer

crop rotations with an intervening fallow (i.e., two
crops in three years) were developed to take advantage
of summer rain (Fig. 4) and to provide sufficient
opportunity for storing precipitation as soil water dur-
ing fallow and improve crop establishment.

The damaging effect of excessive tillage contributed
significantly to soil erosion throughout the Dust Bowl,
but it may have been overstated as in Rexford
Tugwell’s film The Plow that Broke the Plains.[1] Soil
erosion was also triggered by overgrazing and drought
conditions, which were reduced through improved cat-
tle management and the use of irrigation. Depressed
commodity prices, however, virtually eliminated irri-
gation of crops, e.g., the Texas Panhandle had some

Fig. 3 Deviation from the mean annual pre-

cipitation (515 mm) at Amarillo plotted for
the period 1892–1990.

Fig. 2 The United States and the

overall affected ‘‘Dust Bowl’’
area, from the ‘‘American Experi-
ence.’’ Source: From Ref.[13].
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170 irrigation wells in 1930 or 60 to 80 fewer wells than
a decade earlier in 1920.[10] Irrigation expanded slowly
until drought conditions of the 1950s promoted rapid
growth from Texas to Kansas.[11,12] Irrigation as a
solution to drought in the Dust Bowl region almost
exclusively depends on the Ogallala aquifer,[12,7] which
has now dramatically declined. If irrigation was the
dominant factor preventing soil erosion during the
1950s by offsetting drought conditions, it would follow
that the Dust Bowl miseries may eventually return
when irrigation from the southern Ogallala becomes
impractical.[7]

AGRICULTURE—DUST BOWL VICTIM
OR VILLAIN

In 1933, the director of new Soil Erosion Service, Hugh
H. Bennett, indicted Americans as great destroyers of
land as substantiated by the Dust Bowl conditions
and called for awakening to improved farming prac-
tices.[13] Farmers and their children likewise recognized
the fragility of the land and the inappropriate nature
of their farming practices in laments that ‘‘All the
good soil will blow off this land if these sand storms
continue’’[14] and ‘‘It would be better if the sod had
never been broke . . . ’’[15] Many farmers expanded pro-
duction to offset lower prices and passively relied on
luck to ‘‘hit big’’ with a crop that would change their
fortune even as the commodity market collapsed in
the 1920s.[12] The resulting economy was unstable and
led to a general depopulation trend and agricultural
collapse that was squarely in line with the creation of
a ‘‘Buffalo Commons’’[16] whereupon the government
would step in to buy abandoned Great Plains farmland
and restore it to an undisturbed range condition.

In response to the disastrous effects of the Dust
Bowl, government programs were redesigned to

encourage diversified agricultural crop production
using tested practices and improved tools. That is, agri-
culture was empowered with new non-inverting tillage
implements capable of penetrating the hard dry soils
like the Graham-Hoeme plow for controlling weeds
while retaining crop residue at the soil surface.[8] Inno-
vative wheat-sorghum cropping sequences optimized
soil water storage opportunities and increased the
probability of capturing rain for crop use. A growing
number of managers now farming the Great Plains
minimize soil disturbance and protect their crop resi-
dues as vital resources to optimize the storage of
precipitation as soil water.[17] The efficiency of pre-
cipitation storage in the soil has improved from about
20% during the Dust Bowl to more than 40% by using
innovative crop sequences with fallow periods and
no or reduced tillage.[18] Farmers now utilize pre-
planned alternative rotation sequences to optimize
crop water use during periods of beneficial rain and
include other production inputs like fertilizers in
response to specific needs.[17] These innovations, in
contrast to Dust Bowl soil management using inver-
sion tillage and wheat monocultures, have resulted in
substantially more stable economies and slowed the
depopulation trend.

In contrast to the farmers of the Dust Bowl hoping
to ‘‘hit-big’’ on a crop, many of today’s Great Plains
farmers are more proactive managers that respond to
adverse growing conditions with alternative tech-
nology.[12] For example, when drought conditions
reappeared during the early 1950s, Kansas farmers
widely adopted irrigation to stabilize production. Since
that time fluctuating irrigation costs and the compe-
tition for and depletion of water resources have driven
innovation in irrigation. These innovations include
irrigation scheduling methods to meet plant demand
and improved application technologies such as low-
pressure center pivot systems. While these innovations

Fig. 4 Mean, 1892–1990, monthly precipitation
at Amarillo.
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will prolong the use of irrigation to offset recurrent
drought conditions, the finite nature of Ogallala water
supply[7,10–12] focuses concern on the potential of a
recurrent Dust Bowl. The development and appli-
cation of new soil and crop management practices
not available during the 1930s will determine if the
Dust Bowl is as recurrent as drought.
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INTRODUCTION

The term El Niño refers to a number of related oceanic
and atmospheric phenomena. A general definition of El
Niño is a change in weather patterns associated with
warmer than normal sea surface water temperatures
in the central and eastern equatorial Pacific Ocean (see
Fig. 1). El Niño is the best known example of inter-
annual variation in the earth’s weather and climate
patterns.

Originally, El Niño referred to warmer than normal
surface water temperatures off the coast of Peru. The
name El Niño comes from the appearance of warm
surface water temperatures around Christmas. This
relationship between surface water warming and
Christmas led the locals to call the phenomena El
Niño, Spanish for boy, the Christ child. The appearance
of an El Niño event inhibits the upwelling of cold and
nutrient-rich water along the Ecuadorian and Peruvian
coasts. Without the upwelling of cold, nutrient-rich
waters, the fish migrate to more favorable locations
and thus there are few fish for local communities.

El Niño changes the position of the subtropical jet
stream, the steering current for weather systems.
Changes in the subtropical jet stream cause changes
in weather patterns. These weather pattern changes
cause some regions of the earth to experience above-
normal rainfall while other areas experience below-
normal rainfall. El Niño weather patterns also cause
some regions of the earth to be warmer than normal
while other regions are cooler than normal. While the
change in weather patterns associated with El Niño
can be dramatic, most regions of the earth experience
minimal to no direct impact from El Niño. El Niño
events occur every three to seven years lasting from
a few months to a year or more.

IMPACTS

In the United States, El Niño weather patterns usually
mean a warm and wet fall in the central and northern
plains while the Pacific Northwest and Middle Atlantic
states experience drier than normal conditions. During
winter, much-above normal rainfall usually occurs
from southern California to the Gulf of Mexico and
South Atlantic states. Across the northern two-thirds

of the lower 48 states, El Niño winters are usually
much warmer than normal. Across the Pacific North-
west states, winter precipitation is much below normal
during El Niño winters making the region vulnerable
to droughts. During an El Niño spring, the region east
of the Mississippi River usually experiences below
normal to much-below normal rainfall. The Pacific
Northwest remains dry during the spring. Springtime
temperatures are usually below to much below normal
across the south while above normal to much-above
normal temperatures are expected in the Pacific
Northwest, the northern Rockies, and the northern
plains making these regions vulnerable to drought.
The southwestern United States usually experiences
above-normal precipitation in an El Niño spring.

The impacts of El Niño weather patterns vary from
one event to another. The impacts depend on the warmth
of the surface water, the exact location of the warm sur-
face water, the areal extent of the warm surface water,
and other regional and global weather patterns. An
ocean–atmosphere linkage that mitigates the impacts
of El Niño is the Pacific Decadal Oscillation (PDO).
The PDO has similar impacts as El Niño and can
increase or decrease the impacts of El Niño. Unlike El
Niño, the PDO cycle is decades long and not a few years.

During the summer monsoon season (late summer
into early fall), the intermountain region of the western
United States normally has above-normal rainfall
during an El Niño weather pattern. The region has
an increased probability of experiencing flash floods.
The impacts of El Niño on the summer monsoon can
be mitigated by the PDO.

From southern Mexico to northern South America,
El Niño weather patterns normally increase rainfall
and can lead to major flooding, especially in mountain-
ous regions.

Not all regions impacted by El Niño have increased
precipitation. The El Niño weather pattern usually
brings drier than normal conditions to northern
Australia, Indonesia, and the Philippines, often caus-
ing drought conditions.

Mechanism

It is now known that there is a linkage between the
appearance of warm surface water temperatures and
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atmospheric phenomena. For El Niño events, this
means linking eastern and central equatorial Pacific
Ocean surface temperatures with atmospheric pressure
patterns across the Pacific Ocean (see Fig. 2). The
atmospheric pressure patterns linked with El Niño is
called the Southern Oscillation, SO. The combination
of El Niño and SO is called ENSO (El Niño-Southern
Oscillation). The term ENSO is often used inter-
changeably with the term El Niño.

The strength of SO is calculated by the surface
atmospheric pressure anomaly differences between
Tahiti and Darwin, Australia (Tahiti anomaly minus
Darwin anomaly). This measure of SO strength is
called the Southern Oscillation Index, SOI. A surface
atmospheric pressure anomaly is calculated by sub-
tracting the mean atmospheric surface pressure from
the observed atmospheric surface pressure. Thus,
if the observed atmospheric surface pressure is less
than the mean, the anomaly has a negative value.

When the SOI has a negative value, it means that the
surface atmospheric pressure is less than normal at
Tahiti and above normal at Darwin (negative anomaly
at Tahiti minus a positive anomaly at Darwin). A
negative SOI is correlated with warming of the surface
water in the eastern and central equatorial Pacific
Ocean.

The linkage between SO and El Niño is complex. At
the most basic level, sea surface temperature patterns
influence atmospheric pressure patterns, and atmo-
spheric pressure patterns influence wind speed and
direction and thus the sea surface temperature pat-
terns. Warm surface temperatures over the western
Pacific Ocean lead to increased convection and lower
surface pressure across the western Pacific Ocean.
The normal cold surface water of the eastern Pacific
Ocean is associated with relatively high surface atmo-
spheric pressure. Air moves (wind) from areas of high
atmospheric pressure to areas of low atmospheric
pressure. The greater the pressure gradient (pressure
difference between two locations divided by the dis-
tance between the two locations), the greater the wind
speed. The moving air in contact with the ocean sur-
face causes ocean surface currents, which redistribute
the ocean surface temperature pattern. The stronger
the wind, the more the occurrence of redistribution
of surface water temperatures.

With ENSO, the linkage between the ocean and the
atmosphere results in decreasing or increasing easterly
trade-wind (wind from the east to the west) speeds
over the equatorial Pacific Ocean. When the SOI is nega-
tive, the pressure gradient across the eastern and western
Pacific Ocean is decreased. With a decreased pressure
gradient, the speed of the easterly trade-winds decreases,
and warm surface water from the western Pacific Ocean
is able to ‘‘slosh back’’ over the colder surface water in
the eastern Pacific Ocean. The decreased easterly winds
also leads to a decreased upwelling of cold, nutrient-rich
water along the coast of Ecuador and Peru. When the
SOI is positive, the easterly trade-wind speed increases.
The increased wind speed ‘‘piles-up’’ warm surface
water in the western Pacific Ocean leading to below
normal surface temperatures in the eastern and cen-
tral equatorial Pacific Ocean due to strong upwelling.

Below normal surface temperatures in the eastern
and central equatorial Pacific Ocean is the opposite
of an El Niño event and is called either a La Niña
(Spanish for girl) event or El Viejo (Spanish for old
man) event.

Changes in the equatorial Pacific surface tempera-
ture patterns impact the weather patterns in other
regions of the earth. During an El Niño pattern, sea
surface temperature patterns change. These sea surface
temperature pattern changes impact the locations of
evaporative heat movement from the ocean surface
to the atmosphere. With different evaporative heat

Fig. 1 Atmospheric and oceanic patterns during an El Niño
www.cpc.ncep.noaa.gov/products/analysis_monitoring/

ensocycle/enso_schem.html (From the National Weather
Service Climate Prediction Center, Camp Springs, MD.)

Fig. 2 Atmospheric and oceanic patterns during ‘‘neutral’’

or normal conditions www.cpc.ncep.noaa.gov/products/
analysis_monitoring/ensocycle/meanrain.html (From the
National Weather Service Climate Prediction Center, Camp
Springs, MD.)
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patterns, there are changes in the locations of winter-
time jet streams and thus the storm tracks. With
changes in jet stream patterns and storm tracks,
weather patterns across numerous regions can change.
An example is the change in storm tracks that brings
Pacific Ocean storms into southern California and
across the southern-tier of states instead of the Pacific
Northwest.

Since the 1990s scientists have used Pacific Ocean
surface temperature data and computer models to pre-
dict the occurrence of an El Niño event months in
advance. While these predictions are not perfect, they
allow for planning to mitigate or take advantage of a
shift in weather patterns. Thus regions that normally

experience flooding during an El Niño event can plan
to mitigate the impacts. For regions like Indonesia or
the Pacific Northwest of the United States, drought
mitigation plans can be activated months in advance.

For more detailed information about El Niño,
see Ref.[1].
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INTRODUCTION

Hydraulic structures such as dams, weirs, and drop
structures have energy dissipators as a means of dissi-
pating the excess energy of high-velocity flows, in order
to protect the riverbed and banks downstream.

In energy-dissipation structures, there are stilling
basins with horizontal or sloping aprons, stilling
basins with baffles or sills, bucket-type stilling basins,
and baffled or stepped chutes. The type of energy-
dissipation structure to be selected depends on the kind
of hydraulic structure, the discharge, the magnitude of
the energy head upstream of the hydraulic structure,
the tailwater conditions, and the topographical and
geological characteristics of the river or channel.[1–3]

In order to properly complete the hydraulic design
of an energy-dissipation structure, it is important to
know the downstream flow conditions. In addition,
information regarding flow conditions around the
hydraulic structures might help in improving the
landscape and other features of the river environment
and in preserving the ecosystem for aquatic animals
in the river.

OVERVIEW

The flow conditions that are used as energy dissipators
introduced here are: hydraulic jumps on horizontal
aprons, hydraulic jumps forced by a vertical sill,
hydraulic jumps on sloping aprons, hydraulic jumps
below abrupt expansions, transition flows over drop
structures, and stepped-channel flows.

ENERGY DISSIPATORS IN STILLING BASINS

Hydraulic Jumps in Prismatic
Horizontal Channels

In a stilling basin, the formation of a hydraulic jump is
the most effective method of dissipating the kinetic
energy of a high-velocity flow. A hydraulic jump is a

transitional phenomenon from high velocity super-
critical flow to lower velocity subcritical flow. The
flow conditions of the hydraulic jump in a horizontal
channel changes according to the inflow conditions
and the shape of the channel. The formation of a sym-
metric jump with a surface roller is an effective energy
dissipator.

A hydraulic jump in a horizontal smooth rectangular
channel is referred to as a classical jump. Classical jumps
have been classified into undular jumps, weak jumps,
oscillating jumps, steady jumps, and strong jumps.[1,4]

Steady and strong jumps can be utilized in a stilling
basin. However, the position of a classical jump is
very sensitive to changes in the downstream depth.[5]

Some kind of elements are needed in order to stabilize
the jump location (see the Section ‘‘Forced Hydraulic
Jumps by a Vertical Sill’’).

In a trapezoidal horizontal channel, a submerged
jump is recommended as an energy dissipator because
a free jump becomes asymmetric for a mild side slope,
and a submerged jump keeps a symmetric flow for any
side slope (Fig. 1).

The sequent-depth ratio (ratio of downstream to
upstream depth) and the energy loss of a free or sub-
merged jump can be predicted theoretically. The jump
length has been discussed by many researchers[1,6–8]

and may be predicted for a free or submerged jump
in a rectangular or trapezoidal channel.[9,10]

Forced Hydraulic Jumps by a Vertical Sill

When the downstream flow depth is less than the
sequent depth required for a classical hydraulic jump,
sills and blocks have been utilized in order to stabilize
the jump location in a stilling basin. Standard designs
for stilling basins employing sills and blocks have been
published by the U.S.B.R.[1,8]

The flow conditions of a forced jump change
according to the inflow Froude number, the sill height,
the position of the sill, the boundary-layer develop-
ment at the toe of jump, and the upstream and down-
stream depths. As illustrated in Fig. 2, the flow
configuration upstream of the sill depends on the
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downstream depth in some cases (Type-I jump). In
other cases, the flow configuration upstream of the sill
is independent of the downstream depth (Type-II
jump). If a forced jump is not formed, the supercritical
flow splashes over the sill (this is referred to as a
splashing flow) (Fig. 2).

The hydraulic conditions required to form each type
of flows have been documented.[11,12] When the dis-
charge and the upstream and downstream depths are
given, the height and position of the sill required to
form a forced jump can be predicted. The drag force
acting on the vertical sill in a forced jump has also been
investigated.[12,13] An experimental equation for the
length of a stilling basin required for the formation
of a forced jump has been developed.[8,11]

Hydraulic Jumps on Sloping Aprons

If the downstream depth is greater than the sequent
depth of a classical hydraulic jump, control of the
hydraulic jump by a sloping apron is effective as an
energy dissipator.[1]

The flow conditions of the hydraulic jump change
according to the inflow Froude number, the channel
slope, and the upstream and downstream depths
(Fig. 3). When the degree of channel slope is small,
the jump occurs on the sloping channel apron, and
the high velocity decays in a short distance (Fig. 3B).
This flow condition is favorable as an energy
dissipator.[1] If the degree of channel slope and the
downstream depth become large, the flow becomes a
plunging flow. For plunging flow, the high-velocity
flow along the channel bed continues far downstream,
and the effect of the surface eddy on velocity decay is
negligibly small (Fig. 3D). This condition is less effec-
tive for energy dissipation.

The hydraulic conditions for the formation of vari-
ous types of jumps and the length of the jumps have
been documented and are predictable for a wide range
of inflow Froude numbers, channel slopes, and down-
stream depths.[1,8,14]

Hydraulic Jumps Below Abrupt Expansions

Both symmetric and asymmetric flows can exist when
an outlet conduit is connected to a wide open-channel
(Fig. 4). An asymmetric flow is also observed in an
open-channel having an abrupt expansion.[8] With
asymmetric flow conditions, high-velocity flow may
exist along one sidewall for a significant distance
downstream. Maintenance of conditions suitable for
the formation of a symmetrical jump is recommended
for energy dissipation below an abrupt expansion.[3,15]

The minimum downstream depth required to form
symmetric flow at an abrupt-symmetrical expansion

Fig. 3 Flow conditions in sloping channels with a horizontal

channel portion: (A) and (B): degree of channel slope y is
smaller than 19� (A) B-type hydraulic jump; (B) D-type
hydraulic jump, (C) and (D): degree of channel slope y is lar-
ger than 40� (C) B-type hydraulic jump; (D) plunging flow.

Fig. 2 Flow conditions of flow over a sill: (A) and (B) Type I
forced hydraulic jumps; (C) splashing flow; and (D) and (E)
Type II forced hydraulic jumps.

Fig. 1 Flow conditions of hydraulic jump in a trapezoidal
channel with a mild side slope: (A) asymmetric flow; (B) sym-
metric flow.
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has been documented for a wide range of expansion
ratios, aspect ratios, and inflow Froude numbers.[15]

In addition, empirical equations for predicting the
jump length for symmetric flow conditions have been
developed. A flow chart for designing a stilling basin
with an abrupt-symmetrical expansion is available.[15]

Transitional Flows at Abrupt Drops

An abrupt drop in a channel may be used to stabilize
the jump position effectively for a change of the
flow depth.

A plunging flow with a surface roller is not always
formed at the downstream region of drop structures.
When the flow passing over a drop structure transits
from supercritical flow to subcritical flow, various
types of flow conditions are formed according to the
inflow Froude number, the drop height, and the
upstream and downstream depths.[8,16,17] For example,
if the downstream depth is increased, the flow con-
dition might change from a plunging flow to a wave
train where the undular surface with a main flow prop-
agates far downstream as illustrated in Fig. 5.

The hydraulic conditions required to form each type
flow condition have been presented for a wide range of
inflow Froude numbers, drop heights, and downstream
depths.[17] Also, low-drop and high-drop structures
have been defined according to the differences of flow
patterns and design criteria for each type of drop
developed.

ENERGY DISSIPATORS ON SPILLWAYS

A baffle chute that dissipates energy along the entire
length of the channel is useful as an energy dissipator
of high-velocity spillway flows.[1] Recently, stepped
spillways have been utilized in connection with the
roller-compacted concrete dam-construction method,

and stepped-channel flows have been investigated by
many researchers.[18,19]

The flow conditions on a stepped surface change
according to the discharge, the step height, the slope
angle of the stepped channel, and the total drop. Flow
conditions have been classified as skimming flow (the
main flow skims above a stepped channel, and a corner
eddy is formed without an air-pocket in each step),
nappe flow (an air-pocket is always formed in an
aerated-flow region below the nappe), and transition
flow (a transition between a skimming flow and a
nappe flow with an air-pocket partly formed) (Fig. 6).

Experimental investigations have revealed the
hydraulic conditions for the formation of each
flow condition and the energy loss due to stepped
flows.[20,21]

The utilization of stepped surface in approach chan-
nel is effective for the energy dissipation of plunging
flow region. Especially, when a stepped channel is used
for the steep section of a spillway, there is less tendency
to develop plunging flow with a reverse-flow region

Fig. 5 Flow conditions at abrupt drops: (A)–(E): approach-
ing flow on the step is supercritical (A) A-type hydraulic
jump; (B) wave-type flow; (C) wave train; (D) B-type hydraulic

jump; and (E) minimum B-type hydraulic jump (F)–(I): critical
flow exists on the step (F) surface-jet flow; (G) wave train;
(H) plunging condition; (I) limited jump.

Fig. 6 Flow conditions on a stepped channel: (A) skimming
flow; (B) transition flow; (C) nappe flow.

Fig. 4 Flow conditions of submerged hydraulic jump
below an abrupt expansion: (A) asymmetric flow; (B) sym-
metric flow.

256 Energy Dissipation Structures

© 2008 by Taylor & Francis Group, LLC



El
N

iñ
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on transition to the downstream channel[22] (Fig. 7).
This increases the effectiveness of the energy dissi-
pation in the transition region.

CONCLUSION

For design of an energy-dissipation structure, it is
important to know the downstream flow conditions.
A variety of flow conditions may be used for energy
dissipation according to the type of the hydraulic
structure, the discharge, and the downstream flow
depth.

A stabilized jump with a surface roller is an effective
energy dissipator in jump-type stilling basins. Baffle
chutes and stepped spillways are effective in dissipating
energy along the length of steep channels such as
spillways.
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INTRODUCTION

Erosion is a natural process to detach soil and rock
fragments for subsequent removal, or transportation,
of these materials to areas of lower elevation on the
surface of the earth. In the context of agriculture, the
primary agents for erosion are water and wind.
Climate, precipitation in particular, plays a critical role
in determining where and when erosion occurs and
the magnitude of erosion rate. Rainfall erosivity, i.e.,
the ability of rain to cause erosion, is largely a function
of rain amount and peak intensity. Rainfall erosivity
and its seasonal variation in relation to the Universal
Soil Loss Equation (USLE) and the revised USLE
(RUSLE) can be estimated from mean annual rainfall
and daily rain amount. Low rainfall, dry soil surface,
and poor ground cover are the necessary conditions
for wind erosion to prevail.

RAINFALL EROSIVITY

Rainfall erosivity is a measure of the climatic influence
on water erosion. When other variables such as topog-
raphy and vegetation cover are held constant, the rate
of erosion is directly related to the level of rainfall ero-
sivity. A number of rainfall erosivity indices have been
proposed so that the amount of soil eroded is linearly
proportional to the rainfall erosivity index ceteris pari-
bus. The most commonly used rainfall erosivity index is
EI30, where E is the total kinetic energy per unit area
for a storm (MJ ha�1) and I30 is its peak 30-min inten-
sity (mm h�1). Wischmeier and Smith[1] found that the
combination of kinetic energy and peak intensity is
most closely related to the observed amount of soil loss.
The R-factor in the USLE and RUSLE is the mean
annual sum of these EI30 values.[2,3] Other measures of
rainfall erosivity worthy of note include the modified
Fournier Index,[4,5] KE > 1 index,[6] and the so-called
Universal Index of Onchev.[7] Numerous other attempts
have been made to search for a rainfall-based estimator
of the observed amount of erosion that is superior to
EI30. Most of these studies have relied on restricted
databases that have limited their applicability. Most
of these other indices or estimators are highly corre-
lated with each other and with EI30.

Although the definition of EI30 is straightforward,
its calculation requires long-term rainfall data at short
time intervals (<30 min) that are not widely available
for most parts of the world. To develop a better under-
standing of what is exactly involved in EI30, it is helpful
to examine how this index is calculated. I30 is the
maximum intensity for any 30-min interval in a storm,
while the storm energy depends on how rainfall inten-
sity varies during the event:

E ¼
Z

T

eðIÞIdt ð1Þ

where I is the rainfall intensity, T the rain duration, and
e(I) a function of rain intensity called the unit energy
equation. The consensus is that the unit energy as a
function of rain intensity assumes the following func-
tional form[3,8]

eðIÞ ¼ emaxð1 � ae�I=IoÞ ð2Þ

For RUSLE, the following was recommended: emax ¼
0.29 MJ ha�1 mm�1; a ¼ 0.72; Io ¼ 20 mm h�1.[3] It
can be shown from Eqs. (1) and (2) that the storm
energy is bounded:

0:28emaxP < E < emaxP ð3Þ

where P is the total rain (mm). The theoretical upper
and lower bounds are related to zero and infinite inten-
sity, respectively. Analyzing 6-min rain data for a num-
ber of sites around Australia shows that the ratio of
storm energy to emaxP ranges mostly from 0.5 to 0.8,
and the ratio is slightly higher in tropical/subtropical
than in temperate regions (Table 1). From Table 1,
it is also clear that the storm energy is always highly
correlated with rain amount. Given that storm energy
is primarily a function of rain total, it follows that
rainfall erosivity, as defined in relation to USLE/
RUSLE, depends mainly on rain total and peak
intensity, and to a much lesser extent on rainduration.

For areas where long-term high-resolution rain data
are unavailable, the simpler method to estimate rainfall
erosivity in the context of USLE/RUSLE is to use the
fairly consistent relationship between the mean annual
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rainfall and the R-factor:[9,10]

R-factor ¼ 0:05ðMARÞ1:6 R2 ¼ 0:82 ð4Þ

where MAR is the mean annual rainfall (mm). The
regression [Eq. (4)] is based on a combined database
for 161 sites (132 sites in the United States and 29 sites
in Australia).[9,10] MAR ranges from 67 mm to
2060 mm for these sites. The non-linear relationship sug-
gests that a 10% change to MAR would lead to 16%
change to rainfall erosivity. This highly sensitive nature
of rainfall erosivity to rainfall would have important
implications for the impacts of climate change on soil
erosion. Reasonably good relationships between the
Modified Fournier Index and the R-factor have also been
noted.[5,9] The difference between the two estimates,
however, is small, and little is gained by using the Modi-
fied Fournier Index.[10] If we need to estimate the seaso-
nal distribution of rainfall erosivity, daily rain data can
be used, especially, in areas with a marked wet season
in winter. Monthly and annual rain total are no longer
adequate because summer rain with high peak intensity
can lead to higher rainfall erosivity in the relatively drier
months. Rainfall erosivity can be related to rain amount
using a power function in the form:

EI30 ¼ aPb ð5Þ

The calibrated values of b for a number of sites around
the world are summarized in Table 2. The b value mostly

varies in the range from 1.5 to 1.8 with higher values
found largely at higher latitudes. Such relationships for
daily erosivity are sufficient for determining the seasonal
variation of rainfall erosivity for USLE/RUSLE.

Rain total and peak rainfall intensity are also key
precipitation variables for a physical description of
water erosion processes.[22–24] Mass balance dictates
that in an area of net erosion, the amount of soil loss,
SL, is given by

SL ¼ Qc ð6Þ

where Q is the runoff amount and c is the sediment con-
centration. In this context, the effects of rain on erosion
manifest themselves in terms of the amount of surface
runoff generated and the level of sediment concentration
in the runoff water. With non-climatic variables held
constant, the amount of runoff is largely determined
by rainfall amount and to a lesser extent by the rainfall
intensity. Sediment concentration is related to both
rainfall intensity and runoff rate. Rainfall detachment
is linearly related to rainfall intensity. Shear stress or
stream power commonly used to quantify flow detach-
ment is intrinsically related to the runoff rate. Thus, in
this physical framework for soil erosion, rainfall inten-
sity plays a direct role in rain detachment. Rain amount
and intensity also play an indirect role in flow detach-
ment and transport of eroded sediments by determining
the magnitude of runoff amount and runoff rate.

Precipitation is important to water erosion because
soil particles and aggregates are detached by raindrops
and surface runoff. A lack of precipitation, on the
other hand, leads to low moisture levels near the soil
surface, and thus renders the soil particularly suscep-
tible to wind erosion. Wind speed, precipitation, and
potential evaporation were used to develop indices of
wind erosivity.[25–27] For given wind speed and poten-
tial evaporation, wind erosivity is inversely related to
precipitation. Fig. 1 shows schematic relationships
between precipitation and vegetation cover, rainfall
and wind erosivity, and predominant erosion pro-
cesses. In high rainfall areas, the rate of actual erosion
is not necessarily high in spite of high rainfall erosivity

Table 2 The average exponent and its one standard deviation in the power function relating daily rain (P) to rainfall
erosivity (EI30) as in EI30 ¼ aPb

Country Latitude range Number of sites b � 1 s.d. References

Finland 60�N–66�N 8 1.77 � 0.06 [11]

Canada 49�N–53�N 12 1.75 � 0.13 [12]
The United States 31�N–43�N 11 1.81 � 0.16 [13]
Italy 36�N–42�N 35 1.53 � 0.19 [14]

Equatorial (Malaysia, Indonesia, Brazil) 4�N–10�S 4 1.64 � 0.18 [15–17]
Australia (tropical region) 10�S–25�S 41 1.49 � 0.28 [18]
South Africa 31�S–33�S 4 1.47 � 0.17 [19]
Australia (temperate region) 28�S–35�S 33 1.49 � 0.25 [20,21]

Table 1 Linear relationship between rain amount (P) and

storm energy (E) as in E ¼ aemaxP for selected sites in
Australia (n ¼ number of storms analyzed; R2—coefficient
of determination, representing the fraction of the total
variation in the observed E values that can be explained

by rain amount)

Location Climate a n R2

Perth Temperate, winter rain 0.521 2354 0.96
Melbourne Temperate, uniform rain 0.530 1800 0.93

Brisbane Subtropical, summer rain 0.626 4088 0.96
Darwin Tropical, summer rain 0.742 3701 0.98
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unless the usually good vegetation cover is removed
and the soil surface exposed. In arid and semiarid areas
with low rainfall, the combined effects of poor ground
cover and dry soil surface make the land particularly
vulnerable to wind erosion.

CONCLUSION

Precipitation is a key climatic variable that determines
the type and magnitude of erosion. In the context of
water erosion, rain amount and peak intensity are
the most important variables in determining the ero-
sion rate. For areas without high-resolution rainfall
intensity data, the R-factor and its seasonal variation
for USLE/RUSLE can be estimated from mean
annual rainfall and daily rain amount. Absence of rain,
concomitant dry soil surface, and poor ground cover
are the necessary conditions for wind to become the
dominant erosion agent.
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INTRODUCTION

Land productivity is influenced by many factors
including sunlight and precipitation, but the most
productive land can be altered by a simple process
like erosion. Although soil erosion is a natural pro-
cess, it creates serious problems, both environmental
and economical, worldwide. Soil erosion and depo-
sition of eroded material have a detrimental effect
on soil and crop production and on surface water
quality. Erosion causes soil degradation by removing
topsoil, which is often rich in organic matter, and
by reducing the total depth of the soil profile. Addi-
tionally, erosion causes off-site water contamination
by transporting agricultural chemicals, such as pesti-
cides, fertilizers, and naturally occurring minerals or
biologically derived nutrients, to rivers and lakes.
Therefore, it is essential that we reduce soil erosion
and understand what effects it may have, so that to
the extent possible we can minimize the harm caused
by erosion.

The erosional process alters important soil physical,
chemical, and biological properties necessary for
optimal crop production.[1] It is often agreed that the
main impact of erosion on soil productivity is caused
by changes in soil chemical properties (i.e., fertility);
however, soil physical (i.e., water holding capacity)
properties undergo significant changes that are often
overlooked. Fertilizers and manures have been used
with varying levels of success to restore the fertility
of eroded land, and manures might restore some
physical properties such as water holding capacity
and structure. However, the total soil depth is irre-
placeable. It is universally accepted that the long-term
productivity potential of an eroded soil is lower than
that of an uneroded one. Simulation models of soil
erosion and changes in long-term crop productivity
for various regions of western Europe estimate that
productivity could drop as much as 30% for soils
with a shallow profile, less than 75 cm, by 2100.[2]

However, these estimates are somewhat conservative
since they only take into account soil depth, and
not changes in soil organic matter and nutrient
losses.[3]

EROSION AND CROP PRODUCTION: SOIL
PHYSICAL PROPERTIES

Erosion is defined as the detachment and movement
of soil by water, wind, or ice. Many factors affect the
erosional process; however, the type of soil, ground
cover, and landscape are considered the most impor-
tant ones. One of the most noticeable effects of soil
erosion is the reduction in organic matter of the sur-
face soil layers.[4–8] Since organic matter plays a crucial
role in soil structure and in the formation of soil aggre-
gates,[9–12] it is not surprising that researchers have
found a decrease in aggregation and aggregate sta-
bility in eroded soils.[5–7] A reduction in aggregate
stability can result in decreased water infiltration rates,
and thus reduced water recharge of the soil profile for
plant use and groundwater recharge. Additionally, a
decrease in aggregation can hamper crop-seedling
emergence, root growth and development, and tillage
operations through the formation of soil surface
crusts and increases in soil bulk density.[13–17]

Scientists have found a correlation between reduced
crop yields and decline in organic matter contents in
eroded soils. 20 yr after soil desurfacing, Lindstrom
et al.[4] found a decrease in organic matter levels in
the Ap horizon (surface soil) with increasing depth of
topsoil removal. This decrease in organic matter was
accompanied by a decrease in corn grain and stover
yields, as well as an increase in soil bulk density of sur-
face and subsurface horizons. Similarly, Schumacher
et al.[14] found a reduction in organic carbon, in the
Ap horizon, of about 10% from moderate to severe
erosion areas in a study conducted to examine proper-
ties of 11 soils in the North Central Region of the
United States. However, scientists have also reported
an increase in organic carbon from moderate to severe
erosion in 2 of the 11 soils studied. Increases in organic
carbon with increasing erosion level are infrequent, but
can be attributed to increased clay contents in the sur-
face of eroded soil (from the exposure of subsoil rich in
clayey materials), and consequently to an increased
interaction between soil particles and organic carbon,
making organic carbon more stable in the soil.[18–20]

Nevertheless, reductions in corn yields on eroded areas
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were observed for the 11 soils in the Schumacher
et al.[14] study. Lowery et al.[16] found a significant
increase in bulk density of the Ap horizon, as well as
an increase in clay content, decreases in plant avail-
able water, and decrease in hydraulic conductivity of
saturated soil for the same 11 soils investigated by
Schumacher et al.[14] Corn grain yield decreased by
30% following removal of the surface 20 cm of a silty
clay loam soil to simulate erosion.[7] Since fertilizer
was applied at twice the rate in the desurfaced areas,
reduction in grain production was attributed to
decreased soil organic carbon, crack formation,
drought stress, and corn disease.

Crop yield is generally related to the amount of
water that is available to a crop from the soil. Greater
capacity to hold water because of greater clay content
can result in greater crop yields on eroded land in years
when rainfall is less than normal.[21,22] Since the
amount and time of precipitation have great effects
on crop yield, the effects of erosion are more pro-
nounced in some years than others.[23]

Because of the impact of soil water on yield, posi-
tion in the landscape has an influence on produc-
tivity.[21–25] In general, linear slopes are more eroded
than foot and head slopes. This relationship between
landscape position and erosion adds to the difficulty
of assessing the effects of erosion on crop produc-
tivity. On sloping terrain, landscape variations contrib-
ute to the many factors determining where water
infiltrates and where it flows after a rainfall event. In
general, water tends to run off steep sloping areas
and infiltrate in lower landscape positions. Thus, lower
landscape positions tend to be more productive than
steeper slopes.[8,24]

In addition to landscape position, poor plant pro-
duction can be attributed to changes in soil-water
holding characteristics which can be altered by ero-
sion.[26] Water is held in the soil under greater negative
pressure, making it less available for crop use, with
increasing level of erosion because of increases in clay
content in the exposed lower horizons. Damage to soil
physical properties caused by erosion has a significant
negative impact on crop production.[6,13,27]

EROSION AND CROP PRODUCTION: SOIL
CHEMICAL PROPERTIES

Organic matter not only plays an important role in
shaping the soil physical characteristics, but also
affects soil chemical properties. It serves as a source
of plant nutrients and aids in the soil pH buffering
capacity. Humus, or stable soil organic matter, is one
of the most chemically active components in soil and
serves as a major reservoir for charged molecules,
reducing the loss of nutrients and pesticides by

leaching.[18–20] When organic matter is reduced by
erosion, there is a greater potential for leaching of
nutrients which leads to a decline in soil productivity.

Lack of phosphorus (P) has been linked to reduced
crop yields in eroded soils. Delays in emergence, plant
development, and yield have been recorded in eroded
areas.[4,28] This has been attributed to reduced P uptake
by plants grown on eroded land.[29]

Nutrient loss from erosion has been described as
one of the major causes of soil fertility depletion in
Kenya[30] and in the Phillippines.[8] Soil-water erosion
is associated with plant nutrient removal, especially
P. Sediment collected from eroded areas is usually
richer in P than the original soil. Changes in soil pH,
organic carbon, and total nitrogen can also be corre-
lated to soil loss by erosion. Thus, soil erosion removes
necessary plant nutrients. However, when nutrients
are lost by erosion, the loss can be compensated for
by fertilizer application, but loss of soil organic matter
is not easily replaceable and affects soil chemical and
physical properties. As previously noted, organic mat-
ter improves soil-water holding capacity and aggregate
stability.

CONCLUSIONS

Since important soil properties for plant production
are degraded by soil erosional processes, crop pro-
ductivity is often reduced in eroded soils. Even though
intensive farming practices can mask some of the
effects of erosion on crop production, erosion effects
are still real and detrimental to long-term soil quality
and production. Soil erosion mainly impacts and
changes soil chemical and physical properties. Most
of these changes are caused by the removal of surface
soil layers and the subsequent exposure of lower soil
horizons. Major changes in soil properties include soil
particle size distribution and organic matter content.
Changes in soil particle size distribution depend on
the existing soil conditions, but in most cases, clay con-
tent increases with increasing erosion. Since surface
soil rich in organic matter is removed during the ero-
sional process, organic matter content is reduced in
eroded soils. Changes in these two soil characteristics
usually create changes in other important soil proper-
ties, such as bulk density, aggregation, water retention,
hydraulic conductivity, CEC, pH, and nutrient avail-
ability, among others. Changes in soil particle size dis-
tribution are difficult, if not impossible, to reverse, and
can be considered more or less permanent. However,
organic matter contents can potentially be increased
by applying organic matter sources. One such source
is animal manure. Increases in organic matter can help
to ameliorate the effects of erosion on soil properties,
especially soil physical properties. Therefore, cattle
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manure has been proposed for use on eroded soil as an
amendment to ameliorate the effects of erosion. Fur-
thermore, as already discussed, aggregate formation
and stability are aided by soil organic matter. Thus,
organic matter can potentially increase a soil’s resist-
ance to erosion.

REFERENCES

1. Lal, R. Effects of soil erosion on crop productivity.

CRC Crit. Rev. Plant Sci. 1987, 5, 303–367.
2. de la Rosa, D.; Moreno, J.A.; Mayol, F.; Bonson, T.

Assessment of soil erosion vulnerability in Western
Europe and potential impact on crop productivity due

to loss of soil depth using impelERO model. Agric.
Ecosyst. Environ. 2000, 81, 179–190.

3. Hoag, D.L. The intertemporal impact of soil erosion on

non-uniform soil profiles: a new direction in analyzing
erosion impacts. Agric. Syst. 1998, 56, 415–429.

4. Lindstrom, M.J.; Schumacher, T.E.; Lemme, G.D.;

Gollany, H.M. Soil characteristics of a mollisol and
corn (Zea mays L.) growth 20 years after topsoil
removal. Soil Tillage Res. 1986, 7, 51–62.

5. Dormaar, J.F.; Lindwall, C.W.; Kozub, G.C. Effective-
ness of manure and commercial fertilizer in restoring
productivity of an artificially eroded dark brown cher-
nozemic soil under dryland conditions. Can. J. Soil

Sci. 1988, 68, 669–679.
6. Olson, K.R.; Nizeyimana, E. Effects of soil erosion on

corn yields of seven Illinois soils. J. Prod. Agric. 1988,

1, 13–19.
7. Chengere, A.; Lal, R. Soil degradation by erosion of a

typic hapludalf in Central Ohio and its rehabilitation.

Land Degrad. Rehab. 1995, 6, 223–238.
8. Poudel, D.D.; Midmore, D.J.; West, L.T. Erosion and

productivity of vegetable systems on sloping volcanic

ash-derived Philippine soils. Soil Sci. Soc. Am. J. 1999,
63, 1366–1376.

9. Chaney, K.; Swift, R.S. Studies on aggregate stability.
II. The effect of humic substances on the stability of

reformed soil aggregates. J. Soil Sci. 1986, 37, 337–343.
10. Drury, C.F.; Stone, J.A.; Findlay, W.I. Microbial bio-

mass and soil structure associated with corn, grasses,

and legumes. Soil Sci. Soc. Am. J. 1991, 55, 805–811.
11. Jordahl, J.L.; Karlen, D.L. Comparison of alternative

farming systems. III. Soil aggregate stability. Am. J.

Altern. Agric. 1993, 8, 27–33.
12. Juma, N.G. A conceptual framework to link carbon and

nitrogen cycling to soil structure formation. Agric. Eco-
syst. Environ. 1994, 51, 257–267.

13. Frye, W.W.; Ebelhar, S.A.; Murdock, L.W.; Blevins,
R.L. Soil erosion effects on properties and productivity
of two Kentucky soils. Soil Sci. Soc. Am. J. 1982, 46,

1051–1055.

14. Schumacher, T.E.; Lindstrom, M.J.; Mokma, D.L.;

Nelson, W.W. Corn yield: erosion relationships of
representative loess and till soils in the North Central
United States. J. Soil Water Conserv. 1994, 49, 77–81.

15. Fahnestock, P.; Lal, R.; Hall, G.F. Land use and

erosional effects on two ohio alfisols: I. Soil properties.
J. Sustain. Agric. 1995a, 7, 63–84.

16. Lowery, B.; Swan, J.; Schumacher, T.; Jones, A. Physi-

cal properties of selected soils by erosion class. J. Soil
Water Conserv. 1995, 50, 306–311.

17. Shaffer, M.J.; Schumacher, T.E.; Ego, C.L. Simulating

the effects of erosion on corn productivity. Soil Sci.
Soc. Am. J. 1995, 59, 672–676.

18. Mortland, M.M. Clay–Organic complexes and interac-
tions. Adv. Agron. 1970, 22, 75–117.

19. Bohn, H.L.; McNeal, B.L.; O’Connor, G.A. Soil
Chemistry; 2nd Ed.; John Wiley & Sons Inc.: New York,
1985.

20. Sparks, D.L. Environmental Soil Chemistry; Academic
Press: New York, 1995.

21. Stone, J.R.; Gilliam, J.W.; Cassel, D.K.; Daniels, R.B.;

Nelson, L.A.; Kleiss, H.J. Effects of erosion and land-
scape position on the productivity of Piedmont soils.
Soil Sci. Soc. Am. J. 1985, 49, 987–991.

22. Ebeid, M.M.; Lal, R.; Hall, G.F.; Miller, E. Erosion
effects on soil properties and soybean yield of a
miamian soil Western Ohio in a season with below
normal rainfall. Soil Technol. 1995, 8, 97–108.

23. Swan, J.B.; Shaffer, M.J.; Paulson, W.H.; Peterson,
A.E. Simulating the effects of soil depth and climatic
factors on corn yield. Soil Sci. Soc. Am. J. 1987, 51,

1025–1032.
24. Pierce, F.J.; Dowdy, R.H.; Larson, W.E.; Graham,

W.A.P. Soil productivity in the corn belt: an assessment

of erosion’s long-term effects. J. Soil Water Conserv.
1984, 39, 131–136.

25. Daniels, R.B.; Gilliam, J.W.; Cassel, D.K.; Nelson, L.A.
Soil erosion class and landscape position in the North

Carolina Piedmont. Soil Sci. Soc. Am. J. 1985, 49,
991–995.

26. Andraski, B.J.; Lowery, B. Erosion effects on soil water

storage, plant water uptake, and corn growth. Soil Sci.
Soc. Am. J. 1992, 56, 1911–1919.

27. Fahnestock, P.; Lal, R.; Hall, G.F. Land use and

erosional effects on two Ohio alfisols: II. Crop yields.
J. Sustain. Agric. 1995b, 7, 85–100.

28. Larney, F.J.; Olson, B.M.; Janzen, H.H.; Lindwall, C.W.

Early impact of topsoil removal and soil amendments
on crop productivity. Agron. J. 2000, 92, 948–956.

29. Tanaka, D.L. Spring wheat straw production and
composition as influenced by topsoil removal. Soil Sci.

Soc. Am. J. 1995, 59, 649–654.
30. Gachene, C.K.K.; Jarvis, N.J.; Linner, H.; Mbuvi, J.P.

Soil erosion effects on soil properties in a highland

area of Central Kenya. Soil Sci. Soc. Am. J. 1997, 61,
559–564.

264 Erosion and Productivity

© 2008 by Taylor & Francis Group, LLC



El
N

iñ
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INTRODUCTION

Soil erosion is a naturally occurring process. Acceler-
ated erosion is a problem common to agriculture,
mining, and construction wherever natural cover is
reduced and soil is left unprotected. Mechanical ero-
sion control measures are implemented to minimize
onsite and offsite impacts of these activities, as well
as to rehabilitate degraded lands. Often, mechanical
erosion controls are applied in combination with vege-
tative erosion control techniques. The general goals
of erosion control technologies are to alter runoff pat-
terns and protect the soil surface, thereby reducing
the erosive power of water. This article reviews mech-
anical erosion control technologies and the hydrologic
and erosion processes they affect.

EROSION PROCESSES

Hillslope erosion caused by running water and the fac-
tors affecting soil loss are summarized in the Universal
Soil Loss Equation (USLE).[1] The USLE is a model
for predicting long-term average soil losses from fields
based in part on the factors of slope length and steep-
ness, and cover management. These are the primary
factors that can be altered and improved through
mechanical erosion control. Long, steep slopes with
minimal protective cover are subject to high erosion
rates. Decreased vegetative cover, often associated with
land use, results in higher velocity runoff and increased
concentrated flow. The primary approach to mechani-
cally controlling soil erosion is to reduce the erosive
power of flowing water by reducing the forces applied
to the soil or by reducing the susceptibility of the soil
to erosion. This is often accomplished by armoring
surfaces, altering runoff patterns, and reducing
sediment transport capacity.

In general, erosion includes the processes of soil
detachment, transport, and deposition. Although the
USLE does not address concentrated flow, channel
processes, or deposition, the general principles of
reducing or altering flow patterns, reducing velocity,

and maintaining vegetative or rock cover also apply
to controlling erosion in channels.

MECHANICAL EROSION CONTROL
TECHNOLOGIES

Mechanical erosion control technologies can be
grouped according to the hydrologic processes they
impact. Technologies are available to alter overland
flow, protect the soil surface, minimize channel scour,
and induce deposition (Table 1). Decisions regarding
which technology, or combination of technologies, to
employ depend on several factors including safety (as
in the case of a dam or the potential for downstream
impacts), regulations, time frame of the project, cost,
labor, local climate including rainfall and runoff
patterns, drainage patterns, topography, and soils.
In addition, site-specific erosion control needs, such
as in response to construction where the source and
extent of erosion are known, may require different
technologies than landscape scale erosion control
implemented to rehabilitate degraded watersheds.
Erosion control structures are often specified based
on a design storm. A design storm provides informa-
tion on the amount of precipitation and runoff that
the erosion control structure will accommodate.
Design storms are often designated based on the antici-
pated storm volume for a specified return frequency at
the location of interest.[2]

Technologies for Reducing Overland
Flow Erosion

In the absence of concentrated flow paths, runoff
travels across the landscape as shallow overland flow.
The infiltration of overland flow provides soil moisture
critical to vegetation. Over long distances of steep
slope, runoff can reach velocities sufficient to detach
and transport soil. Terraces intercept runoff and divert
it from the field at reduced velocities. Water spreading
berms reduce the overland flow slope and increase the
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flow length, thereby increasing the residence time of
runoff and reducing its erosive energy. Soil moisture
and storage are increased thereby improving con-
ditions for vegetation, which in turn acts to maintain
soil onsite. Although diverting water at the top of steep
slope sections can limit gullying and headcut advance,
locating water diversions near the end of slopes is often
more effective as the area contributing to flow and the
amount of flow increases.

Technologies for Surface Protection

Several technologies are available to protect the soil
surface. These materials act to mimic vegetative cover
or create conditions for establishing vegetation.
Hydraulically applied erosion control covers, such as
wood fiber or straw, are often applied in combination
with seed to protect exposed soil. Geotextiles, or high
tech fabrics, for filtering sediment are commonly used
on construction sites and to line eroding channels.
The fabrics usually come on a roll and a variety of
specifications are available depending on soil type
and application. These fabrics may be treated to

prevent degradation if the fabric is integral to a
long-term stabilization project, or they may degrade
as vegetation is established. The use of geotextiles
may require technical consultation to ensure the
characteristics of the fabric are best suited for the
characteristics of the soil. Chemical amendments such
as polyacrylimide (PAM)[3] can be added to soil to
increase infiltration and reduce surface erosion.
Wattles, or rolled straw, are effective for controlling
erosion on roadsides and on slopes when anchored
perpendicular to flow paths. Wattles are commonly
used to protect areas where there is a need to reduce
concentrated flow velocity and shear along the sur-
face. Their placement reduces the flow length, slows
the flow, and spreads the water.

Technologies for Concentrated Flow
and Channels

Structures for controlling erosion in concentrated flow
in channels are generally larger than those required for
upland flow areas. Check dams and small water diver-
sion dikes can be constructed with local materials and
labor. These structures are often expected to both
reduce erosion and retain sediment onsite. Check dams
are built below small headcuts to trap eroded sediment
and limit the headward migration of the channel.
Water diversion dikes can alter the path of concen-
trated flow, increasing the travel length and thereby
reducing the velocity.

Erosion control structures in large channels may
require engineered designs and considerable expense.
Wire baskets filled with rock, called gabions, can be
used to build retaining walls and protect channel banks
(Fig. 1). Porous structures that act to dissipate energy
can be built across the channel to reduce flow velocity
and induce deposition while allowing water to pass
through. Geotextiles are often integral to porous struc-
tures to act as a filter for retaining small particles,
improving seepage, and reducing scour.

If there is a substantial change in elevation along a
channel course, a drop structure may be required to
carry runoff to a lower elevation without causing ero-
sion.[4] Drop structure are usually built of concrete or
rock based on an engineered design with significant
costs associated with both design and construction.

Technologies for Deposition

Increasingly, the potential for offsite impacts of sedi-
ment requires that onsite erosion control techniques
be designed in the context of watershed scale processes.
Sediment that travels within a watershed can be

Table 1 Summary of mechanical erosion control

technologies

Technology group Structure

Overland runoff alteration Terraces
Water spreaders
Berms

Diversion dikes

Straw wattles

Filter fences
Vertical mulch
(upright brush/

vegetation/ stubble)
Detention ponds

Surface protection Hydromulch
(wood fiber/straw)

Geotextiles
Rock mulch
Polyacrylamide (PAM)

Vegetation plantings
Rolled erosion control
products (wattles)

Channel and concentrated

flow structures

Gabions

Riprap
Rock or log check dams
Porous structures
Drop structures

Energy dissipaters
Plastic fencing

Sediment detention Sediment detention basin
Vegetation
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trapped at a downslope point. Small agricultural ponds
are ubiquitous and serve a variety of purposes includ-
ing water supply, recreation, and sediment detention.
Effective sediment detention ponds must be designed
to accommodate expected runoff and sediment loads
while limiting maintenance required to maintain sto-
rage capacity.[5] Sediment detention basins and still-
ing ponds are often used in combination with erosion
control technologies to improve onsite retention and
to minimize the downstream impacts of sediment.
The best sediment control is erosion control.

CONCLUSION

Mechanical erosion control technologies, methods, and
practices evolve as new materials and applications are
developed. Erosion control is critical for maintaining
soil onsite and minimizing off site impacts. Erosion
control practices are often implemented in response
to laws and regulations, which may strongly influence
their selection and design. Perhaps one of the most
important aspects of erosion control is the fact that

failure to control erosion can result in significant
long-term damage that becomes increasingly expensive
to repair.
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INTRODUCTION

Historically, tillage has been used for seedbed prep-
aration, weed control, residue burial, and fertilizer/
manure incorporation. Modern technology, i.e.,
improved planters and pesticides, has reduced tillage
requirements for crop production with equipment
adapted to higher crop residue conditions. Tillage
to improve the seedbed for planter performance and
crop production also increases the soil susceptibility
to erosion from both wind and water.

TILLAGE AND SOIL EROSION PROCESSES

The processes of soil detachment, transport, and depo-
sition occur during erosion. Soil surface conditions
created by tillage greatly influence these processes
and therefore soil erosion losses. Tillage practices that
increase (or at least do not decrease) soil structural
stability, leave plant residues on the soil surface, slow
surface-water flow velocity, and/or promote high infil-
tration rates favor soil conservation.

Surface residue cover greatly influences soil erosion.
When 30% of the surface is covered, soil erosion losses
are reduced by approximately 50% compared with a
bare, tilled soil (Fig. 1). Conservation tillage is con-
sidered to be any tillage system that has at least
30% of the soil surface covered by plant residues after
planting[1] (Fig. 1).

TILLAGE EFFECT ON SOIL PROPERTIES
CRITICAL TO EROSION

Residues intercept raindrops and minimize soil detach-
ment. This reduces soil available for transport and also
limits surface seal development. This improves infil-
tration, which in turn reduces the amount of water
runoff and transport potential. Residues also slow
surface flow velocity, by acting like little dams on the

surface. This causes soil deposition to occur on the
upslope side of the residue pieces where water flow
slows.[2]

Surface roughness and structural stability play dual
roles. A rough surface stores water in the surface
depressions between the clods or aggregates during
heavy rainfall. This slows runoff and limits transport.
The large pores of a rough surface also require more
soil detachment to create a surface seal than a smooth
surface, minimizing transport. Similarly, contour till-
age, tillage occurring across the slope, reduces runoff
by increasing surface water storage and slowing water
runoff velocity.

Open pores from the subsurface to the soil surface
are critical for high infiltration rates and therefore low
transport potential. Tillage practices that promote
stable structure and result in surface residues to inter-
cept raindrop impact promote stable open pores. Most
tillage practices, however, weaken structure and there-
fore promote soil detachment from raindrop impact.
Tillage also disrupts earthworm activity. Earthworms
can play a major role in producing large open pores
on the soil surface and very high infiltration rates
with selected management systems. Four basic tillage/
management systems will be discussed. Many varia-
tions of each system exist. Also, other systems using
the principles described in this paper have been
developed and can be located in other literatures, for
example see Ref.[3].

NO-TILL

No-till results in minor soil disturbance only during
planting, leaving the greatest possible amount of sur-
face residue after planting (Fig. 2).

Compared to cleanly tilled systems, no-till can
reduce erosion by as much as 95%.[4] The accumulation
of residue from season to season reduces erosion by
protecting the soil surface from impacting raindrops,
as well as improving structural stability, pore size,
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and pore stability. Earthworm activity is promoted by
no-till. Where large earthworm populations exist and
the population is active on or near the surface, runoff
can be very low or non-existent, even for large rainfall
events.

No-till is best adapted for semiarid regions, sloping
soils, and/or soils with good internal drainage. Low
soil temperatures can be a problem in cooler climates,
especially in early spring if soil is wet. One variation of
no-till creates a residue-free band over the planted row
with the planter. This helps the row zone warm and dry
faster than if the soil is residue covered. In hotter cli-
mates, the reduced soil temperature caused by residue
can be advantageous. In the absence of tillage, weed
control is typically done through herbicide application.
However, a combination of herbicide and cultivation
for weed control can also be practiced.

Residue-covered surfaces also reduce soil water
evaporation. No-till practices may conserve sufficient
water under semiarid conditions (or on droughty soils)

to significantly increase crop yield relative to that for
other tillage methods (Fig. 3).

RIDGE TILLAGE

With ridge tillage the soil surface ‘‘is left undisturbed
from harvest to planting’’ except for strips up to one-
third of the row-width. Planting is completed on the ridge
and usually involves removal of the ridge top. Planting is
completed with sweeps, disk openers, coulters, or row
cleaners. Residue is left on the surface between ridges.
Weed control is accomplished with crop protection pro-
ducts (frequently banded) and/or cultivation. Ridges are
rebuilt during row cultivation.[1]

Ridge tillage historically is practiced on wetter,
poorly drained soils in northern climatic row crop-
ping regions.[5] However, it is also a viable option in
semiarid, rain-fed row cropping regions where soil
moisture conservation is a necessity.

Fig. 1 Effect of surface residue cover on soil ero-
sion by water, expressed as the percent of erosion
observed for bare soil. Source: Adapted from
Ref.[2].

Fig. 2 Percent residue by tillage method.
Source: Adapted from Conservation Till-
age Systems and Management, Midwest

Plan Service, Iowa State University, 1992.
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Selected aspects of ridge tillage systems protect the
soil from soil erosion. Crop residues remain on the
soil surface from harvest until planting of the succeed-
ing crop. Only a portion of the soil surface is disturbed
at planting. This leaves a high percentage of crop resi-
dues on the soil surface and maintains the large pores
for rapid water infiltration. Crop residues from the row
(ridge) are placed in the interrow (valley) area. This
‘‘extra’’ residue decreases detachment and slows water
runoff, enhancing infiltration in the interrow area.
Ridge tillage promotes controlled traffic, the practice
of maintaining a fixed traffic pattern in the field, such
that only certain interrow areas experience wheel-
caused compaction. Controlled wheel traffic limits soil
compaction to preselected interrows. The non-traffic
areas maintain large pores and stable structure,
enhancing infiltration. Ridge tillage is much more
effective at conserving soil if ridging and planting are
done on the contour than if up and down hill manage-
ment is used.

Ridge till also offers opportunities to reduce weed
control costs through banding of herbicides and row
cultivation for weed management (Fig. 4). Nutrient
losses may be reduced by injection and/or subsurface
application of fertilizers.[7] Also, ridged soil warms
quicker in the spring than no-till soil, permitting earlier
planting in many situations.[8]

MULCH TILLAGE

Mulch tillage is a full width conservation tillage system
involving one or more soil loosening operations prior
to planting. Mulch tillage maintains a substantial
amount of plant residue cover before and after crop
establishment. Tillage tools such as chisel plows, field
cultivators, disks, or blades are typically used for
primary tillage. Secondary tillage is minimized to
conserve surface residue.[9]

Mulch can be from any crop material. It is normally
retained on the surface during harvest of the previous
crop. The amount of mulch left on the surface depends
on the sequence of the tillage, tool(s) used, and the
mulch material of the previous crop. In general, the
higher the crop yield, the more surface residue will
exist.[10]

Surface mulch reduces the evaporation of soil water,
increasing soil water content, relative to that occurring
with a bare surface. Consequently soil warming can be
slower in the spring, which can slow plant emergence
and early development. The higher soil water content
can also favorably affect crop yield under dry con-
ditions. Mulch tillage increases soil organic matter
content compared to more intensive tillage systems
(Fig. 5). Weed control can be done mechanically, with
herbicides, or with a combination of the two.

STRIP TILLAGE

Strip tillage involves tilling only in the crop row zone.
The interrow area is untilled with surface residue left

Fig. 3 No-till corn following wheat. Fig. 4 Harvested corn on ridge-till soil.[6]

Fig. 5 Mulch tillage procedure.
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undisturbed. Tillage may be done in fall or spring.
However, fall tillage is more commonly done. Typi-
cally a row cleaner, coulter, shank, and covering disks
till each row area. This combination of components is
equally spaced to match planter row-spacing so that
the succeeding crop is planted in the tilled zones.[11]

This system offers the combined advantages of no-till
in the interrow zone and conventional tillage in the
planted zone. The tilled zone is normally warmer and
drier than if no tillage were performed.

Weed control can be through herbicide application,
cultivation, or a combination of these methods. Ferti-
lizer can be applied during the tillage operation at
the base of the tilled depth and/or during the crop-
ping season. Strip tillage is used only for row crop
production. Strip tillage on the contour is much
more effective at conserving soil than planting up and
down hill.

SUMMARY

Tillage systems that leave residues on the surface,
promote stable soil structure, and/or result in open
pores to the soil surface favor water infiltration and
soil conservation. Surface residue management is
closely related to stable soil structure development
and open surface pores. No-till, ridge tillage, mulch till-
age, and strip tillage exemplify management systems
that use these principles for favorable crop production
and reduced soil erosion rates.
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Erosion Control: Vegetative
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National Sedimentation Laboratory, Upland Erosion Processes Research, Mid South Area,
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Oxford, Mississippi, U.S.A.

INTRODUCTION

Vegetation controls erosion by dissipating the erosive
forces of rainfall and runoff (erosivity) and by reducing
the susceptibility of soil to erosion (erodibility). Vege-
tation alters the partitioning of rainfall between infil-
tration, surface storage, and surface runoff. Erosivity
is reduced because rainfall kinetic energy is absorbed,
runoff volume is reduced due to increased infiltration,
and runoff velocity is slowed through increased surface
detention and reduced development of areas of con-
centrated flow. Vegetation reduces soil erodibility
by increasing soil aggregation, binding aggregates
together with roots, and lowering soil matric potential.
Vegetation may cover the entire soil surface, as with
crops, cover crops, or forests; or it may be limited to
specific critical areas, as with various types of conser-
vation buffers. This chapter reviews the mechanisms
and processes by which vegetation reduces soil erosion
by water, with emphasis on vegetative buffers. Crop
residue effects are considered in another article.

GENERAL MECHANISMS

Slower Runoff

Theoretically, if runoff occurs uniformly over a plane,
its depth increases in a predictable manner as slope
length increases. In practice, the development of con-
centrated flow areas of high velocity limits the depth
of sheet flows. By slowing runoff, vegetation can
reduce or delay the development of rills and associated
concentrated-flow erosion. Vegetation may increase
runoff depth 10-fold compared to an equivalent dis-
charge over a smooth surface or fivefold deeper than
rainfall-impacted flow over a natural bare soil sur-
face.[1] By increasing water depth fivefold, average
velocity, V, is reduced fivefold. Since erosivity of runoff
is proportional to V 2 and its sediment transport capac-
ity is proportional to V 5, (see Ref.[2]) vegetation reduces
concentrated-flow erosion.

The retardation of surface runoff is a critical aspect
of the functioning of conservation buffers. Fig. 1 shows
the situation where sediment-laden runoff encounters a

vegetated buffer. Because of the additional hydraulic
resistance of stems and leaves, flow depth within the
buffer, D2, is greater than upslope of the buffer’s influ-
ence, D0. The depth at the upslope edge of the buffer,
D1, however, is greater even than that within the buffer
(D2) because of: 1) enhanced vegetation growth at the
buffer margin; 2) compression of stems into a denser
barrier; and 3) loading of the buffer edge with trapped
residues and thatch. In many studies, more than half of
the sediment trapped by vegetated buffers is deposited
in the ponded area upslope of the buffer. Where the
ponded area is deep and slow-flowing, transport
capacity is negligible and the water surface approaches
horizontal. In these circumstances, the fraction of par-
ticles with fall velocity Vsi that will be trapped (Ti) is
given by Ref.[3]:

Ti ¼ 1 � exp½�VsiL=q� ð1Þ

where q is the specific discharge and L is the length of
the pond (Fig. 1). When the ponded area retains signifi-
cant transport capacity, trapping efficiency is reduced
and a transport capacity or sediment re-entrainment
term must be added.[4]

Increased Infiltration of Water into Soil

Vegetation increases infiltration by: 1) reducing the
development of surface seals that limit infiltration
rates; 2) increasing soil water storage capacity through
evapotranspiration; and 3) developing soil macro-
porosity through root growth and enhanced activities
mesofauna such as earthworms and ants. By covering
the soil and absorbing the kinetic energy of raindrops,
vegetation can prevent the detachment and rearrange-
ment of soil particles that result in the creation of soil
seals[5] and thus increases infiltration. Although water
use varies with species and climate, vegetation tran-
spires approximately 0.3 m3 of water for each kg of
above-ground dry matter produced.[6] This transpi-
ration leaves more capacity in the soil for infiltration
of subsequent rains and thus reduces runoff and ero-
sion.[7] Vegetation increases soil macroporosity directly
through root growth[8] and indirectly by improving the
habitat and activity of mesofauna.[9] By slowing runoff,
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vegetation increases the depth of ponded water and the
area of soil that that is submerged, thus increasing
opportunities for macropore flow.

Reduced Soil Erodibility

Soil erodibility refers to the ease with which soil parti-
cles (primary or aggregates) can be detached and trans-
ported by the shear forces associated with raindrop
splash or flowing water. Soil with increased organic

matter content has greater aggregate stability,[10] and
hence greater resistance to detachment and transport.
The effects of vegetation on reducing erodibility
include consolidation of soil with time after tillage
and binding together of soil particles by roots and by
microorganisms that use plant biomass and exudates
as a food source.[11]

VEGETATIVE BUFFERS

Buffer Types

Conservation buffers designed to reduce soil erosion
and/or sediment delivery are usually areas of perennial
vegetation placed at critical points in a landscape.
These buffers may be located along stream banks,
along the edges of fields, or may be placed within
fields. To distinguish among these buffer types, the
nomenclature of the U.S. Department of Agriculture—
Natural Resources Conservation Service (NRCS) is
adopted.

The seven conservation buffers types that reduce
sediment delivery in runoff are summarized in Table 1.
Practices normally located at the edges of fields are
listed first, and those usually placed within fields
are listed last. In addition to controlling erosion
and/or reducing sediment delivery, many of these

Fig. 1 Schematic illustration of how vegetative buffers slow
runoff, increasing flow depth and trapping sediment.

Table 1 Comparison of water erosion control purposes and selected criteria of buffers types in the USDA-NRCS National
Handbook of Conservation Practices that can be used to reduce sediment

Erosion control purposes Criteria

Buffer

type

NRCS

code

Sheet-and-

rill erosion

Concentrated

flow

erosion

Field

slope (%)

Maximum

strip

gradient

Minimum

strip width

(SW) (m) Strip spacing

Maximum

field length

Minimum

stem density

Riparian forest
buffer

391 þ Along stream
corridor

11

Field border 386 þ Along field

edge

6

Filter strip 393 1–10 <0.5% 6 50 � SW 1500 m�2

Grassed
waterway

412 þ Along flow
gradient

In concentrated
flow areas

n-VR curve and
permissible
velocity

Alley

cropping

311 þ Contour 6 Species light

requirements

Contour buffer
strip

332 þ 2–8 <2% 5 (Grass) 1/2 of RUSLE
critical slope
length (CSL)

RUSLE 540 m�2 (Grass)

9 (Legume) CSL 320 m�2

(Legume)

Vegetative
barrier

601 þ þ <1% 1 1.3–2.0 m Depends on
stem diameter
(Table)

Source: http://www.ftw.nrcs.usda.gov/nhcp_2.html.
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buffers can also serve additional purposes such as
improving water quality and providing wildlife habitat.
Current national standards for these practices are
given in the NRCS National Handbook of Conser-
vation Practices, which is available on the internet:
http://www.ftw.nrcs.usda.gov/nhcp_2.html. Descrip-
tive information about each practice can be found in
the CORE4 training materials: http://www.nhq.nrcs.
usda.gov/technical/ECS/agronomy/core4.pdf. Local
specifications criteria can be found in the local NRCS
Field Office Technical Guide.

The edge-of-field buffers are: Riparian forest buffer
(RFB), filter strip (FS), and field border (FB). An RFB
is a forested area adjacent to a water body and is fre-
quently combined with grass buffers. A field boarder
is a grassed field margin. Because it may be used for

parking and turning equipment, a FB is also usually
wider than the minimum indicated in Table 1. In con-
trast to an FB, traffic is usually excluded from an FS
and vegetation and slope requirements are far more
stringent (Table 1). Generally, edge-of-field buffers
are designed primarily to trap sediment and infiltrate
water, not to control in-field erosion. The RFB is an
exception in that it can control concentrated flow ero-
sion caused by out-of-bank flood flows. The FB con-
trols local scour on sloping head lands where
concentrated water flows enter or exit a field. To pro-
perly function, these edge-of-field buffers require that
runoff pass through them as diffuse, sheet flow.

The other four buffer types in Table 1 function
within fields and are designed to control in-field ero-
sion. Three of these buffers, alley cropping (AC), con-
tour buffer strip (CBS), and vegetative barrier (VB)
control sheet-and-rill erosion by interrupting hillslopes
with strips of permanent vegetation aligned close to the
contour (Fig. 2). The widths of these buffers are often
varied so that the edges of each cropped zone stay par-
allel and within strip gradient specifications (Table 1).
Alley cropping involves growing crops and forages
between strips of trees. Vegetative barriers are usually
narrow strips of large stiff-stemmed grasses (Fig. 2).
Contour buffer strips are somewhat wider strips with
less stringent vegetation and contour alignment
requirements (Table 1).

Only two buffer practices, grassed waterway (GW)
and VB, may be specifically designed to control in-field
concentrated-flow erosion. Grassed waterways are
oriented up-and-down the slope and are planted with
vegetation that is intended to be submerged while
functioning. In contrast, VB designed to controlling

Fig. 2 Vegetative barriers of vetiver grass (Vetiveria ziza-
nioides) planted in rows on contour lines to hold the soil in
St. Vincent, British West Indies, during the 1950s.[12]

Fig. 3 Hydraulic roughness of vegetated areas

first increases with increasing flow as more vege-
tation interacts with the flow, then decreases
with increasing flow as flow approaches the

height of the vegetation and submerges it.
Source: Data for A–E from Ref.[15]; brush bristle
data from Ref.[13]; switchgrass (Panicum virga-
tum) data from Ref.[16]; vetiver from Dabney

(unpublished).
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concentrated-flow erosion are planted perpendicular to
the flow direction and are intended to remain
unsubmerged while retarding runoff.

Buffer Hydraulic Resistance

The hydraulic resistance of vegetation frequently is
parameterized with Manning’s equation:

V ¼ 1

n
R2=3S1=2 ð2Þ

where V is the average flow velocity, R is the hydraulic
radius (flow-area divided by wetted perimeter), S is the
land slope gradient, and n is a hydraulic resistance
parameter. Fig. 3 shows how Manning’s n varies with
the product V and R for three kinds of buffer vege-
tation. At low flows with unsubmerged vegetation,
the hydraulic radius reduces to the flow depth, H,
and VR equals the specific discharge. When the domi-
nant component of hydraulic resistance is drag on
emergent stems that are uniform with height, such as
with the simulated FSs made of brush bristles (Fig. 3)
in a flume with a smooth floor,[13] average velocity
remains constant with increasing flow and n increases
in proportion to the 2/3 power of discharge.[14]

At high flows, all of the vegetation is submerged and
the main factor determining hydraulic resistance is the
length of the stems that are dragging in the flow.[15] As
discharge increases, more and more of the flow occurs
in the zone above the submerged vegetation until
eventually the hydraulic resistance of the vegetation
becomes a constant. The vegetal retardance curve
labeled ‘‘A’’ in Fig. 3 represents 0.9–1.0 m tall vege-
tation while ‘‘E’’ reflects vegetation that had been
burned or mowed at about 4 cm height. In designing
a GW, the erodibility of the underlying soil and
the growth characteristics of the vegetal cover deter-
mine a maximum permissible velocity or the allowable
hydraulic stress on the soil, and the channel is designed
with dimensions great enough that, with expected vege-
tation, the permissible velocity or stress will not be
exceeded at the design discharge.

Vegetative barriers have application at specific dis-
charges that span the range between those of FS and
GW (Fig. 3) and can thus be used to complement other
buffer types by spreading out concentrated runoff. At
low flows, the hydraulic resistance of VB increases
more rapidly than the 2/3 power of discharge because
stems and leaves become less clumped together,
increasing projected area with increasing height in
the lower canopy. At greater discharges, flow-depth
increases to the point where stems begin to thin out
or bend. Then average velocity increases, the flow
resistance, expressed as Manning’s n, ceases to increase

and begins to decline, even while flow depth may con-
tinue to increase with increasing discharge.[16] The stiff
grasses used to form VB remain erect and emergent
at greater flows than other vegetation types in Fig. 3
because the large-diameter stems are stiffer and are
on the order of 2 m tall. The enhanced growth and
residue loading noted to occur at the edge of all buff-
ers are also important factors that give VB greater
hydraulic resistance than retardance class A vegetation.
Riparian forest buffer vegetation, of course, remains
erect at even greater flows than does VB vegetation,
but usually offers less hydraulic resistance at low flows.
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Erosion Problems: Historical Review

Andrew S. Goudie
St. Cross College, Oxford, U.K.

INTRODUCTION

Erosion is a process that has operated since the earth
was created. Erosion of soil by water has likewise been
a process that has been an entirely natural phenomenon
ever since soils first appeared. However, during the last
few millions of years that humans have inhabited the
earth, their activities have caused spasms of accelerated
soil erosion associated with land cover and land use
changes. In classical times, it was noted that slopes in
areas such as Greece, Turkey, and the Levant had been
destabilized by deforestation and overgrazing. Undoubt-
edly, such actions as the deliberate setting of fire, adop-
tion of pastoralism and agriculture, deforestation,
urbanization, and use of machinery to move and disturb
the soil have all contributed to accelerating rates.
Appreciation of the nature, causes, and consequences
of soil erosion has a long history, and during the 20th
century, there were some notable studies of the phenom-
enon[1–3] stimulated by such events as The Dust Bowl
in the United States and the menace of donga (gully)
formation in Africa.[4]

However, it has never been easy to separate the role
of climatic fluctuations in causing soil erosion from the
role of human activities, and this has spawned long-
running debates about the origin of phases of slope ero-
sion, valley incision, and valley sedimentology in areas
such as the Mediterranean basin[5,6] and the bottom-
lands of the western United States (see, for example,
the discussion of arroyos[7]). Difficulties of determining
how rates have been changed by human activities have
also been bedeviled by an absence of direct long-term
monitoring data. However, erosion leads to sedimen-
tation, and so the study of rates of sediment accumu-
lation in lakes, swamps, estuaries, reservoirs, and river
floodplains provides a means of obtaining long-term
data from which erosion rates can be inferred.

DEFORESTATION

Deforestation[8] has been a crucial cause of accelerated
soil erosion in many areas (Fig. 1). Forests protect the
underlying soil from the direct effects of rainfall, gene-
rating an environment in which erosion rates tend to
be low. The canopy shortens the fall of raindrops,
decreases their velocity, and thus reduces their kinetic

energy. Most canopies reduce the erosion effects of
rainfall. The presence of humus in forest soils[9]

absorbs the impact of raindrops and gives them
extremely high permeability. Thus forest soils have
high infiltration capacities. Forest soils also transmit
large quantities of water through their fabrics because
they have many macropores produced by roots and
their rich soil fauna. They are also well aggregated,
making them resistant to both wetting and water drop
impact. This superior aggregation is a result of the
presence of considerable organic material, which is
an important cementing agent in the formation of
large water-stable aggregates. Furthermore, earthworms
also help to produce large aggregates.

It is therefore to be expected that with forest
removal, rates of soil loss will rise and mass move-
ments will increase in magnitude and frequency. The
rates of erosion will be high if the ground is left bare;
under crops, the increase will be less marked. Further-
more, the method of plowing, the time of planting, the
nature of the crop, and the size of the fields will
influence the severity of erosion.

SEDIMENTATION RATES

A good example of using long-term sedimentation
rates to infer long-term erosion rates is provided by a
study[10] of the Kuk Swamp in Papua New Guinea.
This identified low rates of erosion until 9000 BP,
when, with the onset of the first phase of forest clear-
ance, they increased from 0.15 to about 1.2 cm/1000
years. Rates remained relatively stable until the last
few decades when, following European contact, the
extension of anthropogenic grasslands, subsistence
gardens, and coffee plantations produced a rate that
is very markedly higher: 34 cm/1000 years.

A further long-term study of the response rates of
erosion to land cover changes is provided by a study
undertaken on the North Island of New Zealand.[11]

During the last 2000 years of human settlement, catch-
ments underwent a change from indigenous forest
fern/scrub following Polynesian settlement (c. 560 years
BP) and then a change to pasture following European
settlement (AD 1878). Sedimentation rates under
European pastoral land use were between 5 and 6 times
the rates that occurred under fern/scrub and 8–17 times
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the rates under indigenous forest. A broadly comparable
study[12] looked at rates of infilling of an estuary fed by
a steepland catchment in another part of New Zealand.

In pre-Polynesian times, rates of sedimentation were
0.1 mm year�1, during Polynesian times, the rates climbed
to 0.3 mm year�1, while since European land clearance
in the 1880s, the rates have shot up to 11 mm year�1.

Major changes in rates of erosion have also taken
place in Australia as a result of European settlement
over the last two centuries.[13] Particularly important
was the introduction of grazing stock.

There is increasing evidence to suggest that silty
valley fills in Germany, France, and Britain, many of
them dating back to the Bronze Age and the Iron
Age, are the result of accelerated slope erosion pro-
duced by the activities of early farmers.[14] Indeed, in
recent years, various studies have been undertaken
with a view to assessing the importance of changes in
sedimentation rate caused by humans at different times
in the Holocene in Britain. Among the formative
events that have been identified are initial land clear-
ance by Mesolithic and Neolithic people; agricultural
intensification and sedentarization in the late Bronze
Age; the widespread adoption of the iron plow in the
early Iron Age; settlement by the Vikings; and the
introduction of sheep farming.

A core from Llangorse Lake (Brecon Beacons,
Wales)[15] provides long-term data on changing rates
of sedimentation. The 13-fold increase in rates after
5000 BP seems to have occurred rapidly and can be
attributed to initial forest clearance. The second
dramatic increase of more than 4-fold took place in
the last 150 years and is a result of agricultural
intensification.

The work on the lakes of the Peten region of north-
ern Guatemala (Central America), an area of tropical
lowland dry forest, is also instructive with respect to
early agricultural colonization.[16] Combining archae-
ology and lake sediment stratigraphy, the diverse
environmental consequences of the growth of Mayan
civilization were reconstructed.

This showed a dramatic growth after 3000 years BP,
but collapsed in the 9th century A.D.. The hypotheses
put forward to explain this collapse include warfare,
disease, earthquakes, and soil degradation. The popu-
lation has remained relatively low ever since, and after
the first European contact (A.D. 1525), the region was
virtually depopulated. The period of Mayan success
saw a marked reduction in vegetation cover, an
increase in lake sedimentation rates and in catchment
soil erosion, an increased supply of inorganic silts
and clays to the lakes, a pulse of phosphorus derived
from human wastes, and a decrease in lacustrine pro-
ductivity caused by high levels of turbidity.

Serious sedimentation of bays and estuaries has
been caused by human activity on the eastern coast
of the United States. Gottschalk[17] calculated that at
the head of the Chesapeake Bay, 65 million m3 of sedi-
ment was deposited between 1846 and 1938. The aver-
age depth of water over an area of 83 km2 was reduced
by 0.76 m. New land comprising 318 ha was added to
the state of Maryland and, as Gottschalk remarked,
‘‘the Susquehanna River is repeating the history of
the Tigris and Euphrates.’’ Much of the material
entrained by erosion on upper slopes as a result of agri-
culture in Maryland, however, was not translocated as
far as the coast. Only about one-third of the eroded
material left the river valley.[18] The remainder accumu-
lated on floodplains as alluvium and colluvium at rates
of up to 1.6 cm/year. Similarly, an intensive augering
survey of floodplain soils in Wisconsin established
that, since the development of agriculture, floodplain
aggradation had proceeded at a rate of approximately
0.85 cm/year.[19] Channel and floodplain aggradation
caused the flooding of low alluvial terraces to be more
frequent, extensive, and deeper. The rate of sedimen-
tation has since declined[20] because of less intensive
land use and the institution of effective erosion control
measures on farmland.[21]

Various attempts have also been made to establish
rates of accelerated erosion on the plainlands of
Russia.[22] It has been calculated that during the period

Fig. 1 An erosional badland (donga) in Swaziland,

Southern Africa. It may date back to deforestation in Iron
Age times.
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1696–1796, a total of 19.5 � 109 m3 of soil was
mobilized by sheet and rill erosion; for 1796–1887, it
was 36.7 � 109 m3, and for 1887–1980, it was
42.5 � 109 m3. This increasing trend was a result of
an increase in the area under cultivation and the
assimilation of land more prone to erosion.

CONCLUSION

Accelerating rates of soil erosion are neither inevitable
nor universal. In some parts of the world (e.g., New
England or steep slopes in some of the Mediterranean
countries[23]), the agricultural frontier has retreated
and pressures on the soil have been reduced. Else-
where, a whole range of soil conservation techniques
has been introduced with some success. Nevertheless,
accelerated soil erosion has a number of adverse conse-
quences: loss of soil resource, sedimentation behind
dams and in lakes, and a loss of water quality because
of turbidity and other effects.
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INTRODUCTION

Soil erosion implies detachment, transport, and depo-
sition of soil by energy from water, wind, or gravity.
Specific sources of energy to detach and transport soil
are called ‘‘agents’’ of erosion. Soil erosion is a natural
process and is responsible for formation of the most
fertile soils, such as alluvial soils of the river valleys
(e.g., Indus, Ganges, Euphrates, Yangtze, Nile) and
loess soils of the savannas (e.g., Loess Plateau in
China, the Palouse region of northwestern United
States). The natural rate of erosion may be less than
0.5 mm yr�1, and often as low as 0.1 mm yr�1. The
natural processes, however, can be accelerated by
anthropogenic activities drastically exacerbating the
rate of soil detachment, transport, and deposition. In
contrast to the natural process, the accelerated soil
erosion is an extremely destructive process leading
to severe adverse effects on long-term productivity
on-site, and pollution of natural waters and sedimen-
tation of waterways and reservoirs off-site. Anthropo-
genic activities that accelerate the soil erosion process
include deforestation, biomass burning, conversion
of natural to agricultural ecosystems, and plowing
especially up and down the slope for monoculture of
open-canopy crops (e.g., corn) without protective
ground cover of crop residue or a cover crop. The
accelerated rate of erosion may be 0.5 mm yr�1 to
10 mm yr�1. For loess-derived soils, such as those in
the Yangtze basin in China, the accelerated rate may
be several cm yr�1 causing severe problems of sedi-
mentation off-site.

On-site effects of accelerated erosion on reduction
in long-term soil productivity are attributed to decline
in effective rooting depth, reduction in plant available
water capacity, depletion of soil organic matter content
and the attendant adverse effects on soil structure,
and loss of plant nutrients. Whereas the loss of plant
nutrients (e.g., N, P, K) can be replenished by addition
of fertilizers, that of the available water capacity is
difficult to compensate. Thus, the problem of acceler-
ated soil erosion is closely linked to the issue of sus-
tainability. Some land uses and farming/cropping
systems are not sustainable because of the severe prob-
lem of accelerated soil erosion.[1]

SOIL EROSION AND HUMAN CIVILIZATION

Settled agriculture originated some 10 to 13 millennia
ago in major river valleys by the so-called hydric civi-
lizations. Simple tools were developed between 5000
and 4000 BC to place and cover seed in the soil, to
eradicate weeds, and bury the crop residue. A written
record of plow (or ard) is found in Mesopotamia about
3000 BC.[2] Archaeological evidence shows the use of
animal-driven plows dating back to 2500 BC in the
Indus Valley.[3] Since their humble beginnings from
5000 to 4000 BC, the tools used to turn over, mix,
and pulverize the soil, have been drastically trans-
formed to suit the soil-specific needs for mechanized
farm operations. Soil can now be plowed deeper, pul-
verized more, and disturbed more than ever before.
In fact, plowing renders the soil in a state of an
unstable equilibrium that exacerbates risks of soil
erosion by water and wind.

Where the natural soil erosion created the most
fertile soils in river valleys that were the cradle of mod-
ern civilization, the on-set of accelerated erosion by
plowing toppled many of the same civilizations by
washing/blowing away the mere foundation on which
they developed. Accelerated erosion caused some of
the thriving civilizations to vanish.[4] Indeed, it was
the accelerated soil erosion in the Mediterranean Basin
that destroyed the Roman Empire and toppled the
Phoenicians.[5] Siltation of the irrigation systems in
ancient Mesopotamia ruined the once thriving agricul-
ture established since 10,000 BC.[6] The ancient king-
doms of Lydia and Sardis were ruined by severe soil
erosion.[6] The demise of Harappan–Kalibangan cul-
ture in the Indus Valley[7] and that of Incas in Central
America[4] has been attributed to soil erosion and the
attendant degradation. This ‘‘quiet crisis,’’ analogous
to ‘‘cancer’’ of the land, has ‘‘plagued’’ the earth and
challenged farmers ever since the time they began to
use the land for settled and intensive agriculture.[8]

SOIL EROSION RESEARCH

Managing and controlling soil erosion has been a
challenge since the dawn of settled agriculture. An
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attempt to control erosion on sloping lands led to
introduction of an innovative ‘‘terraced’ agriculture.
‘‘Terracing’’ has been a cultural tradition in many
ancient civilizations around the world including the
Middle East (The Phoenicians), East and Southeast
Asia, West Asia (Yemen), and Central and South
America. The Incas designed elaborate systems of
stonewalled terraces in Peru.[9,10]

Modern research on soil erosion process and tech-
nologies to control it began in the United States during
the 1930s. Since that time, both basic and applied
aspects of soil erosion research have been conducted
throughout the world.[11]

(1) Soil Erosion Research in the CGIAR System:
Some applied issues of soil erosion research are
addressed at several international agricultural research
centers (IARCs) managed by the Consultative Group
on International Agricultural Research (CGIAR).
Relevant among these are four natural resources man-
agement centers including International Institute of
Tropical Agriculture (IITA) in Ibadan, Nigeria, estab-
lished in 1967; Centro Internacional de Agricultura
Tropical (CIAT) in Cali, Colombia, also established
in 1967; International Crops Research Institute for
the Semi-Arid Tropics (ICRISAT) near Hyderabad,
India, and the International Board for Soil Research
and Management (IBSRAM) in Bangkok, Thailand,
established in 1984. Extensive research on plot and
watershed scales was done during the 1970s and
1980s at IITA.[12,13] Similar watershed management
research was conducted at ICRISAT during the
1970s and 1980s.[14] Plot-scale experiments on ero-
sional impacts on soil quality and productivity were
conducted during the 1980s and 1990s at CIAT[15]

and IBSRAM.[16] Soil erosion research at IBSRAM
was sponsored by the Australian Center for Inter-
national Agricultural Research (ACIAR). An impor-
tant aspect of the erosion research at IARCs involves
development of networks to establish cooperative
programs with national agricultural research insti-
tutes (NARIs) in ecoregions of their mandate. An
international conference on ‘‘Soil Conservation and
Management in the Humid Tropics’’ held at IITA
in 1975[17] brought together a group of scientists that
eventually created a network that periodically orga-
nizes conferences around the world under the auspices
of ‘‘International Soil Conservation Organization’’
(ISCO).[18] Closely related with ISCO is the World
Association of Soil and Water Conservation
(WASWC).[19]

(2) United Nations and Related Organizations:
Other international organizations that have soil
erosion research at international scales include the
Food and Agricultural Organization (FAO) of the
United Nations in Rome, Italy, and the United
Nations Environment Program (UNEP) in Nairobi,

Kenya. The FAO attempted to develop a methodology
for assessment of soil degradation by erosion and other
processes,[20] and organized a network to assess ero-
sional effects on productivity.[21] Global research on
desertification and its control has been organized by
UNEP.[22]

In addition to ISCO and WASWC, there are other
international professional societies whose members
are involved in research on soil erosion. Two impor-
tant organizations among these are the International
Association of Hydrological Sciences (IAHS), and
the International Soil Tillage Research Organization
(ISTRO). Activities of IAHS have been sponsored
by the United Nations Educational, Scientific and
Cultural Organization (UNESCO).[23,24] Members of
ISTRO are primarily involved in soil tillage research[25]

but also address the problem of soil erosion. The
International Union of Soil Sciences (IUSS) has
established a special commission dealing with soil
erosion and conservation.[26]

(3) National Research Organization: Soil erosion
and its control is among priority research issues with
most national research organizations in soil, agron-
omy, hydrology, and agricultural engineering. Many
countries have special departments dealing with the
issue of soil conservation such as the Soil Conservation
Service (SCS) now Natural Resource Conservation
Service (NRCS) in the United States. The SCS was
established during the ‘‘dust bowl’’ era in the 1930s
by H.H. Bennett. Accordingly, national societies have
been established in several countries to address the
issue. Some examples of such societies are Soil and
Water Conservation Society (SWCS) of the United
States and Canada; Australian Society of Soil and
Water Conservation; Indian Society of soil and Water
Conservation, etc. In addition to annual conferences,
some of these societies also publish journals and books
devoted to the relevant theme of soil erosion and its
impact on productivity, water quality, and the green-
house effect.

There are also national laboratories and institutions
involved in both basic and applied research. Two
examples of such institutions are the National Soil
Erosion Research Laboratory, West Lafayette, Indi-
ana, U.S.A.; and Central soil and Water Conservation
Research and Training Institute, Dehra Dun, U.P.,
India.[27] Similar institutions exist in China and else-
where. There are also regional organizations involved
in soil and water conservation research. The East
African Agricultural and Forestry Research Organi-
zation (EAFRO) established long-term experiments
on watershed management in east Africa.[28] Similar,
long-term experiments were established in Franco-
phone Africa by ORSTOM and IRA.[29,30] Long-term
experiments were also established in southern Africa
by Hudson.[31] A regional project in the United States
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entitled ‘‘Soil Erosion and Productivity’’ (NC-174) was
established in early 1980s to assess the impact of ero-
sion on crop yields.[32]

FUTURE RESEARCH NEEDS

Soil erosion research is now at the crossroads. The
focus during the 20th century has been on measure-
ment and prediction of the rate of erosion and on-site
effects of erosion on loss of agronomic productivity.
Erosion effects on water quality, as affected by dis-
solved and suspended loads through non-point source
pollution, have also been addressed. The emphasis has
been on the study of erosional processes at the plot
scale or landscape level. Soil erosion will continue to
be an important and challenging process in relation
to sustainable management of soil and water resources
during the 21st century. However, there is a strong
need for a paradigm shift. In addition to understanding
basic processes at aggregate and soilscape level, it is
also important to study processes at watershed and
river basin scales.[33] There is a strong need to link ero-
sional processes with water and energy balance, and
cycling of elements with particular reference to C, N,
and P. Linking erosional processes with C balance at
the watershed scale is a high priority in order to assess
the fate of C and N redistributed over the landscape
and transported to the aquatic ecosystems. It is impor-
tant to establish the cause–effect relationship between
emissions of greenhouse gases (CO2, CH4, N2O,
NOx) and erosional processes. The projected global
warming has raised new issues related to soil erosion
and emission of greenhouse gases. Do erosion and
deposition cycles exacerbate emission of greenhouse
gases from soil?[34] What is the fate of carbon in
erosion-displaced sediments?[35] Does sedimentation
and burial of C in depressional sites and aquatic eco-
systems take C out of circulation and a long-term
sequestration?[36] What may be the effects of predicted
global warming, estimated to be 1–4�C by the end of
the 21st century, on soil erodibility and soil’s suscepti-
bility to erosion at soilscape, landscape, and the water-
shed scales? These environmental concerns are over
and above the on-site effects of erosion on decline in
long-term productivity. A study of such processes
necessitates establishment of long-term coordinated
research at regional and international scales.

CONCLUSION

Soil erosion will remain a serious issue during the 21st
century. Traditionally soil erosion research has been
conducted by the CGIAR, FAO, UNEP, and national
organizations. The empirical research conducted

during the second half of he 20th century focused on
measurement of erosion risks, and on the on-site loss
in productivity. There is a need for a paradigm shift
in conducting research at watershed scale and linking
erosional processes to water and energy balance and
cycling of C, N, P, and other elements. It is important
to establish links between soil erosion and the emission
of greenhouse gases into the atmosphere. The impact
of projected global warming, and that of increase in
atmospheric concentration of CO2 and other green-
house gases, on erosional processes need to be assessed.
The much needed paradigm shift will necessitate estab-
lishment of regional and international networks to
address issues of global importance including erosional
effects on soil quality, water quality, and emission of
greenhouse gases.
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INTRODUCTION

Soil erosion and infiltration research may be enhanced
by the use of simulated rainfall. Simulators make it
possible to control rainfall characteristics such as
intensity, duration, and energy levels. Storms may be
duplicated at any time or location. Raindrops may
be formed on the tips of drop formers or by nozzles.
Except for specialized applications, simulators using
nozzles to form drops are preferred because of the
ability to produce high impact energy from relatively
short fall heights.

OVERVIEW

Sediment laden runoff is often sampled by depth
integrating or depth integrating samplers. Depth
integrating samplers are preferred whenever there is
a non-uniform distribution of sediment in the runoff;
while flow with uniformly distributed sediment loads
may be sampled form a single point. Samples may be
collected in specified time increments or in constant
runoff volume increments.

Rainfall Simulation

Early soil erosion researchers were dependent upon
natural rainfall for their work. As a result, they had
no control over the nature or timing of the rainfall
event. Without this control it was impossible to predict
accurately, soil conditions or crop stage at the time of
the storm. It was impossible to duplicate storm events
at various times and locations. Valuable data was often
forgone simply because it did not rain at the desired
time and location.

Approximately 70 yr ago, researchers began to use
simulated rainfall on erosion plots. Earlier attempts
consisted of covering the plots with water from sprin-
kling cans and other crude water application sprink-
lers. While these systems allowed researchers to apply
given amounts of water to plots under controlled

soil–plant conditions, the water applied had little simi-
larity with naturally occurring rainfall.

Over time criteria were developed for improved
rainfall simulators.[1] Among the criteria were:

� Drop size distribution near that of natural rain-
storms of the geographical area.

� Drop impact velocities near those of natural
raindrops.

� Intensities in the range of storm of interest.
� Plot area of sufficient size to satisfactorily represent

the treatment and conditions being evaluated.
� Rainfall characteristics fairly uniform over the

plot area.
� Rainfall application nearly continuous.
� Angle of impact nearly vertical.
� Capability of reproducing storm durations at

selected intensities.
� Portability of movement from site to site.
� Satisfactory operation under a wide range of

climatic conditions.

Two types of rainfall simulators were developed.
The first were simulators that produced rainfall by
forming drops on the tips of yarn, hollow glass tubes,
hypodermic needles, or plastic tubing. Size and rate
of drop formation (intensity) were controlled by the
size and length of the dripper and the water head.
Drops broke from the end of the tube when the weight
of the drop was sufficient to overcome the surface
tension. The primary advantage of the drip type simu-
lators is the researchers’ ability to accurately control
drop sizes. Drop size was primarily a function of the
tube material and diameter with little change in diam-
eter over a relatively wide range of intensities. Drip
simulators, however, had two serious limitations. Since
the drops form on the tip of a dripper, they have no
initial fall velocity. This means, they must fall from a
considerable height in order to reach terminal velocity
at the soil to simulate natural rainfall’s droplet velo-
city. Such fall height are difficult to obtain, especially
for field research and difficult to control under adverse
climatic conditions. Secondly, a very large number of
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drippers per unit area are needed to provide uniform
application. Therefore, drip simulators are very diffi-
cult to use in plots larger than a few square feet or
under outdoor conditions.

The second general type of rainfall simulators uses
spray nozzles to produce raindrops. Early nozzles, such
as those used for watering gardens tended to produce
large drops, high intensities, and low impact energies.
Over time, these nozzles have been replaced by ones
that produce drop size distributions, more similar to
those of natural storms, at pressures that produce near
terminal impact velocities. However, most of these
nozzles produce intensities well above those found in
natural storms of interest. To overcome these high
intensities, intermittent rainfall is produced by inter-
cepting a portion of the water before it strikes the soil
surface. Mechanical systems for rainfall interception
have been replaced by computer-controlled systems
that make it possible to produce storms with varying
intensity patterns.

Modern rainfall simulators can reproduce storms
with desired rainfall characteristics on command. This
means that soil conditions and cover conditions at the
time of rainfall can be predetermined. Identical storms
can be produced at different locations and at different
times. Such simulators have provided researchers with
a tool for greatly accelerating the knowledge of erosion
processes.

Sampling Eroded Sediments

Sediment sampling is necessary to determine the
concentration of sediment in the runoff water and
the sediment load of a storm or series of storms. In ero-
sion research the primary parameters of interest are the
sediment load (total sediment lost per storm or series
of storms) and the sedigraph (sediment eroded as a
function of time). In order to determine these two
parameters, it is necessary to measure both the flow
and the sediment. Flow measurements are usually
made through flumes, weirs, or other rated cross sec-
tions. Only instrumentation for the collection of sedi-
ment will be discussed in this article; for information
on flow measurement the reader is referred to Dendy
Allen, and Piest.[2]

Total flow samplers consist of a collection container
large enough to collect all of the runoff and sediment
from the design storm. Because of limitations on con-
tainer size, use is limited to small plots. Such plots
are usually not applicable to erosion studies because
they are not large enough to allow the erosion process
to develop. Therefore, most erosion studies use partial
flow samplers where only a fraction of the total runoff
is collected.

One of the simplest partial flow samplers is the
Multislot divider.[2] A plate with multiple slots is
inserted into the runoff stream. Flow through a por-
tion of the slots, depending upon the fraction of the
flow to be sampled, is diverted into the sampling
container. The remainder of the flow is bypassed.
The devices are simple to construct and install and
require no power source. They may be used to deter-
mine sediment load, but do not provide data for the
development of a sedigraph.

The Coshocton runoff sampler consists of a small
flume and a slotted rotating disk.[2] As water exits the
flume, the flow across the face of the disk causes the
slotted disk to rotate. Only that portion of the water
and sediment striking the slot is diverted into the
sampling container. The remainder of the water and
sediment is bypassed. The Coshocton samplers do
not require an external power source. Like the slotted
samplers, they are used primarily for determining
total load.

Pump samplers are commonly used to collect sedi-
ment and runoff samples for modern erosion
research. Major components of a pump sampler
include:

� The intake that collects water from one or more
points in the flow system.

� The pumping system to move the water from the
intake to a series of collection containers.

� A flushing system to ensure that samples and
successive samples are not contaminated by
water remaining in the system from previous
samplings.

� A collection system usually consisting of a series
of jars for holding the samples.

� A control system for determining the sampling
interval.

� A battery or a.c. current power supply.

Intake units may be either depth integrating or time
integrating units. Depth integrating units consist of
multiple inlets placed at various depths throughout
the flow profile or of a single intake unit that is moved
vertically during sampling. Such units are used to
ensure accurate sampling when the sediment in the
flow is stratified. Point integrating samplers consist of
a single intake unit place in the flow stream. They pro-
vide satisfactory results when the sediment is well
mixed in the runoff stream.

The control system is used to determine the sam-
pling pattern. Two approaches are used. Samples
may be collected at time intervals or at volumetric
intervals. Samples may be collected at predetermined
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time intervals. Usually each sample is placed in a
separate container. By combining the sediment concen-
tration found in each sample with the hydrograph it is
possible to determine not only the total load, but also
the sedigraph for the storm event. Composing of sam-
ple for determination of sediment load or pollutant
transport is not possible since each sample represents
a different portion of the total flow.

Volumetric interval sampling is based upon flow
volume rather than time. Samples are collected at
predetermined flow volume intervals. Sediment load
and the sedigraph are easily determined since each
sample represents the same volume of flow. Volumetric

sampling enables researchers to compose samples only
when the total sediment load is needed.
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INTRODUCTION

In 1997, the United States lost almost 970 million met-
ric tons of soil through erosion by water.[1] Soil erosion
has always taken place and always will. It is a natural
process. The surface of the earth is continually under-
going what might be called a ‘‘face lift in slow motion.’’
Slowly, the coastline is receding, the hills and moun-
taintops are being carried down to the valleys, and
the river deltas are being enlarged. The form of erosion
that occurs naturally, without man’s influence, is called
geologic erosion. Some of the best examples of
geologic erosion are the Grand Canyon, the Badlands
of South Dakota, the canyons of Utah, and the great
river valleys. Without human interference, geologic
erosion would occur at a low rate on level land; and
on gentle slopes, erosion would only be a minor prob-
lem. In humid areas there is an ideal environment for
plant growth, and thus, there would be protective cover
for the soil, thereby further slowing the rate of erosion.

Agriculture and urban development has replaced
protective cover with plants that are of more value to
man. However, such plants often do not cover the soil
as effectively as the natural growth. Some farmers
leave the soil totally bare through much of the year.
The result is that accelerated erosion may increase to
destructive proportions on some soils, carrying away
topsoil and nutrients, washing pollutants into streams,
filling waterways with sediment, and reducing the
natural productivity of the land.

Compared with the magnitude of the problem, the
basic cause (raindrops and resulting runoff) may seem
insignificant. Yet, falling raindrops strike the ground
with surprising force and the cumulative effect is
immense. With no vegetative cover or mulch to absorb
the impact, rain is especially erosive on cropland left
bare between plantings. To understand the problem,
let us look at some of the mechanisms of erosion.

RAINFALL

Soil erosion is the detachment of particles from the
soil mass and their transport downstream. When it

rains, drops up to 6 mm in diameter bombard the
soil surface at impact velocities of up to 9 m/sec.[2] In
general, the more intense the rainfall, the larger the
drop size will be.[3]

The constantly pounding raindrops dislodge soil
particles and aggregates and splash them up to 1 m
away.[4] When rain hits vertically on a horizontal
surface, the splash is equal in all directions. On a slope,
more of the splash goes downhill than uphill[5] (Fig. 1).
In wind-driven rainfall, splash movement depends on
slope and wind direction.

To observe the effects of splash erosion, look at a
white fence or building next to bare soil just after a rain.
Most likely, rain will have splashed soil as high as 1 m
on the fence or building. Other visual reminders of ero-
sion’s impact are soil pedestals, which can be created
during a heavy rain when particles underneath a stone
or piece of residue remain protected (Fig. 2). Mean-
while erosion batters and washes away unprotected soil
from around the object, sculpting a soil pedestal that
corresponds to the shape of the stone or residue.

A raindrop falling on a thin sheet of water detaches
soil particles more readily than one falling on dry
soil. Splash erosion increases with surface water depth,
but only up to a depth about equal to the raindrop
diameter. Once the water becomes deeper, the splash
effect is reduced.[6]

Actually, if water did not accumulate on and run off
the soil surface, the splashing of soil particles would
not be a major concern. In most cases, splashed parti-
cles are not moved far enough to greatly disturb the soil
surface. But water does accumulate on the soil surface.
If rain falls hard enough and long enough, the soil
eventually will become saturated and the surface will
seal. The ground will have trouble absorbing more
water; and in low spots, water will collect in small
ponds. If rain continues, these ponds ultimately will
overflow and water will move downhill.

TRANSPORT

The concern about splashed soil becomes clearer
because of transport processes. Raindrops dislodge
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particles from the soil mass and runoff water trans-
ports the eroded soil (Fig. 3). Unless there is runoff
water, raindrops cannot do much damage. But by the
same token, runoff water is dependent upon soil
dislodged by raindrops for material to transport. An
exception to this occurs when runoff moves as con-
centrated flow with sufficient energy to both dislodge
and transport soil particles.

Water flowing off the soil surface (Fig. 3) provides
the mechanism for transporting particles loosened by
rainfall (Fig. 1). Although described as sheet flow, this
type of flow seldom occurs in an uninterrupted sheet.
Usually the water detours around clods, spills out of
small depressions, and in general moves with sluggish
irregularity. Even so, the water is able to carry soil
particles. This type of erosion and transport is more
properly called inter-rill erosion. The transport ability
is influenced by the energy level of the flow, which in
turn is dependent on the depth of flow and slope of
the land. Flat areas have little or no runoff and low
runoff velocities; consequently, little or no transport
occurs. Runoff from steeper areas flows at greater velo-
cities and may have considerable transport capability.

Sheet or inter-rill erosion is difficult to see, but its
damage can be extensive. The destruction is more obvi-
ous when a plow turns up light colored subsoil on
sloping land; which indicates that much of the topsoil
has been eroded. A typical soil is made up of clay, silt,
and sand particles. Erosion has a greater tendency to
remove the finest material, the clay, than it does the
coarsest material, the sand particles; however, most
plant nutrients are attached to the fine, clay particles.
So erosion, a selective process, steals the most valuable
part of the soil, as well as important organic matter.

RILLS

When the thin layer of water moves downhill, it tends
to concentrate in tiny channels called ‘‘rills.’’ Rills
look like miniature streams; bending and cutting
through the soil. Raindrops continue to break apart
the soil, but runoff also has built up enough momen-
tum to break loose particles. More importantly, rills
have an excellent ability to transport soil particles. This
type of flow usually occurs on only a small percentage
of a field, but because the flow is concentrated, it can

Fig. 2 Raindrop erosion has removed soil particles on all
sides of this piece of crop residue creating a soil pedestal.

Fig. 3 Soil particles and aggregates are transported down-
slope with runoff water.

Fig. 1 Soil particles and aggregates are detached by
raindrops.
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iñ
o–

Ev
ap

or
at

io
n

cause erosion. The rills thus created leave small
channels that can be obliterated by normal tillage
operations (Fig. 4). Energy levels of water flowing in
rills vary somewhat, depending on the depth of flow
and slope of the channel. Long, steep slopes allow rivu-
lets with considerable erosive power to develop.

In many situations, rill flow detaches less material
than does splash erosion. However, while a rill is form-
ing, raindrops continue to detach soil within shallow
rills and from the surrounding soil surface. Eroded
material is transported to the rills by sheet or inter-rill
flow. Rill flow has an exceptional capacity to transport
the detached particles. Because the flow is concen-
trated, material can be transported within these small
channels. A few soils are very susceptible to rill ero-
sion; thus any rill flow that develops can easily detach
soil particles or aggregates.

GULLIES

Eventually, the rills in a field will merge to form larger
channels. These may form even larger channels and can
become deep enough to be labeled ‘‘gullies.’’ Channels
are defined as gullies when they cannot be obliterated
with normal tillage operations. They are large, notice-
able scars on the land. In many areas of the Midwest,
gully erosion has divided fields into small parcels that
are inefficient to farm (Fig. 5). Deep gullies with vertical
side walls are a phenomenon found in the deep loess
soils along the bluffs of the Illinois and Mississippi
Rivers. Some can reach depths of 9 m (30 ft or more).
Rills and gullies often progress upstream at a head-
cut or overfall (small waterfall). As the pool below
the overfall enlarges, the turbulent water undercuts
the overfall; eventually the soil sloughs off and is trans-
ported downstream.

Gully erosion can be deceiving. Although it is the
most obvious form of erosion, it usually does not
remove as much soil as the other, less visible forms

of erosion. Gully erosion has been shown to provide
from 0% to 89% of the sediment yield to streams.[7]

Thus, gully erosion may be a significant problem
depending upon the soil and topography. Data from
Illinois taken in 2000 indicates that 22% of the fields
are affected by various degrees of gully erosion.[8]

A very wide rill that has eroded soil through the
tilled layer has been termed an ‘‘ephemeral gully.’’
Although an ephemeral gully can be obliterated with
modern tillage equipment, such a rill has been named
a gully because of the great mass of material removed
(Fig. 6). Ephemeral gullies are somewhat transitory
rather than permanent like classical gullies.

Streambank erosion is a process similar to rill and
gully erosion that occurs along the edge of perennial
and ephemeral streams. Undercutting and sloughing
are the primary agents of detachment, with sediment
falling directly into the flowing water that transports
the sediment downstream.

DEPOSITION

Sedimentation from soil or other materials carried by
moving water may occur with sheet, rill, gully, and
stream flow. Natural or artificial dams are a prime

Fig. 4 An example of rill erosion.
Fig. 5 Gully erosion on sloped land.

Fig. 6 An ephemeral gully with sheet or interrill erosion
deposition at the edges.
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place for runoff to collect. Large particles settle in
quiet pools formed at these sites. When the water is
slowly released, much of the material is deposited as
sediment (Figs. 7 and 8).

Ponding is apt to occur in small depressions or
above contour furrows in inter-rill areas. It may also
occur above small debris dams formed from residue
in rills and gullies, terrace channels, or reservoirs in
large streams. In addition, dense vegetation can reduce
the flow velocity, thereby allowing soil material to be
deposited. Effects of this process are sometimes seen
in grassed waterways where the center gradually fills
with sediment.

EROSION PROCESSES

All three processes of detachment, transport, and
deposition occur during an erosive rainfall event. The
extent that these processes occur are determined by
the amount and intensity of rainfall, topography of
the land surface, vegetative cover, and character
of soil.

Each type of soil has its own inherent susceptibility
to the forces of erosion; in large part because of chemi-
cal composition and organic matter content. Large-
grained materials are easily detached by raindrop
splash or flowing water, however, they are not easily
transported. On the other hand, fine soils such as clays
and mixtures of clays and silts that bond together
tightly are not easily detached, but once free, they are
transported with little difficulty. For this reason, fine
materials can be carried considerable distances,
whereas larger particles are deposited somewhere
along the flow path.

Mulch and vegetative covers play an important role
in hindering the erosion process. Without protective
ground cover, raindrops may splash soil particles up

to 1 m (Fig. 9). However, when mulch lays directly
on the ground and completely covers the soil surface,
the force from falling raindrops is absorbed and, thus,
eliminates or reduces splash erosion (Fig. 10).

Canopy cover will also reduce drop erosion to a
great extent. Close growing crops such as corn and
soybeans catch raindrops and keep them from hitting
the soil directly. Much of the water runs down the
plant stem, although some runs off the leaves. Falling
on bare soil, these drops cause a small amount of
detachment, but since they have fallen from a lesser
height, detachment is less than with no canopy cover
(Fig. 11). Trees provide less protection for bare soil
because of the greater height from which the drops fall.
However, forests usually contain protective ground
cover in the form of leaf or needle mulch.

Not only do ground covers intercept raindrops and
keep them from detaching soil particles, but these

Fig. 7 Small irregularities in the soil surface, acting as small
dams, cause ponding of runoff; then, some of the soil aggre-
gates and particles are deposited as sediment and remain
after flow ends.

Fig. 8 An example of sediment deposition near the edge
of a field.

Fig. 9 With no protective ground cover, raindrops splash
soil particles up to 1 m.
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covers also prevent soil compaction which restricts
infiltration of water into the soil. With greater
infiltration, there is less runoff. However, some runoff
with transport capacity will occur.

Even when no particles are detached by raindrop
splash, the flow itself, forming larger and larger rivu-
lets, can eventually loosen particles. By slowing down
the velocity of flowing water, vegetation is helpful in
reducing flow erosion. In a highly susceptible soil,
some rill erosion may occur beneath the mulch cover,
but the flow is impeded and the degree of erosion
reduced.

EROSION MODELING

Many factors, among them rainfall, soil, topography,
and vegetative cover, affect the erosion process.
Although many of these processes are recognized and
understood, scientists do not yet have enough detail
for developing complete physically based mathematical
models. Some investigations have advanced more
rapidly than others. For example, U.S. Department
of Agriculture scientists at Purdue University and at
Oxford, Mississippi, have made considerable progress
in defining splash detachment and inter-rill transport
mechanisms. Work in defining rill flow detachment
and transport mechanisms continues, and progress is
being made.

At present, the Universal Soil Loss Equation
(USLE)[9] and the Revised Universal Soil Loss Equa-
tion (RUSLE)[10] are the most widely accepted
methods of estimating soil loss from land surfaces.
The equations include the effects of rainfall erosivity,
soil erodibility, slope gradient and length, ground
cover management, and erosion control practices.
Although empirical, the equations provide the best
estimates available for these complex phenomena.
Using either equation, conservationists can estimate
soil loss from a field and recommend alternative cul-
tural practices for bringing excessive erosion to
within tolerable limits. Many researchers are working
on ways to improve estimates of the various para-
meters in this equation. A more advanced model,
the Water Erosion Prediction Project (WEPP) equa-
tion,[11] has been developed. It is currently being vali-
dated by erosion scientists and used by researchers.
It will become available for use by practitioners in
the field.

We still need models that describe the erosion
process in precise physical terms, but this is a long-
range project. We also need to evaluate parameters
for methods now used for estimating erosion. Both
types of studies must continue concurrently. The
new knowledge gained will help researchers develop
exact descriptions for clearly defining erosion and
sediment transport. The evaluation of parameters
for current prediction methods enable conservation-
ists to define causes and suggest cures for erosion
problems.

REFERENCES

1. National resources inventory, USDA, NRCS:
Washington, DC, 1997; http://www.nhq.nrcs.usda.

gov/land/meta/m5112.html (accessed July 2001).
2. Laws, J.O. Measurements of the fall-velocity of

water-drops and raindrops. Trans. AGU 1941, 22,
709–721.

Fig. 11 The leaves of close-growing crops absorb the force
of falling raindrops, thus minimizing the splash.
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INTRODUCTION

Factors affecting the erosion of sediment from channel
banks vary widely depending on bank material, ero-
sion mechanism, flow regime, vegetation cover, and
land use. The processes may broadly be classified into
hydraulic (erosion related to the passage of water past
the bank), mass failure (erosion that occurs by bank
collapse or slumping), and subaerial (erosion that
occurs above the waterline). While the frequency, tim-
ing, and magnitude of bank erosion events may still be
largely unpredictable for most natural systems, some
consensus has been reached on the relative significance
of the controlling mechanisms. Subaerial processes
are rarely as important as hydraulic processes, for
example. Estimation of bank erosion has benefits both
in terms of predicting the possible loss of land and
infrastructure[1] as well as in estimating the fate of
sediments and nutrients from a river basin.[2,3] This
short review summarizes the state of knowledge con-
cerning these principles and points the reader to
sources of further information on the subject.

FACTORS AFFECTING BANK EROSION

Hydraulic Entrainment

One of the primary factors controlling bank erosion is
the hydraulic regime of the channel under consider-
ation. In particular, high flow events can lead to signifi-
cant bank erosion by the process of fluvial entrainment
of material, but the relationship is highly non-linear.
Precise data on the relationship between stream power
and rate of bank erosion are rare. Hooke[4] provides
an exhaustive review of bank erosion data. Shields,
Simon, and Steffen[5] review lateral migration studies.
Bank migration rates (in m/yr) when viewed across a
wide range of fluvial systems appear to correlate only
with channel width. Lawler[6] points to the importance
of stream power O in determining the erosional ability
of the hydraulic forces in the channel at any time. This
is defined for the bankfull condition as a function of
the flow rate and the channel geometry:

O ¼ rgQS

where r is the water density, g is the acceleration due to
gravity, Q is the flow rate, and S is the longitudinal
channel slope. Furthermore, since for most natural
channels Q increases and S decreases with distance
downstream, it can be shown that O reaches a
maximum value somewhere near the midpoint along
the length of the channel.[6] Results from a 14.5-mo
study of erosion rates in the Swale-Ouse system,
U.K.,[2] point to a maximum erosion rate in mid-basin,
but also point toward an extension in the length of the
erosion ‘‘season’’ toward the downstream end. In this
case, these authors point to a larger variety of erosion
mechanisms taking place over different time domains.

Mass Failure

While there is a clear interaction between hydraulic
entrainment and the propensity for mass failure,[7]

many formulae are available for predicting a critical
height, or angle, of a bank that triggers collapse by
sudden mass failure of blocks material (Fig. 1). Often
brought about by high fluvial flow events, these pro-
cesses tend to dominate in deeper water found at the
downstream ends of natural channels. Bank collapse
is also very important in incised channel systems,
which may be found in the smallest catchments, even
in ephemeral channels.[8] The Culmann formula may
be used[9] to predict the critical bank height Hc, above
which mass failure may be triggered:

Hc ¼
4c

g
sin a cosf

½1 � cosða � fÞ�

where c is the cohesion of the material (kN/m2), g is
the specific weight of the material (kN/m3), a is the
slope angle (�), and j is the friction angle (�). For a
conservative approach, it is suggested that estimates
of c should be taken from undrained shear testing,[9]

or by borehole shear testing, where all testing is carried
out in situ. Simon et al.[10] emphasize the role of soil
science moisture and matric suction.

Subaerial Processes

Subaerial processes[1,11] include the action of cycles
of freezing–thawing and wetting–drying on bank
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material. Such processes, which act to weaken the
cohesiveness of the bank material, have been com-
monly considered as preparatory to any significant
erosion by fluvial entrainment or mass failure.[12] How-
ever, the difficulty of separating the effects of subaerial
weakening from the other two bank erosion mecha-
nisms means that it is not clear whether subaerial pro-
cesses may themselves be partly responsible for bank
erosion.[11] In any case, the effectiveness of moisture
on moderating soil properties either through freeze–
thaw action or wetting–drying is well known,[1] and
may also be linked with silt-clay content.[13]

Other Factors

Other factors may be important in determining the
resistance of bank material to erosion; for example,

the silt-clay content of the bank and the length of time
for which the material is submerged during a given
flood event. A higher silt-clay content has been
shown[13] to increase susceptibility to erosion by sub-
aerial processes but decrease erosion due to fluvial
entrainment, thus adding further complexity to predic-
tions of bank erosion rates. The time of submergence
of a bank has been observed as significant[1,2] as borne
out by the occurrence of erosion events during pro-
longed periods of high flow. This may be particularly
significant in the downstream end of a river basin
where attenuation of flood waves may occur.

VESSEL WAKE

For the specific case of erosion due to the action of
vessel wake published data are scarce, although in a

Fig. 1 Bank mass failure in Bangladesh. (Photo
courtesy of Phil Ashworth.)
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detailed study on the Sacramento-San Joachim river[14]

rates of 0.01–0.22 mm per boat passage were observed
for this case. Macfarlane and Cox[15] have proposed
that the use of multiple criteria to describe wave con-
ditions provide better indicators of bank erosion
potential rather than single indicators such as wave
height.

VEGETATION

The prediction of the effects of vegetation on
the erodibility of channel banks is problematic.
Thorne[16] and Simon and Collison[17] state that the
presence of significant vegetation can be considered
neither as a benefit (reducing bank erosion) nor as a
liability (increasing bank erosion) without further
information about site-specific characteristics, such as
the bank material properties, bank geometry, and the
type, age, density, and health of the vegetation.
Trimble[18] noted that banks vegetated with grass tend
to be more resistant that those vegetated with trees. On
the Latrobe river, in SE Australia, Abernethy and
Rutherfurd[19] were able to identify a critical zone
along the length of the river in which re-vegetation
would be most effective, taking into account its
role in moderating subaerial preparation, fluvial
entrainment, and mass failure.

TIDAL BANK CHANNEL EROSION

Processes of bank erosion on predominantly muddy,
estuarine tidal channels have historically received less
attention that the equivalent processes in fluvial sys-
tems. Studies on the Trent-Ouse system in Northern
England[20] have shown that erosion events are linked
to hydraulic entrainment and mass failure, but that
this is also heavily influenced by the degree of con-
solidation of bank material, which is generally much
lower than for rivers. Furthermore, cycles of ero-
sion are strongly linked for this system with
spring–neap–spring tidal cycles, with significant depo-
sition of new (and weakly consolidated) sediment
during spring tides.

METHODS OF MEASURING BANK EROSION

A variety of methods have been developed to try to
quantify the frequency, rate, and magnitude of bank
erosion. In addition to traditional cross-section sur-
veys, erosion pins may be inserted at intervals in the
bank, either vertically or horizontally, and measure-
ments made at intervals of the degree of exposure of
the pins. The effectiveness of this method is generally
limited by the frequency of field visits. Lawler[6] pro-
posed the photo-electronic erosion pin (PEEP) that
has successfully been used to monitor bank erosion

Fig. 2 Mean daily bank level measured by PEEP sensor (thin line, right axis), Blacktoft, River Ouse. Tidal range (thick line, left
axis) as predicted for Immingham. Source: Adapted from Ref.[20].
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remotely at a number of tidal[20] and non-tidal[12] sites,
although one drawback is that these devices require
good ambient light conditions to function properly.
An example of PEEP for the (tidal) Ouse, U.K., is
shown in Fig. 2, where bank levels increase (by ero-
sion) or decrease (by deposition of fresh sediment) at
a similar frequency to tidal range. For all bank erosion
studies, it is useful also to record water level and tur-
bidity,[12] in order that changes in bank position may
be linked with specific fluvial or tidal events and with
the release of sediment. Aerial photography has been
used[3] to monitor large-scale bank erosion over long
timescales.

CONCLUSIONS

Considerable uncertainty still exists about the relative
influence of hydraulic entrainment, mass failure, or
subaerial processes on bank erosion, although in
general subaerial processes are less significant than
hydraulic processes. Some agreement has, however,
now been reached as to the erodibility of bank material
as a function of seasonal vegetation growth, freeze–
thaw activity, bank moisture status, and, in the case
of tidal systems, tidal range. Numerical models of bank
erosion point to the possibility of predicting the risk of
bank erosion given sufficient data.[21] Most researchers
agree that further work is needed to obtain more and
better field data to quantify the mechanisms at work
in specific systems.
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INTRODUCTION

Soil erosion prediction models play an important role
both in meeting practical needs of soil conservation
goals and in advancing the scientific understanding of
soil erosion processes. They are used to help land man-
agers choose practices to reduce erosion rates. Erosion
prediction models are used for erosion assessment and
inventory work to track temporal changes in erosion
rates over large areas. Erosion models are also used
for engineering purposes, such as predicting rates of
sediment loading to reservoirs. Increasingly, govern-
ments are using erosion models and their results as a
basis for regulating conservation programs. Models
are used wherever the costs or time involved in making
soil erosion measurements are prohibitive.

In selecting or designing an erosion model, a
decision must be made as to whether the model is to
be used for on-site concerns, off-site concerns, or both.
On-site concerns are generally associated with degra-
dation or thinning of the soil profile in the field, which
may reduce crop productivity. Conservationists refer
to this process as ‘‘soil loss,’’ referring to the net loss
of soil over only the portion of the field that experi-
ences net loss over the long term (excluding deposition
areas). Off-site concerns, on the other hand, are asso-
ciated with the sediment that leaves the field, which
we term here ‘‘sediment yield.’’

CHOOSING AND USING AN APPROPRIATE
EROSION PREDICTION MODEL

Models fall into two broad categories: material and
mathematical (also know as ‘‘formal’’) (Fig. 1).[1]

Material models are physical representations of the
system being modeled, and may be either iconic or
analog. Iconic models are physical models that are
composed of the same types of materials as the system
that is being modeled, but simpler in form. In the case
of soil erosion, a rainfall simulator applied to a field
or laboratory plot of soil is an example of an iconic
model. Analog models are also physical models,
but are composed of substances other than those

of the system being modeled. A classic example is
the use of electrical current for modeling water flow.
Analog models are not commonly used for soil erosion
studies.

Mathematical models of soil erosion by water are
usually either empirical or process based (Fig. 1). The
first models of soil erosion were empirical, which
means that they were developed primarily from statisti-
cal analysis of erosion data. The prime example of the
empirical model is the Universal Soil Loss Equation
(USLE).[2–4] More recent models have been based on
equations that describe the physical, biological, and
chemical processes that cause or affect soil erosion.[5]

It is important to understand that process-based mod-
els also possess a major empirical component, in the
sense that the constitutive equations use parameters
based on experimental data.

Choosing how to manage land, from the practical
perspective, is often a matter of choosing between an
array of potential management options. Often, there-
fore, what we need to know is not necessarily the exact
erosion rate for a particular management option to a
high level of accuracy, but rather we want to know
how the various options stack up against one another.
Choosing which model to use then becomes a matter of
1) what type of information we would like to know
and 2) what information (data) we have for the
particular site of application. If we have an interest
in off-site impacts, then we probably want to choose
a process-based model that will provide estimates of
the sediment leaving the hillslope or watershed. If we
have an interest in obtaining auxiliary information
about our choice of management strategy, such as soil
moisture or crop yields, we might also decide to use a
process-based model that provides such information.
On the other hand, if data are limited for the situation
to be modeled, then a simple empirical model might be
the best option.

THE UNIVERSAL SOIL LOSS EQUATION

The prime example of an empirically based model is
the USLE, which was developed in the United States
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during the 1950s and 1960s.[2,3] This equation has been
adapted, modified, expanded, and used for conser-
vation purposes throughout the world.[6–8]

The USLE was originally based on statistical analy-
ses of more than 10,000 plot-years of data collected
from natural runoff plots located at 49 erosion
research stations in the United States, with data from
additional runoff plots and experimental rainfall simu-
lator studies incorporated into the final version pub-
lished in 1978.[4] The large database upon which the
model is based is certainly the principal reason for its
success as the most used erosion model in the world,
but its simplicity of form is also important:

A ¼ RKLSCP ð1Þ

where A (tons/ha/yr) is the average annual soil loss
over the area of a hillslope that experiences net loss,
R (MJ mm/hr/ha/yr) is the rainfall erosivity, K
(tons hr/MJ/mm) is the soil erodibility, L (unitless
ratio) is the slope length factor, S (unitless ratio) is
the slope steepness factor, C (unitless ratio) is the crop-
ping factor, and P (unitless ratio) is the conservation
practices factor. The USLE predicts soil loss and not
sediment yield. The word erosivity is used to denote
the driving force in the erosion process (i.e., rainfall
in this case) while the term erodibility[9] is used to note
the soil resistance term.[9] These two terms are not
interchangeable. The model predicts the ‘‘average
annual soil loss:’’ it was not intended to predict soil
loss for storms or for individual years.

The key to understanding the dimensional units for
the USLE lies with the definition of rainfall erosivity
and the concept of the ‘‘unit plot.’’ Wischmeier[10]

found for the plot data that the erosive power of the
rain was statistically best related to the total storm
energy multiplied by the maximum 30-min storm
intensity. Thus, we have the energy term (MJ) multi-
plied by the intensity term (mm/hr) in the units of R,
both of which are calculated as tons per hectare and
per year. The unit plot was defined as a standard of
9% slope, 22.13 m length, tilled and left fallow (culti-
vated for weed control). Most of the early erosion plots
were 1.83 m (6 ft) wide. A length of 22.13 m (72.6 ft)
and a width of 1.83 m (6 ft) resulted in a total area of
1/100 of an acre. Prior to the days of calculators and
computers this was obviously a convenient value for

computational purposes. The K value was defined as
A/R for the unit plot. In other words, erodibility was
the soil loss per unit value of erosivity on the standard
plot. The remaining terms, L, S, C, and P, are ratios of
soil loss for the experimental plot to that of the unit
plot. For example, the C value for a particular cropped
plot is the ratio of soil loss on the cropped plot to the
value for the fallow plot, other factors held constant.

The USLE reduced a complex system to a quite
simple one for purposes of erosion prediction. There
are many complex interactions within the erosional
system that are not, and cannot be, represented within
the USLE. On the other hand, for the purposes of
general conservation planning and assessment, the
USLE has been, and still can be, used with success.

THE REVISED USLE: RUSLE1 AND RUSLE2

The USLE was upgraded to the revised universal soil
loss equation (RUSLE1) during the 1990s[11] and
evolved to the current RUSLE1.06c released in mid-
2003.[12] RUSLE1 is land-use independent and applies
to any land use having exposed mineral soil and
Hortonian overland flow; RUSLE2 was also released
in mid-2003, and is also land-use independent.[12]

Both RUSLE1 and RUSLE2 are hybrid models
that combine the existing index with equations process-
based equations. RUSLE2 expands on the hybrid
model structure and uses a different mathematical
integration than does the USLE and RUSLE1. Both
RUSLE1 and RUSLE2 are computer based, and have
routines for calculating time-variable soil erodibility,
plant growth, residue management, residue decompo-
sition, and soil surface roughness as a function of
physical and biological processes.

PROCESS-BASED MODELS

Various process-based erosion models have been
developed in the last 10 yr including EUROSEM in
Europe,[13] the GUEST model in Australia,[14] and
the WEPP model in the United States.[15,16]

Process-based (also termed physically based)
erosion models attempt to address soil erosion on a
relatively fundamental level using mass balance

Fig. 1 Model classification. Source: Adapted from Ref.[1].
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differential equations for describing sediment conti-
nuity on a land surface. The fundamental equation
for mass balance of sediment in one dimension on a
hillslope profile is given as:

@ðcqÞ=@x þ @ðchÞ=@t þ S ¼ 0

where c (kg/m3) is the sediment concentration, q (m2/
sec) is the unit discharge of runoff, h (m) is the depth
of flow, x (m) is the distance in the direction of flow,
t (sec) is time, and S [kg/(m2 sec)] is the source/sink
term for sediment generation. Eq. (2) is exact. It is
the starting point for development of physically based
models. The differences in various erosion models are
primarily: 1) whether the partial differential with
respect to time is included and 2) differing represen-
tations of the source/sink term, S. If the partial differ-
ential term with respect to time is dropped, then the
equation is solved for the steady state, whereas the rep-
resentation of the full partial equation represents a
fully dynamic model. The source/sink term for sedi-
ment, S, is generally the greatest source of differences
in soil erosion models. It is this term that may contain
elements for soil detachment, transport capacity terms,
and sediment deposition functions. It is through the
source/sink term of the equation that empirical
relationships and parameters are introduced.

The disadvantage of the process-based model is
complexity. Data requirements are greater, and every
new data element provides the opportunity to intro-
duce uncertainty. Model structure interactions are
also large.
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INTRODUCTION

Erosion is the removal (detachment) of a mass of soil
from one part of the earth and its relocation (transport
and deposition) to other parts of the earth. Water ero-
sion is that portion of erosion caused by water.

Modeling of water erosion includes modeling the
state of the soil and biomass system on and below
the land surface in addition to modeling the detach-
ment, transport, and deposition of eroded material.
The state of the system when rainfall/snowmelt/irri-
gation occurs determines the reaction to the forces
applied by rainfall; the magnitude of and reaction to
the forces applied by surface runoff; and to a great
degree, the total detachment, transport, and deposition
of soil during rainfall events.

Modeling the state of the system involves modeling
of many processes. These would include hydrologic
processes—including those related to water movement,
use, and storage above and below ground; those
related to the accumulation, decomposition, and use of
biomass-plant growth, root growth, biomass decompo-
sition, grazing, and addition or removal of biomass.
While such modeling is critical to accurately model soil
loss from most lands, it is a comprehensive subject
beyond the scope of this chapter.

A model is defined[1] as ‘‘a system of postulates,
data, and inferences presented as a mathematical
description of an entity or state of affairs.’’ The objec-
tive here is to describe these processes and how they
might be mathematically described and modeled. The
processes described are those that occur on source
areas on relatively small tracts of land.

MODELING THE EROSION PROCESS

The erosion process is usually visualized as detachment
and transport by rainfall and detachment, transport,
and deposition by flowing water. The detachment and
transport by rainfall is usually termed interrill
erosion. The detachment, transport, and deposition
by flowing water, depending on scale, is referred to as
rill erosion, channel erosion, ephemeral gully erosion,
or gully erosion—in this chapter they are lumped
appropriately as channel erosion.

Interrill Erosion

Interrill erosion is the detachment and transport of soil
by raindrops and very shallow flow. It is constant
down a slope as long as soil and surface properties
remain constant.[2] Interrill processes generally occur
within a meter or so of the point of impact of a water
drop, and deliver the detached material to nearby
channels called rills. If there is no flow in a channel,
the detached interrill material stays close to the point
of detachment. Interrill erosion is usually most
apparent on row sideslopes.

The forces and energies in interrill processes are
derived from waterdrops (rainfall and irrigation) and
the shallow flows near where these drops impact the
soil surface. Interrill erosion is not positionally sensi-
tive, being relatively constant over an entire surface
where cover, microtopography, soil, and waterdrops
remain constant.

Interrill erosion has been modeled a number of
ways. The detachment of soil due to individual rain-
drops has been mathematically modeled.[3,4] Numerous
equations, empirical in nature, have been developed
that express the detachment and transport of raindrops
as a function of slope steepness, and raindrop and run-
off characteristics. In the development of the Universal
Soil Loss Equation, soil erosion for a rainfall event
was expressed as a function of rainfall energy and a
maximum 30-min rainfall intensity.[5] In a classic mod-
eling of the erosion process[6] interrill detachment (Di)
was expressed as a function of the intensity (I) squared:

Di ¼ aI2 ð1Þ

Recently,[7] interrill erosion detachment rate was
related to interrill slope and the intensity squared as:

Di ¼ KiI
2ð1:05 � 0:85 e�4 sinFÞ ð2Þ

where Ki is the interrill soil erodibility and F is the
slope angle.

In the Water Erosion Prediction Project (WEPP)
model[8] interrill erosion is modeled as the product
of intensity and flow rate. Interrill detachment is writ-
ten as

Di ¼ KiIqadj ð3Þ
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where q is the flow rate and adj is a series of adjustment
factors including adjustments for slope [as given in
Eq. (2)], sealing and crusting, residue cover, canopy
cover, and canopy height. The major difference
between Eqs. (2) and (3), in addition to the expansion
of adjustment factors beyond the slope, is the use of an
Iq term rather than the I2 term in Eq. (2). This change
was based on Australian research[9,10] and on the
observation that interrill detachment was low for soils
that had low runoff rates.

The energy of raindrops does the greatest damage in
interrill areas, causing crusts on the soil surface that
greatly increase surface runoff on interrill areas.[11]

This runoff then drives the erosion and sediment trans-
port process in channels. Thus, soil erosion control
must begin in interrill areas in the control of rates
and volumes of surface runoff.

Interrill erosion occurs at the soil surface—the
region of the soil that is most biologically and chemi-
cally active. Interrill soil erosion removes a dispropor-
tionate amount of the soil’s fertility, chemicals for the
control of weeds, insects and diseases, and organic
matter. These losses can eventually have serious conse-
quences for the soil, and for receiving waters. The loss
of fertility was the basis for establishing soil tolerance
values in the United States,[12] and interrill erosion rates
under clean tillage are often near the allowable soil loss.

Channel Erosion

Channel erosion is distinctly and visibly different than
interrill erosion. Because they are distinctly different
processes, they are modeled separately from interrill
erosion. Channels are the visible erosion process that
points to the existence of a threat to the sustainability
of a land resource. Interrill erosion scarcely leaves a
visible mark on the land, channel erosion causes
ditches, gullies, and serious impediments to farming.
Channel processes are positionally sensitive. Until the
hydraulic forces that detach channel material exceed
a limiting value, channel erosion does not occur, an
important element in stable channel design.

Channel erosion takes many forms. First, it may
take the form of rill erosion—the channel that interrill
material is usually delivered to. Rill erosion is viewed
as a channel that receives only interrill material. In
rills, a common expression for representing the detach-
ment due to flowing water is in an excess hydraulic
shear model (Fig. 1) with adjustment for sediment in
transport as shown in Eq. (4)

Dr ¼ Krðt � tcÞð1 � g=TcÞ ð4Þ

where Dr is the rill detachment, Kr, the rill erodibility,
t, the hydraulic shear, tc, the critical hydraulic shear,

g, the sediment load, and Tc, the sediment transport
capacity. There has been much discussion in the litera-
ture about whether or not hydraulic shear is the detach-
ing mechanism, and whether or not the sediment in
transport affects sediment detachment. Rill erosion
and rill initiation is apparently greatly influenced by
seepage forces.[13]

Larger channels are formed where more than one
rill intersect, or where flow concentrates. Some of these
channels may be called ephemeral gullies, such gullies
can be obliterated by tillage implements, hence the
term ‘‘ephemeral.’’ The process in these channels and
gullies are mathematically described in CREAMS,[14]

and are represented in a model for estimating erosion
in ephemeral gullies.[15,16] They are modeled similarly
in the WEPP model.[8] In these models, erosion
occurred over some width (computed or input) with
material removed until a soil layer was reached that
would not erode (usually the bottom of the latest till-
age depth), then the channel would widen until it had
reached an ultimate width where the flow depth was
so low that the hydraulic shear was less than the criti-
cal shear. In studies of ephemeral gullies in the United
States, the ratio of erosion from these small channels
to sheet and rill erosion ranged from 0.24 to 1.47.

Gully erosion is found on many lands. Gullies may
destroy the land, making it unusable for intense agri-
cultural production. In the 1930s, it was reported that
20 million ha of former U.S. cropland was useless for
further production because it had been stripped of top-
soil or riddled with gullies and that most of this land
had been abandoned.[17] Much of the Southern
Piedmont has been stripped of its topsoil, and dissected
and gullied so badly that the land is unsuitable for agri-
culture, with the entire area having lost an average of

Fig. 1 Visual representation of an excess hydraulic shear
model. The slope of the line is the rill erodibility, and the

intercept with the x axis is the critical hydraulic shear. Soil
differences and management differences may drastically
change both rill erodibility and critical hydraulic shear.
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0.17 m of topsoil[18] in the 270 yr of settlement—about
800 t/km2/yr. The erosion was attributed to the use of
clean-cultivated cash crops, and the exploitative nature
of the land clearing and farming methods, quite similar
in effect to those of Africa.[19]

The failure sequence for gully formation begins with
a channel deepening when the force of flowing water
exceeds the channels resisting force.[20] Then banks fail,
and material is deposited in the gully and is carried
away by subsequent flows. When a headcut occurs,
material is deposited in the gully, and is carried away
by subsequent flows. The location of gullies and the
rate of gully formation is difficult to predict and model.

The failure sequence of gullies in the western Iowa
loessial soil area begins with a weakening of the soil
material at the base of the gully wall[21] attributable
to wetting of the soil at the base of the gully wall. Once
the base failed, overhanging material sloughed and
then eroded material was transported downstream.
The depth to water table in relation to the geometry
of the gully bank played an important role in gully
head and gully bank failure. It was observed that soil
strength decreases with increasing moisture content,
that seepage forces might be important, and that the
increased unit weight of the soil mass with greater
water content exerts more force.

A good gully erosion model has not been developed
and accepted by the modeling community.

Deposition

Only a small portion of material detached and trans-
ported by interrill and channel processes reach major
water bodies. Much of the detached and transported
material deposits within a short distance from where
it was detached. Major deposition sites are where
slopes flatten, where flow velocities are reduced, or
where temporary pondage occurs. Footslopes, culverts,
fence lines, and small impoundments are major depo-
sition sites near sources of eroded material.

Deposition is a very selective process, with larger,
denser particles depositing more readily than smaller,
less dense particles. Usually Stokes law is used to esti-
mate fall velocities of sediments based on eroded sedi-
ment sizes and densities.[21] This approach has been
used in modeling impoundments.[22,23]

Deposition in channels is generally modeled when
the sediment transport capacity is less than the sedi-
ment load in suspension. It has been modeled similarly
to settling tanks in water treatment plants, with sedi-
ment fall velocity being modeled based on sediment
size and density, and deposition based on these fall
velocities and the channel flow velocity

Deposition ¼ bðVf=qÞðTc � gÞ ð5Þ

where b is a rain induced turbulence coefficient (0.5
when runoff due to rainfall or sprinkler irrigation,
otherwise 1.0 for snowmelt and furrow irrigation), Vf,
the fall velocity of sediment (m/sec), q, the flow rate
per unit width (m2/sec), Tc, the transport capacity
(kg/sec/m), and g, the sediment load (kg/sec/m).[24]

According to Eq. (5), when transport and sediment
load are equal, there is no deposition computed. When
the fall velocity is small, and rain is occurring on the
channel, deposition rates would be expected to be
small. Deposition rates are calculated for individual
sediment sizes and densities, then deposition rates
can be integrated across the sediment sizes to estimate
total deposition amounts within a channel reach.

CONCLUSION

Erosion processes are usually visualized as interrill and
channel processes, although channel processes include
an extremely broad range of channels—including small
rills, larger channels, ephemeral gullies, and classical
gullies. The processes described herein have been repre-
sented mathematically in a number of different ways.
In this paper, we have limited the discussion to those
that occur on smaller tracts of land, choosing to avoid
continuously flowing streams on large areas.

The erosion processes are driven by both rainfall
and runoff. Interrill processes are due almost entirely
to rainfall and shallow runoff while channel processes
are driven by runoff. Hence, control practices must be
tailored to meet the conditions for controlling detach-
ment in both areas, and to induce deposition in selec-
ted areas.
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INTRODUCTION

Eutrophication is the nutrient enrichment of surface
water and the subsequent impacts on water quality
and the aquatic ecosystem. The over abundance of
plant nutrients, usually nitrogen and phosphorus—
but sometimes silicon, potassium, calcium, iron, or
manganese—creates the conditions for excessive plant
growth.[1] Algal blooms are an example of excessive
growth caused by over supply of nutrients. A body
of water is classified by its trophic state based on the
amount of nutrients supplied to it. An oligotrophic
state is low in nutrients, a mesotrophic state is inter-
mediate, and a eutrophic or hypereutrophic state is
high in nutrients.[2] Eutrophication is a natural pro-
cess. However, as a natural process it takes generations,
or even thousands of years, for eutrophication to cause
significant changes. It is the acceleration of the process,
known as cultural eutrophication, that is of the great-
est concern to water quality and the health of aquatic
systems.

CULTURAL EUTROPHICATION

Cultural eutrophication is the result of excess
nutrients—primarily nitrogen and phosphorus—
delivered to rivers, lakes, and estuaries by the activities
of humans. Nutrient loading can come from both point
sources and diffuse sources. Point sources of nutrients
are generally urban sewage treatment or industrial
water treatment. Diffuse sources (or non-point
sources) of nutrients include agriculture, deforestation,
and urban lawn runoff. The use of commercial fertili-
zer in crop production can lead to losses of nutrients
to surface water. Concentrated animal feeding opera-
tions are also a potential source of excess nutrients.[2,3]

Finally, deforestation and subsequent soil erosion,
can deliver excess nutrients, sediment, and organic
matter to surface water, creating the conditions for
eutrophication.

The natural aging process of lakes in some climates
can lead from an oligotrophic state, with clean open

water supporting usually cold water fish species, to a
eutrophic state of warmer, shallow water supporting
different species of plants and fish, and ultimately, to
a filled lake closed over by a bog or fen. This process
usually takes thousands of years. In contrast, cultural
eutrophication can occur in a matter of one or two
generations.

The last 50 years of the Twentieth Century saw the
greatest impact of eutrophication on the world’s
waters. Cultural eutrophication has accelerated the lake
aging process, reduced water quality, and impacted
aquatic plant and animal populations, at economic
costs. These impacts are being felt worldwide.[1]

Modern society’s use of phosphorus additives in
detergents has lead to excessive phosphorus loading
to surface waters.[1] Modern agriculture’s use of com-
mercial fertilizer and fertilizer’s relative abundance,
low cost, and over use, has lead to excessive nitrogen
loading to surface water. Agriculture also contributes
excessive phosphorus from fertilizer and from inten-
sive livestock operations and land application of
manure.[3,4] Urban sources, such as sewage treatment
plants, storm water runoff, industrial water treatment
facilities, and food processing contribute excess nutri-
ents. Sewage treatment loading to waters, including
treated gray water, is generally considered the greater
source of phosphorus. The greater contributor of
nitrogen is agricultural crop production. Other signifi-
cant agricultural sources are animal confinement
operations, forestry, and atmospheric inputs.

RATE OF EUTROPHICATION

The rate of eutrophication is controlled by the rate at
which nitrogen and phosphorus are delivered to a body
of water. It is generally accepted that phosphorous
is the limiting nutrient for algal growth in lakes.[1,5]

Another limiting factor for algal growth is light. As
excess phosphorus enters a lake it can trigger high
levels of algal growth. Excessive growth, or blooms,
can reduce water clarity. Aquatic macrophytes may
also thrive under these conditions. This process can
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increase the productivity of a lake to an extent. When
it becomes excessive, the process of cultural eutrophi-
cation has begun.

The nutrients supplied to an aquatic system is the
most important factor that determines the species
and amount of plant material, which in turn controls
available oxygen and the animal species that thrive.[1]

As plants and macrophytes grow and die, organic mat-
ter accumulates on the lake bottom. Decomposition
of excessive amounts of organic matter can consume
available oxygen and create anoxic conditions. An
anoxic condition drives away plant and animal
species dependent on oxygen. Slowly a lake’s original
community changes.

This anoxic state creates another problem if a lake
becomes stratified. Temperature differences in the
water at the lake’s surface and at depth can create
thermal stratification. In this condition the cold, low
oxygen water in the hypolimnion, or lower layer, does
not mix with the epilimnion, the warmer surface water.
In this condition the anoxic conditions in the hypo-
limnion creates a condition where the sediment releases
phosphorus, which is transported upward to the
epilimnion and contributes to increased algal growth.
This internal cycling of phosphorus continues the
eutrophication process even if no additional phos-
phorus enters the lake.[5,6]

EFFECTS OF EUTROPHICATION

There are various biological effects of eutrophication.
Besides the problems of algal blooms and anoxic
conditions previously described, there are changes
in water temperature, reduction in water clarity,
increased macrophyte production, population shifts in
both plants and animals, and accelerated aging of lakes.
Fish kills and the coastal ‘‘red tides’’ and ‘‘brown
tides’’ are also potential environmental impacts from
eutrophication.[5,7]

There are many impacts on human use of water
from eutrophication. Potable water—water used for
human consumption—can be significantly degraded
by eutrophication. Besides the excess nutrients them-
selves, there is excess algae and other plant growth
which can contribute to unwanted odors and tastes.
Thus, additional water treatment is needed to make
the water drinkable.[1,4]

The decline of commercial and recreational fisheries
is also an indirect result of eutrophication. Fish popu-
lations may move away, or over time shift to less
desirable fish species as water temperature, clarity,
and quality change.[1] There are also negative impacts
on recreational use of surface waters such as boating
and swimming as a result of floating plant growth,
smell, and the overall loss of aesthetic quality.[4]

Finally, the general decline of an aquatic ecosystem and
the loss of biodiversity are impacts of eutrophication.[1,3,7]

Some of these impacts can cause significant economic
losses as well. Water treatment costs rise as water quality
decreases. Algal blooms can contribute to shutting down
water treatment plants. Advanced water treatment of
municipal water to remove nutrients (such as alum
addition)—hence removing a contributing factor to
eutrophication—adds another expense to water treat-
ment. Loss of commercial fisheries is an economic
impact to a region. Finally, loss of recreation income
from tourists, boaters, and recreational fisherman can
have significant impacts on a local economy.[4,7]

REDUCTION AND MANAGEMENT

Two approaches can be taken to the reduction and
management of eutrophication: 1) reduction of nutrient
loads; and 2) managing the existing high-nutrient
state.[1] Reduction of loading is clearly the more robust
approach. Reduced loads are necessary if long-term
improvement is expected. However, because of the ecosys-
tem changes brought on by eutrophication and the poten-
tial problem of phosphorus cycling previously described,
water quality and ecosystem improvements may not
respond quickly to reduced loading.[3] A combination of
reduced loads and in-lake controls may be needed.

Reducing nutrient loads requires reduction of both
point and diffuse sources. To reduce point sources,
sewage and industrial water treatment plants need
advanced water treatment to remove nutrients.[1,7]

Advanced water treatment is expensive, but is the only
way to reduce these point source nutrients. Most diffuse
sources contributing nutrients to surface water come
from agricultural operations. Loading is dependent upon
the type of crops grown, soil type, climate, cultural prac-
tices, fertilizer use, and whether animal waste manage-
ment practices are sufficient to reduce loading. Nutrient
reduction from these sources will require improved man-
agement of fertilizer and animal waste, and continued
reduction of soil erosion throughout the watershed.[1]

There are several methods used to manage nutrient
levels in lakes. These fall into two categories: those that
1) remove nutrients; or 2) manage nutrient levels with-
out nutrient removal. Methods to remove nutrients
include: 1) lake flushing; 2) hypolimnetic water with-
drawal; 3) sediment removal (e.g., dredging); and
4) nutrient inactivation by precipitation (e.g., alum
treatment). Methods to manage nutrients without
removing them include: 1) artificial mixing and/or
aeration; 2) dilution by the addition of water lower
in nutrients; 3) bottom sealing to prevent internal
nutrient cycling; 4) manipulation of lake biological
communities (e.g., selective fish harvesting or the
introduction of fish predators such as largemouth
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bass, walleye, or brown trout); 5) introduction of bio-
logical controls for unwanted macrophyte growth
(e.g., weevils or grass carp); and 6) herbicide or other
chemical treatments (e.g., copper sulfate) of excessive
algal or macrophyte growth.[1,6]

Clearly the best way to reduce or reverse eutrophi-
cation is to reduce nutrient loading, that is, targeting
the source of the problem.[1] This long-term solution
involves participation and management by people
throughout the entire watershed. In-lake nutrient man-
agement can be done, but may require annual inputs
and regular management.
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INTRODUCTION

Evaporation results from complex energy and mass
exchanges and can occur on any humid surfaces in
contact with air. The change of liquid water to vapor
consumes energy (latent heat of vaporization
2.46 � 106 J kg�1). The water vapor diffuses in the
air and is taken away by air convection. This process
cools the surface heated by radiation (net radiation)
or eventually by convection mostly during the day.
Then evaporation increases with surface availability
of water and energy. The reverse of this process is
called condensation (water and energy gain). Unit used
for evaporation flux density (or condensation) is mass
of water by unit of surface and unit of time (mass flux:
kg�1 m�2 sec�1 or mm day�1; or energy flux W m�2).

HISTORICAL APPROACH

Since the sixth century BC, Greek antiquity has recog-
nized evaporation as a main basic process of all
meteorological knowledge: ‘‘rains are generated from
evaporation that is sent up from the earth toward
under the sun’’ according to Anaximander of
Miletos.[1] Among the first direct measurements,
Perrault (1670) and Sedileau (1730) analyze water
balance between evaporation (825 mm yr�1) and rain
(515 mm yr�1) to supply Versailles’s ornamental lakes
and fountains. This observation raises for the first time
the question: ‘‘how with such water deficit, most of the
rivers continue to flow in summer and plant canopies
maintain transpiration and growth?’’ The given expla-
nation arrived later and was that evaporation is a pro-
cess under control of regional water balance. This
water balance must include deep water flows, soil water
content changes, and plant evapotranspiration widely
reduced compared to free water evaporation (develop-
ment of hydrology with Darcy’s law 1880 and later of
soil physics, then soil–plant–atmosphere continuum).

HYDROLOGIC CYCLE

At earth’s global scale and with interannual mean,
the water cycle dominates climates and influences
meteorology. The radiative energy budget of earth
(incoming solar radiation and outgoing infrared radi-
ation with all their complex radiative interactions
between earth surface and atmosphere such as the
greenhouse effect, etc.) must balance to zero. The result-
ing radiative energy supply at the earth surface (from
long-wave and short-wave radiation balance) amounts
to 30% of the mean extraterrestrial solar irradiance
(the mean extraterrestrial irradiance is equal to one-
fourth of solar constant�1380/4 Wm�2). Furthermore,
the mean energy radiative budget of the atmosphere
leads to a same energy loss (30% of the mean extrater-
restrial irradiance). Then, convective fluxes (sensible
heat flux, 6%, latent heat flux or water evaporation,
24%) restored the equilibrium between the heating earth
surface and the cooling atmosphere. The energy con-
sumed at the surface by latent heat flux can be released
in the atmosphere through the reverse process of vapor
condensation. Then, the processes of evaporation and
condensation of the water cycle are the main energy
exchanges in earth surface energy budget.[2]

The volume of water exchange between the earth
and the atmosphere is so huge (420 � 1012 m3 yr�1)
compared with the atmosphere reservoir (13 �
1012 m3 yr�1) that the time period in the atmosphere
for water vapor is no more than 12 days. As a conse-
quence, rains appear more on oceans where there is a
constant total water availability than on continents
where most of the time there is only more or less bound
water (Pc ¼ 0.6 Po and Ec ¼ 0.4 Eo by unit of sur-
face). Furthermore, the water balance of oceans is
negative and that of continents is positive. The reverse
occurs in the atmosphere (above oceans and conti-
nents) that leads to an atmospheric water advection
from oceans to continents (one-third of continental
rains originates from oceanic advection and two-third
from continental evaporation).
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As continental evaporation supplies a significant
proportion of atmospheric water vapor, anthropo-
genic activity that reduces evaporation (deforestation
for example) tends to diminish rain. This activity
initiates a positive feedback loop that lowers evapo-
ration, and further desiccation leading to aridification
and/or desertification. Other meteorological and
pedological processes, like increase of drying surface
albedo, lowered surface roughness, elevated surface
temperature, soil crusting and erosion, accelerate the
degradation.

EVAPORATION UNDER SURFACE
ENERGY BALANCE

For any component of a physical or biological system,
the balance of all energy fluxes is achieved by adjust-
ments of temperature. The equation describing this
energy balance is based on the principle of energy con-
servation, meaning that in-and-out flux of all energy
fluxes are equal with no sink or source of energy at
the surface. For deriving a simplified equation for the
energy balance near the surface, we assume the surface
to be a finite-depth interfacial layer, which must have
finite mass and heat capacity. Depending on the nature
of the surface, this layer may consist of soil, canopy, or
some other substrate like water or snow.

Energy Balance

Then, a 1-D energy balance equation for this layer can
be expressed as:

RN ¼ H þ LE þ G ð1Þ

where RN is the net radiation flux, H and LE are the
sensible and latent heat fluxes to or from the air, and
G is the ground heat flux to or from the subsurface
medium (all fluxes in W m�2). Here we used the sign
convention that all the radiative fluxes directed
towards the surface are positive, while other energy
fluxes (convective or conductive) directed away from
the surface are positive and vice versa.

1. The net radiation flux RN is a result of radiation
balance between short-wave and long-wave
radiation received at or emitted by the surface
which can be written as:

RN ¼ ð1 � aÞRg þ eðRa � sT4
SÞ ð2Þ

where Rg, global solar radiation, and Ra, long-
wave atmospheric radiation, are the two terms
of incident radiation (W m�2); a is albedo

(proportion of solar radiation reflected by sur-
face) and e is emissivity defining the radiative
properties of the subsurface (proportion of
long-wave radiation emitted compared to a
black body emission); so that eRa is the absorbed
downward long-wave radiation (W m�2) and
esT4

S is the emitted long-wave radiation (W m�2)
with TS the subsurface temperature (K).

2. The conductive ground heat flux G to or from
the subsurface medium depends on physical
properties of the soil and other factors including
surface temperature (hence time of day) and soil
moisture content, which, in turn, depend on
whether it is a bare or vegetated surface.

3. The balance of energy fluxes at the surface
places a constraint upon the sum of the convec-
tive fluxes, (H þ LE), thus emphasizing the
importance of partitioning the available energy
(RN � G) between the sensible and latent heat
fluxes. These convective fluxes depend on sur-
face characteristics, wind speed, and tempera-
ture or vapor pressure gradients.

H ¼ rcp

TS � Ta

ra

LE ¼ rcp

g
PðTdSÞ � PðTdÞ

ra
ð3Þ

where r is the volumetric mass of air (kg m�3);
cp, the heat capacity of air (J kg�3 K�1); ra,
aerodynamic resistance to diffusion between
the surface zs, and the reference height, zr,
(s m�1); Ta and Td, the air temperature and
dew point temperature at level zr (K); TdS, the
dew point temperature at the surface (K); g,
psychometric constant (P K�1); P(Td), satu-
ration vapor pressure at Td (P).[3]

Evaporation

Eqs. (1) and (3) can be combined to yield the combi-
nation equation:

E;LE ¼ D
D þ g

ðRN � GÞ þ rcp
Yr � YS

ra

� �
ð4Þ

where D is the slope of the saturation vapor pressure
(P K�1), and Yz, the air hygrometry temperature defi-
cit (K) at level z [Yz ¼ T(z) � Td(z)].

The combination equation neatly displays the two
essential physical controls on evaporation: the supply
of energy and the diffusion of water vapor from the
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surface. Depending on the value of the relevant para-
meters five different cases may occur:[4]

1. YS ¼ 0 defines potential evaporation (EP):
evaporation from any large uniform moist or
wet (after rain) area so that the surface vapor
pressure is saturated. This potential value
mostly under climatic forcing is called climatic
demand. The resulting surface temperature is
always the lowest (near air temperature or even
lower) for given air temperature, humidity, wind
speed, and incoming radiation.

2. YS ¼ Yr is a situation corresponding to a long
exchange over an extended area; that is known
as ‘‘equilibrium evaporation, Eo.’’ In this case,
wind speed and consequently convection have
no effects and limit evaporation to a proportion
of the radiant (RN) and conductive (G) energy
supply to the surface (RN � G). This ‘‘equilib-
rium evaporation’’ is also an asymptotic
regional value when air characteristics (the air
hygrometry temperature deficit, Yz) tend
towards surface characteristics (YS) and may
be considered as the climatic evaporation.

3. YS max ¼ Yr þ (RN � G)ra/rcp occurs on a
dry surface where the evaporation is equal to
0. In these conditions, the surface temperature
is maximum (TS max ¼ Ta þ (RN � G)ra/rcp).

4. 0 < YS < Yr is referred to as ‘‘oasis effect’’;
the air is drier at the reference level zr than it
is at the surface. In this situation, the strong
availability of water at the surface allows
relatively high evaporation (Eo < E < EP).
Sometimes, in this case, energy consumed by
evaporation exceeds energy supplied by radi-
ation; that implies a surface temperature cooler
than the surrounding air and the atmosphere
supplies sensible heat to the surface. The actual
value of evaporation, E, is the real offer.

5. Yr < YS < YS max is referred to as ‘‘island
effect’’; the air is wetter at the reference level
zr than it is at the surface, and evaporation is
low (0 < E < Eo), decreasing the real offer.
In this case, surface temperature increases to
the maximum value (YS max) as evaporation
decreases to zero.

REGIONAL EVAPORATION

At the regional scale following several days of stable
conditions, air boundary layer conditions charac-
teristics control surface convective exchanges. These
fluxes modify energy and mass budget of the plane-
tary boundary layer. Most often, sensible heat flux
releases energy to the boundary layer increasing air

temperature and simultaneously evaporation adds
water vapor. So, under wind direction according to dis-
tance or on a same point according to time, mean air
and dew point temperature of boundary layer are
changing. These time and space modifications induce
evaporation changes by feedback. As a result, at
regional scale under given net radiation (RN) and soil
water storage available for water flux, DQ, this mean
air and dew point temperature difference ( �YYZ) of the
boundary layer moves in few days toward a limit; this
limit is the equilibrium value, YS.[5] The analytical solu-
tion for this limit shows a value directly proportional
to net radiation and to the soil water storage deficit
[difference between maximum possible storage and
actual storage, (DQMax�DQ)]. With high irradiance
and low rainfall, the unavailability of soil moisture lim-
its evaporation but induces dry air conditions in the
boundary layer (high level of the limit, �YYZ) that
enhances potential demand (EP). In a first approxi-
mation, this approach describes how regional evapo-
ration decreases and how climatic demand
simultaneously increases (giving the relation EP þ
E ¼ 2Eo) and how local vegetation faces higher tem-
perature and greater water stress (high demand EP
and low offer ET). These conditions of aridification
reduce plant cover and consequently evaporation
enhancing aridification by positive feedback toward
desert conditions.

CANOPY AND SOIL EVAPORATION

When local conditions allow the existence of a full veg-
etation cover, equilibrium evaporation (with YS � Yr)
provides an acceptable estimate of the vapor phase of
the hydrological cycle. It depends on net radiation
(mostly solar radiation), ground heat flux, and slightly
on air temperature through the slope of saturation
vapor function (D), as quoted in many scientific publi-
cations fEo ¼ [D/(D þ g)](RN � G)g.[6] It is always
convenient to analyze or to calculate evaporation for
a given surface under given climatic conditions as a
proportion of this equilibrium value fE ¼ (1 þ b)Eog
introducing a discrepancy term b. As shown in Eq. (4),
this coefficient is widely dependent on the difference
between the air water hygrometry deficit, Yr, and Ys,
that of the surface. With abundant water supply,
discrepancy coefficient b may reach values around 0.3–
0.4 due to effective water uptake by the plant roots.[7]

For vegetation submitted to water shortage this coef-
ficient may decrease to �0.4. When the surface is com-
pletely dry, usually bare soil, the coefficient drops
more till�1. In fact with bare soil, in response to strong
climatic demand, only water diffusion from deeper
soil (slow process of diffusion) can supply water for
evaporation and the soil surface dries quickly building
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a growing dry layer called ‘‘mulch,’’ which reduces
strongly evaporation.[8]

According to seasons, the water balance is positive
or negative. Generally, vegetation grows when the bal-
ance is positive. Its increasing leaf area index allows
evaporation to pass climatic equilibrium and to go
beyond (b varying from �0.1 to 0.3). Later in the sea-
son, lack of available water in soil appears, accelerating
vegetation senescence and hamper evaporation (b
dropping from 0.3 to �0.2 or less as �0.6, then reaches
�1 as stored soil moisture falls to zero).

ANIMAL TRANSPIRATION

Animals need to be fed with water in order to supply
their excretion and evaporation (transpiration). Most
of them have developed very impermeable skin to fight
water losses (Ys, near Ys max), but respiration may
remain a main loss of water (internal evaporation).
Even if an acceleration of blood circulation carrying
energy to the surface of bodies occurs, homeotherms
may have difficulties to regulate their internal tempera-
ture without substantial evaporation when ambient
temperature exceeds the survival limit (between 37
and 43�C). In this case, because evaporation is an effec-
tive mean to consume energy, sweat from glands wets
the skin surface, which returns to a small Ys inducing
strong evaporation. Animals can also accelerate their
respiration rhythm and evaporation from lungs, or
animals without sweat like pachyderm can wet their
skin with water or fresh mud.

CONCLUSION

With radiative balance, evaporation is the main term
of any system energy budget in the biosphere and the
main cooling process for ecosystem. Furthermore

evaporation (or condensation) is also the fundamental
phenomenon into water cycle. So, plant plays a
particular part as component of water cycle and bene-
fits from these efficient processes. Although plants
evaporate less efficiently than free water, they are more
efficient than bare soil through their ability to extract
water from the deep layers of soil; some trees can reach
down to several meters, even decameters. Animals have
to protect themselves against excess loss, and respi-
ration as well as sweat and blood circulation tends to
cool instead of surface skin evaporation.
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INTRODUCTION

Except within the first few millimeters of the surface,
turbulence in the atmospheric boundary layer greatly
dominates molecular diffusion with respect to the
mixing of the variety of materials that are exchanged
with the underlying surface. To a large extent, and
using appropriate instrumentation, these turbulent
‘‘eddy flux’’ motions are measurable with a high level
of precision and with a high degree of spatial and tem-
poral resolution. If the property being transported is
also measured with equivalent precision and spatial
and temporal resolution, it is possible to monitor the
flux density of the property continuously across any
plane of interest.

EDDY FLUX

Consider the measurement of this eddy flux across a
plane parallel to and a few meters above a flat horizon-
tal surface. It is only the vertical component of the
fluctuating wind velocity that is responsible for the flux
across the plane. The fact that there is a net transport of
some specific entity across that plane implies a corre-
lation between the vertical wind component and that
entity. For example, if water vapor is released into the
atmosphere from the surface beneath, updrafts will
generally contain higher vapor content than will down-
drafts, and vertical velocity (positive upwards) will be
positively correlated with vapor content. Fig. 1 illus-
trates this with data collected above a deciduous forest.
The origin of the term eddy correlation is thus quite
apparent, although eddy covariance is becoming more
popular because it is the covariance of the velocity and
scalar that is actually used. Since short-period fluxes are
not a concern, a suitable averaging period between, say,
10 min and 30 min is typically selected. The averaging
period is constrained to substantially exceed the dur-
ation of the largest eddy involved in the transport pro-
cess, and yet be short enough to be unaffected by any
lack of stationarity in the environmental conditions.

It is normal to separate the perturbation and the
time-averaged components of the quantity of interest.

For example, rv ¼ �rrv þ rv
0 is an expression for absol-

ute humidity (water vapor density, kg m�3), where the
overbar signifies a time average over a specified interval
of time and the prime indicates a departure from the
mean. The vertical velocity component w (m s�1) can
be treated similarly, such that w ¼ �ww þ w0. This separ-
ation into mean and perturbation parts is referred to as
Reynolds notation. By definition, means of the fluctuat-
ing parts are equal to zero (e.g., �ww0 ¼ 0, �rrv

0 ¼ 0). If the
mean flow is horizontal, �ww ¼ 0.

Using Reynolds decomposition, the flux density for
water vapor E (kg m�2 s�1) is written as

E ¼ �ww�rrv þ w0r0v

However, if there is no convergence or divergence of
air due to sloping surface, the mean vertical velocity
(�ww) and hence the first term on the right equals zero.
This simplifies the equation to E ¼ w0r0v. The term
on the right hand side contains the covariance of verti-
cal velocity and absolute humidity fluctuations, and is
an unambiguous expression for the flux of water vapor
that does not depend on any assumptions about the
mixing properties of atmospheric turbulence.

The eddy covariance technique is direct to the extent
that it requires no assumptions about the mixing
properties of the air. It is assumed that the measure-
ment made at a small distance above the surface (one
to several meters) is representative of the underlying
surface. Because the airflow is mainly horizontal, with
imposed 3-D perturbations, the signals from which the
covariance is derived are representative of an area
upwind of the measurement point. This is best defined
in terms of the footprint of the source distribution,[1]

which describes in a statistical manner the source
probability distribution. The footprint depends on
instrument height, becoming more distant as the
instrument height increases. It is also dependent on
surface roughness and atmospheric stability. Under
nocturnal or otherwise stable conditions, the footprint
might be far removed from the measurement point,
whereas nearby footprints are expected under unstable
conditions. Another common descriptor of the source
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region uses the term fetch to describe the upwind
distance of uniform features required to ensure that
the measurement is representative of the underlying
surface and not contaminated by the flux from a dis-
tant surface. A general rule-of-thumb is that a uniform
fetch is required that equals at least 100 times the
height of the instrument above the effective surface.
Such a fetch may be more than sufficient under
unstable conditions but is likely to be inadequate when
the atmosphere is very stable.

CORRECTIONS TO FLUX MEASUREMENT

Corrections are needed to the eddy covariance flux of a
minor constituent in the presence of a flux of sensible
heat and/or of a more major gaseous flux.[2] This arises
because of density perturbations in the minor constitu-
ent imposed by the presence of the major flux. (No cor-
rection is needed if the mixing ratio of the constituent
is measured instead of its density.) In a relative sense,
the flux of a trace gas may require a large correction,
and it may also be necessary to adjust a calculation
of the flux density of water vapor in the presence
of a considerable sensible heat flux. Webb, Pearman,
and Leuning[2] estimated that corrections to the vapor
flux vary from a few percent to more than 10% on
occasion. They proposed the expression E ¼ 1.010
(l þ 0.051br)Er, where br is the uncorrected Bowen
ratio (br ¼ H/lEr) and Er is the uncorrected vapor
flux density. H is the sensible heat flux density

(W m�2) and l is the latent heat of evaporation
(J kg�1).

Often, eddy covariance measurements are made
over surfaces that are not horizontal or over tall forests
where variations in tree height create local departures
from horizontal mean flow. Additional problems arise
if the sensor is misaligned or if the tower or mast that
supports the sensors create aerodynamic interference,
or, indeed, if the sensors themselves distort the flow.
Common practice is to perform coordinate rotations
in a two-pass operation to force the mean lateral and
vertical component velocities to zero (�vv ¼ �ww ¼ 0).
A sensor misalignment of one degree can cause errors
on the order of 3–4% for water vapor flux. Rotating
the coordinates of the wind velocity vectors so that
the vertical axis is orthogonal to the mean wind
streamline will minimize tilt errors but procedures such
as this are not without their problems and the reader
is referred to the text by Kaimal and Finnigan[3]

for further discussion.

EDDY COVARIANCE SENSORS

Sensors must measure vertical velocity and water
vapor concentration with sufficient frequency response
to record the most rapid fluctuations important to the
diffusion process. Typically, a frequency response of
the order of 10–20 Hz is sufficient, but the response-
time requirement depends on wind speed, atmospheric
stability, and on the height of the instrumentation.

Fig. 1 Time traces of vertical velocity and humidity fluctuations above a deciduous forest showing positive correlation during a

period when the foliage was actively transpiring.
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obtain a statistically stable value for the covariance;
typically, this rate is several samples per second.

Because collocation of sensors is usually not practi-
cal, instruments are placed apart but as close to each
other as possible without unnecessary interference.
Physical separation can lead to an underestimate of
the flux. For example, Lee and Black[4] calculated an
underestimate in the flux density of 3% when the ratio
of the sensor separation distance to the difference
between the measurement height and the zero plane
displacement (effective level of momentum sink
inside the canopy) was about 5%.

High-frequency wind vector data are usually
obtained with tri-axial sonic anemometer (Fig. 2) in
which ultrasound pulses (�40 kHz) are transmitted
between an array of transducer pairs. The axial wind
velocity (Vd) over the transducer separation distance
(d) is given by V d ¼ d=2 1=t1 � 1=t2ð Þ, where tl and
t2 are pulse transit times in each of the two directions.
The instrument performs an internal coordinate
rotation to provide signals of three orthogonal veloci-
ties from a non-orthogonal transducer path array.
Since the pulse transit time is usually only a fraction
of a millisecond, the procedure of sending pulses back
and forth is typically repeated up to 200 times per
second and an output presented 10 to 20 times per
second.

A range of humidity sensors has been employed
for eddy covariance measurements of evaporation,
including thermocouple psychrometry in some of the
very earliest devices. In modern applications, high-
frequency measurements of water vapor density are
most commonly made with optical absorption devices
operating in either ultraviolet (UV) or infrared (IR)
wavelengths. The former utilize water vapor absorption

in the spectral region of about 0.12 mm and open path
commercial units are available as Lyman-alpha and
krypton hygrometers. Lyman-alpha hygrometers use
an excited hydrogen source, magnesium fluoride win-
dows, and a nitric oxide detector. Strong absorption
by water vapor allows for short paths (�1 cm) but
the source ages, and the surfaces of the windows are
subject to etching by water, and degrade with time.
Such degradation is reversible, however, with appro-
priate cleaning. The krypton hygrometer uses a kryp-
ton glow tube as source. It operates much the same
as the Lyman-alpha hygrometer and has the advantage
of a more stable source but suffers to some degree from
greater sensitivity to the gases: oxygen and ozone.

IR hygrometers generally operate in a differential
mode at two nearby wavelengths: one with strong
water vapor absorption and the other where absorp-
tion is weak. Longer optical paths are needed than in
the case of UV-wavelength sensors and folding of
the path is common. IR hygrometers are either closed
or open path. In the case of the former, air is sampled
by a tube at the site of the velocity measurement and
drawn at high speed to a chamber of the hygrometer.
A mechanical chopper switches the optics between
the sample and the reference cells to allow amplifi-
cation of the signal.

CONCLUSION

Eddy covariance is commonly used to determine sensi-
ble and latent heat fluxes from crop canopies, from
rangeland, and from forests. Measurements of evapo-
transpiration are used to estimate crop coefficients,
and are used in irrigation management and planning.
In addition, eddy covariance is used to calibrate other
less costly and more robust methods such as the sur-
face renewal method for estimating energy and scalar
fluxes.
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Fig. 2 Photograph of a triaxial sonic anemometer and an
open-path IR hygrometer. (Photo courtesy of Campbell
Scientific, Inc.)
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INTRODUCTION

Various forms of energy drive water transport through
the hydrological cycle. Radiant energy, originating
from the sun, provides the input energy for the cycle.
Once matter absorbs this energy, it is converted into
sensible heat that elevates the temperature of the air
and the ground, and latent heat that causes evapo-
ration, driving thereby the cycle against the pull of
gravity. Further transport is generated by kinetic
energy and pressure energy of the moving air masses.
Translocation of vapor is accompanied by continuous
interchanges among radiant, thermal, kinetic, and
pressure energy. Large amounts of latent heat are
released when water condenses in the clouds and falls
as precipitation on the earth surface. It carries kinetic
energy while flowing through watersheds. Vertical
movement and percolation through the earth’s crust
finally causes changes in potential and pressure
energies.

The first law of thermodynamics states that energy
is neither created nor destroyed, only converted from
one form into another. This effectively means that
the input and output energies of a completely defined
system must balance. Storage effects may temporarily
disturb this equilibrium condition. The energy balance
must thus be expressed in its most general form as:

Energy Input ¼ Energy Output þ Energy Storage

The water balance of the earth–atmosphere system can
be treated analogically as the mass of water is con-
served at all times. Evaporation is the connecting link
between the system’s water and energy balances. It is
a surface process, which takes place at the lower
boundary of the atmosphere and is an important
component of the surface energy balance (see Fig. 1):

Rn ¼ LE þ H þ G � A þ S � LpFp

where Rn is the flux of net allwave-radiation, L the
latent heat, E the evaporation rate, H the flux of sensi-
ble heat, G the heat flux at the lower boundary of the
surface, and A the energy advected to the surface when
the ground properties have horizontal discontinuities.
The energy balance is sometimes parameterized for a

volume of surface material (for example water body,
soil, or canopy volume). As the solar energy input
undergoes diurnal and annual fluctuations, heat sto-
rage S may become an important component of the
balance when it is applied at time intervals shorter than
the fluctuation period. When the layer includes veg-
etation, biochemical energy storage due to photosyn-
thesis can also be considered. Lp is then the thermal
conversion factor of carbon dioxide, and Fp is the flux
of CO2.

Shortwave radiation from the sun is the sole energy
input of the earth–atmosphere system. Its net amount
available for heat conversion is related to geographical
location, time, atmospheric transparency, atmospheric
path length, geometrical distribution of the surface
elements, and their optical properties. Complementary
longwave radiation exchange is governed by surface to
air temperature differences and cloudiness. Net short-
wave and longwave radiation form the net allwave
radiation Rn.

The partitioning of Rn into the remaining terms of
the surface energy balance determines the rate of
surface evaporation and depends on the availability
of surface water.

ENERGY BALANCE AND
WATER AVAILABILITY

Unlimited Water Availability

When water availability is unlimited on a large scale,
such as in oceans, vertical temperature gradients within
the atmosphere tend to be very close to the adiabatic
value, and most of the available energy (Rn) is diverted
to latent heat (LvE) from moisture flux at the surface.
Wind gradients near the surface are typically very steep
under such conditions and quickly approach values
that remain nearly constant throughout the convective
boundary layer. Vertical motion is damped out by
strong subsidence inversion at the upper boundary of
this well mixed layer. Heat Storage (S) has a dominant
effect on the diurnal course of the ocean’s energy bal-
ance leaving only little energy for transport (LvE þ H)
into the air until late in the afternoon. This situation
is reversed during the night, where heat released from

314

© 2008 by Taylor & Francis Group, LLC



El
N

iñ
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the ocean surface becomes the major source of energy.
Large-scale advection (A) partly disturbs the thermal
inertia of oceans, which has considerable effects on
the global weather systems (Gulfstream, Humboldt-
Stream, El-Nino). The smaller the water volume
becomes the more it is likely that its thermal inertia
is disturbed by local advection due to horizontal
discontinuities of thermal surface properties. Since
radiation can penetrate into water bodies it is also
possible that the underlying floor becomes a source
of heat.

Snow Covered and Frozen Surface Layers

When water is bound in snow covered or frozen
surface layers, energy partitioning is affected by the
penetration of shortwave radiation, phase changes,
and internal distribution of water. Net radiation gain
(Rn) is commonly restricted by a high surface albedo.
The optical depth of snow and ice also affect radiation
absorption and penetration. The available energy is
mainly partitioned between storage energy (S) and
energy required to allow water to change between
frozen and liquid states (Lf). Only little energy is con-
sumed by atmospheric transport (LE þ H ). Phase
changes of water within the layer (freezing, melting,
condensation, evaporation, sublimation) are accom-
panied by the continuous consumption or liberation
of energy. The internal partitioning of available energy
is thus influenced by the physical states of water: Water
has a high specific heat of 4216 J kg�1 K�1 at 0�C due
to a strong intermolecular bonding force. Fifteen per-
cent of the hydrogen bonds break when water changes
from a solid to liquid state. The energy required to

effect this change is 0.334 MJ kg�1 and is called the
latent heat of fusion Lf. Nearly 7.5 times as much
energy is required at this temperature level to cause
water to further change from a liquid to a gaseous
state. The corresponding energy is called latent heat
of vaporization Lv and is temperature dependant
(2.5 MJ kg�1 at 0�C, 2.45 MJ kg�1 at 20�C, and
2.41 MJ kg�1 at 40�C). In the event that water changes
directly from a solid to a gaseous state (sublimation)
the required latent heat of sublimation Ls is the
algebraic sum of Lf and Lv. Freezing or condensation
liberates energy, the amount depending on the corre-
sponding phase shift. When the surface layer is below
the freezing point and the sky is clear, net radiation
can become negative under conditions of decreased
radiation availability (high latitudes). It becomes posi-
tive, however, when the sky window is obstructed by
clouds or surface emission is exceeded by incoming
radiation. When the surface melts, both, radiation
and convection act as energy sources, sometimes
accompanied by additional heat input from rainfall.
Surface temperatures change only little during this
process, because most energy is stored as latent heat
of fusion.

Water Scarcity

When water is scarce, as is the case in deserts, most of
the available energy (Rn) is consumed by surface heat-
ing, which can be sensed as a rise in surface tempera-
ture. Sensible heat (H ) dissipation from dry surfaces
lowers the density of air increasing its instability and
tendency to rise. The instable air parcels form plumes
(thermals) that progressively cool down as they mix
with the surrounding air and are finally capped off
by the inversion layer. Additional air is entrained from
the top of the capping inversion layer and dragged to
the ground by sinking motion of the cooling air
masses. The height of the inversion layer is dependant
on the amount of energy available for surface heating.
At night and during early morning, winds in deserts are
light, turbulence is low, air is stable or neutral, and the
inversion layer is close to the ground. Net radiation
(Rn) is partitioned into surface heat-flux (G) and heat
storage (S) under such conditions. However, low ther-
mal admittance of the barren dry soil diverts a major
portion of the available energy to sensible heat (H),
increasing air instability and turbulence. They promote
the build up of miniature whirlwinds known as dust
devils. The situation is reversed during afternoons,
where sinking radiation energy input stabilizes air
masses. High differences between day and night tem-
peratures are a consequence of lacking water, the
magnitude depending on the diurnal evolution of net
radiation (Rn). Sloping terrain and thermal surface

Fig. 1 Schematic illustration of the surface energy balance.
(Rn ¼ net radiation, LE ¼ latent heat flux, H ¼ sensible

heat flux, G ¼ ground heat flux, S ¼ heat storage,
A ¼ advection. All symbols are expressed in W m�2.)
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heterogeneities induce horizontal heat transport,
known as advection (A). It causes the buildup of wind
gusts and turbulence, which act as kinetic energy
sources in soil erosion. Advection also plays a signifi-
cant role in the energy balance of wet surface islands
in dry areas (Oasis effect). The evaporative demand of
the atmosphere is generally high under conditions of
elevated air temperature and limited water availability.

Vegetation Control of Water Availability

When vegetation cover controls water availability,
energy partitioning is affected by the physiological
state of the plants. The sites of regulation are stomata
(from Greek ‘‘mouth’’), tiny pores serving as pathways
between the plant interior and the atmosphere. Each
pore is surrounded by a pair of specialized cells (guard
cells), which control its aperture and respond to plant
internal and external signals. Light, vapor pressure
deficit, and water potential are the principal control-
ling signals. Carbon dioxide, hormones (abscisic acid
and cytokinins), and photosynthetic assimilation
capacity have so far been detected as additional regu-
lating factors. Signals and plant responses are acting
in an integrated manner and form the canopy resis-
tance against water loss. Development and growth
determine the evolution of plant stand architecture
and hence the spatial distribution of exchange surfaces.
The more the surfaces are vertically exposed against
airflow, the higher is their capacity to absorb momen-
tum. In neutral transport conditions, the logarithmic
portion of the wind-profile above a canopy extrapo-
lates downward to a height where wind speed becomes
zero. This level is called zero plane displacement and
is defined as the average height of mass and heat
exchange within a canopy volume. This height changes
in accordance with foliage density distribution, form
drag, and wind speed. The type of surface vegetation
cover thus influences the magnitude of heat and mass
exchange. When determining the energy balance of a
plant stand, two sources of water have to be con-
sidered, canopy and soil. If the vegetation cover is
sparse or is at an early development stage, significant
portions of the available energy (Rn) can reach the soil
level. In this case, the availability of water depends on
biological factors and the soil hydraulic properties
(water retention, hydraulic conductivity, and soil water
diffusivity). The partitioning of available energy (Rn)
into the heat terms of the energy balance is largely
determined by the water status of the soil–plant sys-
tem. Latent heat (LvE) from transpiration is the major
energy sink when soil water is abundantly available.
In case radiation reaches the canopy floor, latent
heat (LvE) from soil evaporation as well as soil heat
flux (G) are additional sinks of energy. Advection (A)

may become an additional source of energy in hot
climates. Energy storage due to photosynthesis (LpFp)
is very small in comparison with the other components
of the energy balance and is therefore often neglected.
Heat storage (S ) becomes important in massive can-
opies like forests. When water becomes limited, surface
regulation restricts latent heat loss (LvE) and sensible
heat (H) becomes the principal sink of energy causing
rises in surface temperature. Plants have flexible
capabilities to optimize production in response to such
conditions.

DETERMINATION OF THE SURFACE
ENERGY BALANCE

Model determinations of the surface energy balance
are commonly carried out with the combination equa-
tion, which emphasizes the mutual relation between
latent and sensible heat fluxes. Practical methods
assume equality, either between scalars and momen-
tum (aerodynamic method) or between the eddy diffu-
sivities for heat and vapor. The ratio of sensible to
latent heat is then proportional to the ratio of air
temperature over vapor concentration (Bowen ratio
b ¼ H/LvE). Instrumentation can be categorized in
accordance to their application. Surface parameters
are commonly measured with net-radiometers (Rn),
heat flow sensors (G), and lysimeters (LvE). Gradient
measurements above exchange surfaces involve deter-
minations of wind speed (anemometers), air tem-
perature (thermometers), air humidity (hygrometers,
psychrometers), and CO2 (infrared gas analyzers).
Sonic anemometers, quartz thermometers, Lyman-
alpha, and Krypton hygrometers are applied with the
eddy correlation method. Remote sensors can be used
to deduce turbulence parameters, heat and momentum
fluxes from backscattered or forward-propagated
signals (sodars, radars, and lidars).

CONCLUSION

The first law of thermodynamics states that the input
and output energies of any given system must balance.
Solar radiation is the sole energy input of the earth–
atmosphere system. Its partitioning into surface fluxes
of latent and sensible heat is determined by the physi-
cal properties and availability of surface water, the
‘‘evaporative demand’’ of the atmosphere, and the
nature of the surface. Evaporation is the connecting
link between the system’s energy and water balances.
The quantification of a system’s energy balance
requires a definition of its boundary conditions. They
consist of the spatial and temporal dimensions of
the system and its exchange surfaces, their physical
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transport properties, the energy states across the
system boundaries, and possible modes of energy
transfer.
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Evaporation from Lakes and Large Bodies of Water

John Borrelli
Department of Civil Engineering, Texas Tech University, Lubbock, Texas, U.S.A.

INTRODUCTION

The conversion of water from liquid state to vapor
state is called evaporation. Evaporation requires
energy—approximately 540 cal/cm3 of water
(�2.45 MJ/kg). Research has shown that the rate of
evaporation is primarily a function of temperature,
solar energy, wind velocity, vapor pressure deficit,
and advected energy. The energy for evaporation
comes predominately from solar radiation and wind.
Evaporation is a major component of the hydrologic
cycle, second only to precipitation. As such, precise
documentation of evaporation from lakes and other
water bodies is required for wise management of our
water resources.

Annual lake evaporation across the United States
has been estimated to range from 60 cm/yr to over
200 cm/yr.[1] The annual evaporation rates for several
typical lakes vary from 51 cm/yr for Hungary Horse
Reservoir (cool northern climate) to 223 cm/yr for
Lake Mead (desert southwest) (Table 1). Conse-
quently, there is a necessity to accurately measure
evaporation rates and provide numerical models for
estimating evaporation from numerous lakes and
reservoirs where direct measurement is too costly to
undertake.

TECHNIQUES FOR MEASURING
LAKE EVAPORATION

There are three widely accepted methods for measur-
ing the evaporation rates of lakes: a water budget, an
energy budget, and the eddy correlation method. The
water budget and the energy budget require a consider-
able amount of investment in personnel, instruments,
and time. As a result, these methods are applied spar-
ingly to calibrate numerical models.[2] With today’s
dependable computer technology, the eddy correlation
method has become widely used in recent years. Most
studies will employ two or all of the methods.

Water Budget

If all components of the water budget could be mea-
sured accurately, it is the only method that directly

measures evaporation. The water budget for a lake is
as follows:

Evap ¼ ½ðSWin � SWout þ GWin � GWout

þ Sb � SeÞ=Area þ PPT�=Time

where Evap [LT�1] is evaporation, SWin [L3] is surface
water inflow, SWout [L3] is surface water outflow, GWin

[L3] is groundwater inflow, GWout [L3] is groundwater
outflow, Sb [L3] is lake storage at the beginning of
the time period, Se [L3] is the lake storage at the end
of the time period, Area [L2] is the surface area of
the lake, PPT [L] is precipitation, and Time [T] is
the time period over which the measurements are
made.[3] Evaporation is the residual of several mea-
sured terms and contains the errors included in the
measurement of all those terms. Precipitation, for
example, can have a bias error of up to 20% due to
wind currents around the orifice of a rain gauge.[4]

To use the water budget to measure evaporation, the
inflow and outflow from the lake must be relatively
small compared to the storage; otherwise, the errors
in measurement will dominate the determination of
evaporation. Overall, the error of measurement is
� 5–10%.

Energy Budget

The energy budget uses the conservation of energy
principle to determine net transfer of energy into and
out of a lake. Like the water budget, the evaporation
rate is computed as the residual of all other terms; thus,
it will contain residual measurement errors. Sturrock,
Winter, and Rosenberry[5] used the following energy
budget equation in the study of Williams Lake:

Qx ¼ Qs � Qr þ Qa � Qar � Qbs þ Qv

� Qe � Qh � Qw þ Qb

where Qx is the change in energy content of the body
of water, Qs is incoming short-wave radiation, Qr is
reflected short-wave radiation, Qa is incoming long-
wave radiation, Qar is reflected long-wave radiation,
Qbs is long-wave radiation emitted from the body of
water, Qv is net energy advected to the body of
water, Qe is energy used for evaporation, Qh is energy
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iñ
o–

Ev
ap

or
at

io
n

conducted from the water as sensible heat, Qw is energy
advected from the body of water by the evaporated
water, and Qb is heat transfer to the water from the
bottom sediments. All terms are expressed in W/m2.

Eddy Correlation

At the surface of the water, the water vapor in the air is
nearly saturated. As air moves across the surface, small
eddies transport the water vapor vertically at a net air
movement of zero in the vertical direction. With cur-
rent instrumentation, it is now possible to measure
the vertical flux of water vapor or evaporation above
the surface of a lake. The eddy correlation method
directly measures the evaporative flux as presented by
Shuttleworth[6] in the following formula:

E ¼ 86:4raw
0q0

where E is the evaporation rate (mm/day), ra is the air
density (g/m3), w0 is the vertical wind velocity (m/sec1),
and q0 is the specific humidity (g of water/g of air). The
overbar denotes a mean value over a specific interval
and the prime denotes an instantaneous deviation from
the mean. Kizer and Elliot[7] provide a complete pro-
cedure to measure and calculate all terms needed to
use the eddy correlation method. The accuracy for the
eddy correlation measurements is 5–10%.[6] This com-
pares favorably with the energy and water budget
methods, which have the same range of accuracy.
Measurements are taken at a point but are used to
represent a large area of a lake. This causes some error
because there are different microclimates over a large lake.

ESTIMATION OF EVAPORATION

Evaporation cannot be measured at all lakes and
reservoirs by using the methods described above. Thus,

researchers have developed several equations that use
climatological data for estimating evaporation. The
most widely used equation is the modified Penman
equation that was originally developed for evaporation
as well as to estimate evapotranspiration from veg-
etation.[8] The modified Penman equation requires data
on wind, net solar radiation, humidity, and tempera-
ture. There are many equations called modified
Penman. The following is a good example of a modi-
fied Penman equation:[6]

Ep ¼
D

D þ g
ðRn þ AhÞ

þ g
D þ g

6:43ð1 þ 0:536U2ÞD
l

where Ep is estimated potential evaporation (mm/d),
Rn is net radiation exchange for the free water surface
(mm/d), Ah is significant energy advected to the water
body (mm/d), U2 is wind speed at 2 m (m/sec), D is
vapor pressure deficit (kPa), l is latent heat of vapori-
zation (MJ/kg), D the gradient of the saturation
vapor–temperature curve (kPa/�C), and g is the
psychrometric constant (kPa/�C). Please refer to
Shuttleworth[6] for details on the calculation of differ-
ent variables.

Investigators have found that the modified Penman
equation (not necessarily the same modifications as
above) has estimated evaporation within the accuracy
of measured evaporation rates.[9–11] The modified
Penman equation does not take into account the heat
stored in a lake, which can be significant. The Penman
equation will overpredict evaporation during warmer
months and underpredict evaporation during the
colder months.[11] On an annual basis, the modified
Penman has proven reliable over a wide range of
locations and climatic conditions.

Pan evaporation rates have been widely used to esti-
mate lake evaporation. Kohler, Nordenson, and Fox[12]

Table 1 Annual evaporation from lakes

Lake Annual evaporation (cm) Longitude Latitude Area (ha) Average depth (m)

Pyramid Lake[2] 128 119�400 40�000 46,640 61

Salton Sea[2] 179 116�100 33�050 88,100 8

Lake Ontario[2] 73 77�000 44�000 1,940,000 86

Hyco Lake[2] 94 79�050 36�150 1,760 6

Hungary Horse Reservoir[2] 51 113�550 46�000 9,700 15

Lake Kerr[2] 118 81�500 29�200 1,040 5

Lake Mead[2] 223 114�300 36�050 51,400 54

Lake Okeechobee[9] 147 80�550 27�000 182,130 3

Amistad Reservoir[2] 203 101�200 29�200 27,900 16

Great Salt Lake[2] 101 112�300 41�000 388,900 10
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reported on an extensive study at Lake Hefner in
Oklahoma comparing lake evaporation and pan evap-
oration. They reported that the annual ratio for a U.S.
Weather Bureau Class A pan evaporation to lake evap-
oration was 0.7. This proportional constant is called
the pan coefficient. The USGS[13] reported that
monthly pan coefficients varied from 0.13 in February
to 1.32 in November. Annual pan coefficients have
been reported as low as 0.51 at Lake Mead[14] to 0.75
at Lake Okeechobee.[9] Evaporation pans provide
reliable results if several stations are used. However,
pan evaporation records are often erratic and often
trend downward with time because of environmental
changes of surroundings and poor maintenance of
the pan.

There are many other equations that have been
developed to estimate evaporation. They include mass-
transfer equations,[5] radiation equation,[9] temperature
equations,[10] etc. The applicability of these equations
is generally limited to their use in environments similar
to those in which the equations were calibrated.
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Evaporation from Soils
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INTRODUCTION

Evaporation is defined as the water-vapor flux from a
surface towards the atmosphere. Evaporation from soil
is an important component in soil water and energy
balances. The rate of the soil evaporation flux varies
commonly from 0 kg/m2 day to 15 kg/m2 day (also
expressed as the equivalent depth of a water layer
covering the surface from 0 mm/day to 15 mm/day).

Soil evaporation presents a strong variability
depending on the climate conditions, the surface, and
soil hydraulic properties. Fig. 1 represents evaporation
sequences of two different soils under the same climate.
The cases wet and dry differ by the strategy to main-
tain or not the soil water. When the soil is well watered,
variations of the evaporation follow roughly those of
the climatic demand characterized by reference evapo-
transpiration corresponding to a well-watered short
grass surface. The differences between two wet soils
or between the wet soils and the reference evapotran-
spiration are caused by surface properties. As soil dries
evaporation decreases at rates depending on soil
hydraulic characteristics.

Fig. 1 also shows the three evaporation phases.
During phase I, the surface is wet enough to maintain
an evaporation similar to that of a permanently
watered soil (in Fig. 1 see the first day for the silty clay
loam and the four first days for the loam). Phase II
corresponds to the period of decreasing evaporation
which does not depend on the climatic demand. Phase
III occurs at the end of an evaporation period and is
characterized by low and almost constant evaporation
(in Fig. 1 see the silty clay loam after day 15).

WHY WATER EVAPORATES FROM SOILS

Evaporation occurs when the vapor concentration in
equilibrium with the soil surface (Cs, kg m�3) is higher
than that of the air (Ca) above the soil (see A in Fig. 2).
The vapor-flux intensity that results from this differ-
ence depends on the vapor-transport processes in the
lower part of the atmosphere. The transport mecha-
nisms are vapor diffusion and turbulence generated by
the airflow over a rough surface (here the soil) and/or
the air temperature differences between the soil and

the air. In most cases turbulence is the dominant
transport mechanism. Thus, when the soil surface is
wet, evaporation increases with the wind velocity, the
temperature difference between the soil surface and
the air, and the surface roughness. At the surface, when
vapor moves towards the atmosphere, water vaporiza-
tion occurred to maintain a water-vapor concentration
that respect the thermodynamic equilibrium of the
water between the liquid and vapor phases. As soil
looses water vapor, its surface cools to supply the heat
required for the liquid to vapor phase change.

HOW SOIL CONTROLS EVAPORATION

Soil controls the vapor concentration (Cs) at the sur-
face level (see B in Fig. 2).

The water thermodynamic equilibrium at a liquid–
vapor interface is described by the Gibbs relationship
that relates the water chemical potential to the tem-
perature and Cs. From this relationship one can
demonstrate that:

c ¼ ðRT=MÞ � rw � LogðCs=CsatðTÞÞ ð1Þ

where c is the soil-water surface potential (Pa), T the
surface temperature (K), R the ideal gas constant, M
(kg) the water molar mass, rw (kg m�3) the volumetric
mass of liquid water, and Csat the saturated vapor con-
centration which depends on the temperature. The soil
potential c is linked to the soil moisture by a soil
dependant relationship (commonly named retention
curve). In wet condition (c > �1 MPa), Cs/Csat(T) >
0.99 and thus Cs is controlled by the surface tempera-
ture (Cs ffi Csat(T)). For dry soils (c < �1 MPa) Cs

is controlled by both surface moisture and
temperature.

Soil controls the water supply of the evaporative
surface (see C in Fig. 2).

As a consequence of the water vaporization, the soil
surface dries. So, the water-potential gradient increases
near the surface and an upward water flux tends to
homogenize the water potential between the surface
and the upper soil layers. Such an upward water
flux partly balances the water loss and thus contributes
to maintain a wetness at the soil surface. The flux
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intensity depends on soil characteristics such as the
retention curve and the hydraulic conductivity. When
hydraulic conductivity is high (i.e., a wet and/or con-
ductive soil) the upward flux is sufficient to maintain
wet conditions (i.e., c > �1 MPa) at the surface. This
situation corresponds typically to the evaporation
phase I. When the soil conductivity is low, the upward
flux does not balance the water loss and then surface

layers dries. Such a drying explains the evaporation
decrease observed during the evaporation phase II.

Vaporization occurs within soil (see E in Fig. 2).
There are soil/air interfaces within the soil when it is

not saturated with liquid water. Vapor-concentration
gradients can produce vapor fluxes by diffusion and
convection. It is then possible that the soil volume con-
tributes to the evaporation. In very dry condition cor-
responding to phase III, evaporation from the soil
volume is the dominant contribution.[1] The soil heat-
ing by external sources and the soil vapor diffusive
characteristics are the main factors affecting the vapor
flux whereas atmospheric convection has little influ-
ence.[1] The soil thickness that contributes to evapora-
tion is variable. It can reach several meters in case of
desert areas where the water table is the main source
of evaporation.[2]

ENERGY PROCESSES DURING
EVAPORATION

As the soil provides the energy required for convert-
ing liquid water into vapor, evaporation lowers soil
temperature. As a consequence, Cs decreases since
Csat(T) monotonously increases with temperature. With-
out an external source of energy, Cs decreases until
equilibrating with Ca, at which point evaporation
stops. Therefore, the energy supply is a key factor for
the evaporation (see D in Fig. 2). The energy fluxes
at the soil surface are linked by the surface energy

Fig. 1 Daily evaporation sequences for two different soils. For the dry condition no water supply was provided during the
sequence whereas the wet conditions correspond to an irrigated surface where the wetness was maintained at saturation.

Fig. 2 Main physical processes involved in soil evaporation.
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iñ
o–

Ev
ap

or
at

io
n

conservation law:

Rn þ H þ LE þ G ¼ 0 ð2Þ

where Rn (W m�2) is the net radiation, H (W m�2) the
sensible heat flux, E (kg m�2 sec�1) the evaporation
flux, L (J kg�1) the water vaporization latent heat,
and G (W m�2) the soil energy flux including both con-
ductive and latent heat fluxes. The net radiation term
is quantitatively the most important term. It can be
written by the following equation:

Rn ¼ ð1 � aÞRs þ eRa � esT4
s ð3Þ

where Rs is the incoming solar radiation (W m�2), Ra

the atmospheric radiation (W m�2), e the soil emis-
sivity, a the surface albedo, and Ts the surface tempera-
ture. The two last terms of the Eq. (3) right side
generally balances each other and thus, solar radiation
is the main source of energy. Soil albedo, a, defined
as the fraction of reflected solar radiation has a deter-
minant effect on the surface energy balance. It varies
from 0.1 to 0.4 according to the soil (soil chemical
composition and roughness) and decreases when soil
moisture increases.[3]

MEASUREMENTS OF SOIL EVAPORATION

Evaporation can be measured either by a soil-water
balance or by micrometeorological observations. The
soil-water balance approach consists in monitoring
the water storage from the surface to a given depth
and the water flux at that depth. This can be implemen-
ted by in situ soil moisture measurements or by using
weighing lysimeters.[4] These methods are appropriate
to assess the evaporation at a local scale.

With the micrometeorological approach the evapo-
ration turbulent flux above the surface is inferred
directly or as a residual term of the surface energy bal-
ance equation [Eq. (1) by measuring the three other
terms].[5] Measurements of turbulent fluxes (H, LE)
have to be achieved over homogeneous plots and at a
distance of about 50 m to 100 m from the plot bound-
ary. Micrometeorological methods are then suitable to
assess the fluxes at a field scale with a time resolution
of approximately 10 min to 30 min.

SOIL EVAPORATION MODELING

Evaporation can be physically represented in mecha-
nistic models that couple the soil heat and water flows
with atmospheric fluxes.[2] Simpler approaches are
available. Evaporation during phase I (also called
potential evaporation PE) can be assessed using the

Penman Equation:[6]

LPE ¼ g
g þ D

fðUÞðCsatðTaÞ � CaÞ

þ D
g þ D

ðRn þ GÞ ð4Þ

where g is psychrometric constant (ffi 67 Pa K�1), D is
the slope of the ‘‘saturation vapor pressure–air tem-
perature (Ta)’’ relation and f is the turbulent vapor
exchange coefficient which depends on the wind vel-
ocity (U). At a daily time step empirical relationships
are given for the f(U) and (Rn þ G) terms[7] allowing
an estimation of L PE from standard climatic measure-
ments (Ta, U, Ca, and incoming radiation).

For evaporation phase II and III numerous models
are available. However, all of these models link the
actual evaporation to the PE with a parameterization
that involves the soil surface moisture. This quantity
is either explicitly introduced in the evaporation mod-
els [Eq. (1)] or estimated by a cumulative time or PE[8,9]

from the beginning of the phase II period.

HOW CAN WE ACT ON SOIL EVAPORATION?

By modifying the soil properties and surface proper-
ties, it is possible to act on the rate of evaporation.
Covering the soil surface with a plastic film or crop
residues (mulch) suppresses or limits the vapor flux
from the surface to atmosphere. This is a very efficient
way to limit soil-water loss by evaporation. Soil tillage
practices modify the surface roughness, the albedo,
and the hydraulic conductivity. These modifications
act on evaporation in different ways but it is difficult
to foresee the resulting impact. Tillage is often used
to break the porosity continuity. The unsaturated
conductivity is then reduced accelerating drying of the
soil surface layers that act like a mulch reducing
further evaporation.
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Evapotranspiration: Canopy Architecture and
Climate Effects

Delphis F. Levia
Department of Geography and Center for Climatic Research, University of Delaware,
Newark, Delaware, U.S.A.

INTRODUCTION

Evapotranspirational losses from plant canopies are
significant, accounting for >50% of the incident gross
precipitation (Pg) for some forests.[1] A wide range of
biotic and abiotic factors regulate evapotranspiration.
Biotic factors include species composition and plant
physiological properties, plant nutritional status, and
canopy architecture, whereas abiotic factors include
seasonality, exposure to pollution, precipitation inputs,
and soil water-holding capacity. Evapotranspirational
losses are highly variable over space and through time.
This article explores two of the primary factors affect-
ing evapotranspiration: plant canopy architecture and
climate–vegetation dynamics.

Temporal and spatial heterogeneity of evapotrans-
pirational losses are partly attributable to plant canopy
architecture and climate. The effect of plant canopy
architecture on temporal variation of evapotranspira-
tion differs among and within plant species. Inherent
differences in crown form and architecture between
coniferous and deciduous tree species, such as the
presence or absence of foliage during winter, have a
distinct impact on both interception and transpiration.
Intraspecific variation in evapotranspiration may be
explained by factors such as differences in plant
age and life history. Climatic factors that affect
evapotranspirational losses over varying time scales
include the intensity of solar radiation receipt and
precipitation amount.

Plant canopy architecture and climate also vary at
the scale of a whole plant or leaf, differentially affect-
ing evapotranspiration. On the scale of whole plants,
for example, tree health and the degree of herbivory
will impact plant canopy form and architecture, which,
in turn, will impact water consumption by the plant.
Differences in leaf shape with depth into the canopy,
for any given tree, will also impact plant water use
by altering boundary layer conditions and stomatal
conductance. Thus, the configuration (i.e., three-
dimensional geometry) of the plant canopy has a
distinct and distinguishable effect on plant water con-
sumption. Climatic factors, such as exposure to wind

between trees of the forest interior and edge, also
change from tree to tree and impact evapotranspira-
tion. Shading and differences in light availability
throughout the vertical profile of an individual plant
influences evapotranspiration as well. Hence, water
consumption by plants is impacted by both plant can-
opy architectural and climatic factors.

The first section of this article will describe the
magnitude of evapotranspirational losses from wooded
ecosystems and explain its effect on water yield to give
readers a sense of its importance within the hydrologic
cycle. Focusing on the interplay between plant canopy
architecture, climate, and evapotranspiration, the
remainder of this article will feature specific sections
devoted to a description of canopy structure and its
key components, the effect of canopy architecture on
interception of precipitation, the interaction between
canopy architecture and transpiration, and the effect
of climate–vegetation dynamics on evapotranspiration.
Each section, with the exception of the first, will exam-
ine the effects of canopy architecture or climate on
evapotranspiration at the whole plant and leaf scales.
Together, these sections will give insight into the influ-
ence of plant canopy architecture and climate on
evapotranspirational losses.

VEGETATION AND WATER CONSUMPTION

Water balance calculations in forests and plantations
have demonstrated that evapotranspirational losses
are considerable, measuring approximately 400 mm/yr
for deciduous forests (67% of incident Pg) and
nearly 1500 mm/yr for tropical rainforests (35% of
Pg).[2] In semiarid ecosystems, evapotranspiration has
been found to reach 190 mm/yr, constituting 95% of
Pg.[2] Evapotranspiration in deserts can exceed 100%
of Pg where plants have access to groundwater
resources.[2] Evapotranspiration varies seasonally,
partly as a function of meteorological conditions,
and is usually temporally mismatched with precipi-
tation inputs (Fig. 1A), causing seasonal water deficits
in which actual evapotranspiration is less than
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potential evapotranspiration. Fig. 1B depicts the over-
all decline in canopy transpiration from a laurel
[Laurus azorica (Seub.) Franco] forest during the win-
ter months in the Canary Islands and underscores the
importance of changes in air temperature, air humidity
deficit and stomatal resistance, day length and light
availability, and net radiation receipt on transpiration
losses.

Streamflow and water yield from catchments are
affected by evapotranspirational losses.[3] Fifteen years
following the conversion of a hardwood forest to east-
ern white pine (Pinus strobus L.), annual streamflow
was found to decrease by 20% (20 cm) in western
North Carolina.[4] The decrease in annual streamflow
was attributed to larger interception and transpiration
losses because of: 1) the larger total foliar surface area
of pine compared to hardwoods and 2) the evergreen
condition of pine.[4] Based on a review of 94 catchment
experiments, Bosch and Hewlett[5] found that decreases
in vegetative cover resulted in increased annual stream-
flow, with average increases being 40 mm in water yield
per 10% reduction in vegetative cover for pine and
eucalypt forests. The corresponding increase in water
yield for deciduous forests with a 10% reduction in
vegetative cover was approximately 25 mm.[5] In a
real-world study of water yield–vegetation cover

relationships, employing rigorous statistical models in
10 contiguous river basins (as opposed to an experi-
mental catchment) of the Southern Piedmont region
of the U.S.A., relatively minor increases in forest cover
(10–28% of total area) were found to significantly
decrease water yield.[6]

CANOPY STRUCTURE

Parker[7] defined canopy structure as ‘‘the organization
in space and time, including the position, extent, quan-
tity, type, and connectivity, of aboveground compo-
nents of vegetation.’’ Some common metrics of
canopy structure that relate to plant water use are
plant area index (PAI, m2/m2), leaf area index (LAI,
m2/m2), woody area index (WAI, m2/m2), and leaf
area density (LAD, m2/m3). The sum of LAI and
WAI is equal to PAI. Leaf area and woody area indices
are expressed as the amount of leaf or woody surface
area per unit ground area. LAI and LAD are foliar
metrics and include foliage in leaf and needle form.
LAI generally ranges from 4 to 6 m2/m2 for a broad-
leaved deciduous forest and from 15 to 20 m2/m2 for
an evergreen coniferous forest (Table 1). LAI of agri-
cultural crops ranges between 4 and 12 m2/m2.[2]

Fig. 1 Water–vegetation dynamics in a laurel forest
in Tenerife (Canary Islands). (A) Total monthly pre-

cipitation (Pr, dark gray bars) and potential evapo-
transpiration (ET, light gray bars). (B) Daily water
consumption totals (mm/day) by a L. azorica stand

based on a continuous record of trunk sap flow.
Source: From Ref.[2], translated from Ökophysiologie
der Pflanzen, 6. Auflage. Published in 2001 by Verlag

Eugen Ulmer, Stuttgart, Germany. Reproduced with
permission.
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LAD also tends to be larger for evergreen forests than
for deciduous forests (Table 1). Fewer researchers have
quantified WAI. Stand level WAI values for cypress
(Taxodium ascendens Brongn.) wetlands and slash
pine (Pinus elliotti Engelm.) uplands in north central
Florida were around 1.0 m2/m2,[8] whereas WAI of
selectively sampled tropical rainforest trees was found
to range from 2 to 10 m2/m2.[9]

Plant canopy architecture can change dramatically
over time and through space. Leaf drop in deciduous
forests greatly alters canopy structure, catalyzing a
number of changes that impact water use and con-
sumption. Evaporation of intercepted precipitation,
for instance, is reduced during the leafless period,
which increases net precipitation inputs to the forest
soil. Coniferous canopies also experience seasonal nee-
dle fall. The reduction in needle area and decreased air
temperatures, coinciding with the onset of autumn,
lead to a reduction in transpiration and initiation of
soil moisture recharge.

The distribution of canopy leaf area as a function of
tree height and age in a yellow poplar (Liriodendron
tulipifera L.) stand of the mid-Atlantic U.S.A. is
considerable (Fig. 2). Total leaf area reaches a steady

state after approximately 15 years in a yellow poplar
forest, but the vertical and horizontal distribution
of leaf area continues to change as the forest prog-
resses through succession and achieves crown closure
(Fig. 2).[7] Hence, plant canopy water use will
change throughout the vertical profile of the canopy,
because leaf morphology and anatomy change with
height and as the forest ages.[10]

CANOPY ARCHITECTURE AND PRECIPITATION
INTERCEPTION

Incident Pg is partitioned into throughfall and stem-
flow upon impact with a plant canopy. Free through-
fall is transmitted through the canopy without
contact with any aboveground vegetative surface,
whereas release throughfall is intercepted by the plant
canopy and subsequently drips to the forest floor.[11]

Stemflow is the water that drains on the surface of
inclined branches converging on the tree trunk along
channelized flow paths. The difference between Pg

and net precipitation is interception. Intercepted pre-
cipitation evaporated from plant canopies is unavail-
able for plant use.

Canopy structure and architecture have been docu-
mented to affect the partitioning of Pg into throughfall
and stemflow.[12] The partitioning of Pg is important
because it dictates the amount of water intercepted
and subject to evaporative loss. Interception storage
capacity (Is) is the amount of water stored on vegeta-
tive surfaces per unit area. Is varies between foliar
and woody surfaces as well as the three-dimensional
presentation of those surfaces and is a key factor
governing throughfall and stemflow yields. Bark has

Fig. 2 Vertical canopy structures in different-aged stands of yellow poplar in the mid-Atlantic region, U.S.A. Source: Reprinted
from Ref.[7], with permission from Elsevier.

Table 1 LAI and mean LAD for selected forest types

LAI (m2/m2) LAD (m2/m3)

Deciduous broadleaf 4–6 0.1–0.3

Evergreen broadleaf 7–12 0.2–0.5

Deciduous conifer 5–7 0.1–0.4

Pinus 7–12 0.2–0.5

Evergreen conifer 15–20 0.3–0.7

Source: Adapted from Ref.[7].
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a larger interception storage capacity than foliar sur-
faces,[8] reaching approximately 450 L for a northern
red oak (Quercus rubra L.) with a trunk diameter of
40 cm.[13] Foliar interception storage capacities
reported for tropical rainforest tree species ranged
from 38 to 183 L under calm conditions, equating to
112–161 ml/m2 leaf area and decreasing drastically
under windy conditions.[9]

Another factor affecting the volume of throughfall
and stemflow generated is branch inclination angle.[14]

Level branches are more conducive to the generation
of throughfall than stemflow, whereas more steeply
inclined branches have a greater probability of produc-
ing stemflow. There is, however, a tradeoff between
orthogonally projected area capable of intercepting
precipitation and branch inclination angle. Orthogo-
nally projected branch area (Pa) varies as a function of
branch inclination angle (a) according to the following
equation:

Pa ¼ ½cosðaÞ�A

where A is the projected branch area at 0� above the
horizontal.[14] Upon impact with the bark surface, a
raindrop drains to the underside of the branch and
becomes entrained as throughfall or stemflow.[14] Once
the underside of a branch is wet, it becomes quite effec-
tive at retaining the water and generating stemflow.[14]

Other tree characteristics that have been noted to influ-
ence stemflow production are crown size, leaf shape
and orientation, bark thickness and morphology, and
flow obstructions.[15] Larger diameter trees tend to gen-
erate larger stemflow yields than the smaller diameter
trees.[15] Whereas, vertically oriented leaves tend to
promote throughfall generation, and concave leaves,
with their tips above the leafstalk, tend to favor drain-
age to the branch and stemflow.[15] Detaching bark on

tree trunks of some species generally causes stemflow
to become throughfall unless the throughfall is inter-
cepted by a lower branch.[15]

Water storage varies as a function of canopy height,
corresponding with changes to the vertical distribution
of aboveground vegetative surfaces[16] and impacting
throughfall and stemflow generation. Along an alti-
tudinal transect of black spruce [Picea mariana (Mill.)
B.S.P.], forests that stand with higher LAI and foliar
biomasses tended to have lower throughfall volumes
than that stand with lower LAI values.[17] Forest can-
opy architecture also can effect precipitation intercep-
tion and partitioning of wind-driven rainfall. Trees
overshadowed by taller neighbors can be sheltered
from wind-driven rain and generate much less stem-
flow and throughfall than more prominent trees inter-
cepting the majority of the wind-driven rainfall.[18]

CANOPY ARCHITECTURE
AND TRANSPIRATION

Transpiration is affected by many factors (biotic and
abiotic), including LAI and tree vigor as well as soil
moisture levels and meteorological conditions. Vari-
ation in evapotranspirational loss with forest age for
cypress and cedar forests in Japan has been attributed
to changes in transpiration corresponding to fluctua-
tions in LAI.[19] For blue oak (Quercus douglasii
Hook. & Arn.) woodlands in California, stomatal con-
ductance and water use differed considerably between
adult trees and saplings and seedlings, with seedlings
exhibiting lower water use efficiencies than either adult
trees or saplings.[20] Broadly defined as the amount of
carbon gain per unit water lost, water use efficiency
(WUE) can serve as an indicator of plant water con-
sumption. It is important to note, however, that the

Fig. 3 Vertical variation of canopy leaf area and
transpiration expressed as percentages of total leaf

area and total transpiration, respectively, for five
layers within the canopy of a virgin forest located
in the Reserva Florestal Ducke, Manaus, Brazil.

Source: From Ref.[22], copyright 2000, # John Wiley
& Sons Limited, reproduced with permission.
Roberts, J.; Cabral, O.M.R.; McWilliam, A.-L.C.;

Da Costa, Sá TD DeA. An overview of the leaf area
index and physiological measurements during
ABRACOS. In Amazonian Deforestation and
Climate; Gash, J.H.C., Nobre, C.A., Roberts, J.M.,

Victoria, R.L., Eds.; Wiley: Chichester, U.K., 1996;
287–306, copyright 1996, # John Wiley & Sons
Limited, reproduced with permission. Reproduced

by permission of CEH-Wallingford.
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definition of WUE is usually contextual and that the
time scale over which the efficiency is measured and
the precise measure of carbon gain (e.g., biomass
accumulation, economic yield) be specified.[21]

As demonstrated earlier, LAI varies within the ver-
tical profile of a plant canopy. The change in LAI
within a plant canopy alters wind speed, light and radi-
ation inputs, air temperature, and humidity. Not sur-
prisingly, then, transpiration varies as a function of
height within a forest canopy but is not proportional
to the amount of leaf area (Fig. 3). Transpiration is dis-
proportionately higher in the upper portion of the can-
opy with lesser amounts of leaf area than increasingly
shaded lower parts of the forest canopy (Fig. 3). This
pattern is partly the result of lower light levels in the
lower part of the canopy, which inhibit stomatal
conductance as well as reductions in wind speed, radi-
ation, and air temperature, which decrease transpi-
ration. The change in leaf morphology and anatomy
with height of the canopy is less important for trans-
piration loss in forests with canopy closure, because
the cooler leaf temperatures of the more deeply lobed
leaves near the canopy top tend to be counterbalanced
by the lower boundary layer resistance. Research from
France has found that transpiration does not rise with
increases in LAI with the emergence of the second and
third flushes of leaves in sessile oak [Quercus petraea
(Mattuschka) Liebl.] because new leaves have low
stomatal conductance and appear when potential
evapotranspiration rates are high (i.e., when stomatal
closure is likely).[23] Domingo, van Gardingen, and
Brenner[24] discuss the interactions between the plant
canopy and boundary layer conductance for two semi-
arid native species in southeastern Spain, concluding
that canopy structure does affect water use.

The internal architecture of canopy trees, specifi-
cally, sapwood thickness, also impacts transpiration.[25]

Ewers et al.[25] found that sapwood thickness was inde-
pendent of tree diameter for two wetland species, white
cedar (Thuja occidentalis L.) and speckled alder
[Alnus regosa (Du Roi) K. Spreng.], but not for other
species growing beyond wetlands, such as red pine
(Pinus resinosa Ait.) and quaking aspen (Populus tre-
muloides Michx.). Stand transpiration was found to
be determined by the sapwood area per unit ground
area, indicating that the internal structure of the tree
impacts water use.[25]

CLIMATE–VEGETATION DYNAMICS
AND EVAPOTRANSPIRATION

Bonan[26] argued that ‘‘ecological climatology is
an interdisciplinary framework to understand the
functioning of terrestrial landscapes in the climate

system.’’ Ecological climatology provides a useful con-
text to examine climate–vegetation interrelationships
that regulate evapotranspiration. Most have observed
dramatic differences in vegetation as a result of cli-
matic setting. In fact, plant species adapt to different
climatic settings to control evapotranspirational losses.
Sclerophyllous vegetation, adapted to regions with hot
dry seasons, tend to have small leaves and thick, waxy
cuticles that limit evapotranspirational losses. These
plants also are able to bear much lower soil water
potentials than temperate tree species. Eucalypts, for
example, have been found to be able to tolerate water
potentials as low as of �10 MPa (�100 bars), whereas
water potentials of �5 MPa (�50 bars) are lethal for
many temperate tree species.[27] Climate–vegetation
interactions are also critical in areas with high fog
incidence and those under irrigation.

In areas where fog is prevalent, such as coastal
regions and montane cloud forests, the immersion of
trees in fog results in fog drip and a net increase of
precipitation to the forest floor (i.e., precipitation aug-
mentation).[28] Fog interception inputs represent a con-
siderable proportion of the annual precipitation inputs
in coastal northern California where redwood trees
(Sequoia sempervirens Lamb. ex D. Don) Endl. receive
an average of 34% of their total input from fog drip.[29]

In tropical montane cloud forests of Panama, fog inter-
ception inputs were found to range between 2%
(142 mm) and 60% (2295 mm) of total water inputs,
varying as a function altitude and extent of crown
exposure to prevailing winds.[30] Thinning of a Canary
Island pine (Pinus canariensis Chr. Sm. ex DC.) plan-
tation has been demonstrated to reduce throughfall
inputs by reducing the amount of aboveground surface
area available to intercept fog and route subsequent
drip to the forest floor as throughfall.[31] Basal area,
surface roughness, and LAI demonstrated a positive
relationship with throughfall volume yields in the
Canary Island pine plantations.[31]

Climate–vegetation dynamics in drylands also have
a profound effect on evapotranspirational losses as
native vegetation is replaced by irrigated crops.
Although irrigation of crops in drylands has undoubt-
edly boosted agricultural production and provided
food and materials necessary to sustain a growing
world population, the cultivation of non-indigenous
crops in drylands exacts a significant toll on the
environment. The Aral Sea catastrophe is a prime
example illustrating the extent to which poor manage-
ment decisions in marginal climatic settings result in
severe land degradation. Diversion of water from the
Amudarya and Syrdarya Rivers for irrigated cotton
production in the drylands of the former USSR has
starved the Aral Sea of its water supply, decimating
the fisheries industry and local economy.[26] Moreover,
increased evapotranspiration from the irrigated cotton
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plants (vis-à-vis the non-irrigated sparse natural veg-
etal cover) has accelerated soil salinization in the Aral
Sea region.[26] To mitigate future problems associated
with dryland agriculture and irrigation, the role of
climate–vegetation interactions and its effects on the
lithosphere, hydrosphere, atmosphere, and biosphere
should be considered.

CONCLUSIONS

Spatial and temporal changes in plant canopy architec-
ture and climate engender concomitant modifications
in evapotranspirational losses. The form and architec-
ture of forest trees and agricultural crops impacts the
process of precipitation interception which dictates
how much water evaporates from aboveground veg-
etative surfaces and the amount that eventually infil-
trates into the soil. Stomatal conductance and
transpiration are affected, in part, by plant canopy
architecture and climate, governing the amount of
water vapor returned to the atmosphere. While water
use efficiencies undoubtedly differ among and within
plant species and are a function of many interacting
factors, including climate–vegetation interrelation-
ships, it should be acknowledged that plant canopy
architecture and climate are key because of their
detectable and notable effects on evapotranspirational
losses that impact infiltration, percolation, runoff, and
streamflow in wooded ecosystems.
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Evapotranspiration: Formulas

Robert D. Burman
Department of Agricultural Engineering, University of Wyoming,
Laramie, Wyoming, U.S.A.

INTRODUCTION

An agricultural scientist or hydrologist often needs to
be able to calculate numerical values of evapotran-
spiration, ET, in equivalent depth per time units. ET
is commonly defined as the transfer of water vapor
to the atmosphere through evaporation from the
earth’s surface and transpiration from plants. This
article is intended to be useful to both the engineering
disciplines and the general area described by the words
agricultural sciences.

The measurement of ET is both complex and
expensive. First there is the requirement that much
climatic data must be collected so that measurements
can be associated with climatic data useful in predict-
ing ET. Then usually measurements are taken using
sensitive lysimeters. It is very possible to use simpler
approaches such as non-weighing lysimeters or neu-
tron meters but these require careful management.
Study sites must have proper fetch. Water table
conditions are technically difficult to properly include.
The necessary calculations can usually be made using
spreadsheets though often computations require com-
puter programming using advanced programming
languages. Originally measurements of ET were made
on simple monocultures involving commercial crops.
The need for ET measurements on more complex
plant communities such as native vegetation or green-
house plants has added complexity to ET measure-
ments. To summarize the ET measurements are
expensive, difficult, and proper data analysis is difficult.

The calculation of ET involves the process of evap-
oration and is obviously related to climatic variables
such as solar radiation, humidity, wind movement,
and temperature. ET also involves plants, which have
growth cycles and may involve a single plant in the
case of monocultures such as a commercial crop such
as corn or maize but may also involve many kinds of
plants in the case of pastures.

BACKGROUND INFORMATION

Many formulas have been developed that can be
used to compute ET using climatic data. The formulas
range from computation using supple correlations
usually for monthly calculations to much more

complex formulas for calculating ET for daily time
periods or even shorter periods as short as hourly
calculations. Climatic data come from existing data
in databases or climatic data can be collected using
automated electronic systems that are very flexible
and may be programmed to collect very specific data.
The automated systems can be programmed to do a
considerable amount of summaries and data proces-
sing. Often the climatic data needs to be extrapolated
a considerable distance. When using historic climatic
data it must be analyzed for equipment operation,
placement, and other things involving data suitability.

The determination of ET is a very complex process.
Early methods of estimating ET involved empirical but
intuitively logical correlations such as those using day
length. Later the combination approach, which has
an easy to understand theoretical basis was developed.
Still many parts of calculating ET involve a great many
empirical correlations.

The professional who needs to determine evapotran-
spiration can easily find a large number of formulas that
are available. It is assumed here that virtually all pro-
fessionals have computer skills and that a reasonable
computer is available. The choice of an ET formula is
difficult involving several factors. The first is consider-
ation of good professional practice. The question of
acceptance of a method is very important. Then avail-
able or collectable climatic data is also very important.

The question of consistency may be impartment.
When possible it is desirable to estimate ET, net radi-
ation, crop coefficients, and corrections for limited soil
water using the same methods used by the primary
reference. The final ET estimates usually involve ET
calculations, various radiation components, and exist-
ing plant factors. Then to properly apply a method it
is necessary to answer several questions. First, is the
resulting ET calculation for the direct calculation,
potential, or reference definitions? Next the pro-
fessional must know the time period for the resulting
ET estimates. Are estimates suitable for monthly,
daily, or short-term estimates such as hourly time
periods? It is necessary to properly classify and identify
the purposes of calculations.

Formulas for only a few selected methods of
estimating ET are shown in detail because of space
limitations. For historical reasons, the Blaney Criddle,
BC, method is shown in detail.[1] Three versions of the
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Penman method are shown. One is an early version of
the Penman method[2] and the later addition to the
Penman method identified as the Penman–Monteith,
PM, method.[3,4] The version of the PM method as
described in FAO 56[5] will be discussed in more detail.

SI units are used exclusively except for the very lim-
ited use of English units used for historic reasons.
When each method is discussed the recommended use
of the method will be shown including limitations.

DIRECT, POTENTIAL OR REFERENCE
DEFINITIONS IN ET

Early formulas for estimating ET were intended for
specific crops at a given time, thus the definition ETd

is used to represent this quantity. A crop coefficient,
Kc is not used in the estimation. An example of this is
the BC method, which involved simple empirical terms.

The Penman method then followed using a more
fundamental application of physics through the radi-
ation and energy balance concepts of the evaporative
process. The concept of potential evapotranspiration,
ETp, was developed from this concept. The definition
of ETp has been changeable over time. For example
a water surface was used by Penman.[2] Then ETp

was defined as ET from various crops whose growth
was not limited by reduced soil water amounts in
the root zone. ETp has largely been replaced by the
concept of reference ET, ETr, following the concepts
now used in FAO 56.[5]

The defined quantity ETr is now widely used. The
vegetative surfaces that define ETr are often hypothe-
tically based on physical characteristics of grass or
alfalfa.[3] The current reference definition is a com-
bination of the definitions for ETp and ETr plus cal-
culation details often describing specific methods of
calculating various parameters. Reference ET is cur-
rently based on either a short, smooth crop like grass
or a more aerodynamically rougher crop like alfalfa.[3]

ETo is used in FAO 56 for ETr which form a short
(0.12 m tall), cool-season grass.

N FUNDAMENTAL EQUATION

The following equation illustrates the overall methods
of calculating ET. The form of the equation is intended
to illustrate direct estimation or those using crop coef-
ficients. Detailed methods of determining ‘‘crop coeffi-
cients’’ appear in a separate article in this encyclopedia

ET ¼ ðETrÞuses meas or est
climatic data KcKsw

¼ ðETdÞuses meas or est
climatic data Ksw ð1Þ

where Ksw is a correction for dry soil water amounts,
Kc if used is a crop coefficient, and ETd is ET calcu-
lated without the use of crop coefficients using a
method like the earlier versions of the BC method or
using the PM method as used by the extensive British
MORECS system.[1]

SPECIFIC FORMULAS

Detailed discussions of specific methods of estimating
ET follow. Often calculating methods are complicated
and good backgrounds in thermodynamics and
meteorology are helpful to follow their developments.
Some classifications of ET formulas follow even
though any classification scheme is by nature some-
what arbitrary.

Temperature Methods

Air temperature is intuitively related to the evapo-
ration process. Most of us assume that evaporation is
greater when air temperature is greater than when
the air temperature is lower. Many ET formulas use
air temperature as a major input data.

Blaney–Criddle method

The BC method[2] became widely accepted in the 1950s
and marked the start of widespread evapotranspiration
calculations. Due to its simplicity and easily under-
stood concepts, it was often adopted in the western
United States for legal water rights determinations.
The following is intended to estimate ET by direct cal-
culations only. The suitable time period is for monthly
calculations.

U ¼
X

kBCf ð2Þ

TF ¼ 1:8TC þ 32 ð3Þ

f ¼ TFp=100½3� ð4Þ

where U is defined as the consumptive use of water for
the growing season in inches, TF is mean monthly air
temperature in Fahrenheit, p is the monthly percent
of daylight hours in the year, and kBC is the monthly
BC consumptive use coefficient (not the same as a crop
coefficient as now used).

Hargreaves method

The Hargreaves method is described in various
publications involving Hargreaves and is described in
detail in Ref.[3]. The method is said to be suitable for
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computing ETr for 10-day periods for a grass refer-
ence crop.

ETo ¼ 0:0023 RATD1=2ðT þ 17:8Þ ð5Þ

where TD is the mean monthly maximum air
temperature – the mean monthly minimum air tem-
perature in �C and RA is extraterrestrial radiation
MJ m�2 day�1.

Turc method

The Turc Method is from France and is thoroughly
discussed in Ref.[2]. The method was originated in the
humid parts of Europe and earlier versions have a cor-
rection for dry conditions where the relative humidity
is less than 50%.

lETp ¼ 0:013
T

T þ 15
ðRs þ 50Þ ð6Þ

where T is the average daily air temperature in �C
and Rs is solar radiation in cal cm�2 day�1. Calcula-
tions are suitable for 10-day periods.

Combination Methods

The use of the word combination arises from the use
of an energy balance and an evaporation function to
derive the basic Penman ET formula. Three variations
of the Penman method follow.

Penman method

The Penman method, which also is known as a com-
bination method, was first introduced in 1948[2] and
later simplified by Penman in 1963. The original ver-
sion used sunshine duration to estimate radiation. A
detailed discussion of the Penman method and many
of its variations is found in Ref.[3]. The origin and
development of the combination equation represented
a major step forward in the science of predicting ET.
Many derivations exist, and it is easy to see the
assumptions made in the derivations. The method
has been widely used for monthly or daily calculations.
Determinations have been for direct, potential, or
reference crops. Most of the calculations using the
Penman method have utilized monthly or daily time
periods.

Many empirical wind functions have been used, and
the Penman method has been used with both grass and
alfalfa reference crops. The reader is urged to look for
locally calibrated versions that may be applicable for

the area in question. The version explained in detail
here is credited to Jensen and Wright, 1972.[3] The
equation follows:

DET ¼ D
D þ d

ðRn � GÞ þ d
D þ d

6:43ðes � eaÞ

� ð0:75 þ 0:00115u2Þ ð7Þ

where u2 is wind movement in km day�1 at a height
of 2 m.

Priestley–Taylor method

The Priestley–Taylor Method was developed in 1972
and is a truncated version of the Penman combination
ET equation. The wind term was dropped and the radi-
ation term multiplied by a constant a, which is greater
than 1. The value of the constant determines the type
of ET calculated. The Priestley–Taylor Method has
often been used to calculate potential ET.

lEp or lET ¼ a
D

D þ g
ðRn � GÞ ð8Þ

where a is an empirical constant (a ¼ 1.26 is common
and represents wet or humid conditions) and the
remainder of the variables are defined elsewhere. The
value of the constant a determines the kind of output
from the equation.

Penman–Monteith method

The PM method[4] is a major addition to the Penman
method, which was not originally developed for refer-
ence crop ET calculations. The use of this refinement
of the PM method is discussed in many places includ-
ing Refs.[3,5,6].

Historically determinations using the PM equation
have been for direct ET estimates and for reference
crop ET estimates. The following equation has been
adapted and used for grass referable crops and is
described by Allen et al.[6] Suitable time periods are
monthly, daily, or even hourly calculations.

lET ¼
DðRn � GÞ þ raCp

ðes � eaÞ
ra

D þ g 1 þ rs

ra

� � ð9Þ

The following equations are used in Ref.[6] and in FAO
56.[5] Many different equations can be used to compute
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ra, the canopy aerodynamic surface resistance. Different
formulas and approaches are used in MORECS.[7]

ra ¼
ln zm � d

zom

h i
ln zh � d

zoh

h i
k2uz

ð10Þ

d ¼ 2=3h ð11Þ

zom ¼ 0:123h ð12Þ

zoh ¼ 0:1zom ð13Þ

where h is the height of vegetation in m, k is von Karman’s
constant (commonly taken as 0.41), uz is wind velocity in
m sec�1 at a height of z meters. The bulk surface and
canopy surface resistance are calculated by the following

rs ¼
r1

0:5 LIA
ð14Þ

from FAO 56[5] defines a grass reference as a hypothet-
ical crop with a height h ¼ 0.12 m, a constant leaf
surface resistance, rl, of 70 sec m�1 and with an albedo
of 0.23. At this point different assumptions will result in
an alfalfa reference crop or direct calculations of ET.
The definition of grass reference ET[6] results in the fol-
lowing equation.

ET ¼
0:408DðRn � GÞ � g Cint

T þ 273 u2ðes � eaÞ
D þ gð1 þ 0:34u2Þ

ð15Þ

For daily calculations

CintðdailyÞ ¼ 900 ð16Þ

and for hourly calculations

CintðhourlyÞ ¼ 37 ð17Þ

Parameters, Combination Methods

The following parameters apply to various versions of
combination methods. For example the version of the
PM method used in MORECS is very different.

General

l is latent heat of vaporization in MJ kg�1, D is the
slope of the vapor pressure temperature relationship
in kPa �C�1, Rn is net radiation in MJ m�2 day�1, and
G is soil heat flux in MJ m�2 day�1, ra is air density in
kg m�3, Cp is the specific heat of dry air (1.013
MJ kg�1 �C�1), es is saturation vapor pressure in kPa,
ea is actual vapor pressure of the air in kPa, ra is

aerodynamic resistance in sec m�1, rs is bulk surface
resistance in sec m�1, and g is the psychomotor
constant kPa �C�1.

Rn and G should be estimated by the best available
methods. For detailed descriptions and examples see
Refs.[3,5].

Vapor pressure

Standard values of saturation vapor pressure appear
in thermodynamic steam tables. Many empirical
equations have been developed to predict saturation
vapor pressure. The following equation has been ado-
pted as a standard equation for ET estimation.[5,6]

eo ¼ 0:6018 exp
17:27T

T þ 237:3

� �
ð18Þ

where eo is the saturation vapor pressure of the air in
kPa and T is temperature in centigrade units.

Vapor pressure deficit (VPD)

VPD ¼ es � ea ð19Þ

where VPD is defined as the vapor pressure gradient, es

is the saturation vapor pressure, and ea is the actual
vapor pressure of the air. All vapor pressures are in kPa.

The calculation of VPD appears to be quite simple
because of its relatively simple definition. However,
actual calculations involve many assumptions depend-
ing upon the data available. For example available
data may include average, maximum, or minimum
relative humidifies. For these data limitations the
estimator of ET should carefully follow the recommen-
dations of the principal reference used.

CORRECTIONS DUE TO LIMITED
SOIL WATER

A very intuitive notion is the idea that actual crop ET,
ETa, is reduced by limited soil water. Corrections of

Fig. 1 Soil water correction vs. depletion.
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many kinds have been used. Where crop coefficients
are used the corrections are usually incorporated into
the Kc values. Functions leading to a great many types
of functions or relationships have been used. At times
corrections have been incorporated into ET calcula-
tions yielding relationships that are often difficult to
predict. Burman and Pochop[8] discuss the many lim-
ited soil water corrections that are available and widely
used. Only relationships using segments of straight
lines are discussed here (Fig. 1).
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Evapotranspiration: Greenhouses

Thierry Boulard
Unit Plante et Systemes Horticoles, Institut National de la Recherche
Agronomique (INRA), Avignon, France

INTRODUCTION

Crop transpiration is the most important energy
dissipation mechanism determining the thermal
environment of the protected crops. Through the tran-
spiration mechanism, the crop builds its own climate
that in turn influences the transpiration.[1] As already
noted by different authors,[2–4] protected crop transpi-
ration analysis is coupled to the energy balance of the
whole system and depends strongly on the greenhouse
characteristics (cladding material) and on the climate
control equipment (shading screen, fog system, heat-
ing, and ventilation). Therefore, reliable estimations
for plant requirements must take these factors into
account and conversely we must consider the mecha-
nisms of coupling between crop transpiration and the
greenhouse climate.

THEORY

Crop Transpiration Estimation from
Inside Climate

Water vapor conductance (or resistance) between the
leaves and the bulk of inside air, regulated by physical
and physiological processes, governs greenhouse crop
transpiration. With a leaf-air saturation vapor pressure
deficit Dl (Pa), the transpiration F (W m�2) of a crop
characterized by a leaf area index LAI and a
total resistance rt (m sec�1) to water vapor transfer is
given by:

F ¼ rCp

g
LAI

Dl

rt
ð1Þ

In Eq. (1): r (kg m�3) is the density of air,
Cp(J kg�1 �C�1) its specific heat, and g (Pa K�1) is the
psychrometric constant. This simple formulation
requires the leaf temperature measurement (Tl) for
the determination of the leaf air saturation vapor
pressure deficit Dl (Dl ¼ w�(Tl) � wi), where wi is
inside air humidity and w�(Tl) the saturation pressure
at leaf temperature. Difficulties with surface tem-
perature measurements make Eq. (1) inconvenient for

practical use. The Penman–Monteith equation or big
leaf equation[5] eliminates crop surface temperature:

F ¼ dðRn � ShÞ þ rCpðDi=raÞ
d þ gðrc=raÞ

ð2Þ

Here d is the slope of the saturated vapor pressure
curve at the mean air temperature, Rn is the net radi-
ation, Sh is the soil heat flux, ra is the aerodynamic resis-
tance, rc is the total canopy resistance (rc ¼ rt/LAI),
and Di is the inside air water vapor deficit (w�i � wi).

As net radiation and soil heat flux are seldom
measured in greenhouses, (Rn � Sh) can be replaced
by Ga, the radiation absorbed by the crop, which can
be estimated from the incident global radiation Gi

and the crop leaf area index LAI.[6,7] If r0a is the aero-
dynamic resistance of only one face of a leaf
(r0a ¼ 2ra), Eq. (2) can be rearranged as follows:

F ¼ dðr0a=2Þ
dðr0a=2Þ þ grt

Ga þ
rCpLAI

dðr0a=2Þ þ grt
Di ð3Þ

In this equation, the transpiration rate (F) is the
sum of a radiative component proportional to the radi-
ation (Ga) and an advective component, proportional
to the inside air vapor pressure deficit (Di). This model
was first applied to compute greenhouse tomato crop
transpiration,[7] but pertains also to other greenhouse
crops.

Water Vapor Transfers Between Leaf
Surface and Greenhouse Air

The resistance to water vapor flow transfers between
the leaf stomatal chambers and the air is a critical
parameter of the model. The total canopy resistance
rt is the sum of the aerodynamic resistance between leaf
surface and bulk greenhouse air r0a, plus the leaf resis-
tance rs, which is the parallel connection of stomatal
and cuticular resistances. Water vapor transfer
through the stomata occurs mainly under the leaf sur-
face but also partly at the upper leaf surface for
amphistomatic leaves (tomato leaves for example).
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In this case (Fig. 1), the ratio A of the upper to under
leaf surface stomatal resistance (A ¼ rss/rsi) allows the
determination of the total leaf resistance:

rt ¼
r0a þ Ar2

si þ ð1 þ AÞr0arsi

2r0a þ ð1 þ AÞrsi
ð4Þ

As the stomatal density is higher on the lower side of
the leaves, A value can vary with the stomata opening,
depending on light intensity. For a tomato crop in
greenhouse conditions, Boulard et al.[8] found the
following relation between A and the inside global
radiation Gi (W m�2), over the crop cover:

A ¼ logð2:7 þ 0:057GiÞ ð5Þ

Climate dependence of the stomatal resistance

As the crop water demand can generally be satisfied in
greenhouse conditions, leaf stomatal resistance mainly
depends on climate conditions, including solar radi-
ation, Gi,

[9] leaf air saturation deficit, Di,
[10] and tem-

perature, Ti.
[11] Following Jarvis,[12] many authors[7,8]

have expressed the stomatal resistance of greenhouse
crops as a function of the greenhouse air climate para-
meters following a general form of multiplicative models:

rs ¼ rsminf1ðGiÞf2ðDiÞf3ðTiÞ ð6Þ

where rsmin is the minimum stomatal resistance of the
leaf (for tomato leaves, rsmin � 100 s m�1), and f1–3,
the response functions.

For describing the response functions to the differ-
ent environmental variables, three main types of
relations have already been used:

� Exponential relation,[13] as for the dependence of rs

on global radiation:[8]

rs ¼ rsmin 1 þ 1

expð0:05ðGi � 50ÞÞ

� �
ð7Þ

� Polynomial models,[7]

� Homographic functions.[14]

With the exception of a few plants (lettuce for
example), the Penman–Monteith formulation applies
to most greenhouse crops with specific parameters
and functions for the climate dependence of the stoma-
tal resistance: cucumbers,[15] ornamental species,[16] or
roses.[17]

Determination of the aerodynamic resistance

The aerodynamic resistance of the leaf, r0a, depends on
the aerodynamic regime prevailing in the greenhouse.
Pieters, Deltour, and Debruyckere[18] summarized
these different regimes according to the Reynolds
(ul/n) and Grasshof (gbDTl3/n2) numbers (Fig. 2),
where u and l are the characteristic air speed and leaf
length, respectively, b the coefficient of thermal expan-
sion, g the gravity constant, DT the leaf air temperature
gap, and n the kinematic viscosity of air.

Air speed <0.2 m sec�1[19] in Venlo type greenhouses
and <0.3 m sec�1 in multispan plastic houses with roof
openings[20] justifies the laminar flow assumptions of
many authors.[7,21] For wind force only, r 0a relates to

Fig. 1 Scheme of the resistances to water vapor transfers

between leaf and air: r 0a: aerodynamic resistance of one face
of the leaf, rss: ‘‘stomatal’’ resistance of the upper leaf sur-
face, rsi: ‘‘stomatal’’ resistance of the lower leaf surface, rt:

‘‘total’’ air leaf resistance.

Fig. 2 Convective transfer regimes in greenhouse with
respect to the Reynolds and Grashoff numbers. Source: After
Pieters, Deltour, and Debruyckere.[18]
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average interior air speed following the classical
relation:

r0a ¼ rCpl=ð0664lPr1=3Re1=2Þ ¼ 305ðl=uÞ1=2 ð8Þ

where l is the air thermal conductivity and Pr the
Prandl number of air.

Following Wang, Boulard, and Haxaire[20] u the
characteristic interior air speed (m sec�1), is pro-
portional to the ventilation flux fv (m3 sec�1) divided
by Ac (m2), the vertical cross section area perpendicular
to the average direction of the inside air flux:

u ¼ fv

Ac
ð9Þ

With thermal stratification, transport must combine
forced and free convection as discussed in details by
numerous authors, various formula based on the com-
bination of forced and free convection being proposed
by Seginer,[22] Stanghellini,[7] Yang et al.,[23] and Zhang
and Lemeur.[21]

Simplified Penman–Monteith Formulation

As several parameters are needed for the application of
the complete model (relations 1–9), one can consider
that the leaf stomatal and aerodynamics resistances
can be considered as roughly constants in greenhouse
conditions. Consequently Eq. (3) can be expressed in
a much simpler form:

F ¼ AGa þ BDi ð10Þ

where A and B are constant values for a given green-
house crop stage (Table 1).

Crop Transpiration Estimation from Outside
Climate Parameters

For ventilated greenhouses used in Mediterranean
regions, crop transpiration can derive directly from
outside climate[30] and greenhouse ventilation charac-
teristics by solving the energy balance:

lF þ H ¼ PG þ Qh � Sh � KSDT ð11Þ

where F is the latent heat of canopy transpiration
(W m�2), H the sensible heat exchange by ventilation
(W m�2), G(W m�2) the outside global solar radia-
tion, P the solar absorption by the greenhouse-crop
system, Qh (W m�2) the heating flux density provided
by the heating system, Sh (W m�2) the heat storage or
retrieval rate of the greenhouse-soil system, KS the
overall heat transfer coefficient through the cover
between inside and outside and DT (K) the air tempera-
ture difference between inside and outside.

At the equilibrium, if we neglect the other evapo-
condensative phenomena, the latent heat exchange
due to canopy transpiration is proportional to the dif-
ference of air humidity between indoors and outdoors:

F ¼ KvDe ð12Þ

where De is the water vapor pressure gap between the
interior and exterior air (Pa). Kv (W m�2 Pa�1) is
the latent heat transfer coefficient proportional to
the ventilation flux Vf (m3 sec�1):

Kv ¼ lxrVf=Ag ð13Þ

l (J kg�1) is the latent heat of water vaporization; x
(6:25 � 10�6 kgw kg�1

a Pa�1) the conversion factor
between the air water vapor content and the air water
vapor pressure, and Ag (m2) the greenhouse area.

Table 1 Identified values of the PM coefficients [Eq. (10)] from different sources for different crops and stages

Source Crop A B (W kga/kgwm2)

Jolliet and Bailey[2] Tomato 0.34 45

Doorenbos and Pruitt[24] Tomato 0.54 20

Jemaa[25] Tomato (L ¼ 1.33) 0.32 11

— Tomato (L ¼ 3.5) 0.36 8

— Tomato (L ¼ 3.8) 0.37 15

Pollet[26] Lettuce 0.28 35

Stanghellini[7] Tomato (LAI ¼ 1) 0.30 72

Jolliet[27] Tomato (LAI ¼ 1) 0.28 40

Kittas, Katsoulas, and Baille[28] Rose 0.24 29

Lorenzo, Medrano, and Sanchez-Guerrero[29] Cucumber (LAI ¼ 1) 0.23 90

Evapotranspiration: Greenhouses 339

© 2008 by Taylor & Francis Group, LLC



Evapotrans–G
iant

The sensible heat exchange by ventilation can also
be expressed with respect to the difference of air
temperature between indoors and outdoors DT:

H ¼ KHDT ð14Þ

KH (W m�2 K�1) the sensible heat transfer coefficient
is proportional to the ventilation flux Vf (m3 sec�1):

KH ¼ rCpVf=Ag ð15Þ

The water vapor pressure deficit of the interior air (Di)
is a linear function of the water vapor pressure deficit
and temperature of exterior air, Do and To:

Di ¼ dðToÞðDTÞ � De þ Do ð16Þ

where d(To) is the slope of the water vapor saturation
curve at To (Pa K�1).

The system composed of Eq. (2) and Eqs. (11)–(16)
constitutes a linear system of five equations with five
unknowns (F, H, Di, DT, and De), which can be solved
analytically and F can be deduced from both outside
climate and greenhouse-crop:

F ¼
PG þ Qh � Sh þ ðKS þ KHÞK2

K1KH þ dK2
Do

1 þ ðKS þ KHÞð1 � K1 þ K2=KvÞ
K1KH þ dK2

ð17Þ

with KS the overall energy loss coefficient can be
considered as dependent on external wind speed V
(m sec�1) following the simple relation:[31]

KS ¼ C þ DV ð18Þ

where C and D depend on the greenhouse design (ratio
of the soil surface- to the greenhouse cover: Ss/Sc), on

the type of the cover material (glass, polyethylene,
PVC) and on the presence of a single or double cover.

K1 and K2 are combinations of crop characteristic
parameters:

K1 ¼
d

d þ gðrt=raÞ
ð19Þ

K2 ¼
LAIrCp

dra þ grt
ð20Þ

Kv and Kh given, respectively, by Eqs. (13) and (15),
are the most crucial parameters of this model because
they describe the coupling of the crop with the atmo-
sphere through the ventilation flux Vf.

THE COUPLING BETWEEN THE CROP
AND THE ATMOSPHERE

As indicated by relations 11–15, greenhouse air tem-
perature and humidity depend on solar absorption
and on the balance between crop transpiration (main
source of water vapor) and the losses of sensible heat
and water vapor by ventilation. Eq. (17) suggests a
strong coupling between the crop and the outside
atmosphere when the ventilation flux is important as
confirmed by Boulard, Baille, and Le Gall[32] who
studied the dependence of a mature greenhouse tomato
crop transpiration on outside climate when using
natural ventilation, evaporative cooling, and a shading
screen (Fig. 3).

This coupling between greenhouse crop transpi-
ration and the environmental control was analyzed
both for Northern Europe climate conditions[2,3] and
Mediterranean conditions.[32,33] Environmental control
models and strategies were derived from these studies,
pertaining both for irrigation and for climate control in

Fig. 3 Effect of ventilation, fog system, and shading screens on the transpiration rate of a tomato greenhouse crop in summer.
Source: After Boulard, Baille, and Le Gall.[32]
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hot and dry conditions[34] and winter conditions.[35]

For a mature greenhouse crop and buoyancy driven
ventilation in hot and arid conditions, Arbel, Shlykar,
and Barak[36] have performed a similar study and
proposed a numerical treatment of the interactions
between cooling, ventilation and crop transpiration.

When modeling the case of sparsely planted seed-
lings in greenhouses, Seginer[37] shows that sparse
plants transpire more per unit surface, due to micro-
advection of energy ‘‘surplus’’ from the surrounding
dry soil. He determined that, if water supply to the
stomata is not limiting, the canopy temperature of a
sparse crop is normally similar to that of a dense crop.
However, high foliar potential transpiration may lead
to water stress to be corrected by artificial evaporative
cooling and increased ground albedo.

CONCLUSIONS

The Penman-Monteith model provides accurate esti-
mates of crop transpiration in greenhouses. Proper
evaluation of radiation balance, heat, and water vapor
transfer allows to link the rate of transpiration with
climate control operations to improve crop-growing
conditions. As water availability becomes an increasing
constraint on horticultural production, the refined
tuning of irrigation based on development of the tran-
spiration models opens perspectives for the improved
efficiency of water use.
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Evapotranspiration: Reference and Potential
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INTRODUCTION

Water vapor loss from land surfaces depends on
meteorological factors that provide the energy required
to transform liquid into vapor and disperse the free
water molecules into the atmosphere. The process
can occur only if continuity in the gaseous phase
between the liquid water and the atmosphere is estab-
lished. More specifically, it depends also on the avail-
ability of liquid water in the vegetation and in the
soil. The purpose of the potential and reference eva-
potranspiration concepts is to standardize liquid water
availability.

DEFINITIONS

Potential evapotranspiration is the rate of water vapor
loss from vegetation-covered ground when its entire
surface in contact with the atmosphere is wet. Main-
taining a continuous and persistent presence of liquid
water the interface between the plants and the
atmosphere is not feasible in real situations. There-
fore, potential evapotranspiration is a theoretical con-
cept specifying an asymptotic upper limit of actual
evapotranspiration.

Reference evapotranspiration is the rate of water
vapor loss from ground fully covered with actively
growing short grass of uniform height whose root sys-
tem is unrestrictedly supplied with water. This quantity
can be determined by measuring the water vapor loss
from vegetation growing on a soil that is frequently
and uniformly wetted by natural rainfall or irrigation.
The frequency of wetting should be such that the soil
moisture content remains in the range for which the
flow of water towards the roots is unimpeded, a con-
dition characterized by the occurrence of gravitational
drainage. This evapotranspiration rate can be mea-
sured with weighing lysimeters.

OVERVIEW

The evaporation of liquid water from plant com-
munities involves both supply and demand controlled

processes: supply as the flow of water to the plant
organs and soil pores where the liquid to vapor
transformation occurs and demand as the weather
driven delivery of heat that converts liquid into vapor.
This link to the heat balance of the surface sets the
process in the realm of meteorology. As open water
surfaces have infinite supply, meteorologists initially
considered that evaporation from free water could pro-
vide a measure of the demand. However, evaporation
from free water surfaces does not provide universal
relationships with soil moisture withdrawal by vege-
tation because the energy and mass exchanges of water
surfaces and vegetation or soil respond differently to
radiation, wind, air humidity, and temperature.[1]

In search of a more appropriate measure of atmo-
spheric evaporative demand, Thornthwaite[2] intro-
duced the concept of potential evapotranspiration to
classify climates according to their effect on the water
balance of vegetation. He used the terms evapotrans-
piration to include water vapor sources in the plants
and in the soil and potential to indicate unlimited
liquid flow toward the surface. He formulated a
temperature-based empirical estimate of the water
vapor loss, but results did not relate correctly with
measured evapotranspiration. Consequently, the con-
ceptual impact of Thornthwaite’s method surpassed
its practical significance on hydrology, climatology,
and irrigation science. Penman[3] developed a similar
concept, based on an approximate linear solution of
the energy balance for a short green lawn fully shading
the ground and never lacking water. Setting the water
vapor pressure of the vegetation to its saturated value
at the vegetation surface temperature fulfilled the con-
dition of unlimited water supply. The resulting formula
was a linear combination of a radiation term and a
wind function with empirical coefficients fitting esti-
mated evaporation of open water to the evapotrans-
piration of well-watered lawn. Penman’s approach
elegantly eliminated explicit reference to surface tem-
perature and surface water vapor pressure from the
energy balance solution, enabling potential evapotrans-
piration to be calculated from standard data measured
in meteorological stations.

The method became the standard for determining
potential evapotranspiration and found numerous
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applications in irrigated agriculture. However, mea-
sured evapotranspiration occasionally exceeded the
calculated potential value. Reasons for these apparent
anomalies were easily identified. As liquid to vapor
conversion occurs below the epidermis of transpiring
organs, fitted parameters included implicitly the diffu-
sive resistance of stomatal pores in the epidermis. Some
plants have lower stomatal resistance than the lawn for
which the parameters of Penman’s formula were
derived. Many vegetation canopies have higher radi-
ation absorption and stronger aerodynamic exchanges,
and therefore, are capable of higher evapotranspira-
tion rates than grass.

The need to invoke an additional resistance in
the pathway between the source of the vapor and
the free atmosphere prevented the definition of the
unambiguous upper bound implied in the original
potential evapotranspiration concept. Still, the cal-
culated values provided a reference for comparing
water use by plants growing under widely diverse
climatic conditions. Irrigation oriented scientists
introduced the term reference evapotranspiration
to reflect the conceptual change in the meaning
of potential evapotranspiration.[4,5] Initially, alfalfa
served as the reference surface, but irregular growth
following repeated mowing and the limited range
of climates where it could be grown favored the
use of ubiquitous grass kept at a height between
0.08 m and 0.15 m. Lysimeter measurements of grass
evapotranspiration served to recalibrate Penman’s
formula to determine reference evapotranspiration.[5]

Thus, reference evapotranspiration became the water
vapor loss of a well-watered grass surface, as in
Penman’s original operational definition of potential
evapotranspiration.

The convergence of definitions led to the inter-
changeable use potential and reference evapotrans-
piration, confusing novices and generating futile
controversy among experts. The term potential evapo-
transpiration should be kept for the theoretical upper
limit of water vapor loss from a given vegetation-type
when resistance of the vapor pathway in the plant
tissues approaches zero. Reference evapotranspiration
should designate the water vapor loss of an extended,
actively growing, well-watered grass, fully covering
the ground and mown to remain between 0.08 m and
0.15 m high. The resistance of vapor pathway inside
the plants assumes the minimum value experimentally
determined for what is believed to be unrestricted
water supply to the roots. This experimental minimum
resistance used to define reference evapotranspiration
replaces the theoretical condition of unlimited liquid
flow to the surface in the definition of potential evapo-
transpiration. Therefore, reference evapotranspiration
represents the closest experimental realization of
potential evapotranspiration.

ADDITIONAL INSIGHT

Potential and reference conditions imply evapotrans-
piration rates higher than those from vegetation with-
out free water on its surface and undergoing periodic
water shortage between watering events. The difference
increases with the aridity of the climate and the mois-
ture deficit in the soil. The larger latent heat dissipation
increases the water vapor content of the air and
reduces the energy available for air and soil heating,
leading to a wetter and cooler microclimate. Thus, cre-
ating the conditions for realizing potential or reference
evapotranspiration decreases its value. This paradox
is reminiscent of Schrödinger’s cat in quantum mech-
anics. It led Bouchet[6] to formulate the concept of
complementary evapotranspiration based on the
hypothesis that the sum of potential evapotranspira-
tion and actual evapotranspiration is a constant. The
idea was adapted to derive climatological estimates
of regional evapotranspiration,[7,8] without requiring
values for soil moisture availability and stomatal resis-
tance of plants. As regional evapotranspiration is
extremely difficult to measure, applications deriving
from the complementary evapotranspiration concept
did not gain acceptance. Furthermore, the approach
could not evaluate water use of agricultural fields at
the spatial and temporal scale required to control soil
moisture by irrigation. For these applications, the
climatic factors determining evapotranspiration had
to consider the specific radiometric, aerodynamic,
and stomatal resistance properties of the crop surface.

The radiation balance and aerodynamic transport
terms in Penman’s original derivation of potential
evapotranspiration assumes empirical functions adapted
to the standard data recorded in meteorological
stations: daily hours of sunshine, average air tempera-
ture and vapor pressure deficit, and wind run. The
increased availability of pyranometers giving a direct
measurement of incident solar energy improved the
accuracy of the method. Net pyrradiometers measuring
the total radiant energy absorbed by the vegetation sur-
face constituted an important additional step to the
accurate calculation of potential evapotranspiration
for real vegetation surfaces. The calculation of poten-
tial evapotranspiration became even more specific
when Businger[9] introduced turbulent transport char-
acteristics of the air surface layer to parameterize
explicitly the aerodynamic properties of the vegeta-
tion, using the roughness length to quantify the drag
exerted by the vegetation. Adjustments accounting for
buoyancy[10] and separation between the sink-source
lengths dimensions for momentum and water vapor[11]

further fine-tuned the aerodynamic function.
Monteith[12] realized the full potential of Penman’s

contribution by relating potential evapotranspiration
to actual evapotranspiration in terms of a surface
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resistance that lumped the stomatal resistance of tran-
spiring organs and the resistance of soil to water vapor
diffusion. Surface resistance quantified field scale soil
moisture availability and established a link with lab-
oratory studies of physiological indicators of plant
water stress. Setting the surface resistance to its
minimum value allowed the calculation of reference
evapotranspiration. However, selecting the value of
minimum resistance proved to be difficult, because
stomatal resistance varies with radiation, carbon diox-
ide concentration, air humidity, and temperature.
Some of its variability is related to the physiology
and biochemistry of plants. As mechanisms regulating
stomatal resistance are still only partially understood
its value remains unpredictable. This biological
uncertainty affects reference evapotranspiration and
weakens its reliability as an objective indicator of
atmospheric evaporative demand. The widely accepted
definition of plant surface characteristics for realizing
reference evapotranspiration[13] has retained the fuzzi-
ness of a 1956 published statement about ‘‘extended
surface of short green crop, actively growing, com-
pletely shading the ground, of uniform height and
not short of water.’’[14] By contrast, potential evapo-
transpiration sets unequivocally the minimum resis-
tance to zero. With proper modeling of radiation and
momentum absorption, it can parameterize specifically
any vegetation geometry. Therefore, despite the lack
of experimental validation, it provides the most con-
sistent climatic measure of evaporative conditions.
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INTRODUCTION

For over two decades, approaches to sense evapotran-
spiration (ET) remotely have made use of radiometric
surface temperatures [TR(y), where y is the radiometer
viewing angle] as a key surface boundary condition in
the land–surface energy balance. Such methods include
simple flux–profile (single-level) models of surface
exchange, statistical/analytical schemes, and other
techniques that are based on more complex physical
models of the land surface, including the so-called soil–
vegetation–atmosphere–transfer (SVAT) schemes.[1]

Typically, these methods estimate fluxes through the
evaluation of a surface–air temperature gradient at a
single time. The aerodynamic resistance to heat trans-
fer is largely defined by the aerodynamic roughness
length, and the land surface is treated as a single effec-
tive surface in contact with the atmosphere. Any factor
that introduces errors into the evaluation of this gradient,
as well as the simplifications of the model, may introduce
significant errors in the resulting flux estimates.

This article gives a brief overview of some of the
modeling schemes that have utilized remotely sensed
surface temperature data. Some recent modeling
efforts will be described that address the limitations
described below. These include 1) uncertainty in TR (y);
2) observations of TA at regional scales; and 3) non-
uniqueness of the radiometric–aerodynamic tempera-
ture relationship. The resulting modeling framework
leads to a more reliable scheme for quantifying ET at
regional scales using satellite remote sensing.

SOURCES OF ERROR IN ET ESTIMATION

Even after performing the corrections for atmospheric
attenuation and surface emissivity required to obtain a
radiometric surface temperature from a satellite-
measured brightness temperature, there remains 1–3�

uncertainty in TR(y). Compounding this is the fact that
vegetation density, architecture, and angle of view of
the radiometer also have significant effects on bright-
ness temperature observations (the angle-of-view
‘‘effect’’ being most pronounced for surfaces with par-
tial canopy cover). As a result of these error sources,
estimates of the surface–air temperature gradient and
resulting fluxes are likely to have large uncertainties.[2]

An additional complication is the significant differ-
ences that exist between the radiative and the so-called
‘‘aerodynamic’’ (single level, ‘‘effective’’) surface tem-
perature.[3] Unfortunately, this aerodynamic tempera-
ture is a construct that cannot be measured and
many of the factors affecting the radiometric tempera-
ture are not well correlated to the aerodynamic rough-
ness, making radiometric–aerodynamic temperature
relationships somewhat ambiguous to begin with.

For applications over regional scales, deriving the
required meteorological upper boundary conditions
[i.e., shelter-or anemometer-level (2–10 m) air tempera-
ture and wind speed] for each satellite pixel may also
lead to significant errors in flux evaluations. Typically,
these meteorological quantities come from an analysis
of hourly weather observations (observations typically
spaced on the order of 100 km apart), and may not be
representative of actual conditions at a given location.

OVERVIEW OF REMOTE SENSING METHODS

The most common way to estimate ET is to solve for
the latent heat flux, LE, as a residual in the energy bal-
ance equation for the land surface:

LE ¼ RN � G � H ð1Þ

where RN is the net radiation, G, the soil heat flux,
and H, the sensible heat flux all usually given in
W m�2. The quantity RN � G is commonly called the
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‘‘available energy’’; remote sensing methods for esti-
mating these components are described in Kustas
and Norman.[1] Typically with reliable estimates of
remotely sensed solar radiation (e.g., Ref.[4]), differ-
ences between remote sensing estimates and observed
RN � G are within 10%.

The largest uncertainty in estimating LE comes
from computing H. A simple form to express and
examine the relationship between H and the surface–
air temperature difference is via a resistance relation-
ship (e.g., Ref.[5]),

H ¼ rCP
TRðyÞ � TA

RA þ REX
ð2Þ

In this equation, TA is the near-surface air temperature,
r, the air density, CP, the specific heat of air, RA, the
aerodynamic resistance and REX, the so-called ‘‘excess
resistance,’’ which addresses the fact that momentum
and heat transport from the roughness elements dif-
fer.[6] The method offers the possibility of mapping
surface heat fluxes on a regional scale by using radio-
metric temperature observations, TR(y) (converted
from satellite brightness temperatures) if RA and REX

can be estimated appropriately. REX has been related
to the ratio of roughness lengths for momentum,
zOM, and heat, zOH, and the friction velocity u� having
the form[5,6]

REX ¼ k�1 ln
zOM

zOH

� �
u��1 ð3Þ

where k ¼ 0.4 is von Karman’s constant. While
addressing the well-known differences in efficiency
between momentum and heat transport from natural
surfaces, this model is just one of several that have
been developed (e.g., Refs.[5,7]). There have been
numerous efforts in recent years to apply Eq. (2) and
hence determine the behavior of REX or zOH for differ-
ent surfaces, but no universal relation exists for land
surfaces with large spatial and temporal variations in
the magnitude of zOH having been documented.[1]

These results are due, in part, to the fact that this for-
mulation lumps view angle dependency of TR(y) into
the excess resistance, which makes the relation useless
for any conditions except those similar to the training
data.[8] Nevertheless, the method for estimating ET
using the approach summarized in Eqs. (1)–(3) is still
widely applied.

Satellite observations are essentially ‘‘instanta-
neous’’ or merely ‘‘snap shots’’ of the surface conditions.
For many practical applications, LE estimates over
longer time scales (daily values or longer) are needed.
This was the impetuous for an empirical scheme for
estimating daily LE, LED, suggested by Jackson,
Reginato, and Idso[9] using observations of TR(y) and

TA near mid-day or maximum heating:

LED ¼ RN;D � BðTR;iðyÞ � TA;iÞn ð4Þ

where the subscript i and D represent ‘‘instantaneous’’
and daily values, respectively. The coefficients B and n
have been related to physical properties of the land
surface and atmosphere, such as zOM and stability,
respectively.[10] Both theoretical and experimental stud-
ies have evaluated Eq. (4) lending further support for its
utility as a simple technique for estimating LED.[11–13]

In fact, studies have applied Eq. (4) to meteorological
satellites for longer term regional ET monitoring.[14]

A major drawback with these approaches summa-
rized above, however, is that there is no distinction
made between soil and vegetation canopy contribu-
tions to land-surface fluxes or to satellite-measured
brightness temperatures used to diagnose the fluxes.
Hence, vegetation water use or stress cannot be evalu-
ated. Furthermore, as evidence from many previous
studies both the resistances in Eq. (2) and consequently
the B parameter in Eq. (4) are not uniquely defined by
surface roughness parameters. In addition to experi-
mental evidence (e.g., Refs.[15,16], Kustas et al.[8] using
SVAT simulations, have shown the lack of a unique
relationship between TR(y) and the aerodynamic sur-
face temperature, TO, (satisfying the flux relationship
in Eq. (2) when used with traditional expressions for
the resistances; see Ref.[2]).

An alternative approach proposed recently consid-
ers the soil and vegetation contribution to the total
or composite heat fluxes and soil and vegetation tem-
peratures to the radiometric temperature measure-
ments in the so-called ‘‘Two-Source’’ Modeling
(TSM) scheme.[17] This allows for Eq. (2) to be recast
into the following expression:

H ¼ rCP
TRðyÞ � TA

RR
ð5Þ

where RR is the radiometric–convective resistance
given by[17]

RR ¼
TRðyÞ � TA

TC � TA

RA
þ TS � TA

RA þ RS

ð6Þ

where TC is the canopy temperature, TS, the soil tem-
perature, and RS, the soil resistance to heat transfer.
An estimate of leaf area index or fractional vegetation
cover, fC, is used to estimate TC and TS from TR(y):

TRðyÞ � fCðyÞT4
C þ 1 � fCðyÞð ÞT4

S

� �1=4 ð7Þ

where fC(y) is the fractional vegetative cover at radi-
ometer viewing angle y, and RS is computed from a
relatively simple formulation predicting wind speed
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near the soil surface.[17] With some additional formula-
tions for estimating canopy transpiration, and the dual
requirement of energy, and radiative balance of the soil
and vegetation components, closure in the set of equa-
tions is achieved. Through model validation studies,
revisions to the original two-source formulations have
been made improving its utility under a wider range of
the environmental conditions.[8,18]

Several relatively early studies recognized the need
to assess the impact of vegetation cover on remote
methods for deriving ET. For example, Price[19] used
information provided in the Vegetation Index–
radiometric temperature, VI–TR(y), space. This work
involved the use of an energy balance model for com-
puting spatially distributed fluxes from the variability
within the Normalized Difference Vegetation Index,
NDVI–TR(y) space from a single satellite scene. NDVI
was used to estimate the fraction of a pixel covered by
vegetation and showed how one could derive bare soil
and vegetation temperatures and, with enough spatial
variation in surface moisture, estimate daily ET for the
limits of full cover vegetation, dry and wet bare soils.

Following Price,[19] Carlson, Gillies, and Perry[20]

combined an Atmospheric Boundary Layer (ABL)
model with a SVAT for mapping surface soil moisture,
vegetation cover, and surface fluxes. Model simula-
tions are run for two conditions: 100% vegetative cover
with the maximum NDVI being known a priori, and
with bare soil conditions knowing the minimum
NDVI. Using ancillary data, including a morning
atmospheric sounding, vegetation and soil type infor-
mation, root-zone and surface soil moisture are varied,
respectively, until the modeled and measured TR(y)
are closely matched for both cases so that fractional
vegetated cover and surface soil moisture are
derived. Comparisons between modeled–derived fluxes
and observations have been made recently by

Gillies et al.[21] indicating approximately 90% of the
variance in the fluxes was captured by the model.

In a related approach, Moran et al.[22] defined theo-
retical boundaries in VI–(TR(y)–TA) space using the
Penman–Monteith equation. The boundaries define a
trapezoid, which has at the upper two corners
unstressed and stressed 100% vegetated cover and at
the lower two corners, wet and dry bare soil conditions
(Fig. 1). In order to calculate the vertices of the trap-
ezoid, measurements of RN, vapor pressure, TA, and
wind speed are required as well as vegetation specific
parameters; these include maximum and minimum VI
for the full-cover and bare soil case, maximum leaf
area index, and maximum and minimum stomatal
resistance. Moran et al.[22] analyze and discuss several
of the assumptions underlying the model, especially
those concerning the linearity between variations in
canopy–air temperature and soil–air temperatures
and transpiration and evaporation. Information about
ET rates are derived from the location of the VI–
[TR(y)–TA] measurements within the date and time-
specific trapezoid. This approach permits the technique
to be used for both heterogeneous and uniform areas
and thus does not require having a range of NDVI and
surface temperature in the scene of interest as required
by Carlson, Gillies, and Perry[20] and Price.[19] Moran[23]

compared the method for estimating relative rates of ET
with observations over agricultural fields and showed
it could be used for irrigation scheduling purposes.

These modeling schemes, however, are vulnerable to
errors in the radiometric temperature observations and
most require screen level meteorological inputs (pri-
marily wind speed, u, and air temperature, TA, obser-
vations) which at regional scales suffer from errors
of representativeness (observation not taken at the
same location where flux estimates are performed).
Approaches using remotely sensed data for estimating

Fig. 1 The trapezoidal shape that results
from the theoretical relation between radi-

ative temperature minus air temperature
[TR(y) � TA] and the NDVI from Moran
et al.[22] With a measurement of (TR(y) �
TA) at point C, it would be possible to
equate the ratio of actual to potential LE
with the ratio of distances CB and AB.
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the variation of these quantities are being developed
and tested.[24,25] How reliable the algorithms are for
different climatic regimes needs to be evaluated.

A robust modeling framework to address some of
these limitations was proposed early on in the appli-
cation of satellite observations by Wetzel, Atlas, and
Woodward[26] Strictly speaking, the Wetzel, Atlas,
and Woodward study was aimed at the estimation of
soil moisture from remotely sensed data, but an evalu-
ation of surface fluxes is implicit in the scheme. The
study recognized that using a time rate of change in
TR(y) from a geostationary satellite such as from the
Geosynchronous Operational Environmental Satellite
(GOES) coupled to an ABL model could mitigate some
of the inherent problems arising from the use of single-
time-level data, such as atmospheric corrections, emiss-
ivity, and instrument calibration. By using time rate of
change of TR(y), one reduces the need for absolute
accuracy in satellite calibration, and atmospheric
and emissivity corrections, all significant challenges
(see Refs.[1,8]). Diak and Whipple[27] implemented this
approach with a method for partitioning the available
energy into LE and H by using the rate of rise of TR(y)
from GOES and ABL growth and included a procedure
to account for effects of horizontal and vertical tem-
perature advection and vertical motions above the ABL.

Further refinements to these time-rate-of-change
schemes have been recently developed[28,29] that use
an energy closure scheme based on energy conser-
vation within the ABL. The so-called Atmospheric–
LandEXchange-Inverse (ALEXI) model uses a simple
slab model of the time-development of the ABL in
response to heat input to the lower atmosphere. A pro-
file of atmospheric temperature at the initial time
(usually from an analysis of synoptic data) serves as
the upper boundary condition in atmospheric tempera-
ture. Through surface–ABL energy balance considera-
tions and implementation of the TSM scheme for the
land surface component of the model,[17] ALEXI cou-
ples ABL development to the temporal changes in sur-
face radiometric temperature from GOES and fraction
vegetation cover from Advanced Very High Resolu-
tion Radiometer, AVHRR–NDVI. The advantages of
using temporal changes in brightness temperature mea-
surements have been noted. With an energy balance
method utilizing the temporal change of ABL struc-
ture, errors that arise in schemes utilizing shelter-level
(�2 m above ground level) measurements of air tem-
perature (to estimate the surface–air temperature gradi-
ent) for estimating the heat fluxes are also mitigated.
Approaches that utilize this surface–air temperature
gradient, typically evaluated within 10 m of the surface,
are very sensitive to errors in the evaluation of the
gradient arising from errors both in the representative-
ness of the air temperature measurements, and errors in
evaluating radiometric temperatures.

Another much simpler scheme, which also uses the
TSM framework, employs the time rate of change in
radiometric temperature and air temperature observa-
tions from a nearby weather station in a simple formu-
lation for computing regional heat fluxes, called the
Dual-Temperature-Difference (DTD) approach.[30]

Although this technique requires air temperature
observations, by using a time difference in air tempera-
ture, errors caused by using local shelter level observa-
tions for representing a region are still reduced.
Moreover, the scheme is simple, thus it is computation-
ally efficient and does not require atmospheric sound-
ing data for initialization.

APPLICATION OF ALEXI AND DTD METHODS

An example of the utility of the DTD approach is pre-
sented at the field scale using ground-based TR(y)

Fig. 2 Comparison between observed and modeled mid-day

latent heat flux, LE, using (A) original TSM scheme and (B)
DTD approach. Regional TA and u observations are from
weather stations �50 km to �100 km away from study site.
Line represents perfect agreement with observations.
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observations and regional weather station data from
sites in subhumid and semiarid climatic regions (i.e.,
Oklahoma and Arizona). In addition, a comparison
of regional scale heat fluxes between the more rigorous
ALEXI model and the simple DTD method using sat-
ellite data over the U.S. Great Plains is presented.

With the field scale TR(y) observations, the compar-
isons in Fig. 2 are LE estimates using the original TSM
approach and the DTD scheme with regional weather
station data (TA and u) collected 50–100 km away from
the site compared to on-site flux tower observations.[30]

There is considerably more scatter using the TSM
vs. the DTD approach with non-local meteorological
inputs resulting in a Root Mean Square Error (RMSE)
on the order of 100 W m�2. Using the DTD scheme,
there is a significant reduction in scatter with the flux
observations yielding almost a 40% reduction in error
with a RMSE �65 W m�2.

To illustrate a regional application of the DTD and
ALEXI approaches, GOES brightness temperature
data and NOAA–AVHRR satellite observations were
used with surface synoptic data for July 2, 1997 over
the U.S. Great Plains, same case study used by
Mecikalski et al.[29]. The domain investigated was div-
ided into 10 km � 10 km grid cells, with 223 cells east-
to-west and 201 in the meridional direction, a total of
44,823 cells. NOAA–AVHRR–NDVI product for the
region was utilized to estimate fractional vegetation
cover. Hourly GOES brightness temperature measure-
ments for the region were cloud screened and subse-
quently linearly time-interpolated to 1.5 hr and 5.5 hr
after local sunrise. These top-of-atmosphere brightness

temperatures were then atmospherically corrected to
estimate surface radiometric surface temperatures
and corrected for emissivity using land surface classi-
fication data (for details, see Ref.[29]).

The estimates of LE for 5.5 hr after local sunrise for
the domain are shown in Fig. 3 from the DTD and
ALEXI schemes. Areas that are white in this figure
were either those identified as cloudy by screening pro-
cedures, and thus were not evaluated in either method,
or did not achieve model convergence (primarily
ALEXI). The DTD method displays very similar spa-
tial features as the ALEXI output, although, as shown,
there is a systematic difference between the two, with
the DTD method showing overall higher values of LE.

Unlike ALEXI, in which air temperature is dynami-
cally determined within the scheme, in the DTD
method, air temperature is a measured (from surface
synoptic data) and invariant upper boundary con-
dition for the model. The horizontal spacing of hourly
synoptic air temperature measurements is roughly
100 km, while the satellite data and the DTD grid on
which the TR(y) and NDVI data are applied have a sig-
nificantly higher resolution. With fixed boundary con-
ditions measured on the scale of 100 km, DTD cannot
account for the sub-synoptic-scale interactions
between surface radiometric temperatures and air tem-
perature, as does ALEXI. Nevertheless, results from
the DTD procedure are encouraging in their ability
to duplicate the spatial patterns from ALEXI, a much
more complicated and data-intensive parameteriza-
tion. Computer processing time for the domain shown
in Fig. 3 for the ALEXI model was about 35 min, while

Fig. 3 Regional scale latent heat flux maps from DTD and ALEXI �5.5 hr after local sun rise for the U.S. Great Plains region
on July 2, 1997.
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the DTD scheme required less than 1 min of processing
time on the same UNIX workstation.

CONCLUSION

Current efforts incorporating remote sensing data into
SVAT modeling schemes that accommodate the fun-
damental differences between aerodynamic and radio-
metric temperatures and that are not sensitive to
measurement errors should greatly enhance the pros-
pect of quantifying ET at regional scales with remote
sensing. The measurement errors with the largest
impact on ET estimation are atmospheric and
emissivity effects in converting satellite brightness tem-
peratures to radiometric surface temperatures and
assigning meteorological variables, primarily air tem-
perature, for each satellite pixel from regional weather
station observations.[28] Due to limited spatial observa-
tions of atmospheric properties, the uncertainty in
the surface–air temperature difference is likely to be
several degrees resulting in unreliable ET estimation,
which have significantly hampered many past modeling
approaches.

Although the current approaches described here,
ALEXI and DTD, address most of these limitations,
there is a drawback to these schemes in that the source
of radiometric temperatures (GOES), and the atmo-
spheric boundary layer closure and weather station
network dictate an output resolution of 5–10 km. For
many applications, particularly evaluating ET for indi-
vidual fields, these 5–10 km estimates are at a much
coarser spatial scale. Unfortunately, temporal changes
(1/2-hourly) of satellite brightness temperatures are
only available from GOES at a minimum resolution
of �5 km. Other satellites have much finer spatial res-
olution, such as the Land Remote-Sensing Satellite
(Landsat) and the Advanced Spaceborne Thermal
Emission Reflectance Radiometer (ASTER), but have
much coarser temporal coverage (�16 days).

Kustas and Norman[31] found subpixel variability in
surface properties can result in large errors in pixel-
average heat flux estimation, using pixel-average inputs
when there is a significant discontinuity in surface con-
ditions, particularly under low winds. A solution to the
problem of spatial resolution was introduced by
Norman et al.,[32] who developed a scheme for ‘‘disag-
gregating’’ ALEXI 5 km flux estimates (called Dis-
ALEXI) to the 30 m scale using high-resolution NDVI
and TR(y) data, and the local 50 m air temperature
estimate provided by ALEXI as the important atmo-
spheric boundary condition in temperature. Although,
this scheme makes use of energy conservation princi-
ples applied to ABL dynamics to deduce air tempera-
ture via ALEXI, it still does not consider local
variability in mean air properties. However, the

preliminary results are encouraging, suggesting disag-
gregation of coarse spatial resolution ET output may
be feasible periodically with high resolution data from
Landsat or ASTER.
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INTRODUCTION

Weather station data are increasingly being used to
calculate reference evapotranspiration (ETref), for
purposes of irrigation system planning, design, schedul-
ing, and management. There is a range of methods used
to calculate ETref. The Food and Agricultural Organiza-
tion (FAO) of the United Nations, in collaboration with
the International Commission for Irrigation and Drain-
age (ICID) and the World Meteorological Organization
(WMO), has recommended the Penman–Monteith
method (referred to as FAO56-PM) to calculate ETref.

[1]

Recently, the Environmental and Water Resources
Institute (EWRI) of the American Society of Civil
Engineers (ASCE) recommended a standardized ASCE -
Penman–Monteith (ASCE-PM) equation.[2] The com-
putation of parameters in the ASCE-PM incorporates
the procedures described in FAO56-PM. The term
‘‘standardized’’ as used in the ASCE-PM equation
infers that some computational procedures have been
fixed. FAO and ASCE provide guidelines to assure that
estimated ETref is relatively accurate.

The accuracy of estimated ETref depends on three
important factors: weather station setting, station main-
tenance, and data quality control. Placement and the
local environment of a weather station site can affect
the accuracy and representativeness of ETref. A standar-
dized regular maintenance program is essential.
Furthermore, data quality control is a necessary compo-
nent of any weather station network.[3–7] The absence of
a quality control program can result in poor quality
ETref data, which severely limits its usefulness for irri-
gation scheduling and can change to impair water
resources planning and management. Weather station
network operators or other agencies need to provide
the information needed, such as crop coefficients, to
allow users of ETref data to schedule irrigation.

In this article, we present the Penman–Monteith
form of the combination equation and a description
of the parameters, a brief description of station sitting
criteria and maintenance, and quality control.

Additionally, we enumerate what we think operators
of network weather stations should provide to their
customers.

REFERENCE EVAPOTRANSPIRATION

Reference evapotranspiration was defined by Doorenbos
and Pruitt[8] as ‘‘the rate of evapotranspiration from
an extensive surface of 0.08–0.15 m tall, green refer-
ence crop of uniform height, actively growing, com-
pletely shading the ground and not short of water’’.
Using the same definition, while assuming the reference
crop as hypothetical, ASCE defined evapotranspira-
tion for a ‘‘short’’ reference similar to clipped, cool
season grass as ‘‘the rate of evapotranspiration from
a hypothetical reference crop with an assumed crop
height, fixed surface resistance and surface reflectance
(albedo), closely resembling the evapotranspiration
from an extensive surface of green reference crop of
uniform height, activity growing, completely shading
the ground and with adequate water’’.[2,3] The refer-
ence crop selected to physically represent this hypo-
thetical reference has historically been clipped, cool
season grass having about 0.12 m height or an appro-
ximately 0.5 m tall, full-cover crop of alfalfa.

ETref can be calculated for different time steps; how-
ever, for irrigation scheduling, management and design
in most climate regions, a 24-hr time-step calculation is
adequate. The hourly Penman–Monteith equation[2]

might be needed in coastal or mountainous regions.
The 24-hr time-step Penman–Monteith equation as
standardized by Ref.[2] is:

ETref ¼
0:408DðRn � GÞ þ g Cn

T þ 273u2ðes � eaÞ
D þ gð1 þ Cdu2Þ

where:

ETref ¼ reference evapotranspiration (mm d�1)

Rn ¼ net radiation (MJ m�2 d�1)
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G ¼ soil heat flux density at the soil surface
(MJ m�2 d�1; small amount � 0)

T ¼ mean daily air temperature at 1.5–2.5 m
height (�C)

u2 ¼ mean daily wind speed at 2 m height (m s�1)

es ¼ mean saturation vapor pressure at 1.5–2.5 m
height (kPa)

ea ¼ mean actual vapor pressure at 1.5–2.5 m
height (kPa)

D ¼ slope of the saturation vapor pressure–
temperature curve (kPa �C�1)

g ¼ psychometric constant (kPa �C�1)

Cn ¼ numerator reference crop constant
(grass ¼ 900, alfalfa ¼ 1600)

Cd ¼ denominator reference crop constant
(grass ¼ 0.34, alfalfa ¼ 0.38)

0.408 ¼ reciprocal of latent heat of vaporization
[mm (MJ m�2)�1].

For hourly calculations, the values for Cn and Cd

are different and depend on whether it is daytime or
nighttime.[2] The estimation of Rn from solar radiation,
temperature, and humidity, and on how to calculate G
for 24-hr and hourly time steps is provided in Ref.[2].

WEATHER STATION SITING

The placement of a weather station and the local
environment of a weather station can affect the accu-
racy of ETref. Buildings or trees close to a weather sta-
tion can affect wind speed and solar radiation data,
which in turn affect the estimated ETref. The recom-
mended horizontal separation from obstacles should
exceed 10 times the height of the obstacles. The
absence of a healthy green reference crop under and
upwind of a weather station affects humidity and air
temperature, which will adversely affect ETref. Bare
soil or dry vegetation instead of moist, cropped land
around the weather station can increase advective
energy, increasing temperatures and decreasing
humidity, which tends to increase the ETref value. A
station should be sited within the region it is meant
to represent. Locating a station in a transition area
between two regions of distinct climates should be
avoided unless one is attempting to characterize the
area. Topographic depressions should be avoided, as
the temperature is frequently higher during the day
and lower at night. High points should also be avoided.
The ideal site for a weather station is a well-watered
reference type of vegetation extending at least 100 m

in all directions.[2] The vegetation should be properly
irrigated, fertilized, and mowed frequently to maintain
a proper height (averaging approximately 0.12 m for
grass or 0.50 m for alfalfa). Fences used to protect
the station from animals should be made of porous
material and height should not obstruct wind move-
ment. If the ideal site described above is not avail-
able, the station should be located in an area with a
maximum fetch upwind of the station.

STATION MAINTENANCE

To assure the quality of ETref, a standardized mainte-
nance program is essential.[9] It is recommended that a
maintenance program includes monthly site visits, a
record of prior maintenance, troubleshooting of
problems, and sensor checks, replacements and cali-
brations. In most cases, the environment where the
station is located will determine the maintenance
schedule.

DATA QUALITY CONTROL

Data quality control (QC) should include a data pro-
cessing operation in the form of a computer program
that scans collected data for conformance with a list
of data standards. Data processing procedures take
different forms.[3–7] Common QC assessments include
comparing incoming weather parameters against
physical extremes, using statistical techniques to iden-
tify extreme or anomalous values, and comparing
data with theoretical or expected norms and neigh-
boring stations.[2] The QC assessment often depends
on whether the station is a stand-alone or is part of a
network.

INFORMATION DISSEMINATION

In addition to providing ETref information, operators
of weather station networks should provide other
information necessary for end users to plan, design,
schedule, and manage an irrigation system. Operators
should provide:

� A mechanism for disseminating up-to-date ETref

data to the public, for example, via the World
Wide Web.

� Crop coefficients for producing estimates of ET by
crop or directing the public to where such data are
available.

� Information on irrigation system evaluation, man-
agement, and performance.
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� Information on training classes, seminars, and
workshops on different aspects of irrigation
scheduling that are offered by public and private
agencies.

Dissemination of up-to-date ETref data is by itself
not sufficient for successful water budget irrigation
scheduling. The success of ETref based water budget
irrigation scheduling hinges on the performance of an
irrigation system and knowledge of this behavior by
the scheduler. In particular, performance depends on
the uniformity with which water is applied across the
field, the distribution uniformity, and by extension
the efficiency of the irrigation system. In addition,
successful irrigation scheduling programs generally
include some form of soil water monitoring and means
of communication between the user and scheduler to
communicate information on specific crop character-
istics, actual irrigation events and amounts, and
accuracy of the proposed schedule. Weather station
operators can coordinate with organizations such as
FAO, Irrigation Association (IA), cooperative exten-
sion services, and universities to organize training
seminars and workshops for the public. Crop coef-
ficient values are commonly supplied by universities
and research institutions at no cost.

CONCLUSIONS

The information provided herein briefly summarizes
the use of weather station networks to supply ETref

information. It describes the ETref equation that is
recommended; the importance of weather station sit-
ing, maintenance, and data quality control; and some
of the information that weather station operators
should provide to the public to assist them in effec-
tively utilizing ETref data.

Weather station networks need to keep up with new
emerging technologies. Future prospects include devel-
opment of a methodology for short-term ETref fore-
casting; integration of wireless technology, remote

sensing, GPS and real- or near real-time data dissemi-
nation. For example, a farmer using a hand-held PDA
with GPS can transmit his location to a central com-
puter, which then relays back information specific to
that location. Along with crop coefficients and irri-
gation system efficiency stored in the hand-held device,
the farmer can accurately calculate and determine a
specific crop water requirement.
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Everglades

Kenneth L. Campbell
Agricultural and Biological Engineering Department, University of Florida,
Gainesville, Florida, U.S.A.

INTRODUCTION

The Everglades of south Florida was originally a
broad, shallow ‘‘River of Grass’’[1] that extended from
the south shore of Lake Okeechobee to Florida Bay at
the southern tip of the state, east to the Coastal Ridge,
and west to the Immokalee Ridge. Historically, the
area was a vast sawgrass marsh, dotted with tree
islands and interspersed with wet prairies and sloughs
covering an area about 40 mi wide by 100 mi long.
One of the unique regions of the world, it has steadily
decreased in size and declined in health during the past
century. Half its wetland area has been lost to agricul-
ture and urban development and the remaining seg-
ments are impacted by lack of a clean, dependable
water supply. Natural water flows have been diverted
for irrigation, drinking water, and flood protection.
The conveyance system of canals, levees, structures,
and pumps developed for flood control has altered
natural patterns of water flow and storage, adversely
affecting food webs that supported a diverse ecosys-
tem. Nutrient runoff from urban and agricultural
sources is transported by the conveyance system to
the remaining natural wetland areas, causing undesir-
able changes in flora and fauna. Hydroperiod changes
have altered natural fire patterns and stimulated
invasion of exotic species. A multi-agency state and
federal task force has developed a Comprehensive
Everglades Restoration Plan (CERP)[2] to address
and reverse these major changes to this unique wetland
ecosystem. The major hydrologic modifications to be
addressed in the Everglades restoration include:
1) regain lost storage capacity; 2) restore more natural
hydropatterns; 3) improve timing and quantities of
fresh water deliveries to estuaries; and 4) restore water
quality conditions. The Comprehensive Plan, con-
sidered the world’s largest such project, includes more
than 60 components proposed for implementation over
a period of four decades with an estimated investment
approaching $8 billion. State and federal legislation
provides for a 50/50 cost share between the federal
and state governments to implement the plan.

EVERGLADES WATER MANAGEMENT—PAST,
PRESENT, AND FUTURE

History

Primitive canals were dug in portions of the Everglades
as early as the late 1800s in attempts to reclaim fertile
swampland for agriculture.[3] Early promoters and
developers led people to believe that a productive
subtropical agriculture was possible in the entire
Everglades region. These early attempts at land recla-
mation were largely unsuccessful until the 1920s when
a period of less than normal rainfall helped dry the
region around Lake Okeechobee for farming. Follow-
ing severe hurricane damage in the region in the late
1920s and again in 1947, the focus was shifted from
land reclamation to flood protection and the Central
and Southern Florida Flood Control Project was
authorized and implemented beginning in 1948. Over
the next 15 yr, this project resulted in a perimeter dike
around Lake Okeechobee and the extensive convey-
ance system of canals, levees, structures, and pumps
currently in place. It also allowed development of the
Everglades Agricultural Area (EAA), a highly pro-
ductive, 700,000-acre region of organic soils in the
northern Everglades used primarily for sugar cane
and winter vegetable production.[4]

Environmental Issues

By the mid-1960s, concerns were already growing
about conservation issues and adverse environmental
impacts. Additional areas along the eastern border of
the Everglades have since experienced urban encroach-
ment. A total of about 1 million acres, roughly 50%
of the Everglades wetlands, have been transformed
for human uses during the past half-century. The
1700 mi of canals and levees in the region have inter-
rupted connections between the central Everglades
and the adjacent wetlands, resulting in over-drainage
in some areas and excessive flooding in others.
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This system provides water supply, flood protection,
water management, and other benefits to south Flor-
ida, but it must be modified to reduce the negative
impacts on the environment. The current canal system
works very effectively, discharging an average of 1.7
billion gal of water per day to the ocean and gulf. This
discharge must be reduced if future urban, agricultural,
and environmental demands for water are to be met.

Today’s remaining Everglades have been signifi-
cantly affected by the current water management
system. Wading birds and other wildlife populations
are greatly decreased. Tree islands, with their unique
combination of wetland and terrestrial vegetation and
wildlife, are considered to be an excellent indicator of
the overall health of the Everglades. Many of these tree
islands have disappeared from the northern Everglades
over the past 50 yr, and many others have been taken
over by exotic vegetation. These effects are mainly
due to changes in the quantity, quality, timing, and
distribution of water that have occurred over the years
as a result of changed water management. Water depth,
duration, and timing are important to both wildlife and
vegetation. The sawgrass wetlands of the Everglades
developed under very low nutrient conditions with rain-
fall as the main source of phosphorus. Nutrient inflows,
especially phosphorus, as a result of development and
modified water management have influenced changes
in vegetation type.[5] Where phosphorus concentrations
have increased, sawgrass and spike rush have been
replaced by cattail causing undesirable changes in the
ecosystem. Native vegetation remains healthy where
phosphorus concentrations are low.

Restoration

Restoration of the remaining Everglades depends upon
a knowledge and understanding of the original con-
ditions. Efforts are focusing on improving upstream
water quality and the distribution, timing, depth, and
flow of surface water into and through the Everglades.
Early historical information sources, combined with
further interpretation and analysis, are being used to
estimate original drainage patterns and soil, topogra-
phic and vegetation conditions before canal drainage
began in the late 1800s. Results of these studies indi-
cate that the predrainage landscape of the Everglades
probably was configured in subtle ridges and sloughs
with two major flow pathways: a flow path southeast-
ward to the Atlantic Ocean, and a southwestward flow
path along Shark Slough to the Gulf of Mexico.[6]

These flow patterns may have influenced the ridge
and slough landscape configuration that is important
to the health of the ecosystem. Redevelopment of
these flow patterns and landscape configuration will
be important to the restoration process. About 70%

less water flows through the Everglades today com-
pared to the historic Everglades system.

The main goal of Everglades restoration is to deliver
the correct amount of water, with the correct quality,
to the correct locations, and at the correct time.[7] Most
of the water currently lost to the ocean or gulf will be
stored in surface and subsurface storage areas until
needed, when 80% of it will be allocated to the environ-
ment and 20% to increase urban and agricultural water
supplies. Water to be stored for future use will be
routed through surface storage reservoirs and wetland-
based stormwater treatment areas to improve its
quality. Additional water quality improvements can
be expected from comprehensive integrated water qual-
ity planning efforts currently in progress. To restore
water flow paths, more than 240 mi of canals and levees
will be removed in the Everglades. This will allow more
natural overland water flow in the remaining natural
areas of the Everglades. Water held and released will
be managed to match natural discharge patterns more
closely. Operational plans will be developed in some
areas to simulate natural rainfall patterns with water
releases to improve the timing of water flowing through
the Everglades ecosystem. These strategies are all being
designed to enhance not only ecosystem restoration,
but also urban and agricultural water supply and flood
protection as part of the process of moving toward a
more sustainable south Florida.

CONCLUSION

The Everglades landscape is a unique combination of
subtropical wetlands and uplands, including sawgrass
marshes, sloughs, wet prairies, tree islands, tropical
hardwood hammocks, pinelands, and mangroves. It
provides important habitat for many threatened and
endangered species. Water management for flood con-
trol and water supply purposes has caused some areas
to become drier and others to become wetter than nor-
mal. More than half of the original wetland area has
been lost to agricultural and urban development. The
introduction of increased nutrients resulting from this
development has caused undesirable shifts in vege-
tation communities. Hydrologic changes have altered
the extent of naturally occurring fires and promoted
the growth of exotic species. While the current water
management system performs well for flood protection
it must be modified to reduce adverse environmental
impacts and conserve more fresh water to meet a vari-
ety of needs. A Comprehensive Everglades Restoration
Plan received initial authorization in 2000 to begin the
restoration of the south Florida ecosystem and provide
for water-related needs of the region. This plan
addresses the quantity, quality, distribution, and tim-
ing of water to the Everglades. A large amount of
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additional information regarding the Everglades is
available on the web at http://www.sfwmd.gov/
koe_section/2_everglades.html and http://www.
evergladesplan.org/.

The following quote from the Comprehensive
Everglades Restoration Plan web site[7] conveys the
importance of the Everglades and the current resto-
ration program.

The significance of the remaining Everglades to the

nation and the world has been affirmed time and
again. Congress established Everglades National Park.
The Everglades have also been designated an Inter-
national Biosphere Reserve, a World Heritage Site,

and a Wetland of International Significance. Identified
as one of the world’s major ecosystem types, the
Everglades are home to 68 threatened or endangered

plant and animal species. The benefits and functions
of these plants and animals may never be known if
we do not restore and protect their habitat. Saving

the Everglades requires us to save the entire south
Florida ecosystem. The ecological and cultural signifi-
cance of the Everglades is equal to the Grand Canyon,

the Rocky Mountains, or the Mississippi River. As
responsible stewards of our natural and cultural
resources, we cannot sit idly by and watch any of
these disappear. The Everglades deserves the same

recognition and support.
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Farm Ponds

Ronald W. Tuttle
U.S. Department of Agriculture (USDA), Chantilly, Virginia, U.S.A.

INTRODUCTION

The rural American landscape is a rich tapestry of
interdependent ecosystems. It is also a working land-
scape of over 900 million privately owned acres devoted
to cropland, pastureland, or rangeland.[1] Scattered
across this diverse matrix are countless farm ponds,
reflecting the light of day and night (Fig. 1[2]). Although
there is no accurate count of the total number of
ponds in the United States, a conservative estimate is
well over 2 million. The United States Department of
Agriculture (USDA), Natural Resources Conservation
Service (NRCS) reported more than 2.1 million ponds
had been built on privately owned lands by 1980.[3]

The Soil Conservation Service [SCS (now NRCS)]
assisted in the planning and construction of approxi-
mately 2 million farm ponds during the 30-yr period
between 1945 and 1975. According to SCS historical
records, in 1974 the South region of the United States
led in the cumulative number of ponds built with
1,108,959. The Midwest region was next with 450,847
ponds. The West and Northeast regions followed with
278,360 and 134,327 ponds respectively. Texas, Oklahoma,
Mississippi, and Kentucky were the leading states in
number of ponds built by SCS at that time.[4]

Farm ponds continue to be much in demand with
many constructed each year in the United States.
Iowa, for example, reports 87,000 farm ponds with an
additional 1000 being added yearly.[5] A conservative
estimate suggests over 50,000 ponds ranging in size from
less than 1 acre to over 30 acre in Virginia.[6] The list goes
on with Mississippi reporting more than 280,000 farm
ponds ranging in size from 1/2 acre to 40 acre.[7]

POND CHARACTERISTICS

Farm ponds are commonly described as water
impoundments used for agricultural or domestic farm
uses and enjoyment. NRCS defines them as a water
impoundments made by constructing a dam or by exca-
vating a pit or dugout.[8] There are two general types
of farm ponds, largely determined by topography.
Embankment ponds are formed by impounding water
behind a dam built across a watercourse. Good sites
occur in gently sloping valleys with steep side slopes
to provide adequate pond depth and discourage the

establishment of aquatic vegetation. NRCS recom-
mends dams that are less than 35-ft high and located
where their failure will not result in loss of life; damage
to buildings, highways, and other infrastructure ele-
ments; or in interrupted use of public utilities.[3] Exca-
vated ponds, as the name implies, are constructed by
removing soil to create a pond basin at an elevation
below the surrounding ground level. Unlike embank-
ment ponds, they are typically constructed on relatively
level areas where a source of water may be more limited.

Water adds variety to a landscape, thereby enhanc-
ing its aesthetic quality. Many terrestrial species as well
as fish, amphibians, and waterfowl are dependent upon
the habitat offered by farm ponds. They attract song-
birds, small and large mammals, osprey, heron, and
other species in a linked web of life. In addition to their
intrinsic value for wildlife and aesthetic quality, farm
ponds are important for livestock, recreation, energy
conservation, fish production, and water supply for
irrigation or farmstead fire protection. Properly mana-
ged ponds also reduce storm runoff, aid in erosion
control, and improve water quality (Fig. 2).

PLANNING AND DESIGN CONSIDERATIONS

Farm ponds should be properly planned, designed,
and constructed if they are to function as intended.
A basic problem-solving process involving inventory
and analysis of prevailing natural resource conditions,
identification of related problems and opportunities,
and evaluation of alternatives will lead to appropriate
decisions when planning and designing a pond.

There are many useful references on the subject of
planning, designing, and constructing ponds. The
NRCS publication Ponds—Planning, Design, and
Construction (see Ref.[3] is available at NRCS offices
and describes basic requirements for building a pond.
The many details covered in this and other sources of
information are beyond the scope of this publication;
however, major considerations include location, water
supply, and soil type.

Location

Site and watershed investigation will determine if
an area is suitable for the type of pond desired.
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The relationship of alternative pond sites to prevailing
ecological structure and functions within the larger
landscape or watershed is critical to achieving a prop-
erly functioning farm pond. Dams, for example, are

proven to have significant detrimental impacts upon
the equilibrium of stream corridors.[9] Therefore, it is
generally not advisable to dam streams for the purpose
of constructing an embankment pond. Locating them
nearby will protect the stream and prevent damaging
floodwaters and silt from entering the pond.

Farm ponds should be planned and designed to ful-
fill their intended use as an integral part of the sur-
rounding landscape. This is achieved with minimum
disturbance to existing landform, vegetation, water,
and structures. The desired principal use(s) of a pond
will determine its best location. A pond intended for
aesthetic quality and fire protection, for example,
should be sited near farmstead structures and easily
visible from important viewpoints near the home or
elsewhere.[10] This proximity to major viewpoints will
also help to prevent misuse of the farm pond and
ensure greater safety.

Water Supply

High quality water from either a surface or ground-
water source is important to properly functioning farm
ponds. Watersheds with good vegetative cover and
conservation systems installed to protect the land are
best suited for an appropriate supply of water.

The amount, intensity, and duration of surface run-
off should be evaluated to determine if the watershed
above the pond site is large enough to provide an
adequate water supply. In place of local runoff infor-
mation, NRCS offers a general guide for estimating
the approximate size of drainage area needed based
upon the desired capacity of an embankment or

Fig. 2 A farm pond managed to reduce storm runoff, aid in erosion control, and improve water quality.

Fig. 1 A typical farm pond in rural America.
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excavated pond (Fig. 3). The acreage needed in a drain-
age area for each acre-foot of pond storage can be
determined by using this guide; however, some adjust-
ments may be necessary to account for extremes in
local runoff conditions. One acre-foot is equal to the
amount of water to be stored to a depth of one foot
over one acre (a total of 325,851 gal). Details for esti-
mating storm runoff and recommended minimum
depths of ponds to account for normal seepage and
evaporation are also available.[3]

Soil Type

Many ponds fail because they are built in the wrong
type of soil. A properly functioning pond must, by
definition, hold water. The soil must be suitable for
the pond bottom as well as for the dam in the case
of embankment ponds. Deep soil that has slowly
permeable subsoil containing lots of clay or silty clay
is the best. Sites containing coarse-textured sand,
gravel, sand–gravel mixtures are generally unsuitable
unless an adequate clay content is present. Areas
containing limestone or gypsum are especially haz-
ardous due to crevices, sinkholes, or channels that
can drain water from a pond very rapidly. A clue
to suitability of the site is the degree of success of
nearby ponds.[3]

POND MANAGEMENT

Management and maintenance are just as important to
a properly functioning farm pond as good planning,
design, and construction. Appropriate management
prescriptions, which can be diverse in their nature,
are often dictated by the principal use(s) of a pond.
Fencing to exclude livestock from ponds and installing
a gravity-fed watering trough nearby, for example, will
often increase the value of ponds for multiple use and
enjoyment.

A diverse plant community will also increase a
pond’s value for multiple uses. Trees, shrubs, herbs,
and grasses established and maintained as a buffer will
provide wildlife habitat, improve aesthetic quality, and
increase the life expectancy of ponds by reducing ero-
sion. However, deep-rooting trees or shrubs should be
prevented from growing on dam embankments, where
their roots can endanger the integrity of the structure.

Damage from erosion, burrowing animals, live-
stock, silting, aquatic vegetation, overflow, undercut-
ting, and other sources can occur rapidly and should
be corrected promptly. Occasionally, a pond will
begin to leak water at an excessive rate and require cor-
rective measures. Clay blankets, bentonite, chemical
additives to reduce soil permeability, and waterproof
linings are common alternatives for sealing ponds.[3]

Excessive aquatic plant growth is another maintenance

Fig. 3 A guide for estimating acres of drainage area required for an acre-foot of pond storage.
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problem that will hasten eutrophication and seriously
degrade conditions for use and enjoyment of the pond.
Adequate pond depth will discourage undesired plants
from becoming established; otherwise, mechanical
removal or chemical methods may become necessary.

Owners have an obligation to ensure their farm
ponds are as safe as possible. Signs warning of dangers
should be installed and hazards to swimmers removed.
Rules regulating recreational use of the pond and life-
saving devices such as ring buoys and ropes or poles
stationed at ponds will provide additional protection.

SOURCES OF ASSISTANCE

Most states and other governing entities have regula-
tions pertaining to pond construction. Those planning
and designing ponds must comply with these require-
ments by contacting the local planning board or other
appropriate governing body before building a pond.
Landowners are responsible for obtaining permits,
performing necessary maintenance, and ensuring pond
safety.

The local county Soil and Water Conservation
District (SWCD) should be the first stop for those
interested in planning and constructing a farm pond.
The SWCD works closely with other local, state, and
federal government entities, including State Depart-
ments of Natural Resources, Cooperative Extension
Service, and the USDA, NRCS. Collectively, they
can provide helpful technical and financial assistance.

Cost-share funds also may be available for the con-
struction of ponds. The Environmental Quality Incen-
tives Program administered by the NRCS is one of the
several similar programs available to farmers and ran-
chers. It offers financial, educational, and technical
assistance to install or implement conservation prac-
tices, including farm ponds.[11] Program managers indi-
cate that over 8000 ponds were contracted from 1997
to 2000 under this program.
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Fertilizer and Pesticide Leaching: Irrigation Management

Luciano Mateos
Instituto de Agricultura Sostenible, Consejo Superior de Investigaciones Cientı�ficas,
Córdoba, Spain

INTRODUCTION

Good irrigation management begins by selecting the
appropriate irrigation method and strategy according
to the water availability, the characteristics of the cli-
mate, soil and crop, and to the economic and social
circumstances. Good irrigation management continues
with the actual application of the scheduled water, its
even distribution over the field, and the storage in
the root zone of as much of the applied water as
possible. During the cropping season, the irrigation
schedule must be adjusted to the weather variations
and to other cropping practices such as fertilization
and pesticides application.

Depending on the irrigation method, the water is
distributed through pipes or overland channels. The
water that is not stored in the root zone percolates
or runs off the field. The percolated water can leach
solutes; the water that runs off can carry away solutes
or chemical components adsorbed in suspended soil
aggregates.

Therefore, since irrigation water can be one mean
by which fertilizers and pesticides are transported
out of the root zone, good irrigation management must
be integrated with the application and subsequent
dynamic of the fertilizers and pesticides.

FACTORS AFFECTING LEACHING

The amount of percolation is determined by the aver-
age infiltrated depth in relation to the previous soil
water content, by the spatial distribution of the infil-
trated depth, the hydrologic characteristics of the soil,
and the concentration, location, and chemical charac-
teristics of the solutes. The potential for leaching is
especially large on coarse-textured soils because of
their low cation-exchange and water-holding capacity
and their high water permeability.

Most of the water below field capacity is held in the
soil, i.e., a uniform depth that refills a homogeneous
root zone up to field capacity can be potentially con-
sumed by the crop. On the contrary, if the average infil-
trated depth is deeper than that require to take the root
zone water content up to field capacity, the excess of
water will percolate. Preferential flow through the soil

macropores may cause drainage before the water
content is risen up to field capacity. A non-uniform
water infiltration and distribution within the soil pro-
file can cause percolation at certain locations in the
field while other locations may suffer water deficit.

The dynamics of water flow in soils influences the
transport behavior of reactive and non-reactive
solutes. The solute velocity for low-frequency intermit-
tent flow may be larger than for continuous flow
because the infiltration rate increases after the drying
cycles. When the soil is initially wet, the leaching of a
solute applied in a solution just before the irrigation
is lower than when the soil is initially relatively dry.
The reason for this behavior is that the large pressure
gradients under dry conditions pull the solution into
the small pores.[1] Preferential transport is more likely
to occur under ponded conditions, where flow occurs
under saturation, than under application intensities
limiting the infiltration rate.[2] In addition, under
ponded conditions, the natural spatial variation of
soil infiltration characteristics should increase the
field scale dispersion of a leaching chemical in com-
parison to transport under flux-controlled boundary
conditions.[3]

IRRIGATION SCHEDULING AND LEACHING

Irrigation scheduling is the determination of the next
irrigation date and the depth of water to apply.
Proper irrigation scheduling controls drainage and
thus leaching of fertilizers and pesticides. One accepted
irrigation practice to reduce leaching of fertilizers and
pesticides is to apply the water necessary to bring the
soil to field capacity. Even with the right amount of
water, significant leaching occurs if rainfall events come
soon after irrigation. An option under these conditions
is to allow the soil to become drier between irrigation
events; thus the probability of rainfall on a water full
soil decreases; but the chances of the crop running into
water stress are higher. Alternatively, irrigation depths
smaller than that required to fill the soil to field capacity
leave soil storing capacity for unforeseen rains.

A reduction in fertilizer or pesticide input generally
results in a leaching reduction of that agrochemical.
However, a reduction in irrigation amount does not
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necessarily imply a reduction in leaching. It may be
found that crop production is optimized and N losses
to the environment are minimized when the crop is irri-
gated for full evapotranspiration replacement. Under
conditions of deficit irrigation, water stress restricts
crop growth; thus nutrients uptake and fertilizer recov-
ery are lower. Nitrate leaching between the harvesting
of one crop and the planting of the next may be more
important than nitrate leaching induced directly by
the irrigation water.

IRRIGATION UNIFORMITY AND LEACHING

The inherent and management-induced non-uniformity
of the irrigation systems implies that some water defi-
cit and/or drainage must occur after the irrigations.
There is a trade-off between uniformity, water deficit,
and percolation. To avoid water deficit at any point
in the field, excess of water must be applied. The infil-
trated water that is not used to refill the root zone
will percolate. This amount must be larger as more
non-uniform are the water application and infiltration
and lesser the allowable crop water deficit.

The occurrence of drainage due to non-uniformity
of the water application implies leaching. Experimen-
tally quantifying the effect on leaching of irrigation
scheduling and uniformity in relation to fertilization
is very complex. Pang, Latey, and Wu[4] used a crop
model to simulate the combined effects of these factors
on crop yield and nitrogen leaching. These authors
found that high corn yield under low nitrate leaching
constraints is possible only with irrigation systems that
have a Christiansen uniformity coefficient of 90 or
greater. Vickner et al.[5] added an economic analysis
to the yield and nitrate leaching responses to irrigation
uniformity. They used a dynamic model to appraise
policy options for regulating groundwater quality in
the western region of United States of America, finding
that a limit on leaching due to corn production is eco-
nomically feasible by increasing the uniformity of
center-pivot irrigation systems.

IRRIGATION METHOD AND LEACHING

The irrigation methods are classified under three major
groups: surface, drip/micro, and sprinkler.

Surface Irrigation

The efficiency and uniformity of surface irrigation
depends on the control of the relationship inflow-soil
infiltration rate-application time, soil heterogeneity,
and on land grading and field microtopography.

The distinctive feature of surface irrigation is that the
soil surface is the transportation medium. Therefore,
field water distribution occurs simultaneously to and
it is controlled by infiltration. Furthermore, the infil-
tration rate varies spatially and temporally.

Infiltration in a surface-irrigated field is usually
higher at its upstream end, where water flows for
longer time (i.e., has a greater opportunity time for
infiltration). The risk for leaching is, thus, higher at
the upper part of the field. For a target depth at a given
location in the field, percolation can be reduced by
increasing the inflow rate and decreasing the appli-
cation time. Advance will be faster, thus opportunity
time variability along the field will be less and so the
infiltrated water at the field head.

Surge flow (the application of water in intermittent
pulses) and compacted furrows—e.g., wheel furrows—
also increase uniformity and decrease head percolation
by reducing the infiltration rate. But if the field is open
at the downstream end, the higher stream size can
result in excessive run-off. In this case, inflow cutback
after completion of the advance phase or tailwater
recovery are options for restricting run-off.

Alternate-furrow irrigation combined with fertilizer
placement in the non-irrigated furrow has the potential
to reduce fertilizer leaching. However, adequate root
development in the non-irrigated furrow is required
to allow nutrients uptake, and avoid residual fertilizer
that can be potentially leached.[6]

Microtopography also affects opportunity time
variability in basin irrigation. Laser leveling reduces
the soil surface microrelief, thus infiltration is more
uniform and percolation and leaching can be better
controlled.

In addition to the opportunity time non-uniformity,
the natural heterogeneity of the soil infiltration charac-
teristics enhances the infiltration variability and the
risk of percolation below the root zone. Some authors
claim that the variability of the soil infiltration charac-
teristics is damped under surge flow.

The solute displacement under the continuous flow
typical of paddy rice can be expected to be lower than
under drying-irrigation cycles because of the larger
infiltration rate in the later situation. Fertilization tim-
ing in relation to irrigation timing may also affect
leaching. For instance, as it was pointed out earlier, a
slug of liquid nitrogen fertilizer applied to a relatively
dry topsoil will be less prone to subsequent leaching
than if applied to wet soil. If the slug is applied to
wet soil, delaying irrigation for several days will reduce
leaching.[1] For similar reasons, preferential solute
movement is more likely to occur under flood irri-
gation, where water ponds on the soil surface, than
under sprinkler or drip/micro irrigation, where the
application rate is usually lower than the soil infil-
tration rate.
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Drip/Micro Irrigation

Under drip/micro irrigation, water is applied directly
to small areas adjacent to the plants through emitters
placed along a water delivery line. High application
frequency and partial soil wetting distinguish drip/
micro irrigation. The use of drip irrigation leaving
dry part of the soil should be beneficial in reducing
N leaching in regions where rain occurs during the
crop growing season.

The hydraulic features of the drip/micro irrigation
systems allow very uniform emitter flow and water
application control. Relevant non-uniformity can only
stem from poor system design and/or maintenance.
Irrigation scheduling can be easily implemented if the
crop water requirements are properly estimated. There-
fore, percolation and leaching out of the root zone of
drip/micro irrigated crops can be minimized.

Sprinkler Irrigation

In sprinkler irrigation, water is distributed using a
pressurized system with nozzles or jets that apply the
water through the air. The water distribution patterns
of the sprinklers in a system can be slightly different
due to pressure differences. The individual patterns
are not uniform, neither compositions of arranged
stationary or moving patterns. Moreover, the distri-
bution patterns can be distorted by the effect of the
wind. Therefore, certain non-uniformity is inherent to
sprinkler irrigation and the risk of percolation exists
under most of the irrigation management scenarios.
The non-uniformity and percolation risk can be at dif-
ferent spatial scales. The redistribution of water within
the soil and the extent of the crop roots can contribute
to damp the small-scale variability and thus the
reduction of the percolation risk. However, neither
the soil nor the crop will be able to damp the part of
the non-uniformity due to differences among laterals
and along individual laterals.

CHEMIGATION

Chemigation can be an efficient way of applying
pesticides and fertilizers. Best management prac-
tices endorse split applications of fertilizer to match
nutrient supply and demand and to reduce the poten-
tial of leaching. Applying fertilizers with irrigation

water (fertigation) expands opportunities for timed
applications.

Chemigation in drip/micro irrigation is a well-
developed practice.[7] Also sprinkler fertigation (chemi-
gation) has technical basis. Recent modeling attempts
have tried to develop scientific criteria for surface ferti-
gation. Boldt et al.[8] used a surface irrigation model to
simulate the distribution of N during surge irrigation—
a promising means of furrow fertigation.

Despite the potential advantages of chemigation,
experimental results indicate that flood chemigation or
chemigation with high-rate sprinkler irrigation may
actually increase rather than decrease deep leaching
of agricultural chemicals. Jaynes, Rice, and Hunsaker[2]

observed that a tracer applied with the irrigation water
moves deeper into the soil than a tracer sprayed on the
soil surface immediately before irrigation because the
former is better able to use preferential pathways and
move deeply into the soil. Therefore, caution on timing
of the chemical application and flow regime are impor-
tant aspects to consider when fertigation is practiced.
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Field Water Supply and Balance

Jean L. Steiner
Grazinglands Research Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, El Reno, Oklahoma, U.S.A.

INTRODUCTION

Field water supply has been a major focus of agricul-
tural research and management. The soil water balance
is a widely used method of tracking soil water supply
in a field. This approach provided some of the earliest
information available about the amount of water
required to produce a crop, the relationship between
water use and plant production, and water stress
impacts on plant water use, and remains an important
approach to research and management today.

The soil water balance (Fig. 1) can be given as:

SWt ¼ SWi þ P þ I � R � E � T � D ð1Þ

where SW is soil water content within a defined
root zone, t and i subscripts represent the end and
beginning of a time period, respectively, P is precipi-
tation, I is irrigation, R is runoff, D is drainage below
the root zone, E is evaporation from the soil surface,
and T is transpiration, with all terms in the same units
and over the time period defined by the t and i sub-
scripts. The R term might be modified to include any
horizontal movement of surface water or shallow water
table flow, which can be either imported to or exported
from the defined soil volume. In most circumstances,
the D term is downward flux below the root zone,
but can be defined to include vertical flux across the
bottom of the root zone that could include upward
movement from a shallow water table to deep rooted
plants. The E term can be considered to include
water evaporated from any wetted surface (e.g.,
ponded water, wetted plants, evaporation or subli-
mation of accumulated snow), as well as evaporation
of water from the soil profile. Frequently, the soil
water balance is used to determine terms of Eq. (1)
(e.g., E þ T, SWt � SWi,) by measuring or estimating
the remaining terms. Infiltration is often estimated
by measuring P and R, if the other terms can be
considered negligible during the precipitation event.
Gardner[1] provides additional detail about the soil
water balance.

WATER BALANCE COMPONENTS

Soil Water Content

Many different methods have been used to measure
soil water content. A direct method that has been used
since the early days of soil and agricultural research
and remains common today is the gravimetric method.
For the gravimetric method, soil samples, often cores,
are collected and the water content is determined by
weighing the sample before and after oven drying to
determine the quantity of water lost by evaporation.
Gravimetric sampling offers the benefit of providing
a direct measurement of soil water content using sim-
ple equipment. However, it is time consuming and can-
not be used to provide repeated measurement at the
same location because it is destructive sampling. Given
the high degree of spatial variability in most field soils,
this limits the ability to determine temporal changes
in soil moisture precisely, limiting the application of
the soil water balance to relatively longer time periods.
Methods that provide repeated measures of soil water
content at the same location, such as using neutron
probe or other technologies, reduce the problem of
spatial variability and allow the soil water balance to
be applied over shorter time periods.

Precipitation and Irrigation

Water is added to the system through precipitation or
irrigation. Since precipitation is often highly variable,
the rain gauge should be as near the site of the investi-
gation as possible and should use standard weather
gauges, properly sited away from tall buildings or veg-
etation that can distort rainfall catch. At field scales,
irrigation applications are not totally uniform, so the
gross irrigation amount may have to be adjusted by
efficiency and uniformity factors to determine the
net input to the soil water balance. However, well-
managed, modern irrigation techniques such as low
pressure applicators on center pivots and drip or sub-
surface irrigation methods, can provide very uniform
distributions of water in a field with high efficiency.
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Horizontal Movement of Water

The horizontal surface movement of water is largely
runoff. In some situations, there may be a net gain
through run-on of water from another portion of the
landscape. However, there is normally a net loss to
the water balance of a particular field when horizontal
movement occurs. The proportion of precipitation that
runs off depends on soil properties, vegetation, and
topography, as well as the intensity and duration of
rainfall. In some soil water balance calculations, runoff
is assumed to be negligible because of level topogra-
phy, or in some cases berms are constructed around
small experimental areas to restrict horizontal move-
ment. When a large amount of precipitation falls as
snow, there can be considerable movement caused by
the wind and drifting. In some field situations, there
is a substantial horizontal movement of water below
the surface, making it difficult to use the water balance
method.

Evaporation and Transpiration

Because it is difficult in field studies to separate loss of
water by evaporation from soil and transpiration from
plants, these terms are often linked into a single term,
usually called evapotranspiration, Et. From a manage-
ment perspective, options for influencing soil evapo-
ration and transpiration are different, so the terms
are presented separately in Eq. (1).

Energy Balance

The energy balance approach, often used to estimate
Et, was developed for a plant–soil system under con-
ditions where transpiration dominated the total loss.
This approach has been successful because a large por-
tion of energy that enters the earth’s atmosphere is
required to transform water from liquid to vapor (the
evaporation process). The combination evaporation
equation derived by Penman[2] and Monteith[3] can
be expressed as

Et ¼ fDðRn þ GÞ þ ½rCpðes � eaÞ=rav�g
=L½D þ gð1 þ rs=ravÞ� ð2Þ

where D is the slope of the saturation vapor pressure
curve, Rn is net radiation, G is soil heat flux, r is air
density, Cp is the specific heat of dry air, es and ea

are the vapor pressures at the evaporating surface
(assumed to be the saturation vapor pressure at the
surface temperature) and of the atmosphere, respec-
tively; rav is the aerodynamic resistance, L is the latent
heat of vaporization, g is the psychrometric constant,
and rs is surface resistance. Because it is difficult to
measure some of these terms, particularly the surface
resistance term, methods have been developed to
evaluate the equation for potential evaporation con-
ditions using standard weather data, applying assump-
tions about a well-watered, vegetated surface; and then
relating the potential evaporation to actual evapo-
ration for a particular vegetative surface (such as early
or late in the season with low vegetative cover or under
water-stressed conditions) using crop coefficients and
other adjustments. These methods are discussed thor-
oughly in Allen et al.[4] and Allen.[5]

Radiation Balance and Soil Heat Flux

Net radiation is the balance resulting from the
incoming and outgoing fluxes of short and long-wave
radiation and is affected by several aspects of the soil
and plant cover at the surface.[6] Short wave radiation
is strongly affected by surface roughness, color, soil
water content, and solar angle. For soils and plants,
emitted long-wave radiation is largely determined by
surface temperature, so wetter soils (which are gener-
ally cooler) have less outgoing long-wave radiation
than drier, warmer soils. Incident long-wave radiation
is influenced by sky conditions (cloudiness, cloud type,
etc.), and it will generally decline with increased sky
cover. As vegetative cover increases, the effect of soil
conditions on net radiation decreases to negligible
levels. For calculation of short-term evaporation,
soil heat flux is sometimes taken as a fraction of net

Fig. 1 Soil water balance for an agricultural plant.
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radiation (�10%). For bare soils, such as early or late
in a growing season, the fraction can be much higher.
For longer time periods, changes in air temperature
can be used to estimate the flux of heat into or out
of the soil over the period.[4] As vegetative cover or
crop residue cover increases, the flow of heat in the soil
is reduced because temperature gradients in the soil
decrease as the soil is shaded.

Drainage of Water Across the Lower Boundary

In some cropping systems, the flux across the lower
boundary of the root zone can be considered to be
negligible. This is true primarily in semiarid or arid cli-
matic regimes and in soils with a high water holding
capacity and/or a low hydraulic conductivity, such as
clay loams, silty clay loams, or in some cases silt loams
and loams. It may also be true where there is a restrictive
layer in the soil profile that prevents or slows the flow of
water below the root zone. However, when considering
year round water balances, soil water is often lost below
the root zone during at least part of the annual cycle in
periods of high precipitation or low evapotranspiration.
Water losses below the root zone can be measured
using lysimeters, or can be calculated using measure-
ments of soil water tension or content over time along
with knowledge of soil hydraulic properties. In some
situations, water can move upward from a shallow water
table into the root zone of deep rooted plants.

APPLICATIONS

Irrigation Scheduling

Irrigated agriculture is one of the most intensive forms
of agriculture. Having control of the water supply to
ensure adequate water for crop growth allows a pro-
ducer to invest more in other inputs that ensure a high
yield and quality of the crop. However, irrigation
applications can be expensive and excessive water
application can result in loss of nutrients and other
production inputs as well as causing environmental
problems. Therefore, it is important to apply enough,
but not too much, irrigation water. One way to do this
is to monitor soil water content during the growing
season and apply knowledge of the soil water balance
to guide timing and amount of irrigation applications.
Some irrigation scheduling models use weather data to
simulate the evapotranspiration and maintain a soil
water budget to predict changes in the soil water con-
tent. Depending on the rate of water use by the crop
and the amount of soil water storage capacity, the
producer can project the upcoming needs for irrigation
applications.

Rainfed Cropping

Rainfed cropping is subject to great risks because of
the high variability of rainfall in most agricultural
regions. In many regions, water stored in the soil at
planting time is an important component of the seaso-
nal water supply. If there is a large amount of water
stored at planting time, that stored water provides a
buffer against dry periods during the growing season,
and the producer might plan for an average or good
yield level and invest in inputs to support those
yield levels. If the water storage at planting is low, then
the risk of crop losses due to growing season drought
is high and the producer may decide to reduce or delay
investment in some inputs until later in the season
when more is known about growing season precipi-
tation and forecasts. Analysis of long-term climatolo-
gical records using a soil water balance approach can
be used to evaluate alternative crops or rotations for
a region. In some cases, high soil water levels at the
end of the growing season will result in a low faction
of off-season precipitation being stored for the next
crop with greater losses to percolation (with some pos-
sible nutrient leaching) or runoff (with possible greater
erosion).

Plant Growth and Natural Resource Modeling

Soil water balance calculations are an integral part of
plant growth and hydrologic models. Many of these
models have been developed to operate at a daily time
step and have been applied to a wide range of analyses.
Some examples of such models that are available for
downloading from the internet include crop growth,
erosion, and hydrology models developed at the Grass-
land Soil and Water Research Laboratory at Temple,
Texas, http://arsserv0.tamu.edu/intro.htm; the soil
organic matter model, CENTURY, developed at the
Natural Resource Ecology Laboratory at Colorado
State University, http://www.nrel.colostate.edu/
projects/century5/; water balance, irrigation manage-
ment, and soils models developed by Dr. J. T. Ritchie
and colleagues, http://nowlin.css.msu.edu/; the Deci-
sion Support System for Agrotechnology Transfer,
DSSAT, which is a series of crop models and associa-
ted weather, crop, and soil data bases, http://icasanet.
org/dssat/ and a suite of models, ranging from
nutrient management and water quality models to an
operational tool for whole farm/ranch strategic plan-
ning developed by the Great Plains System Research
Unit at Fort Collins, Colorado, http://gpsr.ars.usda.
gov/products/. These models, and many more,
include a soil water balance as an integral part
of the system.
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CONCLUSION

The soil water balance approach has played an impor-
tant role in improving our understanding and manage-
ment of plant, water, and soil resources. The field soil
water balance involves accounting for inputs of water
to the system, such as precipitation and irrigation, as
well as water leaving the system via evapotranspira-
tion, runoff, and drainage below the root zone. The
way a field is managed can have a large impact on
the magnitude of the components of the water balance,
such as runoff and drainage, as well as patterns of
evapotranspiration and partitioning of the water loss
into soil evaporation and transpiration. In agriculture,
increasing the amount of transpiration increases pro-
ductivity of the system. Soil water balance approaches
can be applied to irrigated and rainfed agriculture
and are an integral part of all plant growth and
natural resource model, so understanding the basic
concepts and principles is important for sound water
management.
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INTRODUCTION

Filtration of water to remove particulate matter and
biological contaminants is critical to the efficient oper-
ation of many pressurized irrigation systems. Filtration
for sprinkler irrigation systems, where there are large-
size water contaminants that can clog the sprinkler
nozzles, is usually done with screen or disk filters.
Microirrigation systems, with small flow passageways
in the drip emitters and microsprinklers, may use
screen, disk, or sand media filters to remove small par-
ticulates and organic contaminants to prevent clog-
ging. The choice of which filter to use is often based
on the water quality.

FILTRATION REQUIREMENTS

The degree of filtration for sprinkler and microirriga-
tion systems is significantly different. Sprinkler irri-
gation, with its larger nozzle openings can pass all
but the larger particulates. Thus, filtration treatment
to remove the trash and larger sand particles is
adequate. Unless heavy organic contaminant loadings
occur, organic materials are passed through the sprin-
kler system with little clogging hazard. Microirrigation
systems, with their small passageways, require more
extensive filtration systems. The degree of filtration
recommended for specific drip emitters and micro-
sprinklers is available from the manufacturer and
should be followed.

The degree of filtration of screen and disk filters is
designated by their mesh size. The mesh size is the
number of openings per inch of screen. The degree of
filtration of sand media filters is determined by the size
of the sand media particles with the sand media sizes
referenced to equivalent mesh size (Table 1).

Mineral particulates in irrigation water range in size
from sands to silts to clays. The equivalent mesh sizes
for these mineral particles are given in Table 2. Few
microirrigation systems require greater than 200-mesh
filtration. Note that small sand particles, silts, and
clays will pass through a 200-mesh screen. These very
small particles can pass though drip emitters or micro-
sprinklers, or they may settle out in the pipelines or

lateral lines requiring flushing to be removed (dis-
cussed later).

TYPES OF FILTERS

Suction Screen Filters

Suction screens (Fig. 1)[3,4] are used on centrifugal
pump intakes, where there is a significant problem
with large particulates and trash in the water as can
be the case from surface water sources such as rivers
and streams. Used by themselves, they may provide
adequate filtration for sprinkler irrigation systems,
but not for microirrigation systems. Rather, they may
be the first filtration step for microirrigation systems,
removing the large particulates which would quickly
overwhelm the screen, disk, or media filters also
being used.

To be effective, suction screen filters should filter
out the contaminants and keep themselves clean. Some
suction screen filters continually rotate and use water
jets to clean the contaminants off the screen. The water
flowing by the intake screen carries the contaminant’s
downstream.

Centrifugal Sand Separators

Centrifugal sand separators (Fig. 2)[3,5] are well suited
to removing larger sand particles which may be pres-
ent in both surface water sources and in ground-
water. They are designed to ‘‘swirl’’ the water passing
through them, using centrifugal forces to remove the
sand particles. While sand particles may not clog
sprinkler systems, they may cause wear to the sprinkler
nozzles and should be removed. In sprinkler irrigation
systems, centrifugal sand separation may be the only
filtration required, particularly when groundwater
is used.

Larger sand particles must be removed from micro-
irrigation systems since they will cause clogging. While
screen, disk, or sand media filters can all remove sand
particles, large volumes of sand may clog these filters
quickly. In microirrigation systems, centrifugal sand
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separators are often used as the first stage filtration
method, followed by screen, disk, or sand media filters.

Screen Filters

Two types of screen filters are common—pressurized
screen filters (Fig. 3)[6–10] and gravity flow screen filters
(Fig. 4).[3,8,10] In a gravity flow screen filter, water is
allowed to run over the screen filter, open to the atmo-
sphere, with the filtered water falling through the
screen and being collected. The contaminants caught
on the screen are either washed off the screen by the
water flowing across the steeply inclined screen, or, in
another design a slightly inclined screen is continually
washed clean by a rotating jet which moves the con-
taminants into a collection trough. The use of a gravity
screen filter requires the irrigation water to be
pressurized following filtration.

A pressurized screen filter is plumbed into the irri-
gation system, and filtration is accomplished as the
pressurized water passes through it. Pressurized screen
filters are used in sprinkler irrigation to remove larger
particles, which may clog the sprinkler nozzle or cause
excessive wear. Screen filters are widely used in micro-
irrigation systems, particularly where groundwater is
used. Pressurized screen filters may not be appropriate
for use with water high in organic matter. The organic
contaminants may quickly clog the screen and be diffi-
cult to remove. Once the screen is clogged, there may
be a significant pressure loss across the screen and

the flow rate through the screen may be substantially
reduced. Installation of pressurized screen filters with
upstream and downstream pressure gauges is recom-
mended so that the manager can easily note when the
screen needs cleaning.

Some pressurized screen filters require the screen
element to be manually removed for cleaning. Others
have a backwash system so that the screens can be
cleaned without disassembling the filter. Some of these
backwash systems are operated manually while others

Table 1 Sand media size and screen mesh designation

Sand no.

Effective sand

size (in.)

Screen mesh

designation

8 0.059 70

11 0.031 140

16 0.026 170

20 0.018 230

30 0.011 400

Source: Adapted from Ref.[1].

Table 2 Particle size classifications by mesh size

Particle size Mesh equivalent

Very coarse sand 10–18 mesh

Coarse sand 18–35 mesh

Medium sand 35–60 mesh

Fine sand 60–160 mesh

Very fine sand 160–270 mesh

Silt 270–400 mesh

Clay Smaller than 400 mesh

Source: Adapted from Ref.[2].

Fig. 1 Suction screen filter on the intake to a pump. (Cour-

tesy of the Claude Laval Corporation.)

Fig. 2 Centrifugal sand separator. (Courtesy of the Claude
Laval Corporation.)
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allow the backwash to be done automatically, either on
a set time interval and/or on a pressure loss across the
screen, sensing system.

The recommended, maximum flow rate through the
screen filter will be specified by its manufacturer.
Waters high in contaminants will clog the filter
more quickly. Automatic backwash filters may be
advantageous under these conditions, or an alternative
would be a larger filter element (or more filters

plumbed in parallel) to increase the interval between
manual cleanings.

Disk Filters

Disk filters (Fig. 5)[9–11] consist of a stack of thin disks,
tightly held together, each having a series of very small
grooves along their sides. Water is filtered as it flows
through the grooves. The degree of filtration is mea-
sured as mesh size. Disk filters effectively filter particu-
late matter, and they will remove organic contaminants
from the water but the organic contaminants tend to
clog the disk filter quickly, necessitating frequent clean-
ing. Most disk filters must be disassembled and cleaned
manually, but there are automatic backwash disk fil-
ters available. Where the water is high in organic
matter, a disk filter with an automatic backwash sys-
tem may be advantageous. The water required for
backwashing disk filters is less than that for sand
media filters.

Sand Media Filters

Sand media filters (Fig. 6)[5,6,9,10,12] are tanks made of
epoxy-coated metal or stainless steel. They are filled
with a filtering media, often silica sand. The particle
size of the media is selected according to the desired

Fig. 3 Pressurized screen filter. (Courtesy of Miller-

Leaman, Inc.)

Fig. 4 Gravity flow screen filter. (Courtesy of Fresno Valves
and Castings, Inc.)
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degree of filtration (Table 1). Water contaminants are
filtered from the water as the water flows down
through the media. An under-drain, made from either
an epoxy cake or perforated pipe at the bottom of the

tank, collects the filtered water and retains the filtering
media during filtration.

Sand media filters have a greater filtering capacity
than screen or disk filters and can be used to remove
both organic contaminants and particulate mat-
ter,[13,14] making them well suited for filtering surface
waters. At least two media filter tanks, plumbed in
parallel, are required at a site so that as one filter is
being backwashed, the other filter(s) can continue to
provide water for the backwashing and for irrigation.
Additional sand media filter tanks can be added if
increased filtration capacity is needed. Frequently, a
backup screen filter is placed downstream of the sand
media filters to catch any sand escaping the media fil-
ters, either from routine operation or from failure of
the media filter’s under-drain system.

The recommended flow rate for sand media fil-
ters is 35 m3 hr�1m�2–60 m3 hr�1m�2 (15 gal min�1 ft�2–
25 gal min�1 ft�2) of filter surface area. The higher flow
rates can be used where the water contains less than
10 ppm of suspended material. If the water has
100 ppm or more of suspended material, the lower filter
flow rates should be used to avoid the need for frequent
backwashing. Manufacturers of sand media filters pro-
vide recommended filter flow rates both for filtration
and for backwashing of filters. These recommendations
should be followed.

Backwashing of sand media filters can either be
done manually or automatically. When backwashing,
a three-way valve at the top of the filter changes pos-
ition, and clean water passes upward from the under-
drain system. This suspends and agitates the filter
media with contaminants being flushed out of the filter
with the backwash water. Pressure gauges should be
installed upstream and downstream of the filters and
backwashing should be done when the pressure drop
across the filters (approximately 70 kPa) indicates that
they are dirty. Automatic backwashing systems allow

Fig. 5 Disk filter. (Courtesy of Miller-Leaman, Inc.)

Fig. 6 Sand media filters. (Courtesy
of the Claude Laval Corporation.)
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the media filters to be cleaned on a desired time inter-
val or when the pressure drop across the filter exceeds a
selected value.

Disposal of backwash water can be a problem when
using sand media filters. The backwash flow rate is
nearly 45 m3 hr�1 (200 gal min�1) for a typical 48-in.
(1.2 m) sand media filter, so a substantial volume of
backwash water is generated. Some microirrigation
system managers are even constrained to disposing of
backwash water by using reservoirs or tile drain systems.

FLUSHING

Small sand, silt, and clay particles pass through the
filters used in microirrigation systems. These fine parti-
cles frequently settle in the pipelines and polyethylene
lateral lines of microirrigation systems and, unless they
are flushed out, can lead to clogging of drip emitters or
microsprinklers.

Appropriately sized flush-out valves should be
located at the end of pipelines. These valves can be
opened and the particles that have settled in the pipe-
lines flushed out. Following flushing of the pipelines,
the ends of the lateral lines should be opened, a few
at a time, and allowed to flush clear. In drip irrigation
systems designed for row crops, the lateral lines may be
manifolded together to allow more convenient flush-
ing. An alternative to manual flushing of lateral lines
is to use self-flushing end caps on the lateral lines.
These end caps allow a short flush at the beginning
and end of the irrigation event.

REFERENCES

1. Schwankl, L.; Hanson, B.; Prichard, T. Filtration equip-
ment. In Microirrigation of Trees and Vines; University
of California, DANR Publication No. 3378; 1996; 142 pp.

2. Hanson, B.; Schwankl, L.; Grattan, S.R.; Prichard, T.
Sand-media filtration. In Drip Irrigation for Row
Crops; University of California, DANR Publication

No. 3376; 1997; 238 pp.
3. Website for the Claude Laval Corporation; html:

www.lakos.com (accessed January 2002).

4. Website for Sure-Flo fittings; html: www.sure-flo.com
(accessed January 2002).

5. Website for Yardney Water Filtration Systems; html:

www.yardneywater.thomasregister.com (accessed January
2002).

6. Website for Miller-Leaman Incorporated; html: www.
millerleaman.com (accessed January 2002).

7. Website for Filtomat Self Cleaning Filters; html:
www.filtomat.com (accessed January 2002).

8. Website for Everfilt; html: www.everfilt.com (accessed

January 2002).
9. Website for Amiad North America; html: www.amiadusa.

com (accessed January 2002).

10. Website for Fresno Valves and Castings, Inc.; html:
www.fresnovalves.com (accessed January 2002).

11. Website for Arkal Filtration Systems; html: www.
arkal-filters.com (accessed January 2002).

12. Website for Netafim Irrigation; www.netafim-usa.com/
ag/products/filtration.asp (accessed January 2002).

13. Burt, C.M. Media tanks for filtration, parts I and II.

Irrig. J. 1994, July/August and September/October.
14. Burt, C.M.; Styles, S. Drip and Micro Irrigation for

Trees, Vines, and Row Crops; Cal Poly San Luis Obispo,

ITRC Publication, 1999.

374 Filtration and Particulate Removal

© 2008 by Taylor & Francis Group, LLC

http://www.lakos.com
http://www.yardneywater.thomasregister.com
html://www.millerleaman.com
html://www.millerleaman.com
http://www.filtomat.com
http://www.everfilt.com
http://www.sure-flo.com
http://www.amiadusa.com
http://www.amiadusa.com
http://www.fresnovalves.com
http://www.netafim-usa.com
http://www.netafim-usa.com
http://www.arkal-filters.com
http://www.arkal-filters.com


Ev
ap

ot
ra

ns
–G

ia
nt

Floodplain Management

French Wetmore
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INTRODUCTION

Throughout time, floods have altered the landscape.
Flooding is a natural process and floodplains are
created and altered by that process. Floodplains have
also been altered by human development, with conse-
quences to those who live in them.

During the early settlement of the United States,
locations near water provided required access to trans-
portation, a water supply, and water power. These
areas had fertile soils, making them prime agricultural
lands. In recent decades, development along waterways
and shorelines has been spurred by the recreational
value of these sites.

The result has been an increasing level of damage
and destruction wrought by the natural forces of flood-
ing on human development. Flooding has become the
nation’s number one natural hazard. It affects more
property each year and has accounted for over 70%
of the Presidential disaster declarations since 1970.

HISTORICAL APPROACHES

During the 1920s, the insurance industry concluded
that flood insurance could not be a profitable venture
because the only people who would want flood cover-
age would be those who lived in floodplains. As they
were sure to be flooded, the rates would be too high
to attract customers. Unlike other hazards, such as
wind and hail, where the risk can be spread, private
industry opted out of playing a role in flood protection.

With the great Mississippi River flood of 1927, the
federal government became a major player in flooding.
As defined by several Flood Control Acts, the role of
government agencies was to build massive flood con-
trol structures to control the great rivers, protect
coastal areas, and prevent flash flooding.

Until the 1960s, such structural flood control pro-
jects were seen as the primary way to reduce flood
losses. In some areas, they still are. However, starting
in the 1960s, people questioned the effectiveness of this
single solution. Disaster relief expenses were going up,
making all taxpayers pay more to provide relief to
those with property in floodplains. Studies during the
1960s concluded that flood losses were increasing, in
spite of the number of flood control structures that
had been built.

One of the main reasons structural flood control
projects failed to reduce flood losses was that people
continued to build in floodplains. In response, federal,
state, and local agencies began to develop policies and
programs with a ‘‘non-structural’’ emphasis, ones that
did not prescribe projects to control or redirect the
path of floods.

A milestone in this effort was the creation of the
National Flood Insurance Program (NFIP) in 1968.
The NFIP is based on a mutual agreement between
the Federal government [represented by the Federal
Emergency Management Agency (FEMA)] and local
governments. Federally guaranteed flood insurance is
made available in those communities that agree to
regulate development in their mapped floodplains.

If the communities do their part in making sure
future floodplain development meets certain criteria,
FEMA will provide flood insurance for properties in
the community. The Federal government is willing to
support insurance because, over time, local practices
will reduce the exposure to flood damage.

Also during the 1960s and 1970s, interest increased in
protecting and restoring the environment, including the
natural resources and functions of floodplains. Coordi-
nating flood loss reduction programs with environmen-
tal protection and watershed management programs
has since become a major goal of federal, state, and
local programs. This evolution is shown graphically in
Fig. 1. Now, we no longer depend solely on structural
projects to control floodwater. Instead of ‘‘flood
control,’’ we now speak of ‘‘floodplain management.’’

FLOODPLAIN MANAGEMENT

Floodplain management is officially defined by the
Federal Government’s Unified National Program for
Floodplain Management as ‘‘a decision-making pro-
cess that aims to achieve the wise use of the nation’s
floodplains.’’ (see Ref.[1], p. 8) ‘‘Wise use’’ means both
reduced flood losses and protection of the natural
resources and functions of floodplains. This is accom-
plished through different tools, including, but not
limited to:

� Floodplain mapping.
� Land use regulations.
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� Preservation of floodprone open space.
� Flood control (levees, reservoirs, channel modifica-

tions, etc.)
� Acquiring and clearing damaged or damage-prone

areas.

� Floodproofing buildings to reduce their suscepti-
bility to damage by floodwaters.

� Flood insurance.
� Water quality best management practices.
� Flood warning and response.

Fig. 1 Evolution of floodplain management in the United States.
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� Wetland protection programs.
� Public information.

There are a variety of Federal, state, and local
programs that administer these tools. Private organiza-
tions and property owners also have roles.

THE NATIONAL FLOOD INSURANCE
PROGRAM

The nation’s focal floodplain management program is
the NFIP. It has prepared floodplain maps for 22,000
communities. FEMA sets the minimum land use

development standards that participating communities
must administer within the floodplains designated on
their Flood Insurance Rate Maps. These standards
are summarized in Fig. 2.

While participation is voluntary, communities that
decide not to join or not to enforce those regulations
do not receive Federal financial assistance for insurable
buildings in their floodplains. Rather than face the loss
of Federal aid (including VA home loans, HUD hous-
ing help, and disaster assistance), just about every com-
munity with a significant flood problem has joined. By
2002, 19,700 cities and counties were participating.

Within participating communities, Federal law
requires the purchase of a flood insurance policy as a

Fig. 2 Minimum National Flood
Insurance Program regulatory
requirements.
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condition of receiving Federal aid, including mortgages
and home improvement loans from Federally regu-
lated or insured lenders. This requirement, coupled
with personal experiences with flooding, has convinced
over four million property owners to buy flood
insurance. Unfortunately, it is estimated that only half
of the properties in the FEMA mapped floodplains
are insured.

OTHER FEDERAL PROGRAMS

FEMA administers other floodplain management
programs, including:

� Disaster assistance programs that help flooded
communities and property owners recover after a
flood.

� Mitigation assistance programs that fund local
projects to acquire and clear floodprone properties.

� Research and technical assistance activities in
the fields of mapping, planning, mitigation, and
floodproofing.

� The National Dam Safety Program which assists
state programs that regulate dams (dam failures
were a factor in three of the four largest killer floods
since 1970).

The U.S. Army Corps of Engineers is the second
largest participant in Federal floodplain management
programs. While it is best known as the builder of
structural flood control projects, it has its own
authority to regulate new development in navigable
waterways and wetlands. It is also the leader in the tech-
nical aspects of floodproofing and river basin planning.

The U.S. Department of Agriculture’s Natural
Resources Conservation Service has a role in planning
and building flood control projects, similar to the
Corps,’ but limited to smaller watersheds. Through
local soil and water conservation districts, NRCS staff
can be valuable advisors to local officials reviewing
floodplain or watershed development proposals.

Just as rivers traverse many lands, floodplain man-
agement pervades many government programs. Other
agencies with floodplain management responsibilities
include:

� Tennessee Valley Authority (where floodplain man-
agement got its start)

� Bureau of Reclamation (water control projects in
the west)

� U.S. Geological Survey (river data and mapping)
� Environmental Protection Agency (water quality

programs)
� Small Business Administration (disaster assistance

for private property owners)

� National Oceanic and Atmospheric Administration
(coastal zone policies)

� National Weather Service (the lead in flood warn-
ing programs)

OTHER PROGRAMS

State and local agencies are also into a variety of
floodplain management activities. Their regulatory
programs often exceed the NFIP requirements. Many
states set additional minimum standards for mapping,
floodplain and wetland regulations and water quality.
Some state agencies require their own permits, in
addition to local permits, for new construction on
waterways, lakes, shorelines, and floodplains.

In addition to being the lead regulators, most flood
control projects are built and operated by local govern-
ments: cities, towns, counties, and special districts. The
trend at the local level is toward special purpose
authorities at the county or multicounty level to tackle
problems holistically at the watershed level.

Private organizations have become more directly
involved, too. Groups like the Nature Conservancy
and land trusts work to preserve floodprone areas that
have natural benefits. Others, like the National Wild-
life Federation and American Rivers, are active on
the political scene, reminding government agencies of
their responsibilities and working to strengthen or
expand their programs.

Over time, the distinction between what is done by
what level of government has blurred. There are more
and more cooperative and coordinated approaches,
especially with increased non-federal cost sharing
requirements and regional and river basin organiza-
tions. A recent example of this is FEMA’s Cooperating
Technical Partners program where a state or local gov-
ernment can contribute to the cost of floodplain map-
ping and have a say on the techniques and standards
used to prepare their Flood Insurance Rate Maps.

Another reason for the blurring of the distinction
is the increased professionalization of the field. Most
people active in floodplain management are members
of the Association of State Floodplain Managers. Pri-
vate practitioners and staff from all levels of govern-
ment work together on solving common problems,
rather than debating authorities or funding. There is
also a new program that certifies floodplain managers.
In less than 3 years, over 1000 professionals have
earned the right to put ‘‘CFM’’ after their names.

PROGRESS

The impact of these efforts can be measured in
three ways: threat to life, property damage, and the
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environment. Statistics have shown that the loss of life
due to floods decreased during the last century, pri-
marily due to better warning and public information
programs.

Progress in the other two fields has not been as
encouraging. Property damage is still increasing,
although at a slower rate than if there were no NFIP
and other floodplain management efforts (Fig. 3). It
is harder to see improvements in water quality and
habitat protection, but it is generally concluded that
while things are better than if there were no programs,
we have a long way to go.

AGRICULTURAL CONCERNS

Farmers, ranchers, and other agricultural interests are
likely to be involved in floodplain management in sev-
eral different ways. First, as landowners, their freedom
to develop the floodplain portions of their properties
may be limited by floodplain management or wetland
regulations.

Federal, state, and/or local regulations require
permits for the following:

� Regrading in the floodway.
� Construction of a levee.
� Modifications to a channel.
� Filling in a wetland.
� Construction of a new building in the floodplain.

This is the controversial part of floodplain manage-
ment: activities on one’s own property are subject to
government restrictions in order to prevent diverting
flood flows to other properties or adversely affecting
wetlands or habitat or to reduce government disaster
response and assistance expenses. While many state
laws exempt some agricultural activities from local zon-
ing or building codes, FEMA has ensured that in every
state, agricultural buildings will be regulated as a con-
dition for a city or county to participate in the NFIP.

A loan or Federal financial assistance to purchase,
improve or repair a building in the floodplain will
likely be accompanied by a requirement to purchase
a flood insurance policy on that building. However,
by taking certain protection measures, such as elevat-
ing the building above flood levels, insurance pre-
miums can be reduced.

Federal and state programs are not all about restric-
tive regulations. Federal disaster assistance, flood
insurance and crop insurance can come to one’s aid
after a flood. After the Great Flood of 1993 in the
Mississippi River basin, many farmers accepted Feder-
al funds to set aside wetlands and marginal farmland
as a start to allowing Mother Nature to reclaim the
natural floodplains.

Hopefully, farmers, ranchers, and other agricultural
interests will become involved in floodplain manage-
ment activities voluntarily and in a broader extent.
They can reduce their own exposure to flood losses,
help their communities and neighbors protect them-
selves, and improve their environment. Good places
to learn more are the following websites:

� FEMA—www.FEMA.gov
� Association of State Floodplain Managers—

www.floods.org

Both have links to other agencies and organizations.
The latter has links to state floodplain management
associations.
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INTRODUCTION

Floods and flooding—the temporary condition of too
much water—continue to plague many parts of the
earth. The Yangtze River in China, for example, has
flooded more than 1000 times in the past 2000 yr.[1]

Floods occur on a large portion of the earth’s land
mass, and affect a significant percentage of its human
inhabitants, since flood plains attract human activity.
For example, three floods (1987, 1931, 1938) along
the Hwang Ho (Yellow) River in China resulted in
nearly 7 million deaths[1] (Table 1). Just what consti-
tutes a flood depends somewhat on the perspective.
From a human perspective, a flood is the act of getting
one’s person or property inundated (wet) (Fig. 1).
From a purely physical perspective, a flood is the nat-
urally occurring, temporary inundation of normally
dry land. From either perspective, floods are fairly easy
to describe.

PHYSICAL ASPECTS OF FLOODS

Physically, a flood occurs when the land surface is
temporarily covered with water. Types of flooding
include flash floods that result from rapid accumu-
lation of water usually due to an intense rain storm
(infrequently due to dam failure); channel flooding
that results when water flows exceed the capacity of a
waterway; and overland or sheet flooding that can
occur when snow melt, storm water, or tidal surges
(e.g., a tsunami) inundate large areas of relatively flat
land that is normally dry. Simply put, flooding results
from intense or prolonged precipitation, from rapid
snow melt, from coastal surges, or, rarely, from dam
failure.[2]

Floods are commonly characterized by their fre-
quency, or expected frequency, which is based on the
record of past events and hydrologic modeling. For
example, a flood that has occurred only once in
100 yr of record is a 100-yr flood and has an expected
return frequency of every 100 yr. Unfortunately,

current and future conditions do not always match
past records. In fact, 100-yr floods could occur two
or even three years in a row. The expected frequency
of floods is also referred to as the recurrence interval.
Likewise, a 10-yr flood is relatively common, expected
to happen once every ten years, or have a 1 in 10
chance of happening in any one year. At the other
extreme, 500-yr floods are rare, low frequency, high
volume events. These frequency extremes are in large
part related to the physical dimensions of floods, which
can be explained by examining watershed maps, river
cross-sections, and flood hydrographs.

Watersheds

A watershed (also known as a basin or catchment) is
that portion of the earth’s surface where runoff termi-
nates or accumulates in a common hydrologic feature,
such as a lake or river (Fig. 2). At a localized level, the
watershed of a pond or stream includes all the land
area that contributes runoff to the pond or stream.
On a regional level, the watershed of a river includes
all the land area that contributes runoff to the river
or its tributaries. Examples of regional watersheds
would be the Colorado River basin or the Ohio River
basin. Finally, at the largest scale, the continental
divide separates large, continental watersheds whose
runoff ultimately flows to the oceans surrounding con-
tinents. Examples of some of the largest watersheds
that drain significant portions of continents include
the Amazon, Mississippi, and Nile River basins.

Watershed shape, drainage patterns, and runoff
routing help to determine stream flow and flooding
within the watershed. Shapes range from circular to
elongated; drainage patterns range from dendritic
(i.e., tree-like) to ditch;[3] and runoff routing ranges
from natural flow to artificial flow and detention
basins. A long, narrow watershed would be less likely
to experience high peak flooding than a more circular
watershed, all other things being equal, largely because
water does not enter the main stem of the river at the
same time.
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Overall topographic relief within a watershed also
affects the type of flooding. Relatively flat (i.e., low
relief) watersheds may experience more sheetwater
flooding, while steeper watersheds might experience
more flash flooding. Proximity to oceans or seas is
necessary for flooding to occur as a result of tsunamis
and tropical storms.

A number of other factors affect flooding within
watersheds including climate and geographic orien-
tation, soil types and land use/cover, and man-made
alterations.

Climate and Geographic Orientation

Watersheds at higher latitudes that slope generally
toward the Equator flood less frequently during spring
snow melt than watersheds that slope toward the
earth’s poles. The snow pack in high latitude water-
sheds that slope toward the poles usually melts first
in the headwaters, causing ice jams and flooding as it
flows downstream and coincides with the timing of
local snow melt and runoff. This is the case with the
Red River of the North in central North America
and many other north-flowing rivers in North America
and Asia.

Soil Types and Land Use/Cover

Watersheds consisting of more permeable soils are gen-
erally less prone to precipitation-based flooding than

Table 1 Examples of severe flooding worldwide

Date Location Impacts

1861 Sacramento River (California) 7,000 deaths, 300 villages destroyed,
2 million homeless

1887 Huang Ho (Yellow) River (China) 900,000 deaths

1889 Conemaugh River (Pennsylvania) 2,000 deaths, $10 million property damage

1900 Galveston, Texas 6,000 deaths, 3,000 buildings destroyed

1931 Huang Ho (Yellow) River (China) 3,700,000 deaths

1936–37 Mississippi River 800,000 injured, 500 deaths, $200 million
property damage

1955 Atlantic Coast (hurricane Hasel) $1.6 billion property damage

1960 Bangladesh 6,000 deaths

7/71–6/72 77 flood events in the United States 519 deaths, 141, 151 dwellings destroyed

or damaged

1979 Zambezi River (Mozambique) 45 deaths, 250,000 homeless

1979 Morvi (India) As many as 15,000 deaths

1981 Northern India 1,500 deaths, extensive crop losses

1982 El Salvador, Guatemala More than 1,300 deaths

1985 Northern Italy 361 deaths

1993 Mississippi River 40 deaths, $10 billion property damage,
42,000 homes destroyed, 20 million acres
of farm land disrupted

1997 Red River of the North (U.S.A.) 45,000 people evacuated, downtown

Grand Forks burns

Sources: From Refs.[4,6].

Fig. 1 Urban flooding as a result of runoff.
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those with impervious soils. Watersheds with land
uses or land cover that promote infiltration, evapo-
transpiration, or that simply impede runoff, are less
prone to flooding. Conversely, watersheds with imper-
vious soils and/or land uses and cover that accelerate
runoff may be more prone to flooding. The role of soils
in flooding is far more complicated than this, since
soils play a major role in topographic relief, the
development of drainage patterns, and water-borne
deposition.

Man-Made Alterations

Both the frequency and the severity of floods are
affected by man-made changes in land use, such as
converting forested land to cultivated crop land.
Clearly, urbanization, the process of converting areas
that may have good potential for infiltration to imper-
vious surfaces (such as roads, parking lots, or build-
ings), can increase the likelihood of flooding. Human
alterations of drainage, such as channelization and
retention basins, impact runoff and stream flows.
Finally, human attempts to control floods (e.g., dams
and dikes) may change flooding regimes; but this
effect is far more pronounced on low volume, high fre-
quency floods than it is on high volume, low frequency
floods. In spite of all that humans have done to control
flooding, it is widely accepted that there is no way to
completely eradicate flooding or flood damages.[4]

Flood Hydrographs

A flood hydrograph is a two-dimensional graph depict-
ing how much water flows by a given point during
a certain time period (Fig. 3).[3] A hydrograph could
be constructed for any point in a watershed with
adequate data.

The vertical axis of a hydrograph depicts the volume
of stream flow expressed as cubic feet per second, liters
per second, cubic meters per day, or acre feet per day.
The vertical axis may also depict the river stage at a
certain point, i.e., feet/meters above ‘‘flood stage’’ or
another benchmark. Flood stage is when stream flow
is sufficient to exceed the normal channel and spill over
to the flood way (Fig. 3).

Floods can occur in smaller watersheds with flows
of only a few 100 m3/sec, while the maximum flood

Fig. 3 Generalized stream flow hydrographs.

Fig. 2 Generalized watershed with subwatershed
(shaded). Points a and b are watershed outlet locations for
typical stream flow hydrographs (Fig. 3) and cross-sections

(Fig. 4).
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flow estimated in the Amazon Basin, one of the world’s
largest watersheds, is 370,000 m3/sec.[4]

The horizontal axis of a hydrograph depicts time,
usually in 24-hr increments or less, since floods gener-
ally occur over a period of several days. However, a
spring snow melt flood at high latitudes may occur
over weeks, while heavy rainfall in a mountainous
region may result in a flash flood within hours.

River Cross-Section

A river cross-section is a profile of where the river
flows at various river stages. As a river floods, more
area is covered, and areas outside the main channel
become part of the river. A cross-section depicts the
‘‘normal’’ channel, the flood way, and flood plains
for several floods of various recurrence intervals
(Fig. 4). The channel is where we would expect the
river to be most of the time.

River cross-sections and their flood plain character-
istics may be changed by structural measures such as
dikes, levees, and dams. For example, there are 29 locks
and dams, hundreds of runoff canals, and many miles
of levees along the 2400 miles of the Mississippi River;
each of which has an impact on downstream cross sec-
tions of the river and the associated hydrographs.[2]

Prior to these control measures the Mississippi River
typically flooded large areas every year.

Flood Way

The flood way is land immediately adjacent to rivers
and streams that regularly (often annually) becomes
inundated by channel overflow.

Flood Plain

The year-specific flood plain is the extent of land
that is inundated with each frequency of flood.
For example, the 10-yr flood plain, which we expect
to be inundated about every ten years, is narrower than

the 100-yr flood plain. The 500-yr flood plain, which
represents extreme, highly unlikely events, stretches
well beyond the 100-yr flood plain.

HUMAN ASPECTS OF FLOODS

Throughout history, floods have caused disruptions in
human activity, from inconvenience to property dam-
age to loss of life. In addition to the obvious direct
impacts of high water, floods affect human activity
by depositing sediments, changing stream channels,
uprooting trees and moving boulders, and altering fish
and wildlife habitats. Some of these impacts can be
positive, as in the case of the Nile before it was
dammed, where annual flooding was referred to as
the ‘‘Gift of the Nile,’’ because of the fertility it added
to the soil.[2]

Some of the most severe floods rank high among the
world’s greatest natural disasters in terms of their
impact on humans. For example, the Mississippi River
flood of 1993 is considered by many to be the greatest
natural disaster in the history of the United States
with estimated loses of $10 billion.[4] Flood flows at
Hannibal, Missouri, were measured at 2 ft higher than
the 500-yr flood mark. Virtually no region of the
United States is immune from potential flooding[5] or,
for that matter, in the world.

The greatest loss of human lives due to floods has
occurred in China (Table 1). In 1931, 3.7 million people
lost their lives when the Huang Ho (Yellow) River in
China flooded, where only 44 yr earlier, nearly 1 million
people perished in a flood. Flood prevention, flood
warning, and flood fighting have greatly reduced the
numbers of deaths due to flooding. However, over
500 people lost their lives in 77 separate flood events
in the United States in 1971–72, the highest annual
number of flood-related casualties in the past four
decades.[6] Nearly half of those deaths occurred in
one event near Rapid City, South Dakota, on June 9,
1972, when campers were caught in a flash flood. Over-
all, nearly three-fourths of the flood-related deaths in
the United States involve automobiles.

While flood-related fatalities are decreasing on a per
capita basis worldwide, flood-related property damage
is increasing. The decrease in fatalities is due to better
forecasting and warning, while the increase in property
damage is largely due to increased density of urban
development, much of which is subject to some degree
of flooding risk. More than 2000 cities in the United
States are located at least partially in a floodplain.[4]

Flood damages in the United States have grown from
an average of about $2 billion/year in the first part
of the 20th century to about $4 billion/yr in the last
quarter of the 20th century, with nearly $20 billion in
damages estimated for all U.S. floods in 1993.[3]

Fig. 4 River valley cross-section showing flood plains.
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Over time, people have adapted to flooding with
varying degrees of success. The first, and still the sim-
plest, way for humans to avoid flood problems is to
minimize their activity in flood plains. However, since
some of the world’s best land resources, busiest trans-
portation corridors, and most populated built-up areas
are adjacent to waterways, abandonment of flood
plains is neither likely nor feasible. Other mechanisms
for dealing with floods can be categorized as either
structural or non-structural.

Structural Measures to Control Flooding

Structural measures for mitigating the adverse impacts
of flooding on humans include dams, dikes, levees
and flood walls, channel modifications, diversions,
flood proofing, and pumping systems. These measures
are intended to reduce the severity, frequency, dur-
ation, or geographic extent of flooding by physically
altering the flow of water in space and time. Dams
retain water for later release when it will not contribute
to flood flows. Many of the world’s largest dams have
been built at least in part to control flooding. Dikes,
levees, and flood walls protect property by blocking
water from reaching structures (e.g., ring dikes) or raising

the river bank to keep higher flows within the flood
way. Channel modifications are used to straighten,
shorten, or deepen channels to accelerate the flow of
water. Flood water diversions or bypass channels
may be used to route water around urban or built-up
areas where it is not feasible to enlarge the existing
channel,[3] for example the Red River flood water
bypass around the city of Winnipeg, Manitoba. Flood
proofing may involve waterproofing, de-watering, or
elevating structures within a flood plain. Pumping
systems may be used to remove excess water from low
lying areas or from the ‘‘wrong side’’ of dikes and levees
when water overtops them or excess runoff occurs.

The success, in physical or economic terms, of struc-
tural measures to control flooding has been mixed.
Economic effectiveness of structural measures to con-
trol floods is most commonly assessed using benefit-
cost analysis.[7] Criticisms of economic efficiency
analysis include a failure to include all the costs or
all the benefits, insufficient time-series data for predict-
ing flood frequencies and severities, and not adequately
accounting for the human pain, suffering, and anxiety
involved with all types of floods. Nonetheless, benefit-
cost analysis is a helpful tool to identify and quan-
tify effects and to systematically evaluate a project’s
feasibility.

Fig. 5 Flooding.
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Non-structural Measures to Control Flooding

Non-structural flood control measures include
mechanisms to modify the severity of flooding through
runoff retarding land stewardship practices, enhanced
flood prediction and warning systems, disaster pre-
paredness, and flood plain awareness and zoning.
The human impact of flooding can be mitigated
through flood insurance, tax adjustments, flood emer-
gency measures, and post flood recovery assistance.[4]

Flood Fighting

Once a flood is imminent or occurring, various
measures are taken to minimize the negative impacts.
Flood fighting in larger events is usually led by govern-
ment or domestic and international NGO relief agen-
cies. Evacuation, rescue, and last minute measures to
protect life and property are carried out under emerg-
ency conditions. The U.S. Federal Emergency Man-
agement Agency (FEMA) and the U.S. Army Corps
of Engineers are the principal players in organized
flood fighting efforts in the United States, working
closely with state and substate government units and
NGOs.

Flood Recovery

Disaster relief agencies-public, private, local or
international-routinely provide assistance following
major flood events by helping to get individuals, busi-
nesses, and infrastructure back to normal. However,
the time immediately after a major flood is the best
time to begin to prepare for the next major flood by
providing incentives to discourage rebuilding or relo-
cating in flood prone areas. In recent years, aggressive
government buyout of flood prone structures usually
followed major flood events in the United States.

CONCLUSIONS

The temporary inundation of normally dry land-
flooding-is a natural phenomena that occurs worldwide

in spite of ongoing efforts to control it. Floods of all
sizes and types can be described in physical terms
using flood hydrographs and other fairly basic tools.
Flood characteristics are a function of watershed
shape, weather and climate, land use and land cover,
and man-made alterations.

The human dimensions of flooding—primarily
preparation for floods, flood fighting, and flood
recovery—have more qualitative aspects than the
physical dimensions, which are more quantitative.
Floods will never be completely controlled, especially
the largest ones. However, the more that is known
about floods, climate, and human behavior related to
flooding (Fig. 5), the better prepared humans will be
to minimize the damages caused by flooding.
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Flouride
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INTRODUCTION

Fluoride is an ion of the element, fluorine and is found
dissolved in natural waters, commonly in concentra-
tions less than 1.0 mg L�1, and seldom outside the
range from about 0.01 mg L�1 to 10.0 mg L�1. Fluoride
is incorporated by humans into bone and tooth struc-
ture; public health attempts to add low concentrations
(less than 1 mg L�1) of dissolved fluoride into drinking
water to strengthen teeth and minimize cavities (dental
caries) has been characterized by rancor and contro-
versy. At fluoride concentrations of 2–4 mg L�1,
mottling and otherwise aesthetically unappealing tooth
discoloration may occur; at greater concentrations,
fluoride poisoning, or fluorosis, can cause structural
damage to teeth and bone.

SOURCES OF FLUORIDE IN WATER

The major source of fluoride in water is dissolution of
minerals, including amphiboles, fluorite, apatite, and
mica. Rocks rich in alkali metals, obsidian, volcanic
condensates, and volcanic ash are generally higher in
fluoride content than most other igneous rocks.
Sources ascribe concentrations from 2 mg L�1 to
3 mg L�1 fluoride in ground water from coastal plain
sediments in South Carolina to the dissolution of fluor-
apatite in fossil sharks’ teeth in the aquifer material.

Geochemically, fluoride ions have the same charge
and nearly the same radius as hydroxide ions, thereby
facilitating the replacement of each other in mineral
structures.

The form of fluoride that is most commonly added
in water-treatment applications is hydrofluorosilicic
acid (HSD), also referred to as fluorosilicic acid. In this
aqueous form, the compound is a transparent, water-
white to straw-yellow solution. At 60�F, a 25% sol-
ution of HSD typically possesses a specific gravity of
1.224 and weighs 10.2 lb gal�1.

HISTORY

Dr. H. Trendley Dean identified the beneficial dental
health effects of adjusting the level of fluoride in drink-
ing water in 1931. While researching the cause of tooth

enamel mottling, Dean ‘‘discovered’’ that in those indi-
viduals exhibiting signs of mottling there tended to be
a higher than normal background level of fluoride in
their drinking water. Consequently, Dean termed this
condition ‘‘fluorosis.’’ Comparing the prevalence of
fluorosis and the incidence of dental caries (cavities),
Dean discovered a strong inverse relationship. The
greater the level of fluoride in a community’s water
supply, the lower the incidence of dental caries in the
children living there. Realizing the health benefits of
fluoride, many public water agencies in the United
States have included it as part of their water treatment
through a process known as fluoridation.

However, fluoridation has not been accomplished
without its fair share of controversy over the years.
Since its adoption as a public health measure, fluori-
dation of U.S. water supplies has met opposition from
various groups. As is the case in many controversies,
fact and fiction sometimes becomes blurred. For
example, since the ‘‘Red Scare’’ associated with the
fear of communism in the 1950s and 1960s, there have
been groups who have suggested that fluoridation of
public water systems is a means of ‘‘mass medication.’’
Conspiracy theorists have cited the fact that fluoride
was an essential element found in Zyklon B, the infa-
mous ‘‘gassing’’ agent used by the Nazis as a part of
their horrific ‘‘Final Solution’’ measure in the Death
Camps. While it is true the Zyklon B did contain a
derivative of fluoride, there is no scientific evidence
to substantiate the claim that HSD can affect any level
of ‘‘mind control.’’

Today’s opponents of public water fluoridation
have also cited the case of unsolicited mass medication.
However, mind control is rarely mentioned, especially
when highly trained and educated scientists present
the arguments. In June 2000, the National Treasury
Employees Union, Chapter 280, voiced their oppo-
sition to the fluoridation of U.S. public drinking water
supplies. This group asserted that the long-term effects
of fluoride exposure needed to be further investigated
in order to determine whether or not the possibility
of toxicity is of issue.

Relying on data gathered over the last half of the
20th Century, the Center for Disease Control and Pre-
vention (CDC) in Atlanta, Georgia has documented
the overall decline in decayed, missing, and filled teeth
in children who live in communities that fluoridate
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their drinking water supplies. During the first half of
the 20th Century, American children were plagued by
tooth loss due to dental caries. As Dental practices at
that time were not as sophisticated as today, many
people were beset with extensive tooth loss. Indeed,
many young men were rejected for military service dur-
ing both World Wars because they failed to meet the
minimum standard of having six opposing teeth, a
problem that is largely unheard of today. Leading den-
tal organizations have attributed the decline in tooth
loss due to caries to the fluoridation of public drinking
water supplies. According to the latest figures released
by the CDC, more than 144 million citizens in greater
than 10,000 communities in the United States have
access to fluoridated drinking water supplies.

As is the case in most chemicals used in the pro-
duction of public drinking water, the Environmental
Protection Agency (EPA) has assessed an optimal
range for fluoride. This range has been set between
0.7 and 1.2 million parts per million (ppm) or milli-
grams per liter (mg L�1). A level of 4 ppm of fluoride
in public drinking water sources has been set as the
Maximum Contaminant Level by the EPA. In an effort
to minimize the possibility of any undesirable effects,
the EPA has also established a Secondary Maximum
Contaminant Level (SMCL) of 2 ppm. It should be
noted that while this SMCL is a non-enforceable limit,
suppliers of public drinking water are encouraged to
notify the public should that level be exceeded. This
is due to the fact that children are more susceptible to
the negative effects of any chemical, including fluoride.

In those areas where higher levels of fluoride occur
naturally, community water systems are not required
to attempt to reduce those levels to what would be con-
sidered therapeutic. This is of particular importance

in water consumption by infants, toddlers, and small
children. Due to their smaller body mass, these indivi-
duals are more susceptible to any possible negative
effects of fluoridation. The most common negative
effect of higher levels of fluoride in drinking water is
that of tooth mottling. Only in extremely rare cases
have any cases of skeletal fluorosis been seen or
reported. Therefore, in those communities where there
is a naturally higher level of fluoride in the water,
parents are encouraged to substitute bottled drinking
water for tap water for infants and children less than
ten years of age.
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INTRODUCTION

Hydraulic structures existed before recorded history.
Archeologists have found irrigation systems in
Mesopotamia and check and diversion dams on the
Arabian Peninsula dating to about 5800 BC. The first
water level records on the Nile River appeared about
3050 BC. The Romans, even though they did not fully
comprehend hydraulic principles relating to discharge,
devised a method based on pipe areas in order to
charge for water supplied to baths and private resi-
dences. Hero, a Greek of the first century AD, was
the first to express the basis for flow measurement as
we know it today. This important finding went
unnoticed, however, for about 1500 yr until Leonardo
da Vinci extended the relationship to the continuity
equation, but even da Vinci’s work went unknown
until his manuscripts were found in 1690. The German
engineer, Reinhard Woltman, developed the spoke-
vane current meter in 1790, a breakthrough for mea-
suring velocities in rivers and canals. During the
18th and 19th centuries development and installation
of weirs and flumes made flow measurements possible
on irrigation canals, and gaging stations were con-
structed on many rivers to provide records of flows.
New technology has provided various water measure-
ment techniques, and stream flow data now can be
accessed at over 4200 gaging stations in the United
States.

ANCIENT HYDRAULIC STRUCTURES

Hydraulic structures such as diversion dams, irrigation
canals, and ditches were conceived and built when
humans began farming on arid lands and needed sup-
plemental water to nourish their plants. They used
crude implements or sticks to dig ditches, the intake
being just a cut in a stream bank. As a stream level
dropped and rose over the yearly cycle, stones prob-
ably were placed in the stream as a dike or dam to raise
the water level. Construction method was trial and
error. Early humans developed some intuitive under-
standing of construction techniques, and of water
quantity and application rates, which was passed on

generation to generation. This is evident from archae-
ological studies of Mesopotamian irrigation systems
dating back to about 5800 BC.[1,2] On the southern tip
of the Arabian peninsula[3] at about this same time,
check dams were constructed in Wadi Shumlya to
divert some of the river flow into canals, and these
structures represent some of the oldest known water
management structures.

Early water management also developed in Egypt.
Water for the Nile River depends on runoff from the
highlands of east central Africa. The flood reaches
Egypt starting about July, peaks about mid September,
and recedes until January, providing sufficient water
in normal years to produce an ample harvest. Basin
irrigation,[4] which evolved as a result of this cycle, is
a process of building dikes around agricultural fields
starting in January to allow rising floodwaters to flow
into diked fields. When a flood reaches its peak and
begins to recede, openings in the dike are closed and
water remains on the fields from six to eight weeks.
Since famines could result from improper water levels,
timing of inundation of the fields had to be matched
with the water level in the river. Basin irrigation was
possible for small groups of farmers near the river,
but about 3200 BC a strong unified government headed
by King Menes expanded the cultivated area by making
numerous larger basins between the river and the
desert, thus expanding the scope of water management.

No records exist of any attempt to measure water
levels, volumes, or flow in all of these early systems
until about 3050 BC.[5,6] By then in Egypt, however,
water levels were measured on gages (nilometers) at
several sites along the Nile River between Nubia and
the Nile delta. Rising water levels were observed at
the nilometers, and runners carried the information
north from station to station. Nilometers had a two-
fold purpose: to predict the area of inundated fields,
and, thus, a year’s harvest; and to establish water level
as a tax basis.

In Egypt, by 2600 BC, dams and embankments were
constructed for river training, river diversion for land
reclamation, flood protection, and irrigation. Evidence
of Egyptian skill in rock-filled dam construction may
be seen in the remains of the right abutment of the
Al Kufra Dam[4] discovered on Wadi Algarawi near
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Helwan about 30 km south of Cairo and constructed
between 2700 and 2600 BC.

In 641 AD the Arabs conquered Egypt and ruled
until 1250 AD. During this reign they reestablished
nilometers between Aswan and Cairo, some on earlier
nilometer sites. One nilometer on the southern tip of
the Isle of Roda at Cairo is the best known of the Arab
nilometers and was built in 715 AD. The Roda nil-
ometer consists of a tower constructed with the foun-
dation below the river and three openings in the
walls to convey water from the Nile. A measurement
pillar was placed in the center of the tower and is
shown in Fig. 1. Maximum and minimum Nile water
levels were recorded at the Roda nilometer for over
1000 yr until 1890.[7] No hydrologic records on other
rivers are comparable. Many present day gaging sta-
tion stilling wells, consisting of cased well or sump
on the riverbank attached to the river with pipes and
containing a permanently fixed staff gage to read the
water level, are very similar to the Roda nilometer.

HYDRAULIC CONCEPTS RELATED
TO FLOW MEASUREMENTS

The Romans devised an early method of flow mea-
surement to be able to charge baths and private homes
at a flat rate for a regulated water discharge. The flow
from a standardized distributing pipe made of lead
originally was taken as the discharge.[8,9] The Romans
measured a cross-sectional area of such a pipe and
referred to it as a quinaria. The quinaria was not a
measure of volume but was the capacity of a lead pipe
five-fourth digits in diameter flowing constantly under
pressure. They believed that the sum of all pipe areas
supplied from an aqueduct should equal the cross
sectional area of the supply canal. The Romans

compared streams of water merely by their cross sec-
tional areas and did not comprehend that velocity of
a stream had any part in the quantity of water sup-
plied. It appears the Romans did not fully comprehend
hydraulic principles relating discharge, area, velocity,
and time, even though they made great advances in
distributing water.

Hero of Alexandria,[7,8,10,11] a Greek, lived some-
time in the first or second century AD and was the first
to express correctly the relationship for flow by using
the time element along with cross-sectional area, veloc-
ity, and volume. His description of how to determine
the quantity of water a spring can deliver, taken from
his book Dioptra, became the basis for flow measure-
ment as we know it today.

This important finding was ignored or went
unnoticed for about 1500 yr until Leonardo da Vinci
(1452–1519) and Castelli (c1577–1644) rediscovered
the relationship and extended it to the continuity equa-
tion. Leonardo’s treatment of hydraulics was almost
completely unknown until after 1690, however, when
his manuscript on hydraulics was found in a trunk
in Rome.

Rouse[10] in History of Hydraulics describes many
engineers and scientists in the hydraulics field who con-
tributed to an understanding of flow and the need for
measurement of discharge and velocity. Robert Hooke
(1635–1703) presented a paper on feathering of wind-
mill blades to the Royal Society of Britain and sug-
gested that a similar machine could be used in water.
The Italian Giovanni Poleni in 1717 analyzed flow
through a rectangular opening extending to a free sur-
face as a series of horizontal strips with the velocity of
each assumed proportional to the square root of the
distance of the strip from the original free surface.
Later the same approach was used to derive the
head-discharge relationship for sharp-crested weirs.
The basic weir equation given below is often named
after Poleni.

Q ¼ ð2=3ÞCbð2gÞ1=2
h3=2

In the weir equation, Q is the discharge; C, discharge
coefficient; b, width of weir; g, acceleration of gravity;
and h, head measured from the crest of the weir to the
upstream water surface.

About 1768 the French engineer Antoine Chezy
(1718–1798) developed the resistance formula for
velocity in a stream, when he was required to deter-
mine the cross section and the discharge for a canal
to be constructed from the Yvette River to Paris. This
formula, widely used in Europe today, relates
discharge, Q, to the hydraulic radius, R, the slope of
the energy grade line, S, and a dimensional coefficient,
C, that depends on the bed roughness or resistance.

Fig. 1 Roda nilometer on the Nile River at Cairo. (From a
lantern slide of T. H. McAllister, Manufacturing Optician,
New York, c1900.)
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The equation is:

Q ¼ CðRSÞ1=2

A German engineer, Reinhard Woltman (1757–1837),
provided a significant contribution to flow measure-
ment when he published a treatise in 1790 describing
the application of the spoke-vane type of current meter
with a revolution counter to the measurement of river
flow. This was a major breakthrough in quantifying
flow in rivers and canals and led to the use of stream
velocity measurements to establish the relationship
between head and discharge.

Robert Manning (1816–1897), an Irish engineer,
presented a paper in 1889 to the Institution of Civil
Engineers of Ireland on the resistance equation in
the form given below that was in better agreement
with available data than any relationship then in
general use.

V ¼ KR2=3S1=2

Although Manning did not realize it, this form of
the equation was one of two equations Philippe
Gaspard Gauckler (1826–1905), a French engineer,
had proposed in 1868. In the above equation, K must
have the dimension of length to the one-third power
over time to be dimensionally homogeneous. Manning
himself proposed use of another dimensionally correct
equation in place of the previous equation, but it was
not widely accepted. When K is replaced by the term
1/n, the equation is now commonly referred to as the
Manning equation and n is a roughness coefficient
found empirically. The coefficient, n, is generally given
only as a number without dimensional units.

FLOW MEASUREMENT DEVICES FOR DAMS
AND HYDRAULIC STRUCTURES

By the end of the 19th century, many hydraulic engi-
neers continued to work on ways to measure large
flows more accurately. At this same time, the Western
United States was being settled and developed with a
great need for irrigation water. In the arid West water
is scarce, and natural river flows vary greatly over the
course of a year. Prior to 1900, there were only twenty-
four large dams in the United States. By 1998, the
United States had 75,000 dams over 2 m high with
6375 categorized as large dams (over 15 m high). The
need existed for flow measurement structures ranging
from those for small irrigation ditches to those for
large rivers, and a variety of measurement devices have
been developed. Orifices, venturi meters, and magnetic
or sonic flow meters can be installed in smaller outlet

pipes to measure small flows. These pressure conduit
devices are part of the flow from a dam and will not
be discussed here, but the flow measurement theory
and operation can be found in many books.[12–14]

Weirs, flumes, or gaging stations are frequently found
downstream from dams where a measurement of all
discharges passing over or through the dam can be
made. Weirs and flumes have been installed for flow
measurement in open channel situations, because they
are relatively easy to construct and to maintain and
provide a satisfactory degree of accuracy. To make dis-
charge measurements using weirs and flumes requires a
water depth or head relative to the crest at a point in
the flow a short distance upstream from the crest.

Weirs and flumes have significant developmental
histories. Weirs have been studied since the 18th
century and many different shapes of broad and
sharp-crested weirs were studied to determine dis-
charge coefficients for many flow conditions. The
entrance to most spillways on dams forms a weir. Most
flumes evolved from broad-crested weirs. Flumes with
different wall and floor constrictions also have received
considerable attention as flow measuring structures.
Many books describe weirs and flumes and provide
flow equations, discharge coefficients, and/or rating
tables relating upstream head to discharge.[14–16]

Discharge coefficients[17] for uncontrolled and gate-
controlled ogee crests and weirs at the entrance to spill-
ways also have been determined so discharge passing
through the spillway can be estimated.

A venturi flume[18,19] shown in Fig. 2, developed by
Ralph Leroy Parshall (1881–1959) and named for him,
became the standard of irrigation measurement in the
1930s, because it had been extensively tested and
laboratory-calibrated for sizes of Parshall flumes with
throat widths from 3 in. to 8 ft. No other flumes had
been tested so extensively. Parshall flumes have been
constructed with throat widths from 10 ft to 50 ft,
and information on discharge characteristics can be
found in the Water Measurement Manual published
by the Bureau of Reclamation.[16] Parshall flumes
were used extensively by the Bureau of Reclamation
in canals supplied by diversion dams.

The long-throated flume or ramp flume[20,22]

developed by John A. Replogle of the U.S. Depart-
ment of Agriculture often provides economy of
construction and more flexible capabilities for open-
channel flow situations than other flume types. The
simplest long-throated flume consists of a ramp con-
structed from the channel bed up to a horizontal
broad-crested weir. Construction of concrete long-
throated flumes requires less forming than for other
types of flumes. When installed, these flumes can be
computer calibrated within �2%. The Bureau of
Reclamation and Agricultural Research Service have
developed a new computer program,[20,21] WinFlume,
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to assist in retrofitting existing installations and design-
ing new installations. The ramp flume is beginning to
replace the Parshall flume for open channel flow
measurements.

Gaging stations, as well, have a developmental
history. A gaging station is a point in a canal, river,
or stream where numerous current meter traverses
have been made to develop a relationship between

the measured head and the discharge. Fig. 3 shows a
rating party in 1902 stream gaging the Cache la Poudre
River. For more detailed information on measurement
of stage, area, and velocity, and on equipment and
gaging stations, refer to Chapter 1 in the National
Handbook of Water Data Acquisitions.[14] The gaging
station consists of a stilling well on the bank of the
river. The water level in the river is measured in the

Fig. 2 Standard Parshall flume plan, profile, and dimensions.
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well that generally is connected to the water in the river
by pipes. The station can be a recording or a non-
recording station, and the water level is referenced to
a specific datum. At a recording gaging station, a
water-stage recorder produces a graphic, punched or
printed record of the rise and fall of the water surface
in an open channel with respect to time. By comparing
the head with the rating curve, a discharge can be
established. With the advent of the digital recorders
and telemetry systems, stream flow data now can be
accessed in real-time at over 4200 stations in the U.S.
Geological Survey network.[22]

At non-recording gaging stations, the water level in
a stilling well most often is measured by directly read-
ing a staff gage, a rod or rigid board, precisely gradu-
ated and accurately located for scalar measurement.
This is not too different than when the flood level of
the Nile River was measured by the Egyptians five
thousand years ago at the nilometer. Some progress
has been made, because now we also can relate the
water level to a discharge passing that point in the
river.

As the history of water transport, diversion, storage,
and measurement evolved, one of the most prominent
conclusions to be made is that this evolution has
occurred largely in places where water quantity is
insufficient. From the aridity of Mesopotamia and
Egypt, to the aridity of parts of the Roman Empire
and the North American West, when water quantity
is insufficient, inventors and engineers of their respec-
tive cultures undertake to manage water with great
care. Need produces motivation which produces
inspiration, a process continuing to this day.
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Fluvial Islands

Waite R. Osterkamp
Desert Laboratory, National Research Program, Water Resources Discipline (WRD),
U.S. Geological Survey (USGS), Tucson, Arizona, U.S.A.

INTRODUCTION

Islands are familiar landforms surrounded by water.
Fluvial islands, those in stream channels, are subject
to change by water, especially overtopping floods,
and most form and later are eroded by streamflow.
The question arises, therefore, as to which processes
result in fluvial islands rather than lower channel
exposures such as bars. This question is largely
answered by defining fluvial islands. Most importantly,
fluvial islands are surrounded by channel. In perennial
streams, they are higher than mean water level and per-
sist long enough to have permanent vegetation. For
intermittent and ephemeral streams, an island extends
sufficiently above the channel to maintain well-defined
banks, viability during most floods, and vegetation if
moisture is adequate. Most fluvial islands are alluvial,
formed of sediments deposited to flood-plain level,
whereas others are results of incision or of rapid
change in stream-channel position (avulsion). Some
fluvial islands occur by erosion around a bedrock high,
mass movement, glaciation, or eolian deposition.
Regardless of the mode of formation, fluvial islands
are channel features modified by streamflow. Thus,
fluvial islands are unstable and transient over long
periods, and although they rarely record long-term
change, their shapes, sizes, and sediment may provide
excellent information of recent stream processes and
habitat.

OCCURRENCE

Alluvial islands, those formed by stream sedimen-
tation, occur where stream networks have variable
fluxes of water and sediment, regardless of whether
the cause of variation is flood, climate, or vegetation
change, or disturbance that alters runoff rates and sedi-
ment availability. Because alluvial fluvial islands result
from flow dynamics, they are common near stream
junctures and where streams meander freely across
bottomlands. These optimal sites, down-valley, are
areas of montane, piedmont-valley, and coastal flood
plain.[1] Alluvial islands also occur where severe flood-
ing has dramatically widened an alluvial channel,
especially in reaches of expansion (Fig. 1). Other island

varieties, those of bedrock incision, mass movement,
glaciation, and eolian deposition, may occur anywhere
in a stream system.

As products of sorting processes, alluvial islands are
isolated areas of flood plain or terrace. They are
common in streams with well-developed flood plain,
and therefore are vulnerable to removal by normal
stream dynamics. Islands formed by non-alluvial pro-
cesses may maintain elevations unrelated to adjacent
flood plain.

TYPES

Specific processes by which natural alluvial islands
occur include avulsion, isolation of bars or similar
channel prominences by progressive stream incision
or lateral migration, stabilization of bars by fine sedi-
ment and vegetation during normal discharges, steady
degradation around deposits of coarse or erosion-
resistant alluvium thereby leaving a surface elevated
between channel branches, rapid incision by channel
branches following a flood that leaves a higher central
surface, and lee deposition of bed sediment at a chan-
nel obstruction (Fig. 2) followed by overbank sedimen-
tation. Fluvial islands forming at bars or similar
channel sites may also receive deposits of air-borne
sediment or various types of mass movement.[2]

Fluvial islands formed by avulsion generally consist
of alluvium remaining following an abrupt change in
channel position, whereas islands of gradual channel
incision result from the steady evacuation of bed sedi-
ment after flood, debris flow, deposition of glacial out-
wash, or by disturbances causing accelerated upland
erosion, bank failure, or an abundance of bed sedi-
ment. Closely related are islands formed first as sand
or gravel bars by normal sorting of bed sediment fol-
lowed by periodic overbank (flood) deposition of sus-
pended sediment. These alluvial islands are typical of
headwater streams and of larger flood-widened chan-
nels or those with large bed load fluxes.

Many fluvial islands, especially those of alluvial ori-
gin, assume a teardrop geometry that is described in
Eq. (1) for a lemniscate loop,[3] in which R is the dis-
tance from the island tailpoint to any point on the
perimeter, y is the angle with the horizontal bisecting
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Fig. 1 Part of U.S. Geological Survey Walters Butte, Idaho, 7½0 quadrangle map, showing fluvial islands in an expansion reach
of the Snake River, which was widened by the Late-Pleistocene Bonneville Flood. The islands extend 2 m above the flood-plain

level owing to overbank and eolian deposition. Part of Big Rocky Island is coarse flood debris 5 m higher than flood-plain level.

Fig. 2 View of a teardrop-shaped island that

formed by lee deposition behind an obstruc-
tion in Plum Creek, Colorado, following a
channel-widening flood (photograph by W.R.

Osterkamp).
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the island, and k is a function of island length and
area. Teardrop-shaped islands often form in channels
widened by flood or similar disturbances. Lee depo-
sition of sediment behind a channel obstruction causes
a shallow zone of reduced stream velocity that quickly
accumulates sediment and vegetation. Incremental
island growth may result in the coalescing of islands
with each other and adjacent flood plain (Fig. 3),
thereby effecting channel narrowing.[4]

R ¼ L cosðkyÞ ð1Þ

Catastrophic flooding, mass movement, and pro-
nounced landscape instability may cause extensive
channel sedimentation. The deposits become suscep-
tible to rapid incision and island formation through
dewatering and accelerated evacuation, sometimes by
headward migration of knickpoints during flood
recession. This island variety occurs in channels of
any size but is most common in small streams subject
to short-term change. Channel landforms of this type
formed in Plum Creek, near Denver, Colorado, follow-
ing a major flood in 1965,[4] and persist in expansion
reaches of the Snake River widened by the catastrophic
Late-Pleistocene Bonneville Flood.[5]

Channel shifting and avulsion are prominent in
coastal flood plains where large rivers meander,
migrate, and often interact with tributary channels to
isolate areas of overbank deposits as islands. Examples
are low reaches of the Amazon and Mississippi Rivers.
Slow base-level lowering and incision by streams into
alluvium, bedrock, or other non-alluvial deposits cause
islands whose surfaces may extend above flood-plain
level. Examples are in rivers that flow on bedrock
in eastern North America or on glacial deposits in
Canada.

Atypical fluvial islands result from mass movements
such as debris avalanche, rockfall, soil slump, or vol-
canic eruption. Also unusual are islands that form as

typical flood-plain surfaces, in overly widened streams
with stable discharges, but are not vulnerable to bank
erosion. Where islands of this sort develop in arid or
semiarid areas, such as in the Platte River, Nebraska,
and the Snake River, Idaho, deposits of wind-
entrained sediment may gradually raise the island sur-
face substantially above flood-plain level.

IMPORTANCE

Fluvial islands and related landforms of unregulated
streams record the magnitudes, frequencies, and dura-
tions of water and sediment fluxes. Where sediment
from uplands is meager or channel change and sedi-
ment released by flooding have been limited, streams
may lack islands. Thus, knowledge of the occurrence
and characteristics of fluvial islands provides essential
indicators of the biophysical condition of a river sys-
tem. Where this knowledge is available, the effects of
land-use change and streamflow regulation may be
predictable.

As widespread landforms, fluvial islands generally
indicate and nourish healthy, dynamic riparian-zone
biotic communities because the processes that sculpt
the islands likewise enhance habitat.[6] Some bottom-
land plants, insects, and other invertebrates tolerate
widely ranging conditions, but others are sensitive to
flood disturbance, inundation, gradients of water avail-
ability, particle sizes of substrate, and competition.
Thus, sensitive plants may need ecologically con-
strained conditions to attain reproductive maturity,[7,8]

and the occurrence of these species on fluvial islands
helps document those conditions.

Information from fluvial islands is useful in recog-
nizing interactions between fluvial landforms and habi-
tat. Complex distributions of riparian-zone plants may
be understandable if interpreted relative to island

Fig. 3 Schematic of teardrop lee-deposition islands

(A, B) that expand incrementally, coalesce with each
other and the flood plain (C), and cause channel
narrowing; symbols of island B refer to Eq. (1).

Source: Modified from Ref.[4].
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form, and may provide information on flow duration,
flood frequency, channel stability, and habitat.[7–9] For
example, the highest surface of many alluvial islands
in perennial streams is dominated by mesophytes, but
if the island top is above flood-plain level owing to chan-
nel incision or mass movement, xerophytes may domi-
nate. Island enclosure by perennial streamflow shelters
wildlife such as nesting waterfowl. As examples, fluvial
islands of the American Great Plains provide stopover
sites for migrating cranes and protection for ducks,
geese, and numerous mammals.

CONCLUSION

A fluvial island is a landform that rises above and is
surrounded by stream passageways and which persists
a sufficient time so that permanent vegetation can
develop. Most fluvial islands are caused either by
high-energy processes such as avulsion, incision fol-
lowing flooding, and deposition of flood or mass-
movement sediment, by sorting processes of stored
channel sediment, or by accelerated sediment deposi-
tion due to drainage-basin disturbance. Fluvial islands
are generally unstable landforms during periods of
centuries or millennia, and are products of drainage-
network dynamics, and thus yield information on
bottomland processes, biota, and habitat.
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INTRODUCTION

Water movement in freezing and thawing soils can
have important physical and physiological conse-
quences. Water movement toward a freezing front
can, under the proper circumstances, cause vertical dis-
placement of the soil. This condition, known as frost
heave, causes millions of dollars of damage to roads
and structures. Water movement in frozen soil is also
important during the thawing process; the impaired
hydraulic conductivity of frozen soil sometimes causes
catastrophic flooding when snow melts rapidly while
the soil beneath is still frozen. An understanding of
the principles of water movement in frozen soil is help-
ful in preventing or minimizing the damage associated
with these hazards.

THEORY

The hydrodynamics of frozen soils differ from those
of unfrozen soils primarily because the hydrostatic
relationships are different. The most fundamental dif-
ference is that water and heat flow are much more
strongly linked in frozen soils. Soil water does not
freeze at a single temperature, but rather freezes incre-
mentally over a temperature range. Within this range,
water and ice coexist in thermodynamic equilibrium,
the proportions of each dependent on temperature,
solute content of the water, and retention properties
of the medium. As the temperature decreases and more
ice is formed, the water potential of the remaining
liquid decreases as well. Once ice nucleation has
occurred in a freezing soil, the pressure in the liquid
phase and the temperature are related through the
Clapeyron equation:

pw � p
rw

� pi

ri

¼ Lf
T � T0

T0

where pi and pw are the gauge pressures within the
ice and water phases, ri and rw are the densities of
the respective phases, and p is the osmotic pressure
of the soil solution. Lf is the latent heat of fusion
(334 kJ kg�1), T is the temperature, and T0 is the tem-
perature at which bulk water freezes, both in K.

Evaluation of this equation reveals that the quantity
on the left side has a temperature dependence of
approximately 1.2 kJ kg�1 K�1. The osmotic pressure
depends on the solute concentration of the soil water,
but its temperature dependence is quite small, on
the order of p/T. In many cases, and particularly in
unsaturated soil, the gauge pressure within the ice
phase, pi, should be negligible. Thus, the change in
pw (more commonly known as matric potential) with
respect to T in a freezing soil will be about
1.2 MPa K�1. The relationship between the tempera-
ture of a frozen soil and its liquid water content is
graphically expressed in a freezing characteristic curve,
analogous to the moisture characteristic curve that
describes water retention in unfrozen soil.[1,2] It has
been shown that the moisture characteristic and the
freezing characteristic are superimposable for porous
media that are completely colloidal, i.e., clay suspen-
sions, where surface tension effects are negligible. For
such materials, the liquid water content corresponding
to a specific gauge pressure should be the same whether
its cause is drying or freezing (ignoring the issue of
hysteresis). For media that are devoid of colloids, i.e.,
pure sands and silts, the rules for similarity are also
clear, but different. Here, the ratio of the surface ten-
sions of an air–water interface (saw) and an ice–water
interface (siw) must be taken into account. For materi-
als of this sort, it has been demonstrated that for
similar water contents during drying and freezing the
pore water pressure will be more negative in the drying
soil by a factor of 2.2, the ratio of saw to siw. This
means that at a specific pore water pressure, there will
be less liquid water in the frozen soil than in the drying
soil. Unfortunately, most soils contain both colloidal
and non-colloidal particles, so direct scaling of a
freezing characteristic curve from known moisture
characteristic data is not possible, and the freezing
characteristic must be determined empirically.

REDISTRIBUTION OF WATER
DURING FREEZING

The decline in water potential during freezing creates
a gradient favoring water flow toward the freezing
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front. The extent of freezing-induced water movement
depends on the balance between heat flow and water
flow. If the delivery of latent heat (the product of the
water flow rate and the latent heat of fusion) to the
freezing front matches the (sensible) heat flow rate
away from it, the downward movement of the freezing
front will stall as ice accumulates, filling available pore
space. Under the proper circumstances ice can con-
tinue to form even after all the pore spaces are filled,
resulting in the formation of lenses of pure ice and dis-
placement of the soil above, a process known as frost
heave.[3] Frost heave can cause tremendous structural
damage to buildings and roadways, and can also harm
plants and trees.

Since thermodynamic similarity exists between
freezing and drying, i.e., both are functions of pore
size, it is often assumed that for similar liquid water
contents, the hydraulic conductivity of a frozen soil
and an unfrozen soil will also be similar.[4] Models
that employ this assumption sometimes overestimate
water movement during freezing, leading some to posit
additional, unspecified impedance to unsaturated
flow in frozen soil.[5] Conclusive data remain elusive,
due primarily to experimental difficulties, but some
generalizations are possible. Coarse-textured, sandy
soils, when unfrozen, generally have high saturated
hydraulic conductivities, but since their pores drain
at gauge pressures close to zero their conductivities
decrease dramatically with desaturation. Finer tex-
tured soils generally have lower saturated hydraulic
conductivities, but since the decrease in water content
with declining pore water pressure is more gradual,
their conductivities decrease more slowly, so that
they can often sustain more water movement in the
frozen state than sandy soils. For this reason, they
are more prone to redistribution and frost heave dur-
ing freezing.

Despite the substantial decrease in water potential
during freezing, there often is minimal movement of
water as the freezing front penetrates. Unless there is
a ready supply of water close to the plane of freezing,
the soil beneath will soon become desiccated, causing
a sharp decrease in hydraulic conductivity, to the point
that the delivery of latent heat cannot match the rate of
sensible heat loss, so the freezing front moves down-
ward. Thus, initially dry soils may freeze with little
or no redistribution of moisture. Consistent with the
Clapeyron equation, the largest water-filled pores
freeze first, at temperatures closest to 0�C, and as the
temperature decreases the water in progressively smal-
ler pores freezes. Even in relatively moist soils, the
hydraulic conductivity is often insufficient to support
anything more than local redistribution of moisture.
This is manifested in ice crystal formation in large

pores and cracks, without significant change in water
distribution profile at a scale detectable by traditional
methods of soil moisture measurement.

INFILTRATION

Infiltration of water into frozen soil is a critical issue,
due to the sometimes catastrophic flooding that can
occur following snowmelt or rainfall on frozen soil.
It is widely accepted that freezing dramatically lowers
the infiltration capacity of a soil. This is generally,
but not always, true, for reasons alluded to earlier. In
wet soils, and soils with water tables near the surface,
water movement during freezing fills large pores, and
in extreme cases creates lenses of pure ice. Just as the
largest water-filled pores are the first to freeze, they
are also the last to melt, at temperatures closest to
0�C. These are the pores that are the most important
in infiltration, so that infiltration rates are much lower
if they are ice-filled. Even in well-drained, unsaturated
soils, local redistribution during freezing is often
sufficient to fill large pores at the soil surface with
ice, retarding subsequent infiltration. However, in
drier soils and in coarse textured soils, the large
pores can remain air-filled and infiltration rates may
approach those measured under unfrozen conditions.[6]

Some evidence suggests that snowmelt infiltration in
agricultural soils can be improved by the creation of
large pores through tillage, either before or during
freezing.[7,8]

CONCLUSION

Water movement in frozen soils remains rather less
understood than the hydrology of unfrozen soil. A pri-
mary problem is the inability to separately measure
water and ice contents at the spatial scales necessary
to resolve water flow processes without inadvertently
affecting them. This situation is exacerbated by the fact
that water and heat flow are much more strongly
coupled in frozen soil than in unfrozen soil. A clearer
picture of the subject depends upon the development
and application of innovative experimental methods.
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Furrow Dikes
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R. Louis Baumhardt
U.S. Department of Agriculture (USDA), Bushland, Texas, U.S.A.

INTRODUCTION

Furrow dikes are small earthen dams formed period-
ically between the ridges of a ridge-furrow tillage
system or, alternatively, small basins created in the
loosened soil behind a ripper shank or chisel. The fur-
row diking practice is known by many names, includ-
ing tied ridges, furrow damming, basin tillage, basin
listing, and microbasin tillage.[1] The dikes or basins
store potential runoff on the soil surface, allowing
the water to infiltrate (Fig. 1) thus, decreasing storm
or irrigation runoff and increasing storage and plant
available water in the soil. Furrow diking is a soil
and water conservation practice that is adaptable to
both dryland and irrigated crop production. It is most
often used on gently sloping terrain in arid and semi-
arid areas where crops are grown under water deficit
conditions. This practice has become widely adopted
due to new herbicide technologies to control weeds,
herbicide tolerant crops, and improved mechanical
equipment for constructing the dikes.

HISTORY

Furrow diking was first used on the Great Plains,
U.S.A., in 1931 by C.T. Peacock, a wheat farmer at
Arriba, Colorado.[1] By the late 1930s, commercial
diking equipment was available and furrow diking
was practiced extensively in the central Great Plains.[2]

Research on the effectiveness of furrow diking for con-
serving soil and water and increasing crop yields was
conducted at several central Great Plains sites, includ-
ing Colby Kansas,[3] Hayes, Kansas,[4] Woodward,
Oklahoma,[5] and at other locations. Most research
involved the wheat–fallow rotation, and no consistent
increases in yield due to diking were shown. Yield
responses were more consistent for systems involving
summer row crops.

Concurrent with development of furrow diking in
the U.S. Great Plains, the practice was adapted for
use in the arid and semiarid tropics, mostly in
Africa. Farmers in the cotton (Gossypium hirsutum L.)

growing regions of Tanzania used hand-tied basins in
the 1940s to retain runoff. Research on tied ridges
was conducted in Tanzania and Nigeria.[6–8] The
U.K. National Institute of Agricultural Engineering
(NIAE) pioneered the development of mechanized
methods of constructing tied ridges in the tropics.[9]

By 1950, the practice of furrow diking on the Great
Plains had been abandoned because of the slow oper-
ating speed of basin forming equipment, poor weed
control, erratic yield responses, and difficulty with
seedbed preparation and subsequent tillage.[1] Another
factor in the demise of furrow diking was the rapid
adoption of stubble-mulch tillage for wheat produc-
tion in the 1940s and 1950s. Stubble-mulch tillage also
leaves the surface flat with crop residues remaining to
protect the soil against wind erosion, a prevalent prob-
lem in the Great Plains.[2]

A resurgence in furrow diking began in the 1970s
and 1980s when diking equipment improved,[10] and
herbicides achieved more effective weed control.
Favorable responses to furrow diking were obtained
with cotton grain sorghum [Sorghum bicolor L.
(Moench)], and sunflower (Helianthus annuus L.).[1,11,12]

The furrow diking practice was rapidly adopted by
farmers of the Great Plains, and by 1984, an estimated
800,000 ha were being furrow diked, mostly on land
cropped to cotton. The practice continues to be widely
used with dryland cotton and sorghum, and is used exten-
sively with center pivot irrigation systems to reduce irri-
gation runoff and to improve the efficiency of irrigation
application.

EQUIPMENT

Equipment for constructing dikes or basins ranges
from hand hoes and shovels to complex hydraulic
motor-tripped mechanical units. Commercially avail-
able diking equipment includes the raising shovel,
tripping shovel, basin implantation, and ‘‘chain’’
diker types.[13] Currently, the most commonly used
equipment is the tripping shovel type, which has one,
two, or three paddles that trip when filled with soil,

401

© 2008 by Taylor & Francis Group, LLC



Evapotrans–G
iant

thus depositing the soil and forming a small basin and
dike between rows (Fig. 2). Most units trip indepen-
dently due to the pressure of soil accumulating in front
of the paddle and work well in loose, mellow, sandy, or
loamy soils. Spacing between dikes within the row
depends on soil conditions and tractor speed, but a
1–2 m spacing is common.

Furrow diking with the commonly used tripping
shovel units is usually performed in conjunction with
another tillage operation such as listing, planting, or
cultivation in row crop production. Thus, a separate
tillage operation is not required, and furrow diking
can be performed very economically.[14] Some opera-
tors do not construct dikes in traffic furrows, thus
facilitating cultivation, spraying, and other cultural
operations.

Another type of basin forming equipment, appli-
cable to row cropping with flat tillage, is the
Dammer-diker,a which uses blades (shovels) mounted
on spikes in a wheel-type arrangement to ‘‘implant’’
small reservoirs or basins in loose soil as they rotate
behind a ripper or chisel shank. The action of the
blades would be similar to inserting a hand shovel into
the ground and pivoting the handle forward, thus
forming a depression in the soil. This rather intense
tillage operation increases infiltration, reduces runoff,
and is particularly applicable to crop production on
sloping land under sprinkler irrigation.[15]

Another type of basin tillage equipment, applicable
to flat tillage for small grain production and to range
seeding or renovation, in the ‘‘chain’’ diker has been
developed in Australia.[16] This device, called the

‘‘Conservation King,’’a forms basins by using special
shaped metal paddles welded onto links of ship anchor
chain, lengths of which rotate between bearings spaced
about 5 m apart. In field tests of a 5-m wide unit, the
authors found that the equipment performed well on
a flat, sweep-plowed field, creating numerous small
basins with an estimated surface depression storage
capacity of 25 mm. On a no-till fallow field, with con-
solidated surface soil (clay loam), indentations formed
with the chain diker were small and ineffective for
water storage.

DRYLAND APPLICATIONS

Crop yield responses to furrow diking are highly vari-
able under dryland crop conditions. When rain was not
timely for crop use or was insufficient to produce
runoff, the benefits of diking were masked.[17] Negative
responses usually result from poor weed control or
from poor aeration due to ponding of excess water.
The need to reduce runoff must be balanced with
the need for surface drainage during wet periods,
especially on soils that have low intake or water hold-
ing capacity.[18] A possible solution to this problem is
to dike alternate furrows. This method proved highly
successful in increasing the yield of cotton in Africa.[7]

Cotton responds well to the additional water
provided by furrow diking since it is a deep-rooted
crop usually grown under water deficit conditions on
dryland. In Texas, Gerard et al.[12] reported a 82 mm
decrease in storm runoff and a cotton lint increase
of 116 kg ha�1 (32%) due to furrow diking. Clark[19]

reported a 36% increase in cotton lint yield, also in
Texas. Increased cotton yield in response to furrow
diking was also demonstrated in Tanzania and
Nigeria.[7,20]

aThe mention of trade or manufacturer names is made for infor-

mation only and does not imply an endorsement, recommendation,

or exclusion by USDA—Agricultural Research Service. Mention of

a pesticide neither constitutes a recommendation for use nor it

implies registration under FIFRA as amended.

Fig. 2 The most common type of furrow diker is the trip-

ping paddle type, which is often used concurrently with cul-
tivation of ridge till fields after planting.

Fig. 1 Runoff of rain is retained by furrow dikes for contin-
ued infiltration (right), but this water is lost from undiked

(left) fields.
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Grain sorghum also responds well to runoff conser-
vation with furrow diking. In tests at Bushland,
Texas, furrow diking and land leveling were equally
effective in preventing runoff and increasing sorghum
yield with an annual cropping system. The maximum
yield increase due to furrow diking in this six-year
study was 2460 kg ha�1 and averaged 760 kg ha�1.
The environmental and crop management factors that
resulted in large sorghum yield responses to furrow
diking were: 1) continual (annual) cropping that did
not allow the soil water content of the root zone to
be replenished during the non-crop period; 2) large
rainfall/runoff events that occurred immediately
before or early in the sorghum growing season with
dikes in place to capture runoff; and 3) limited grow-
ing season precipitation that increased reliance on
stored soil water.[1]

IRRIGATED APPLICATIONS

Furrow diking can be used with graded furrow and
sprinkler irrigation systems. Operators often dike alter-
nate furrows and irrigate the non-diked furrow, thus
50% of the land area can capture and store storm run-
off. Stewart, Musick, and Dusek[21] developed a limited
irrigated-dryland (LID) farming system for the con-
junctive use of rainfall and irrigation on graded fur-
rows. The LID system uses a limited water supply to
irrigate the upper-half of the field fully, which is fully
fertilized and seeded for maximum production. The
next quarter of the field has reduced inputs and is
managed as a tailwater runoff section, with the lower
quarter of the field used as a ‘‘sink’’ to capture and
utilize both rainfall and irrigation runoff from the
wetter sections of the field. Furrow diking was used
to capture precipitation on alternate (non-irrigated)
furrows in the fully irrigated and tailwater runoff sec-
tions, and to capture and prevent rainfall and irri-
gation runoff from all furrows in the dryland section.
The LID system was not widely adopted by farmers
because of the different seeding rates and management
requirements of the system, but it used both precipi-
tation and a limited amount of irrigation water very
effectively for increased sorghum yield.

The primary use of furrow dikes in irrigated agri-
culture is to improve water application efficiencies of
sprinkler and low energy precision application (LEPA)
irrigation systems by reducing or eliminating surface
runoff. These irrigation systems are linear or center
pivots that use drop tubes with low-pressure orifice-
controlled emitters. Water is delivered on to the soil
surface over a small area as the system moves through
the field in a circular fashion. Required furrow dikes
prevent LEPA applied irrigation water from moving
down the furrow, thus increasing infiltration and

distribution uniformity across the field. Irrigation
water application efficiencies can exceed 95% with
the LEPA system.[22] With center-pivot irrigation, an
LEPA system requires the furrow diked rows to run
in a circular pattern for all growing crops.

CONCLUSION

Furrow diking is a soil and water conservation practice
that is versatile and can be adapted to dryland or irri-
gated crop production. Reasonably priced equipment
is available so that furrow diking can be used on most
soils and with many crops. Cotton, sorghum, sun-
flower, and corn have responded well to furrow diking
in field tests. Conditions conducive to positive crop
responses to furrow diking on dryland are: 1) annual
or intensive cropping; 2) large rainfall/runoff events
occurring before or early in the growing season; and
3) limited growing season precipitation. Negative crop
responses to furrow diking are usually due to poor
weed control or to retention of excessive water on
the soil surface, which may cause aeration problems
or restrict timely planting and tillage.
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INTRODUCTION

The 2507 km-long Ganges (or ‘Ganga’) River origi-
nates near Gangotri, south of the main Himalayan
divide at a height of 4500 m in the Uttaranchal region
of India. It is distributed over China, Nepal, India, and
Bangladesh. India has the largest (79%) share of the
basin (or 1.1 million km2) while Bangladesh’s share is
the smallest (4.6%) (Fig. 1). The river branches into
two channels about 4 km below Farakka in the
Indian State of West Bengal. The main left arm enters
Bangladesh about 18 km below Farakka and joins the
Brahmaputra River at Gualundo, while the right arm
(known as Bhagirathi–Hooghly) continues to flow
south in West Bengal as Bhagirathi.

Precipitation in the basin varies among regions. The
average annual precipitation is about 1100 mm. In
India, Bangladesh, and Nepal, the average annual pre-
cipitation in these areas is 908, 1860, and 1568 mm,
respectively. The average temperature in the basin is
estimated to be 25.1�C.[1] Mean annual runoff of
the river at Farakka (India) and Hardinge Bridge
(Bangladesh) is 415 � 103 million cubic meters (mcm)
and 352 � 103 mcm, respectively.[2] However, seasonal
variation in the flow of the river is very high. The
ratio between dry season and monsoon flow is 1 : 6.
The mean annual peak discharge of the Ganges at the
Hardinge Bridge is 51,184 m3/s.[3] The average yield of
sediment is 520 � 106 tn/year and most of this is
transported during the monsoon.[4] About 500 million
people are directly or indirectly dependent on the water
and ecosystem supported by the river. Today, over 29
cities, 70 towns, and thousands of villages extend along
the Ganges’ banks.[5] The population of the basin is
projected to reach 750 million in 2020 and to almost a
billion ten years later.[6]

CULTURAL IMPORTANCE

The Ganges River carries substantial cultural and
religious meaning for people belonging to Hindu
religion in every region. It is repeatedly invoked in
the Vedas, the Puranas, and the two Indian epics,
the Ramayana and the Mahabharata. The river is
unique because it is considered holy by the people of

India. Hindus personify it as a goddess, Ganga Ma,
the Mother of India, because civilization evolved
around it and the river supports the livelihoods of mil-
lions of people. People of the Hindu faith believe that
the water of the Ganges heals them from sin and that
the river provides a path to heaven if a body is cre-
mated after death and thrown into the river.[5] Most of
the religious places like Varanasi (Benares), Mathura,
and Bodhgaya are located on the banks of the river.
Every morning, thousands of Hindus make their
way to bathe in the Ganges and to meditate on its
banks. All of them face the rising sun with folded
hands and prayers.

POLLUTION PROBLEM

The Ganges River is heavily polluted with waste from
municipal and industrial sources. Municipal sewage
constitutes 80% by volume of the total waste dumped
into the Ganges, and industries contribute about
15%.[5] The majority of the Ganges’ pollution is
organic waste—sewage, food, and human and animal
remains. Even though industrial pollutants account
for a smaller proportion of contamination, their health
and environmental effects can be even greater. Many
metallurgical, chemical, pharmaceutical, electronic,
textile, and paper plants, fertilizer manufacturers, and
oil refineries discharge effluent into the river. Hydro-
chloric acid, polychlorinated biphenyls, mercury, and
other heavy metals are major toxic pollutants. At an
8% annual growth rate, nearly 4 billion liters of indus-
trial effluents would enter the river every day by the
year 2030.[1] In addition to industrial pollution, runoff
from farms in the Ganges basin adds chemical fertili-
zers and pesticides into the river, which have affected
flora and fauna populations. Populations of the
Ganges River dolphin, the smooth Indian otter, the
gharial crocodile, and various species of turtles are
declining.[7] Uses of polluted water often cause water-
borne diseases including cholera, hepatitis, typhoid,
and dysentery. It is estimated that 80% of all health
problems and one-third of deaths in the countries of
the Ganges basin result from waterborne diseases.
To bring water quality of the Ganges and its tributaries
to bathing levels, the government of India launched
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the Ganga Action Plan in 1985 but could not achieve
its set objectives until 2000.[6]

WATER DIVERSION: POLITICAL ASPECT

India and Bangladesh became involved in a sharing
dispute over the Ganges water in 1951 when India,
the upper riparian country, decided to build a barrage
across the river at Farakka. The purpose was to divert
1134 m3/s water to the Bhagirathi–Hooghly system to
increase navigability of the Kolkata Port, which had
gradually lost draft due to very high natural siltation
that continued for centuries.[8] The Farakka Barrage
was commissioned in April 1975. In addition, a sub-
stantial amount of the Ganges water is diverted
through engineering structures at 34 locations.
The total diversion capacity of these structures is
6832 m3/s.[8] Negotiations regarding a permanent water
sharing agreement have been continuing for more
than five decades.

Bangladesh and India signed a 5-year water sharing
agreement in November 1977 and a 30-year Treaty
in December 1996. There are no indicators that a
permanent solution to this problem will be reached in
the near future. In order to resolve the problem,
Bangladesh proposed to construct seven large dams
in Nepal, which would increase water supply to the
Ganges by storing monsoon runoff. India proposed
to construct a 320 km-long canal to transfer water
from the Brahmaputra River. Both countries rejected
each other’s proposals on technical grounds. India

recently proposed a plan under India’s National River
Interlinking Plan to transfer water from several tribu-
taries of the Brahmaputra River to the Ganges and
to interlink the Ganges with the Mahanadi River in
Orissa, eventually transferring water to South India.
If implemented, further water diversion from the
Ganges River may add a new techno-political dimen-
sion to the Ganges water sharing problem.

WATER DIVERSION: ENVIRONMENTAL
IMPACTS

The diversion of water causes substantial environ-
mental effects in India and Bangladesh.[8] Bangladesh
is particularly affected because of its downstream
location and sensitive ecosystems, which are dependent
on regular water supplies from the Ganges. The most
affected area is the southwest region of Bangladesh
where Sundarbans, the largest patch of mangrove for-
est, is located. The Gorai River is the main distributary
of the Ganges and supplies water to the Southwest
region and the Sundarbans. This river almost disap-
pears in the dry season. Agriculture, industry, navi-
gation, and domestic and industrial water supplies
have been severely affected by decreased water flow
in the river. The diversion has substantially affected
river morphology and increased erosion. In India,
areas upstream of the Farakka Barrage have become
increasingly vulnerable to flooding and erosion. How-
ever, diversion of water to the Bhagirathi–Hooghly
system generated some positive benefits. For example,

Fig. 1 The Ganges, Brahmaputra, and Meghna basins. Source: From University of Waikato (see Ref.[2]).
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in the Hooghly River estuary, populations of flora
and fauna have thrived.[8]

CLIMATE CHANGE, GLACIER MELT,
AND FUTURE FLOW

Dry season water supply to the Ganges River may be
threatened due to global climate change and its impact
on the Himalayan glaciers. Many of the glaciers are
shrinking at alarmingly fast rates compared to glaciers
in any other parts of the world.[9] Between 1970 and
2000, the cumulative length of the glaciers in Himalaya
decreased by about 18%. If this trend continues, the
projected scenario of glacier wasting indicates a loss
of 50% by the year 2035 in south Asian glaciers.[9]

Global warming and glacier retreat in the Himalayas
will have four broad implications. First, in the short-
run, in the process of continued retreat, more water
will be supplied to the glacier dependent rivers in the
Himalayas. This may generate positive effects on dry
season water availability. Second, chances of glacier
lake outburst flood (GLOF) may increase.[10] Third,
in the long-run, dry season flow in the glacier-fed rivers
could be greatly reduced, posing serious environmental
problems and water-related conflicts. Fourth, in the
short run, with the increase in dry season flow, sedi-
ment supply in the rivers may increase.

CONCLUSIONS

The Ganges River has a profound importance in the
lives of millions of people. Their livelihoods and cul-
ture are intertwined with this river. The Ganges is
now unable to satisfy growing water demands in the
summer months for agriculture, industrial, urban,
and rural consumptions. However, there are potential
opportunities within the Ganges basin to harness mon-
soon waters and utilize hydropower, which require
concerted efforts under a realistic regional cooperation
framework involving Bangladesh, India, and Nepal.
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INTRODUCTION

Invasive, alien plant species have altered natural physi-
cal and biological processes of streams and water
resources worldwide. Giant reed (Arundo donax L.),
a large bamboo-like member of the grass family (Poa-
ceae), is one of the greatest invasive species threats
to streams in arid and Mediterranean-type climate
regions. A. donax has successfully invaded rivers in
these regions, forming extensive monotypic stands.
Infestations of A. donax are known to increase risks
of flooding, create unnatural fire hazards, compete
with indigenous riparian species for scarce water
resources, and reduce the value of riparian habitat
for most wildlife. Both natural and anthropogenic dis-
turbances along rivers in Mediterranean-type climates
are thought to promote the spread of invasive plant
species in natural as well as altered riparian ecosys-
tems.[1–5] Although many organizations are actively
removing small areas of A. donax from streams in
California, larger watershed-scale removal is necessary
to prevent further invasion and impacts to water
resources.

BIOLOGY AND ECOLOGY

A. donax is one of the most successful weedy invaders
in the highly dynamic, disturbance-defined rivers and
riparian ecosystems of arid and Mediterranean climate
regions[6,7] (Fig. 1). A. donax is a tall, erect perennial
grass species with culms 1–4 cm in diameter, two
ranked leaves 5–8 cm at the base tapering to a point,
and tough fibrous roots emanating from a large creep-
ing rhizome that penetrate more than 8 ft deep.
Although the seeds of this reed-like grass species are
mostly sterile outside its native range,[8,9] A. donax
colonizes readily via vegetative propagation; it is dis-
persed downstream when small pieces of its culm or
rhizome break off during flooding and land on bare,
moist substrates.[1,6,7,10,11] Fragments of the rhizome
or culm as small as 2 cm2 sprout under most soil types,
depths, and soil moisture conditions.[7,10,11] Growing at
an extremely rapid rate (up to 6.25 cm per day under

optimal conditions), A. donax quickly establishes on
exposed or sparsely vegetated soil and grows to more
than 8 m in height after only a few months.[12,13] Once
established, A. donax clumps expand outward by
clonal propagation (large rhizomes), crowding and dis-
placing indigenous shrubs, herbs and grasses, and
trees, especially under elevated soil moisture, nutrient,
and light conditions.[8] In this manner, A. donax forms
extensive stands, or monocultures, along floodplains
and terraces of river and stream systems.

A. donax is thought to be indigenous to freshwaters
of Eurasia,[14] extending from Southeast Asia to the
Mediterranean Basin, although the precise extent of
its native distribution is unclear. Herbivore diversity
suggests that it is Mediterranean in origin, but its
native range may extend much farther. Several thou-
sand years ago, A. donax was thought to have been
spread around the Mediterranean Basin for use in
erosion control, production of reeds for wind instru-
ments, and construction of roofs, ceilings, fences, and
baskets.[15] It has been introduced to most tropical
and warm, temperate regions worldwide, including
North and South America, Southern Africa and
Australia, and thrives below 350 m in elevation.[6,16]

In North America, A. donax has become especially
devastating to riparian habitats in California’s
Mediterranean climate region, creating significant
impacts to natural river functioning and sustainabil-
ity.[17] In Southern California, A. donax was originally
planted along irrigation canals for erosion control and
used as building materials and windbreaks.[18] Carried
by floodwaters, A. donax eventually made its way to
adjacent streams and rivers and by the 1820s, patches
were commonly found along floodplains of many
streams, including the Los Angeles River.[18] However,
it appears that A. donax has only recently succeeded in
invading (i.e., replacing native riparian vegetation)
natural riparian ecosystems in Southern California.

Because of its clonal growth strategy, ability to
colonize rapidly after disturbance, use of available
resources, tolerance of stress, and high growth rate,
A. donax is one of the most successful riparian weedy
invaders in arid and Mediterranean-type climates.[12]

Following an era of human alterations to river
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systems in Southern California, it was widely dispersed
throughout riparian ecosystems in the floods of 1969,
established in terrace and floodplain locations, and
is now thriving in riparian ecosystems throughout
this region.[19] Factors such as water, nutrients,
light, and fire that are abundant in highly modified
riparian ecosystems of arid and Mediterranean-
climate regions increase the competitive ability of
A. donax.[19] Although A. donax grows primarily in
floodplains and terraces of low-gradient river and
stream systems,[19,20] it may be found on beaches,
around homes, in higher elevations, and next to hot
springs where planted. A. donax forms huge infesta-
tions in open floodplains with high soil moisture
and excess nutrients and in areas susceptible to wild-
fire.[19] A. donax successfully invades areas consisting
of any soil type and once established can grow well
in many soil moisture regimes.[7,19,21] Established
stands recover readily after above-ground biomass is
removed by wildfire, floods, frost, or mechanical
means. In fact, the natural flood and wildfire regime
characteristic of Mediterranean-type climates pro-
motes growth and invasion of A. donax.[19]

From the time of early human settlement of these
areas, humans have dammed, channelized, mined,
diverted, and developed along rivers in arid and
Mediterranean-type climates.[22,23] These alterations
have magnified the susceptibility of streams in these
regions to plant invasions by weedy species.[24,25]

Human alterations associated with urbanization of
watersheds in California in addition to the natural
flood and wildfire processes have created ideal con-
ditions for A. donax invasion. Increased water, nutri-
ents and light availability, as well as occurrence of
fire in riparian ecosystems in Southern California are
thought to promote A. donax invasion.[6,19,26,27] Ever
expanding residential and agricultural development in
coastal Southern California has led to increased water
availability and nutrient loading of riparian ecosys-
tems. The once vast low-lying areas of riparian forest
continue to be removed to make room for agriculture,
golf courses, and residential and commercial develop-
ment. Consequently, open areas along floodplains
formed by floods and clearing of terraces for develop-
ment create an ideal location for A. donax to establish
and invade riparian ecosystems. Furthermore, fire is

Fig. 1 A. donax infestation along the Santa Clara River in Ventura County, California.
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more frequent in riparian corridors owing to anthropo-
genic ignition during the dry summer and fall months
when A. donax infested areas provide a large amount
of dry fuel.[19,28] Because of its higher post-fire growth
rate and immediate growth response when compared
with natives, fire appears to contribute to the A. donax
invasion process, especially in riparian terraces.[19,29]

EFFECTS ON STREAMS AND
WATER RESOURCES

Infestations of A. donax have created serious physical
and biological problems along streams in arid and
Mediterranean-type climates.[6,13,20,27] Where it grows
extensively along floodplains, A. donax physically
obstructs natural water flow, thereby increasing the
risk of flooding. A. donax uses more water than native
plant species, outcompetes native riparian species, thus
reducing the value of riparian habitats for wildlife, and
creates unnatural fire hazards.[19]

Flooding

Large infestations of A. donax within the active flood-
plains increase stream roughness during moderate to
large flood events, forcing flood stages to higher levels

and flooding adjacent property. During very high win-
ter flows in California, A. donax is removed from the
floodplain, floats downstream and creates debris dams
at bridges and culverts.[20] In addition, A. donax plant
material collects in large piles along beaches after large
flood events (Fig. 2). Although originally planted for
erosion control, it now acts as an agent of erosion in
California streams. The shallow rhizomes of the large,
top-heavy plants growing along stream banks are
undercut by high flows, causing bank erosion and
instability. Economic losses due to effects of A. donax
invasion include costs associated with repair of flood
damage to property and bridges, beach clean up, and
bank stabilization repair.

Water Use

Water loss due to high evapotranspiration (ET) of
A. donax infestations is of increasing concern in
arid and Mediterranean-type climates where water
resources are scarce and the plant continues to invade.
Using transpiration rates of rice (another C3 species
thought to have similar transpiration rates), estimates
of A. donax water use suggest that it uses three times
more water than native riparian species.[30] Other
studies using a variety of methods indicate that ET
of A. donax (1.2–7.5 m/yr) may be much higher than

Fig. 2 A. donax debris litters beaches in California after winter storms.
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that of native riparian vegetation such as Salix spp.,
Populus spp. (1.0–3.3 m/yr), and mixed riparian com-
munities of arid and Mediterreanen-type climates
(0.11–1.6 m/yr).[31–34] On the Santa Ana River alone,
A. donax was estimated to transpire 37,500 acre-feet
more water per year than native plants worth approxi-
mately 12 million dollars at drinking water costs.[30]

However, comprehensive studies are needed that
compare water use efficiency of A. donax to various
native species under different environmental con-
ditions to determine exactly how much water is lost
owing to this invasive plant. Excess water used in A.
donax transpiration could be salvaged for ground-
water recharge, drinking water supply, agricultural irri-
gation, and augmentation of in-stream flow for native
vegetation and wildlife.

Wildfire

Wildfires ignited by humans at unnatural and danger-
ous times of the year burn rapidly through riparian
corridors infested with A. donax and may help spread
fires across watersheds and along riparian corridors.[19]

Historically, dense biomass that accumulated over a
period of 30–50 yr or more in chaparral communities
of California and shrublands in other Mediterranean-
type climate regions caused fires to ignite.[35–38]

Although fire was once a natural part of shrubland
ecosystems in many Mediterranean-type regions,
large riparian ecosystems provided natural firebreaks
because native vegetation retained foliar water that
resisted ignition.[13] Lightning was the primary cause
of wildfires, especially during July and August under
dry, low humidity conditions, and would commonly
burn slowly for months.[36] Currently, however, most
wildfires in these areas are anthropogenic in origin,
occur much more frequently, and during strong Santa
Ana wind conditions starting in September. For
example, all of the 14 concurrent fires in October
2003 (739,597 acres burned) resulted from human
activities.[35]

Invasion of annual grass species has been linked to
altered fire regimes in rangelands, deserts, and wild-
lands of California and the Western U.S.A.[35,39–43]

However, giant reed may be an even bigger problem
in riparian ecosystems of altered Southern California
fire regimes because of its perennial growth form (the
large volume of biomass produced) and rapid recovery
after fire (Fig. 3A and B).[19] Several accounts suggest
that infestations of giant reed have increased fuel load
as well as fire frequency and intensity along riparian
corridors.[12,13,28,44] Thus, A. donax invasion appears
to have created a positive feedback cycle or an invasive
plant-fire regime[19] similar to those presented by
others.[39,40]

Biodiversity and Wildlife

A. donax has little habitat or food value for wildlife
because of its dense growth structure and high content
of noxious chemicals.[6,12,13] The federally endangered
least Bell’s vireo (Vireo bellii pusillus) and other
riparian birds require structural diversity provided by
riparian scrub and mature forest communities for
breeding.[6,13,45] When naturally diverse riparian veg-
etation types are replaced by thick stands of A. donax,
bird species abundance and other native wildlife have
been found to decline.[6,13,46,47] Movement of medium
to large mammals is most likely impaired by dense A.
donax infestations. Herrera and Dudley[46] showed
that arthropod abundance and diversity associated
with native riparian vegetation was twice that
associated with A. donax infestations. In addition, fish
and aquatic invertebrates may be affected by increased
stream temperature owing to lack of shading where
A. donax has replaced mature riparian forests.[6]

Control Methods, Restoration
and Revegetation

Over 25 million dollars have been spent in efforts to
remove A. donax from riparian ecosystems in the
Central Valley and coastal California. Although most
attempts have been successful in removing small infes-
tations on riparian terraces, A. donax continues to
thrive in floodplains. An understanding of the ecologi-
cal conditions that promote continued growth and
invasion of A. donax is needed for its effective control.
Management strategies for the control and removal of
A. donax should be based on location and size of the
infestation. Priority should be given to removal of A.
donax from riparian terrace habitats where infested
areas are easily accessible and require less maintenance
than along floodplains, especially infestations located
adjacent to fire-prone shrubland plant communities.[48]

Removal of large A. donax infestations on riparian ter-
races with high soil moisture and nutrient availability
will be most difficult, but is essential in removing the lar-
gest source of propagules to prevent future reinfestation.
Active revegetation with native plants after A. donax
removal is recommended to prevent reinfestation of
A. donax or other weeds and restore functional riparian
ecosystems. Unless A. donax is removed from flood-
plains on a watershed-scale working from the head-
waters downstream, A. donax is likely to recolonize
removal areas after flood events. Watershed removal
planning is underway in several large streams in
Southern California to eradicate A. donax from flood-
plains, including the Santa Clara and Santa Ana Rivers.

Both mechanical and hand clearing techniques may
be used to remove A. donax. Mechanical clearing
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methods include mulching or total excavation of all
above-ground and below-ground biomass. Hand
clearing methods include either painting of A. donax
stumps with herbicide after cutting or foliar applica-
tions of herbicide (glyphosate).[49] Research on biocon-
trol agents for A. donax is underway on the Santa
Clara River, California and in Weslac, Texas.[50]

CONCLUSIONS

One of the biggest threats to streams and water
resources in Mediterreanean-type climates is invasion
of A. donax. Forming large monocultures under ideal
resource conditions along streams, A. donax increases
flooding, promotes the spread of wildfire, outcompetes

Fig. 3 Three weeks (A) and 6 months
(B) after Verdale-Simi Fire, A. donax
invades riparian terrace along Santa
Clara River in Ventura County.
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natives for water resources, and decreases wildlife
value of riparian habitat. Although millions of dollars
are spent every year to remove A. donax in California,
many rivers and streams are still heavily infested.
Effective removal and control strategies must be
based on an ecological understanding of the invasion
process and removal areas prioritized based on
gaining the greatest ecological benefit for the lowest
effort. Control of Arundo donax from watersheds in
Mediterreanean-type climates is an important initial
step in restoration and long-term sustainability of
riparian ecosystems.
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INTRODUCTION

Over the past two centuries, the earth has experienced
significant increases in surface air temperature and
atmospheric CO2 concentration, as the planet has
recovered from the global chill of the Little Ice Age,
and the engines of the Industrial Revolution have
burned ever greater quantities of coal, gas, and oil.
Many people have imputed a number of negative bio-
logical consequences to these environmental changes.
However, surveys of the shifting ranges of butterfly
and bird species tell a vastly different story, while
studies of the net effect of concomitant changes in
the air’s temperature and CO2 concentration on plant
physiological processes reveal positive consequences
as well. In light of these observations, earth’s ter-
restrial ecosystems appear destined to experience
increases in stability and biodiversity in areas where
they are not adversely affected by the local activities
of man.

EARTH IN TRANSITION

Perceived Problems of Global Warming

It has been claimed that earth’s temperature through-
out the 1990s was higher than it had been at any other
time in the past millennium, due largely to an enhance-
ment of the atmosphere’s greenhouse effect that is
believed by many to have resulted from the historical
increase in the air’s carbon dioxide (CO2) concen-
tration.[1] Furthermore, it is repeatedly charged that
this change in climate is causing many species of plants
to migrate to higher latitudes and altitudes in search of
cooler weather. It has also been claimed that the globe
is warming at such a rapid rate that it will soon be
impossible for much of the world’s vegetation to
migrate fast enough to avoid extinction; and it is
warned that this phenomenon will raise havoc with
the planet’s ecology and lead to the destruction of
much of its biodiversity.[2]

Climatic Complexities

On the surface, these contentions sound plausible.
Digging a bit deeper, however, they are found to be
highly debatable. With respect to the global warming
aspect of the issue, most of the temperature increase
the earth has experienced during what we could call
the Age of Fossil Fuels did not occur over the past
half-century or so, when atmospheric CO2 concentra-
tions rose most dramatically. Rather, it occurred in
the latter part of the nineteenth century and the few
decades that followed. Over this time period—which
preceded humanity’s most prodigious mining and
burning of coal, gas, and oil—the earth, on its own,
gradually recovered from the global chill of the Little
Ice Age, which had not been produced by a decline
in atmospheric CO2 and, therefore, did not require
an increase in atmospheric CO2 to be ameliorated;
and these facts suggest that the burning of fossil fuels
may not have been the cause of any warming that is
evident in the historical record, as has finally been
acknowledged by the scientist who set in motion all
the concern about the subject several years ago.[3]

There is also a considerable controversy about the
precise nature of climate change over the past millen-
nium. In contradiction of the claim that the last decade
of the twentieth century was the warmest period of
the last thousand years, numerous studies suggest that
the Medieval Warm Period of the first part of the
millennium—when there was much less CO2 in the
air than there is now—was the warmest,[4] while others
contend that the alleged warming of the last two
decades of the twentieth century was more virtual than
real.[5] Hence, there is by no means any scientific con-
sensus about the climatic significance of the ongoing
rise in the air’s CO2 content.

Biological Complexities

Questions about the biological aspects of the issue are
even more complex, though not as contentious, as
direct experimentation can be employed to investigate
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most of the concerns that have been raised. One thing
we have learned, e.g., is that it is not just the potential
increase in air temperature that could influence the
future ecology of the planet; there is also the ongoing
rise in the air’s CO2 content, which exerts a number
of important influences on the world’s vegetation, not
the least of which is the documented tendency for ele-
vated levels of atmospheric CO2 to change the many
ways in which plants respond to rising temperatures.

THE MITIGATING ROLE OF CO2

CO2–Temperature Interactions

The story begins with the well-established fact that
CO2 is a powerful aerial fertilizer, which when added
to the air can substantially increase the vegetative
productivity of nearly all plants.[6,7] It continues with
the fact that numerous studies have demonstrated that
the percent increase in growth produced by an increase
in the air’s CO2 content typically rises with an increase
in air temperature.[8] In addition, at the species-specific
upper-limiting air temperature at which plants
typically die from thermal stress under current atmo-
spheric CO2 concentrations, higher CO2 concentrations
have been shown to protect plants and help them stave
off thermal death.[9]

Another effect of atmospheric CO2 enrichment that
influences the biosphere’s response to global warming
is its ability to increase the species-specific temperature
at which plants grow best.[10] Indeed, it has been exper-
imentally demonstrated that the typical CO2-induced
increase in plant optimum temperature is as great as,
if not greater than, the CO2-induced global warming
typically predicted by the state-of-the-art climate
models.[10,11] Hence, an increase in the air’s CO2

concentration—even if it did have a tendency to warm
the earth (which is hotly debated)—would not produce
an impetus for plants to migrate to places of cooler air
temperature, for they would grow equally well, if not
better, in a warmer and CO2-enriched environment.
In seven different studies where this phenomenon
was experimentally investigated, in fact, it was found
that a 300 part-per-million increase in the air’s CO2

concentration resulted in the rate of net photosynthesis
at the greater CO2-induced optimum plant tempera-
ture, which was 5.9�C higher, being nearly twice as
great as the rate that prevailed at the reduced CO2 con-
centration and lower optimum plant temperature.[11]

Effects on Ecosystem Biodiversity

As a consequence of these observations, we
would expect that if the air’s temperature and CO2

concentration rose in unison—as happened globally
during the demise of the Little Ice Age and as is
happening currently in specific regions of the world—
there would be no major changes in the locations of
the high-temperature boundaries of the geographical
ranges of various plants. The locations of their low-
temperature boundaries, however, would clearly be
able to move towards higher latitudes and altitudes,
which would expand the sizes of their ranges. Hence,
with the greater overlapping of ranges that would
result, ecosystem plant biodiversity would be expected
to increase everywhere. Also, if the herbivores that feed
on the plants—and the predators that feed on them—
moved with the plants, we would expect to see an
increase in the local biodiversity of animals as well,
which is, in fact, exactly what is happening in various
parts of the world.[12]

In a study of more than half a hundred European
butterfly species, for example, Parmesan et al.[13] found
that most of them moved northward in response to a
regional warming of 0.8�C over the past century. How-
ever, in almost all of these northward ‘‘migrations,’’
only the northern boundaries of the ranges moved.
Furthermore, the northward range expansions did not
displace other butterfly species residing in the newly
acquired territories, for essentially none of the southern
boundaries of any species shifted. Hence, because of
the consequent increased overlapping of ranges, butter-
fly biodiversity must have increased in many areas of
Europe over the past century in response to the warm-
ing and atmospheric CO2 increase experienced there.

Moving another step up the trophic ladder of the
food chain, Thomas and Lennon,[14] in a study of an
equally large number of British bird species, found that
from 1970 to 1990 the northern boundaries of species
residing in the southern part of Britain shifted north-
ward by an average of 19 km, while the southern
boundaries of species residing in the northern part of
the country shifted not at all. Consequently, there
has been a measurable increase in the overlapping of
British bird ranges over the latter part of the twentieth
century, along with a concomitant increase in ecosys-
tem biodiversity. Also, in a study of all the passerine
(perching) bird species of North and South America,
Manne, Brooks, and Pimm[15] determined that the
fraction of endangered species, i.e., those threatened
with extinction, drops off significantly as range size
increases, which appears to be the result of simul-
taneous increases in air temperature and atmospheric
CO2 concentration.

CONCLUSION

In view of these real-world observations, there is a
strong likelihood that if the air’s CO2 concentration
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continues to rise as it has in the past, and if air tempera-
ture also rises, both ecosystem biodiversity and stabi-
lity will increase, in contradiction of many simplistic
predictions. Perhaps that is why Cowling[16] has stated
‘‘we should be less concerned about rising CO2 and ris-
ing temperatures and more worried about the possi-
bility that future atmospheric CO2 will suddenly stop
increasing, while global temperatures continue rising.’’
Clearly, these are areas of deep societal concern, where
more research is needed to help clarify the issues for
policymakers who are agonizing over what to do (or
not do!) about the ongoing rise in the air’s CO2 content.
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INTRODUCTION

Contamination can be defined as the presence of a
biological or chemical agent in groundwater in such
a concentration that it renders water unfit for a parti-
cular use.[1] Agricultural uses of water include domestic
drinking water, stock watering, and irrigation. Water
that is contaminated for purposes of drinking might
be perfectly suitable for use in irrigation.

Contaminants can be from both anthropogenic and
natural sources, for example, arsenic. Arsenic found in
groundwater in northeastern Wisconsin comes from
a naturally occurring mineral, arsenopyrite, present
in aquifer. Arsenic has also become a contaminant in
groundwater due to use its use in agriculture as a pes-
ticide as well as industrial sites where arsenic was used
as a wood preservative.[1] The drinking water standard
for arsenic in the United States for many years was
50mg/L (micrograms per liter). However, as of May
2000 the U.S. Environmental Protection Agency was
reviewing the standard and it will most likely be
lowered, possibly to as low as 10 mg/L.

TYPES OF CONTAMINANTS

Groundwater contaminants fall into two broad
categories, biological and chemical. Biological con-
taminants include bacteria, viruses, and protozoa.
Chemical contaminants can be classified as organic
or inorganic. Organic chemicals are based on a frame-
work of carbon and hydrogen atoms. Inorganic com-
pounds include all other chemicals, although some
will have carbon present in an inorganic form, such
as carbonate (CO3

2�) and bicarbonate (HCO3
�).

Organic chemicals include fuels and most pesticides.
Fuels such as gasoline and diesel are composed of
hundreds of different organic chemicals in varying pro-
portions depending upon the source, and their compo-
sition will vary depending upon the season. Fuels do
not mix with groundwater, rather if present in the
ground they will float on the water table. They are
sometimes referred to as Light Non-Aqueous Phase
Liquid (LNAPL) as they are less dense than water.
However, some of the chemicals that comprise gasoline
and diesel will separate from fuel into a dissolved
form in the groundwater. The most soluble of these

chemicals are benzene, toluene, ethylbenzene, and
xylenes. They are referred to by acronym BTEX.[2]

Some organic pesticides may be soluble in water as
they may be mixed with water prior to application to
a field.

Inorganic chemicals found in groundwater are salts
that dissociate into cations and anions when in con-
tact with water. The cations include heavy metals
such as iron, lead, manganese, cadmium, chromium,
zinc, and mercury. The anions include nitrate (NO3

�),
nitrite (NO2

�), sulfate (SO4
2�), fluoride (F�), chloride

(Cl�), arsenate (AsO4
3�) and arsenite (AsO3

3�).

SOURCES OF CONTAMINATION

Sources of contamination can be divided into point
sources and non-point sources. As the name implies,
point sources can be traced to a very specific location.
An example of a point source might be a septic tank, a
landfill, or a pesticide mixing area. Non-point sources
are dispersed across the landscape. Fertilizer and pesti-
cides applied to fields are examples of non-point
sources.

Human- and animal wastes are sources of potential
groundwater contamination due to the presence of
bacteria and viruses as well as nitrogen compounds.
One chemical compound frequently found in ground-
water in rural areas is nitrate. This can come from
cesspools and septic tanks, barnyards, manure spread
as fertilizer, and chemical fertilizers. Nitrate and nitrite
in drinking water in excess of 10 mg/L (milligrams per
liter) as nitrogen have been implicated in infant metha-
moglobanemia or ‘‘blue baby syndrome.’’ Another salt
found in animal waste is chloride. This will impart a
salty taste in drinking water if present in amounts in
excess of 250 mg/L.

Pesticides are also a potential source of ground-
water contamination. They can be found concentrated
in areas where pesticides are mixed or equipment is
washed. Likewise pesticides can be a non-point source
of contamination when they are spread on a field. For
example, atrazine has been found in groundwater in
Wisconsin as a result of use on corn crops. Not only
can pesticides occur in the environment, but break-
down products called metabolites can also occur in
groundwater.
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When water is used for irrigation, some will evapo-
rate. This will concentrate the soluble salts in the
remaining water, which will drain down to the water
table. As a result, toxic salts may build up in the soil
and groundwater. This situation has developed in some
areas of California with selenium.

Fuels used on the farm can leak from underground
storage tanks resulting in the formation of a pool of
LNAPL on the water table below the tank and
dissolved BTEX chemicals in the groundwater. The
federal drinking water standard for benzene in the
United States is 5 mg/L. In some states the ground-
water standard is even lower, 1 mg/L.

Chemicals used for degreasing equipment can also
contaminate groundwater if improperly disposed.[3]

Many degreasers contain chlorinated organic com-
pounds such as trichloroethylene (TCE) and 1,1,1-
trichlorethane (TCA). These liquids are denser than
water and mix poorly with water. They are referred
to by acronym DNAPL. If disposed into the environ-
ment, for example by spilling on soil, they can migrate
vertically to the water table and then sink below the
water table into the underlying aquifers. These com-
pounds are sparingly soluble in water, but even small
amounts are dangerous. The federal drinking water
standard for trichloroethylene in the United States is
5 mg/L. In some states the groundwater standard is
even lower, 1 mg/L.

Chemicals used in wood preservatives are also
potential groundwater contaminants. These include
creosote and CCA (copper, chromium, arsenic).
Treated wood itself would most likely not contaminate
groundwater, but spilled or improperly disposed
wood-treating chemicals could contaminate the
groundwater.

EFFECT OF CLIMATE

In humid climates, the water table may be close to the
surface and frequent rains can leach contaminants
from the soil and transport them down to the water
table. If the climate is more arid, contaminants in the
soil zone are less likely to be transported to the water
table, which itself is likely to be deeper than in a corre-
sponding area that is more humid. However, evapo-
ration of irrigation water in arid climates may result
in a build up of soluble salts in the soil and the excess
irrigation water that may eventually reach the water
table.

TRANSPORT OF CONTAMINANTS

Dissolved contaminants are carried by flowing ground-
water through a process called advection. If the

contaminant is conservative, it will move at the same
rate as the groundwater in which it is dissolved. An
example of a dissolved salt that is conservative is chlo-
ride. Water flowing through an aquifer will not all be
moving at the same rate. Groundwater moves through
pores and cracks in the ground. Some of these open-
ings in the ground are larger than others, and
water in the larger openings will be moving faster than
water in the smaller openings. As a result, the faster
moving water will spread out in front of the rest of
the mass of the water. If a contaminant is present in
a low concentration, the closer the contaminant gets
to the moving front the faster moving water mixes with
uncontaminated water. This process is called longitudi-
nal dispersion. Through dispersion and diffusion a
plume of groundwater contamination is formed. This
plume is nothing more than a contiguous zone where
the contaminant is present in the groundwater. If there
is an ongoing source of contamination at the start of
the plume, the greatest concentration of the con-
taminant will be found there and the concentration
will decrease in the direction of the groundwater flow.
The contaminant plume will extend along the direction
of groundwater flow, but also spread sideways through
a process called lateral dispersion. This is due to the
flowing groundwater taking branching pathways.[4]

Non-aqueous phase liquids also have the potential
to move through the soil and underlying aquifers.
Their movement is dependent upon the ability of the
non-aqueous phase liquid to overcome capillary forces
and displace air in the pores above the water table and
water in the pores of the earth below the water table.

FATE OF CONTAMINANTS

Biological agents are particles of protoplasm. As such
they can travel through large pores and cracks in the
earth, but not small ones. Fine-grained soils can remove
bacteria and viruses by filtration, usually within a few
hundred meters or less of the source. Some aquifers
such as coarse gravel, fractured rock, and carbonate
rock have larger openings. Bacteria and viruses can
travel for significant distances in such aquifers.

Ionic substances can be removed from groundwater
by ion exchange. In this phenomenon, ions such as
sodium and calcium, which are loosely bound to clay
particles can be exchanged for other cations, such as
lead, mercury, cadmium, and manganese. The heavy
metal contaminants will thus be removed from the
groundwater. The ability of a soil to remove contami-
nants by ion exchange is measured as the ion-exchange
capacity of the soil.

Dissolved organic compounds can be removed from
groundwater by adsorption onto organic matter con-
tained in the soil or rock. The rate of adsorption is
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inversely proportional to the water solubility of the
organic compound. Those that have a low solubility
are more tightly bound to the soil organic matter than
those that are more soluble. This propensity to be
absorbed is measured by a property known as the
octanol–water partition coefficient. The other impor-
tant factor is the percentage of organic matter in the
soil. Obviously, the greater the percentage of organic
matter, the more of dissolved organic compounds it
can absorb.

Finally, many of the dissolved organic compounds
can potentially be broken down into simpler com-
pounds by the action of microbes in the soil and
aquifer. This process is known as biodegradation.
The components of petroleum based fuels can be
degraded by soil bacteria. The end result is either car-
bon dioxide or methane, depending upon the presence
or absence of dissolved oxygen in the aquifer. BTEX
compounds are most readily degraded under aerobic
conditions, i.e., with dissolved oxygen present. How-
ever, under certain geochemical conditions in the aqui-
fer they can also be degraded in the absence of oxygen,

but at a slower rate. Many other organic chemicals
dissolved in groundwater, such as the chlorinated sol-
vents, can be degraded either biologically or abiotically
under the right geochemical conditions.[5]
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INTRODUCTION

Arsenic is an element with atomic number 33 and
atomic weight 74.92. It exists throughout the earth’s
crust and is the 20th abundant element in nature.
For centuries, arsenic has been used as a drug and as
a poison. Arsenic is thought to exert its toxicity by
combining with certain enzymes and thereby inter-
fering with cellular metabolism.

Groundwater arsenic contamination and sufferings
of people have been reported in 20 countries in differ-
ent parts of the world (Fig. 1). The magnitude is
considered highest in four Asian countries, and the
severity order is Bangladesh > West Bengal—India >
P.R. China > Taiwan.

GROUNDWATER ARSENIC CONTAMINATION
IN WEST BENGAL—INDIA

West Bengal—India’s groundwater arsenic contami-
nation in villages was first reported in 1982, and arseni-
cal skin lesions were first detected in 1983. Twenty-two
patients with arsenical skin lesions were known from
five villages in four districts.

About 50% of the districts in West Bengal—India
reported groundwater arsenic concentration above
50 mg/L. Six million people are drinking arsenic-
contaminated water above 50 mg/L from 74 police sta-
tions/blocks in 9 arsenic affected districts including a
part of Calcutta city in West Bengal (Fig. 2). In 2600 vil-
lages/wards, arsenic in groundwater has been found
above 50 mg/L. In a preliminary study from 255 villages,
86,000 people were examined and 8500 people have
been registered with arsenical skin lesions. Fig. 3 shows
an arsenic patient with severe keratosis. In affected
villages, the following skin manifestations and other
symptoms of arsenic toxicity were detected—diffuse
melanosis; mucous membrane pigmentation on tongue,

gum, and lips; spotted melanosis; leuco-melanosis;
spotted and diffuse keratosis; and dorsal and limb ker-
atosis. The following non-dermatological complications
were also observed in victims suffering from arsenic
toxicity—weakness and anemia, muscle pain, non-
petting oedema, conjunctival congestion, laryngitis,
myopathy, neurological problem, chronic bronchitis,
asthmatic bronchitis, hepatomegaly, splenomegaly, asci-
tis, and various types of external and internal cancer.

Arsenical skin lesions from nine affected districts of
West Bengal affect an estimated 300,000 people.[1]

From arsenic-affected areas of West Bengal, over
99,000 water samples from hand tubewells have been
analyzed by flow injection hydride generation atomic
absorption spectrometry. Fifty-five percent had arsenic
concentrations above 10 mg/L and 25% above 50 mg/L.
The highest concentration of arsenic found in a hand
tubewell was 3880 mg/L. About 25,000 biological sam-
ples (hair, nail, urine, skin scale) have been analyzed
from villagers living in arsenic-affected villages (about
40% samples of total 25,000 are from arsenic patients)
and on average 80% of the biological samples had
arsenic above normal arsenic level in human body.
This indicates many more are subclinically affected.

GROUNDWATER ARSENIC CONTAMINATION
IN BANGLADESH

Groundwater arsenic contamination and sufferings of
people in Bangladesh surfaced in 1995. At that time,
there was information about three affected villages
in two police stations of two districts (Narayanganj
and Faridpur). During the last 7 yr, a tremendous
amount of survey work was done to determine the
magnitude of the arsenic calamity in Bangladesh.
Present survey reports indicate that 2000 villages in
178 police stations of 50 districts out of total 64 dis-
tricts in Bangladesh, groundwater contains arsenic
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above 50 mg/L. Bangladesh comprises four existing
geo-morphological regions: 1) Deltaic region (includ-
ing coastal region); 2) Flood Plain; 3) Tableland;
and 4) Hill Tract. Of these four regions, Hill Tract
is free of arsenic contamination. Most of the Table-
land region is also contamination-free (except Flood
Plain deposition on the eroded surface of Tableland).
The highly arsenic-contaminated areas of Bangladesh
are Deltaic region followed by Flood Plain (Fig. 4).
Huge arsenic-free groundwater aquifers remain in
selected areas of Bangladesh.[2] Arsenic-contaminated
areas of Bangladesh belong to arsenic-bearing holo-
cene sediments. Bangladesh’s arsenic calamity is con-
sidered the worst in the world. The World Bank and
World Health Organization (WHO) described the
magnitude of arsenic contamination in Bangladesh.[3]

The World Bank’s local chief stated that tens of
millions of people are at risk from health effects,
and that 43,000 of the 68,000 villages are presently
at risk or could be at risk in future. According to
the prediction of WHO, within a few years, death
across much of southern Bangladesh (1 in 10 adults)
could be from cancers triggered by arsenic.[3] The area
and population of Bangladesh are 148,393 km2 and
120 million, respectively. Thirty-four thousand
hand tubewell water samples from 64 districts in
Bangladesh have been analyzed and 56% contained
arsenic above 10 mg/L, that the WHO recommended
level of arsenic in drinking water with 37% con-
tained more than 50 mg/L, the WHO maximum per-
missible limit. Maximum concentration of arsenic

found in groundwater of Bangladesh was 4730 mg/L.
Overall result shows only 25% and 37% of hand tube-
wells contain arsenic above 50mg/L in arsenic-affected
areas of West Bengal and Bangladesh, respectively,
but there are many villages in West Bengal and
Bangladesh where 80–90% of hand tubewells contain
arsenic above 50 mg/L. It has been estimated that at
the present time, more than 25 million people in
Bangladesh are drinking arsenic-contaminated water
above 50 mg/L, and 51 million people are drinking
water above 10 mg/L. Analyses of more than 9900
biological samples from arsenic-affected villages of
Bangladesh indicate that 95% of samples contain
arsenic above normal level. So far in a preliminary
survey, over 10,000 people have been identified with
arsenical skin lesions from 222 out of 253 villages sur-
veyed for patients. Fig. 5 shows an arsenic patient
with squamous cell carcinoma.

SOCIAL PROBLEM AND IGNORANCE

Arsenic poisoning in villages of West Bengal and
Bangladesh are causing social problems that are the
biggest curse.

The prevailing social problems in the villages are
as follows.

1. Due to ignorance, the villagers assume the
arsenical skin lesions are a case of leprosy and
force arsenic patients to maintain an isolated

Fig. 1 Shows groundwater arsenic incidents round the world.
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Fig. 2 Map shows the present arsenic affected areas and blocks of West Bengal—India.
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life or avoid them socially. It is a social curse
and human tragedy.

2. Affected wives are sent back to their parents
and often with their children.

3. Marriages in the affected villages have become a
serious problem because of skin lesions.

4. Jobs/services have been denied/ignored to the
arsenic-affected people.

5. When a husband or a wife has been singled out
as an arsenic patient, the social problem has
increased and destroyed the social fabric.

Most of the people in the affected villages are
not aware of the serious consequence of arsenic
toxicity. People think arsenical skin lesions are just a
single skin disease and will be cured with ointment.
Some of them also think the skin lesions are the
‘‘Wrath of God or Curse of God.’’ A group also think
the skin manifestation is due to the sin committed in
their last birth.

SOURCE OF ARSENIC

A single Rural Water Supply Scheme (RWSS) from
Malda, one of the arsenic-affected districts of West
Bengal—India, is withdrawing 147 kg of arsenic with
groundwater in a year and 6.4 t of arsenic is being with-
drawn in a year from 3000 shallow, large-diameter
tubewells in use for agricultural irrigation in Deganga
police station of North 24-Parganas district, West
Bengal.[4] It indicates that the source of arsenic is not
antropogenic and is geologic. Although the source of
arsenic is believed to be aquifer sediments, the
chemistry and mineralogy of the sediments of Ganges–
Brahmaputra–Meghna (GBM) delta and arsenic

leaching from the aquifer are not well understood.
Reports[5,6] show existence of arsenic-rich pyrite in
sediments of the delta region of Gangetic West Bengal.
A probable explanation of arsenic contamination to
the aquifer was predicted due to breakdown of
arsenic-rich pyrite that occurred due to heavy ground-
water withdrawal (i.e., underground aquifer is aerated
and oxygen causes degradation of pyrite, the arsenic
rich source). The cause of groundwater arsenic con-
tamination in West Bengal and Bangladesh was also
predicted due to reduction of arsenic-rich iron
oxy-hydroxide in anoxic groundwater.[7,8,9]

Whatever may be the mechanism of arsenic leaching
to the aquifer, in West Bengal—India 38,865 km2 and
in Bangladesh 118,849 km2 are arsenic affected areas,
and population in West Bengal—India living in arsenic
affected areas is 42.7 million and 104.9 million in
Bangladesh. This does not mean that the total popu-
lation (147.6 million) is drinking arsenic-contaminated
water in West Bengal and Bangladesh and will suffer
from arsenic toxicity, but it does indicate the risk
levels. Our knowledge about long-term effects on those
who have stopped drinking arsenic-contaminated
water, those drinking contaminated water, and those
suffering from arsenical skin lesions is not complete.
A limited follow-up study for the last 10 yr indicates
that a percentage of those suffering from severe skin
lesions are getting internal/external cancers. A future
danger to those living in West Bengal—India and
Bangladesh is that arsenic is entering the food chain.
Of great concern is the huge amount of arsenic applied
to agricultural land from contaminated water from
hand tube-wells used for irrigation.

HOW TO COMBAT THE PRESENT
ARSENIC CRISIS

The mistakes made in the past and that are persisting
even today are due to the exploitation of groundwater
for irrigation without even trying to adopt effective
watershed management to harness the huge surface
water resources and rain water. In West Bengal—India
and Bangladesh, huge amounts of arsenic-free surface
water is in ponds, canals, rivers, wetlands, flooded river
basins, and ox-bow lakes. Per capita available surface
water in Bangladesh is about 11,000 m3. West
Bengal—India and Bangladesh are known as the land
of rivers and have approximately 2000 mm annual
rainfall. Instead of using those resources, groundwater
is being pumped without proper management. Proper
watershed management and villager participation are
needed to combat the present arsenic crisis.

Fig. 3 Shows an arsenic patient with severe keratosis.
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Fig. 4 Map shows the status of arsenic in groundwater in all 64 districts of Bangladesh and in four geo-morphological regions.
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Groundwater: Mapping Levels

Marios A. Sophocleous
Kansas Geological Survey, University of Kansas,
Lawrence, Kansas, U.S.A.

INTRODUCTION

Maps of groundwater levels are used to estimate
groundwater flow direction and velocity, to assess
groundwater vulnerability, to locate landfills and
wastewater disposal sites, and as input to hydrologic
and pollutant transport models. Because groundwater
is hidden from view beneath the land surface, ground-
water can only be directly observed through monitor-
ing wells. However, because these observations are
limited to specific points, mapping groundwater levels
requires hydrogeologically appropriate techniques to
generalize the point measurements. Rules or models
for spatially and temporally generalizing monitoring
(sample) data across the groundwater system are
inherent and essential to hydrogeologic science. Our
understanding of ground water is the product of a long
history of hypothesis and model development, testing,
and refinement.[1]

The position of the water table is the product of a
wide range of static and dynamic environmental con-
ditions and processes affecting the rate at which water
enters and leaves the saturated zone of the aquifer.
The water table rises if the rate of water added
(recharge) exceeds the rate of water leaving (discharge);
conversely, the water table falls if discharge exceeds
recharge. The water-table surface is therefore not static,
nor flat (as the name implies), but responsive to climatic,
vegetative, geomorphic, and geologic conditions.

As Matson and Fels[1] also pointed out, traditional
water-table mapping uses graphical methods to inter-
polate between water-table measurements and hydro-
geologic boundaries, with professional judgment and
experience filling the gaps in sampling. Computer
assisted approaches may incorporate surface mapping
methods such as trend surface interpolation and kri-
ging;[2] many of these tools are currently provided in
Geographic Information Systems (GIS) software.
Other methods employ mathematical modeling to
predict water-table elevation from hydrogeologic
conditions and processes.

DESIGNING A MONITORING SYSTEM

Setting up a monitoring system requires careful con-
sideration of both the hydrogeologic setting and the

data needed. It is premature and wasteful to locate
monitoring wells without first synthesizing what is
known about the setting—in other words, without for-
mulating a sound conceptual model of the system
under study. For example, water-supply wells drilled
without understanding area hydrogeology may be
placed where 1) the aquifer is thin or missing alto-
gether, 2) the aquifer is present but not very pro-
ductive, or 3) the aquifer contains water of poor
quality.[3]

Areas in which the geology is highly variable require
more extensive (and costly) water-level monitoring
systems than comparatively more homogeneous areas.
The degree of geologic complexity is often not known
or appreciated during the early phases of a testing pro-
gram, and it may require several stages of drilling, well
installation, water-level measurement, and analysis of
hydrogeologic data before the required understanding
is achieved. Due to space limitations, the design for
an optimal spacing of groundwater-level monitoring
wells cannot be covered in this article; however, the
reader is referred to Refs.[4,5] for examples of such an
observation well network design.

NATURAL PROCESSES CAUSING
GROUNDWATER-LEVEL
FLUCTUATIONS

To interpret the monitored water levels, one needs
to understand the various processes causing fluctua-
tions in groundwater level. These are the effects of
hydrologic processes active in the atmosphere, land
surface, and subsurface, the groundwater movement
in hydrodynamic flow systems, groundwater recharge
and discharge processes, atmospheric pressure changes,
plant transpiration, aquifer compression and dilation,
and others.

In addition to natural processes, human activities
also cause groundwater-level fluctuations. Major
among them are: 1) groundwater withdrawals from
wells; 2) artificial recharge; 3) irrigation; 4) land clear-
ing; 5) pumping of hydrocarbons and brine from reser-
voirs; 6) construction of water reservoirs; 7) mining;
and 8) loading and unloading by heavy equipment,
such as freight trains.
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ANALYSIS, INTERPRETATION, AND
PRESENTATION OF WATER-LEVEL DATA

Primary uses of groundwater-level data are to under-
stand and predict water-level changes and to assess
the direction of flow beneath an area. The usual
procedure is to plot the location of wells on a base
map, convert the depth-to-water measurements to
elevations, plot the water-level elevations on the base
map, and then construct a groundwater elevation
contour map. Constructing a water-level change map,
as will be explained later on (see section on ‘‘Examples
of Groundwater-level Data Interpretation’’), will indi-
cate the extent and severity of water-level declines
resulting from a variety of factors, including human
development and droughts. The direction of ground-
water flow is estimated by drawing ground-water flow
lines perpendicular to the ground-water elevation con-
tours (Figs. 1 and 2) if the aquifer can be considered
homogeneous and isotropic.

The relatively simple approach to estimating
ground-water flow directions described above is suit-
able where wells are screened in the same zone and
the flow of groundwater is predominantly horizontal.
However, as attention has focused on detecting the
subsurface position of contaminant plumes or predict-
ing possible contaminant migration pathways, this
simple approach has been shown to be not always
valid.[6] Increasingly, flow lines shown on vertical sec-
tions are required to complement the planar maps
showing horizontal flow directions to illustrate how
groundwater is flowing either upward or downward
beneath a site.

Groundwater flows in three dimensions, and as such
can have both horizontal and vertical (either upward

or downward) flow components. The magnitude of
either the horizontal or the vertical flow component
and the direction of groundwater flow are dependent
on several factors: recharge and discharge conditions,
aquifer heterogeneity, and aquifer anisotropy. Dalton,
Huntsman, and Bradbury[6] summarized these factors,
and the following draws on their summary.

In recharge areas, groundwater flows downward (or
away from the water table), whereas in discharge areas
groundwater flows upward (or toward the water table).
Groundwater migrates nearly horizontally in areas
where neither recharge nor discharge conditions pre-
vail. For example, in Fig. 1 well cluster A is located
in a recharge area, well cluster B is located in an area
where flow is predominantly lateral, and well cluster
C is located in a discharge area.[7] Note in Fig. 1 that
wells located adjacent to one another, but finished at
different depths, may display different water-level
elevations.

In a heterogeneous aquifer, hydrogeologic proper-
ties are dependent on position within a geologic for-
mation,[8] and thus the geology needs to be considered
in evaluating water-level data. While recharge or dis-
charge may cause vertical gradients to be present
within a discrete geologic zone, vertical gradients
may also be caused by the contrast in hydraulic
conductivity between aquifer zones. This is especially
evident where a deposit of low hydraulic conductivity
overlies a deposit of relatively higher hydraulic
conductivity.

Aquifer anisotropy refers to an aquifer condition in
which aquifer properties vary with direction at a point
within a geologic formation.[8] For example, many
aquifer zones were deposited in more or less horizontal
layers, causing the horizontal hydraulic conductivity

Fig. 1 Ideal flow system showing recharge and
discharge relationships. Source: Adapted from

Saines, 1981.[7].
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to be greater than the vertical hydraulic conductivity.
In anisotropic zones, where the horizontal component
of hydraulic conductivity is higher than the vertical
one, flow will be restricted to higher elevations com-
pared to an equivalent flow system in isotropic zones
showing the same water-level conditions.

The practical significance of the three factors dis-
cussed earlier is that groundwater levels can be a func-
tion of either well-screen depth or of well position along
a groundwater flow line or, more commonly, a combi-
nation of the two.[6] For these reasons, considerable
care needs to be taken in evaluating water-level data.

Interpreting Water-Level Data

Dalton, Huntsman, and Bradbury[6] also summarized
the various steps in groundwater-level data interpre-
tation. The first step in interpreting groundwater-level
data is to make a thorough assessment of the site
geology. The vertical and horizontal extent and relative
positions of aquifer zones and the hydrologic proper-
ties of each zone should be determined to the fullest
extent possible. It is extremely important to have as
detailed an understanding of the site geology as pos-
sible. Detailed surficial geologic maps and geologic
sections should be constructed to provide the frame-
work to interpret data on groundwater levels.

The next step in interpreting these data is to review
monitoring wells with respect to screen elevations and
the various zones in which the screens are situated.
The objective of this review is to identify whether ver-
tical hydraulic gradients are present beneath the site
and to determine the probable cause of the gradients.

Once the presence and magnitude of vertical gradi-
ents and the distribution of data with respect to each
zone are established, the direction of groundwater flow
can be assessed. If the geologic system is relatively
simple and substantial vertical gradients are not

present, a planar groundwater elevation contour map
can be prepared which shows the direction of ground-
water flow. However, if multiple zones of differing
hydraulic conductivity are present beneath the site,
several planar maps may be required to show the hori-
zontal component of flow within each zone (typically
the zones of relatively higher hydraulic conductivity)
and vertical sections are required to illustrate how
groundwater flows between each zone.[6] The presence
of vertical gradients can be anticipated in areas where
sites are underlain by a layered (heterogeneous) geo-
logic sequence, especially where deposits of lower
hydraulic conductivity overlie deposits of substantially
higher hydraulic conductivity; or are located within
recharge or discharge areas.

Site activities can modify local conditions to such an
extent that groundwater flows in directions contrary
to what would be expected for ‘‘natural’’ conditions.
For example, drainage ditches can modify flow within
near-surface deposits, and facility-induced recharge
can create local downward gradients in regional
discharge areas.[6]

As mentioned previously, groundwater flow direc-
tions and water levels are not static and can change
in response to a variety of factors, such as seasonal
precipitation, irrigation, well pumping, changing river
stage, and fluctuations caused by tides. Fluctuations
caused by these factors can modify, or even reverse,
horizontal and vertical flow gradients and thus alter
groundwater flow directions.

Contouring of Water-Level Elevation Data

Typically, as Dalton, Huntsman, and Bradbury[6] also
outlined, groundwater flow directions are assessed by
preparing groundwater elevation contour maps.
Water-level elevations are plotted on base maps and
linear interpolations of data between measuring points

Fig. 2 Contour map of the water table in

a small hypothetical groundwater basin. If
the aquifer is homogeneous and isotropic
and if the slope of the water table is not
large, the map can be used to construct

a flow net. A small number of flowlines
(shown as dash lines) have been drawn on
the map. Excessive convergence of the flow

lines suggests a changing transmissivity of
the aquifer. Source: From Ref.[9].
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are made to construct contours of equal elevation (Fig.
2). These maps should be prepared using data from
wells screened in the same zone, where the horizontal
component of the groundwater flow gradient is greater
than the vertical gradient. The greatest amount of
interpretation is typically required at the periphery of
the data set. A reliable interpretation requires that at
least a conceptual analysis of the hydrogeologic system
be made. The probable effects of aquifer boundaries,
such as valley walls or drainage features, need to be
considered.

Computer contouring and statistical analysis (such
as kriging) of water-level elevation data are becoming
more popular. These tools offer several advantages,
especially for large data sets. However, the approach
and assumptions that underlie these methods should
be thoroughly understood before they are applied,
and the computer output should be critically reviewed.
The most desirable approach would be to interpret
the water-level data using both manual and computer
techniques.[6] If different interpretations result, then
the discrepancy between the interpretations should be
resolved by further analysis of the geologic and
water-level data.

Examples of Groundwater-Level
Data Interpretation

Several common errors in interpreting and contouring
groundwater-level data are summarized by Davis and
DeWiest.[9] Fig. 2 presents a number of water-table
configurations related to common geologic or hydrol-
ogic causes. Area A is an area of recharge within an
alluvial fan where the surface is 24 m above the water
table. Here the stream continually loses water to the

permeable substrata. Streams with this relationship to
the water table are called influent or losing streams.
In such cases, ground-water contours form a V, point-
ing downstream when they cross a losing stream. At
point B, the water in the stream is at the same elevation
as the water table. The water-table contour is normal
to the stream at this point because there is no flow
from the stream and groundwater flowlines are there-
fore tangent to the direction of the stream. At C
the surface of the stream is below the water table,
and the stream receives groundwater discharge. At C
the stream is called an effluent or gaining stream.
Groundwater contours bend upstream when they cross
a gaining stream. At F the stream is still an effluent
stream, but most of the groundwater has already been
discharged into the stream so the contours no longer
bend sharply upstream.[9] Point D is an area of heavy
pumping in which the water has been lowered to 6 m
below the stream level at B. After a short period, the
pumping at D should make the contours shift so the
river will be influent at B. Area E is an area of recharge
in which surplus irrigation water has produced a
ground-water mound 3 m above the stream surface at
B. The stream at K and I is flowing in an impervious
channel. The difference between the discharges at K
and I is equal to the water lost or gained within the
ground-water basin.

Common mistakes in mapping groundwater levels
are a failure to distinguish between the water levels
of different aquifers and to identify wells that have
contact with more than one aquifer (Fig. 3). If the area
is one of complex stratigraphy or structure, the data
should be interpreted with maximum use of geologic
information. Similar problems occur if observation
wells completed at different depths in recharge and/
or discharge areas are all combined to produce a

Fig. 3 Observation wells in a region having two confined aquifers under separate pressures. Correct interpretation of water
levels is almost impossible unless details of well construction are known. Source: From Ref.[9].
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groundwater elevation contour map. In such areas,
vertical flow components are significant (Fig. 1) and
water levels in wells completed at different depths will
be at different elevations. In such cases, only shallow
wells screened at or near the water table should be used
for constructing water-table maps.

Surface-water features such as springs, ponds, lakes,
streams, and rivers can interact with the water table. In
addition, the water table is often a subdued reflection
of the surface topography. All this must be taken into
account when preparing a water-table map.[10] A base
map showing the surface topography and the locations
of surface-water features should be prepared. The ele-
vations of lakes and ponds can be helpful information.
The locations of the wells are then plotted on the base
map, and the water-level elevations are noted. The
datum for the water level in wells should be the same
as the datum for the surface topography. Interpolation
of contours between data points is strongly influenced
by the surface topography and surface-water features.
For example, groundwater contours cannot be higher
than the surface topography. The depth to ground-
water will typically be greater beneath hills than
beneath valleys. If a lake is present, the lake surface

is flat and the water table beneath it is also flat.[10]

Hence, groundwater contours must go around it
(Fig. 4A). The only exception to this rule is when the
lake is perched on low-permeability sediments and
has a surface elevation above the main water table.[10]

Mistakes in constructing water-table maps are often
associated with purely mechanical extrapolation of
contours between measured water levels. The water
table thus can be placed mistakenly above the land
surface (Fig. 4A), or obvious geologic structures are
ignored (Fig. 4B; Ref.[9]).

In areas where the groundwater levels exhibit a gen-
tle gradient, the groundwater contours will be spaced
well apart. If the gradient is steep, the groundwater
contours will be closer together. Groundwater will flow
in the general direction that the water-level surface is
sloping.

Water-level change maps are constructed by plot-
ting the change of water levels in wells during a given
span of time. If the study is of a short span of time,
data from the same wells can be used. If, however,
the time span is long (of the order of 50 yr or more),
it is impossible in some areas to measure the same
wells, owing to their rather rapid destruction or failure.

Fig. 4 Common errors encountered in contouring water-table maps in areas of (A) topographic depressions occupied by lakes,
and (B) fault zones. Source: From Ref.[9].
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The best procedure in this case is to draw two water-
table maps of the years of interest.[9] The maps are then
superimposed and the water-level changes at contour
intersections are recorded. The values can then be
transferred to a separate map and lines of equal
water-level change can be drawn (Fig. 5). Modern tech-
nology, especially the use of GIS, has made such
procedures much easier and faster.
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Fig. 5 Construction of a water-level change

map by superimposing water-level contour
maps. Source: From Ref.[9].
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Groundwater: Measuring Levels

Paul F. Hudak
Department of Geography, University of North Texas, Denton, Texas, U.S.A.

INTRODUCTION

A ‘‘groundwater level’’ is the elevation of water in
a well tapping an aquifer. Well construction in addition
to hydraulic conditions in the aquifer influence mea-
sured groundwater levels. Hydraulic head, the mechan-
ical energy per unit weight of water,[1] is equal to the
elevation to which water rises in a cased well open to
a ‘‘point’’ in an aquifer. The hydraulic head measure-
ment pertains only to that point and is normally
expressed in units of length above mean sea level.
Groundwater levels from several cased wells, at several
points in time, illustrate spatial and temporal patterns
in hydraulic head within an aquifer.

WELL CASING AND SCREENED INTERVAL

For the purpose of monitoring hydraulic head, wells
should have as short a screened interval (intake) as
possible, generally less than 3 m long.[2] Short intakes
are especially important if there are strong vertical
flow components. Under these conditions, piezometers
(wells with intakes less than 0.3 m long) provide more
accurate hydraulic head data.[3]

A hydraulic head measurement can be obtained by
subtracting the depth to water in a well from the ele-
vation of a reference point at the top of the well cas-
ing. The well casing should be permanently marked
at the reference point—depth to water measure-
ments should always be made from that point. The
reference point must be accurately surveyed, to within
0.01 ft (3 mm). It should be resurveyed every 5 years
to account for settling. Unstable terrain, such as
expansive clay soils or bogs, requires more fre-
quent surveying. The initial survey should also estab-
lish x–y coordinates of each well. Each well at a field
site should be permanently marked with a unique
identifier (ID).

The water table represents the surface of an uncon-
fined aquifer. Wells used to measure water table eleva-
tions should be screened across or just beneath the
water table. In a well tapping a confined aquifer,
groundwater levels will rise higher than the top of
the aquifer (where it contacts an overlying confining
layer). A flowing artesian condition exists if the water
level rises above the land surface.

Measuring hydraulic head at flowing wells requires
an extension pipe or pressure gage.[3] An extension
pipe, tightly fitted to the top of a well casing, must
be tall enough to contain the rising water. Alterna-
tively, a pressure gage can be attached to the top of
the well casing. The gage measures pressure head
(height of water level above gage) or water pressure
(pressure head times specific weight of water). The
pressure head measurement should be added to the
height of the gage above the reference point.

MEASURING DEVICES

Groundwater levels can be measured with several
devices, including measuring tapes and poppers,
chalk-coated tapes, acoustic probes, electrical sensors,
pressure transducers, air lines, time domain reflectome-
try (TDR), floats and pulleys, and vibrating wire (VW)
piezometers.

Poppers (Fig. 1) make an audible sound when
dropped onto a water column.[4] The tape should be
read at the reference point when the popper just
reaches the water column. Length of the popper should
be accounted for in the water depth measurement.

Weighted, chalk-coated tapes are similarly lowered
down a well, but should penetrate the water column.
The tape should be marked where it touches the refer-
ence point and then withdrawn from the well. Depth to
water equals the distance from the marked point to the
top of the wetted portion of the tape. Chalk-coated
tapes are one of the most common and accurate meth-
ods for measuring groundwater levels.[5]

Acoustic probes transmit sound waves from the top
of a well casing to the water level in the well. They
measure sound-wave travel times and convert them
to distance (depth to water). Electrical sensors (Fig. 1)
transmit sound or light signals when a probe enters the
water column. The measurement should be made as
the probe enters the water column. Submerging and
raising the probe, and taking a measurement as the sig-
nal stops, is less accurate because dripping water may
prolong the signal. False signals from water condensed
on the sides of a well should also be considered when
using electrical sensors.

Pressure transducers (Fig. 1), air lines, and TDR
measure the height of a water column above a
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submerged probe or tube. They can be connected to
data loggers that store water level measurements and
corresponding times. Pressure transducers are often
used to obtain frequent water level measurements in
observation wells during pumping tests. Air lines are
less accurate and used mainly in wells being pumped.[5]

The TDR devices transmit pulses down a coaxial cable
and analyze the reflected voltage signature.[6] A strong
voltage drop at the air–water interface is produced by
the difference in dielectric constant between air and
water. Time domain reflectometry cables can be used
in riser pipes as small as 12 mm in diameter.

Floats sit on the water column in a well. One end of
a cable is attached to the float, and the other to a coun-
ter weight. The cable is draped over a pulley at ground
level, and the pulley rotates as water levels in the well
rise or fall. Water levels can be recorded with a pen-
and-chart or digital system.

Vibrating wire piezometers can be lowered down
wells, buried in boreholes, or pushed into unconsoli-
dated sediment. One end of a stretched magnetic wire
is anchored and the other attached to a diaphragm,
which deflects in proportion to pore-water pressure.
Any deflection of the diaphragm changes the tension
in the wire, thus affecting the resonant frequency of
the VW. Measured pore-water pressures can be con-
verted to pressure head by dividing by the specific
weight of water. Adding the pressure head measure-
ment to the elevation of the sensor gives the hydraulic
head at the sensor.

FIELD CONSIDERATIONS

Prior to measuring groundwater levels, they should be
allowed to recover a minimum of 24 hr following any

well construction, development, purging and sampling,
or aquifer testing.[5] Recovery may take longer in aqui-
fers with a low hydraulic conductivity.

Measuring devices should be inert and regularly
calibrated, taking into account stretch of tapes, wires,
or cables. Water level measurements should be made
to the nearest 0.01 ft (3 mm) and repeated for accuracy.
Well depths should also be measured during each field
visit. These do not require as much accuracy as water
level measurements and can be accomplished with a
weighted tape measure.

Water levels should be measured before collecting
water samples or performing aquifer tests, which dis-
turb static water elevations. Ideally, the same device
should be used to measure all wells (except in pumping
tests requiring frequent or simultaneous measurements
at different wells). In a contaminated aquifer, the first
water level measurement should be made at the clean-
est well, and subsequent measurements should be made
at progressively more contaminated wells. The measur-
ing device should be thoroughly cleaned between wells.

At wells with floating immiscible contaminants,
both depth to the immiscible layer and depth to water
should be measured. This can be done with interface
probes or tapes coated with reactive paste, which trans-
mit different signals or colors when contacting differ-
ent fluids. An immiscible layer depresses the water
column in a well—measured depth to water should
be corrected by subtracting the product of immiscible
layer thickness and specific gravity.

Unless a data logger is being used, each water level
measurement should be recorded in a field book, along
with the well ID, time of measurement, and device
used. Weather conditions and the name of the person
making the measurements should also be recorded in
the field book.

Fig. 1 Pressure transducer (left), elec-
trical sensor (middle), and vinyl tape

and popper (right).
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MAPS AND GRADIENTS

When using water level measurements to construct a
contour map of the water table (unconfined aquifer)
or potentiometric surface (confined aquifer), the wells
should be measured during the same time interval
(typically less than 24 hr) and open to the same hydro-
stratigraphic interval.[2] As many wells as possible
should be measured, without sacrificing the above
considerations. Moreover, the wells should be spread
throughout the study area to avoid inaccurate
hydraulic head extrapolations.

Hydraulic gradient, change in hydraulic head with
distance, should be calculated along a flow line in a
water table or potentiometric surface map. Flow lines
should be constructed perpendicular to hydraulic head
contours (equipotential lines), unless the aquifer is
anisotropic. A minimum of three wells defines a slop-
ing plane and local flow direction. However, three wells
allow for only a local, linear approximation of the
groundwater flow direction.

Vertical gradients in groundwater can be computed
from hydraulic head measurements at adjacent wells
open at different depths. A vertical gradient can also
indicate the gaining or losing status of a surface water
body such as a lake or stream. This can be accom-
plished by driving a narrow steel pipe with a slotted
conical tip about 0.5 m into the bottom of the water
body. The vertical gradient is the difference between

water levels in the piezometer and water body, divided
by the distance between the bottom of the water body
and bottom of the piezometer. A higher water level in
the piezometer indicates an upward gradient and gain-
ing condition, whereas a lower level in the piezometer
indicates a downward gradient and that surface water
is seeping into the ground.
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Groundwater: Mining

Hugo A. Loáiciga
Department of Geography, University of California–Santa Barbara,
Santa Barbara, California, U.S.A.

INTRODUCTION

Groundwater mining is defined as the extraction of
ground water from aquifers by humans. This definition
is analogous to that concerning the mining of mineral
resources. There is, however, a fundamental difference
between groundwater mining and the mining of min-
erals. Groundwater is, in most cases, a renewable
resource. On the other hand, mineral resources, such
as silver and gold ores, are non-renewable. Ground-
water is a renewable resource because it is replenished
naturally by fluxes that arise in the hydrologic cycle.
The sum of the fluxes that replenish ground water is
called recharge. During periods of plentiful precipi-
tation, and in the absence of human intervention, aqui-
fers are replenished by recharge. During droughts,
groundwater storage and groundwater levels decline
due to low levels of recharge. There are also ground-
water deposits of ‘‘fossil’’ ground waters that have
become isolated from the hydrologic cycle. These
deposits resemble in many respects oil reservoirs. One
important shared characteristic is that extraction of
the resource, be it ground water or oil, produces an
irreversible reduction in its stock. Continued mining
of such fossil deposits leads to their eventual depletion.

This article is devoted to an analysis of the effects
of groundwater mining on renewable ground water.
The latter constitutes most of the ground water used
by humans. Principles of sustainable groundwater
mining are presented and illustrated with data from
one of the most productive aquifers in the world.

GROUNDWATER MINING AND THE
WATER BALANCE

Let us consider an aquifer that is subject to ground-
water mining. Assume that the amount of ground-
water storage is denoted by S, and that recharge (R),
groundwater pumping (W ), and outflow (G) affect
the stat us of storage as shown in Fig. 1. Groundw ater
pumping is the means by which ground water is mined.
The recharge is the net water flux into groundwater
storage from surface water sources. It includes perco-
lation, seepage (from rivers and lakes), and artificial
recharge (by wells and spreading basins). Groundwater

uptake by plants, baseflow, and spring flow abstrac-
tions from groundwater are also included in the calcu-
lation of aquifer recharge. The groundwater outflow
(G) term is the net of subsurface fluxes in and out of
groundwater storage across the (subsurface) aquifer
boundaries. From water-balance considerations for a
period of duration T, it is evident that the change in
groundwater storage is given by the following equation:

SðTÞ � Sð0Þ ¼
Z t¼T

t¼0

½RðtÞ � WðtÞ � GðtÞ� T � 0

ð1Þ

in which S(0) and S(T) are the storages at time zero
(initial storage) and time T, respectively.

Pumping may be measured accurately with well
meters. It commonly exhibits a strong seasonal pattern,
rising during periods of low precipitation (i.e., during
dry seasons) and subsiding during wet seasons. This
is true for urban and agricultural groundwater uses.
In addition, as a result of population growth, urban
groundwater mining typically exhibits an increasing
trend over time.[1] The recharge flux in Eq. (1) is, in
general, difficult to estimate. Recharge depends
strongly on the amount of precipitation, and, thus, it
tends to replicate the seasonality and inter-annual
variability observed in the climate specific to the region
where the aquifer is found.[2] The groundwater outflow
term (G) is not amenable to direct measurement.
Instead, it must be estimated by indirect methods.[3]

When the aquifer boundaries coincide with ground-
water divides, the outflow term (G) is negligible.

Fig. 2 shows the evolution of annua l grou ndwater
recharge, pumping, and spring flow from 1934 to
1995 in the Edwards Aquifer of Texas, one of the most
productive groundwater systems in the world.[1] The
subsurface outflow term (G) in the Edwards aquifer
is negligible.[4] In this instance, it is advantageous to
treat separately the flux of water into the aquifer (i.e.,
recharge) from the discharge of ground water at
several large springs (i.e., spring flow).

Recharge takes place primarily by means of stream
seepage along aquifer outcrops. It is seen in Fig. 2 that
recharge shows large inter-annual fluctuations, and
that those fluctuations appear to become larger and
larger over time. Groundwater pumping displays a
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long-term increasing trend until year 1985, even during
the drought of 1936–1959. The intermittent lows in
groundwater pumping after 1985 were caused by Court
orders imposed on the mining of the Edwards Aquifer
to protect aquatic habitats in the discharge zone near
springs.[1]

Spring flow is concentrated along large fault springs
that define the discharge zone of the Edwards aqui-
fer.[1] As shown in Fig. 2, it is a smoothed-out and
dampened replica of annual recharge. It lags recharge
by a short period of time, typically less than 2 yr. The
time series of spring flow shown in Fig. 2 does not rep-
resent natural groundwater discharge because of the
effect that groundwater pumping had on spring flow.
If the Edwards aquifer had not been mined in the
period 1934–1995, the amount of spring flow would
have been roughly equal to the amount of recharge.
The latter is demonstrated in Fig. 3, where the cumu-
lative recharge and the cumulative pumping plus
spring flow time series are plotted. By adding pumping
to spring flow, the latter is reconstructed to what
would have been its natural value during the period

of analysis. The differences between the two time series
plotted in Fig. 3 arise from unequal beginning and end-
ing aquifer storages.

Fig. 4 shows the change in storage, S(T) � S(0),
calculated from Eq. (1) for the Edwards Aquifer data
shown in Fig. 2. It is seen there that during the drought
period between 1936 (point 1) and 1956 (point 2) aqui-
fer storage dropped by 3500 � 106 m3 as a result of
groundwater mining. Between 1956 and 1992 (point
3) ground water continued to be mined, yet, there
was a recovery of aquifer storage equal to
5100 � 106 m3. Since the Edwards Aquifer was
severely de-watered in 1956—demonstrated by the
drying of major springs—and in 1992 water levels rose
to historically high levels after heavy El Niño rainfall,
it can be concluded that the Edwards Aquifer extract-
able storage must be on the order of 5100 � 106 m3.
The evolution of storage S(T ) captures one important
aspect of groundwater mining in any aquifer. For a
full grasp of groundwater mining, however, one must
broaden the scope of its analysis.

GROUNDWATER MINING AND SUSTAINABLE
AQUIFER USE

The key question regarding groundwater mining is
how to pump ground water from an aquifer without
compromising the availability of ground water in stor-
age, while maintaining its natural water quality and
protecting water bodies that may depend on the status
of groundwater storage (e.g., influent streams and
lakes, springs, and wetlands). Groundwater mining
concerns must go beyond the amount of ground water
extracted or left in aquifer storage. Other environmen-
tal considerations must be taken into account in deter-
mining the best way to mine an aquifer. Groundwater
mining that ensures a long-term supply of good-quality
water while protecting the environment is what we call
sustainable groundwater mining. Simplistic rules such

Fig. 1 Schematic of a mined aquifer.

Fig. 2 Groundwater pumping (W), recharge (R),
and spring flow (Sp) in the Edwards Aquifer.
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as ‘‘groundwater pumping shall not exceed the long-
term average recharge’’ are inadequate to cope with
the spectrum of impacts associated with groundwater
mining. This is so because even if pumping does not
exceed the long-term recharge (which, by the way,
may be difficult to estimate accurately), groundwater
storage may still reach levels that are detrimental from
the perspective of water-quality protection and envi-
ronmental conservation. The cyclic and variable nature
of recharge, and the instinctive drive to intensify
groundwater mining during periods of low precipi-
tation (to irrigate crops for example, or to water lawns
and gardens[5]) pose serious challenges to sustainable
groundwater mining during periods of low precipi-
tation, be they seasonal or associated with protracted
drought.[6]

Fig. 5 shows a graph of the cumulative recharge
in the Edwards Aquifer. The cumulative or mass

recharge is expressed by:

Mass recharge ¼
XT

t¼0

rechargeðtÞ T � 0 ð2Þ

The curve shown in Fig. 5 is called a ‘‘mass curve’’ for
the Edwards Aquifer. Mass curves are widely used in
the analysis of stream flow time series for the purpose
of sizing surface reservoirs or determining reservoir
releases.[7] The mass curve is used herein to provide a
first estimate of long-term groundwater pumping.
Assume an extractable groundwater storage of
5100 � 106 m3, which was estimated from Fig. 4. One
finds that the minimum-slope tangent to the mass
curve (in this case drawn through point A in Fig. 5)
that encompasses the estimated groundwater storage
of 5100 � 106 m3 has a slope of 690 � 106 m3 yr�1

Fig. 4 Changes in aquifer storage as a result of

groundwater mining and climate.

Fig. 3 Cumulative recharge and cumulative pump-

ing plus spring flow from 1934 to 1995.
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(see Fig. 5). Ignoring spring flow and related impacts
associated with groundwater mining, the magnitude
of that slope equals the average long-term ground-
water pumping that would be consistent with an usable
aquifer storage of 5100 � 106 m3. It turns out, how-
ever, that a pumping rate of 690 � 106 � m3 � yr�1

would cause exceedingly low spring flow values during
low-recharge years and adverse and irreversible
impacts on aquatic ecosystems supported by the
Edwards Aquifer springs.[1] More detailed simulations
by the author, which were carried out with a specially
calibrated numerical groundwater model for the
Edwards Aquifer,[1] indicated that during low-recharge
periods (1947–1956, for example) the aquifer may not
be mined at a rate greater than 123 � 106 m3 yr�1 in
order to protect minimum spring flow levels and aqua-
tic habitats. For comparison, during the period 1934–
1995, the average pumping in the Edwards Aquifer
was on the order of 360 � 106 m3 yr�1, while during
the high-growth period 1970–1995 pumping averaged
514 � 106 m3 yr�1, a mining strategy that has left a
legacy of adverse ecological impacts.

CONCLUSIONS

The former example illustrates important factors that
must be considered in the planning of sustainable
groundwater mining. The first is the long-term behav-
ior of aquifer recharge and aquifer discharge (besides
artificial pumping). Secondly, one must have an
in-depth understanding of the hydraulic and ecological
linkages of aquifer storage and discharge to dependent
ecosystems. The rate of pumping must be adjusted to
the natural fluctuations of recharge. This requires
detailed numerical simulations of aquifer response to
pumping under specific recharge conditions. Although
water-quality deterioration effected by groundwater

mining was not specifically addressed in this work,
it is another consideration that must be taken into
account in planning sustainable groundwater mining
strategies. The excessive lowering of aquifer storage
may induce the upwelling of poor-quality groundwater
and/or the intrusion of saltwater.
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INTRODUCTION

A model is an entity built to reproduce some aspect of
the behavior of a natural system. In the context of
groundwater, aspects to be reproduced may include:
groundwater flow (heads, water velocities, etc.); solute
transport (concentrations, solute fluxes, etc.); reactive
transport (concentrations of chemical species reacting
among themselves and with the solid matrix, minerals
dissolving or precipitating, etc.); multiphase flow (frac-
tions of water, air, non-aqueous phase liquids, etc.);
energy (soil temperature, surface radiation, etc.); and
so forth.

Depending on the type of description of reality that
one is seeking (qualitative or quantitative), models can
be classified as conceptual or mathematical. A concep-
tual model is a qualitative description of ‘‘some aspect
of the behavior of a natural system.’’ This description
is usually verbal, but may also be accompanied by
figures and graphs. In the groundwater flow context, a
conceptual model involves defining the origin of water
(areas and processes of recharge) and the way it flows
through and exits the aquifer. In contrast, a mathemat-
ical model is an abstract description (abstract in the
sense that it is based on variables, equations, and the
like) of ‘‘some aspect of the behavior of a natural
system.’’ However, the motivation of mathematical
models is not abstraction, but rather quantification.
For example, a groundwater flow mathematical model
should yield the time evolution of heads and fluxes
(water movements) at every point in the aquifer.

Both conceptual and mathematical models seek
understanding. Some would argue that understanding
is not possible without quantification. Reversely, one
cannot even think of writing equations without some
sort of qualitative understanding. The methods of
conceptual modeling are those of conventional hydro-
geology (study geology, measure heads and hydraulic
parameters, hydrochemistry, etc). On the other hand,
the methods of mathematical modeling (discretization,
calibration, etc.) are more specific. Yet, it should be
clear from the outset that conceptualization is the first
step in modeling and that mathematical modeling
helps in building firm conceptual models.

Depending on the manner in which equations are
solved, models can be classified as: analog, analytical,
and numerical. Analog models are based on a physical

simulation of a phenomenon governed by the same
equation(s) as that of our natural system. For example,
because of the equivalence between electrostatics and
steady state flow, one may use conductive paper sub-
ject to an electrical current to solve the flow equation
(a parallelism can be established between electric
potential and hydraulic head). This kind of appli-
cation, however, is restricted mainly to teaching. Boxes
of resistances and condensators were used in the 1950s
and 1960s as analog aquifer models, but they have
become inefficient compared to computers. As a result,
analog models are no longer used in practice.

Analytical models are based on closed-form solu-
tions to the groundwater flow and transport equations.
They are convenient in the sense that they are easy to
evaluate and intuitive (visual inspection of the equation
may yield an idea of the phenomenon). As a result, they
are used very frequently. Examples include solutions
of problems in well hydraulics, tracer movement, etc.

Numerical models are based on discretizing the par-
tial differential equations governing flow and trans-
port. This leads to linear systems of equations that
can only be solved with the aid of computers. The
advantage of numerical models lies in their generality.
Analytical models are constrained to homogeneous
domains and very simple geometry and boundary con-
ditions. Numerical models, on the other hand, can
handle spatially and temporally variable properties,
arbitrary geometry and boundary conditions, and
complex processes. The price to pay is methodological
singularity. Analytical models are easy to use. Numeri-
cal models can be complex and, often, difficult.

Because of the methodological singularity men-
tioned above, this chapter concentrates on mathemat-
ical numerical models. Analytical solutions are not
discussed. In addition, conceptual modeling will be dis-
cussed as the first step in modeling, but not by itself.

WHAT CAN BE MODELED AND WHAT FOR?

Modeled Phenomena

The most basic phenomenon is groundwater flow
(Fig. 1) because of its intrinsic importance and because
it is needed for subsequent processes. In essence, the
flow equation expresses two things. First, groundwater
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moves according to Darcy’s law. Second, a mass bal-
ance must be satisfied in the whole aquifer and in each
of its parts. Therefore, the main output from flow
models is a mass balance: classified inflows, outflows,
and storage variations. The output also includes where
water flows through the aquifer (water fluxes) and
heads (water levels in the aquifer). In essence, input
data are a thorough description of hydraulic conduc-
tivity (and/or transmissivity), storativity, recharge/
discharge throughout the model domain, as well as
conditions at the model boundaries. Obviously, these
data are never available, and the modeler has to use
a good deal of ingenuity to generate them. This is
where the conceptual model becomes important.

Specific cases of flow phenomena are unsaturated
and multiphase flow. In the first case, one models water
flow in the vadose zone or, in general, in areas where
water does not fill all the pores.[1] Therefore, besides
heads and fluxes, one must work with water contents
(volume of water per unit volume of aquifer), capillary
pressures and suctions (difference between water and
air pressure). From the input viewpoint, the main
singularity of unsaturated flow is the need to specify
the retention curve (water content vs. suction) and
relative permeability (permeability vs. water content).
The multiphase flow case is similar, but includes sev-
eral fluids (phases). It is used to represent the flow of
air or mixtures of liquids, singularly non-aqueous
phase liquids (NAPLs), which have been the subject
of much research in recent years.[2]

Conservative transport refers to the movement of
inert substances dissolved in water. Solutes are affected
by advection (displacement of the solute as linked to
flowing water) and dispersion (dilution of contami-
nated water with clean water, which causes the size
of the contaminated area to grow while reducing peak
concentrations). The main input to a solute transport
model is the output of a flow model (water fluxes).
Additionally, porosity and dispersivity need to be
specified (Fig. 1). The output is the time evolution
and spatial distribution of concentrations. While the
amount of data needed for solute transport modeling
is relatively small, it must be stressed that solute
transport is extremely sensitive to variability and errors
in water fluxes. A flow model may be good enough for
flow results (heads and water balances) but insuffi-
ciently detailed to yield water fluxes good enough for
solute transport. Therefore, modeling solute transport
ends up being rather difficult.

Reactive transport refers to the movement of solutes
that react among themselves and with the soil phase.
Reactions can be of many kinds, ranging from sorp-
tion of a contaminant onto a solid surface to redox
phenomena controlling the degradation of an organic
pollutant. Input for reactive transport modeling
includes not only the output of flow and conservative
transport models but also the equilibrium constants
of the reactions (usually available from chemistry
databases) and the parameters controlling reaction
kinetics. However, the most difficult input is the proper
identification of relevant chemical processes. Model
output includes the concentrations of all chemical
species, the reaction rates, etc.

Coupled models refer to models in which different
phenomena are affected reciprocally. Density depen-
dent flow is a typical example. Variations in density
affect groundwater flow (e.g., dense sea water sinks
under light fresh water), which in turn affects solute
transport and, hence, density distribution. Other
coupled phenomena are the non-isothermal flow of
water (coupling flow and energy transport) and the
mechanically driven flow of water (coupling flow and
mechanical deformation equations).

What Are Models Built For?

While discussing the usage of models, it is convenient
to distinguish between site-specific models and generic
models. The former are aimed at describing a specific
aquifer while the latter emphasize processes, regardless
of where they take place.

Groundwater management is the ideal use of site-
specific models. Management involves deciding where
to extract and/or inject water to satisfy water needs
while ensuring water quality and other constraints.

Fig. 1 A groundwater flow model involves using a flow
simulator to take aquifer parameters, boundary conditions,

and internal sink and sources as inputs and obtain heads
and water fluxes as output. Water fluxes are used in conser-
vative transport models, together with porosity, diffusivity,

and solute mass inflows, to yield time evolution and spatial
distribution of inert tracers.
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In this context, it is important to point out that a
model is essentially a system for accounting water
fluxes and stores (Fig. 2) in the same way that the
accounting system of a company keeps track of money
fluxes and reserves. No one would imagine a well-
managed company without a proper accounting sys-
tem. Aquifers will not be managed accurately until
they have a model running on real time. Unfortu-
nately, at present, this is still a dream. Because of
the difficulties in building and maintaining models
and because of legal and practical difficulties to
manage aquifers in real time, models are rarely, if ever,
used in this fashion.

Instead, models are often used as decision support
tools. Building an accurate model is very difficult and
time consuming. As a result, one can rarely expect
models to yield exact predictions. However, approxi-
mate models are much easier to build. These do not
result in precise forecasts but normally allow reason-
able assessments of the outcome of different manage-
ment alternatives, i.e., the relative advantages and
disadvantages of each alternative can be evaluated
and the options ranked. This is usually all one needs
for decision making.

This type of use is very frequent in aquifer rehabili-
tation, where one has to choose among several alterna-
tives, including the option of doing nothing.[3] Models
are also used for supporting aquifer exploration poli-
cies, i.e., for answering questions such as ‘‘how much
water can be extracted?,’’ ‘‘where should one pump
to minimize environmental impact?,’’ etc. In fact, a
large body of literature is devoted to this kind of ques-
tions in an optimal fashion.[4]

Site-specific models are most frequently used, how-
ever, as a tool to support aquifer characterization
efforts. This is somewhat ironic because a model is

an essentially quantitative tool while site characteriza-
tion is rather qualitative. Yet, experience dictates that
modeling is the only way to consistently integrate the
kind of data available in site characterization. These
data are very diverse and range from geologic maps
to isotope concentrations. One can use vastly different
models to verbally explain all observations. Quantita-
tive consistency is not so easy to check and requires
the use of a model. Because of the difficulties in fully
describing all data, this kind of model use is rarely
described in the scientific literature.

Models can also be used in generic fashion as teach-
ing or research tools to gain understanding on physico-
chemical phenomena. In these cases, they do not aim
at representing a specific aquifer, but at evaluating the
role of some processes under idealized conditions. A
classical example of this type of use is the analysis of
flow on regional basins.[5] Models are used in this fash-
ion to explain geological processes.[6,7] Much emphasis
has been placed in recent years on the evaluation of
the effects of spatial variability. This involves issues
such as upscaling, i.e., finding the relationship between
large-scale effective parameters and small-scale mea-
surements;[8] or analysis of hydraulic tests.[9]

HOW ARE MODELS BUILT: THE
MODELING PROCESS

The procedure to build a model is outlined in Fig. 3.
First, one defines a conceptual model (i.e., zones of
recharge, boundaries of aquifers, etc). Second, one
discretizes the model domain into a finite element or
finite difference grid. This can be entered as input data
for a simulation code. Unfortunately, output data will
rarely fit the observed aquifer heads and concentra-
tions. This is what motivates calibration, i.e., the modi-
fication of model parameters to ensure that model
output is indeed similar to what has been observed in
reality. The model thus calibrated can be considered
a ‘‘representation of the natural system’’ and can be
used for management or simulation purposes.

The above procedure is formally described in Fig. 4.
This section is devoted to discussing in detail the mod-
eling steps as previously described.[10–12] In practice,
the effort behind each of these tasks may be very
sensitive to the objectives of the studies and model.
For the time being, we will assume that one is building
a model aimed at describing reality in detail for the
purpose making predictions.

Conceptualization

Modeling starts by defining which processes are impor-
tant and how they are represented in the model.

Fig. 2 A groundwater model is the accounting system of

an aquifer. It keeps track of the balance of each section (cells
or compartments in the groundwater language) by evalua-
ting exchanges with the outside (pumping Qi, recharge, ri,

etc.) and with the adjacent sections (fij). The difference
between inflow and outflow is equal to the variation in
reserves (storage variation, DSi). A well-managed company
needs an accounting system, and so does an aquifer.
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Definition of the relevant processes is termed ‘‘process
identification’’ and it is needed for several reasons.
First, the number of processes that may affect flow
and transport is very large. For practical reasons, the
modeler is forced to select those that affect the
phenomenon under study, most significantly. Second,
not all processes are well understood and they have
to be treated in a simplified manner. In short, process
identification involves simplifications, both in the

choice of the processes and in the way they are imple-
mented in the model.

Model structure identification refers to the defi-
nition of parameter variability, boundary conditions,
etc. In a somewhat narrower but more systematic
sense, model structure identification implies expressing
the model in terms of a finite number of unknowns
called model parameters. Parameters controlling the
above processes are variable in space. In some cases,

Fig. 3 Building a model involves three basic steps: conceptualization, discretization, and calibration. Example from the

Almonte-Marismas aquifer.

Groundwater: Modeling 443

© 2008 by Taylor & Francis Group, LLC



G
lobal–

G
roundw

ater

they also vary in time or depend on heads and/or
concentrations. As discussed earlier, data are scarce
so that such variability cannot be expressed accu-
rately. Therefore, the modeler is also forced to make
numerous simplifications to express the patterns of
parameter variations, boundary conditions, etc. These
assumptions are reflected on what is denoted as model
structure.

The conceptualization step of any modeling effort is
somewhat subjective and dependent on the modeler’s
ingenuity, experience, scientific background, and way
of looking at the data. Selection of the physico-
chemical processes to be included in the model is only
rarely the most difficult issue. The most important pro-
cesses affecting the movement of water and solutes
underground (advection, dispersion, sorption, etc.) are
relatively well known. Ignoring a relevant process will
only be caused by misjudgments and should be
pointed out by reviewers, which illustrates why review-
ing by others is important. Difficulties arise when trying
to characterize those processes and, more specifically,
the spatial variability of controlling parameters.

In spite of the large amount of data usually avail-
able, their qualitative nature prevents a detailed defi-
nition of the conceptual model. Thus, more than one
description of the system may result from the concep-
tualization step. Selecting one conceptual model
among several alternatives is sometimes performed
during calibration, as discussed later.

Discretization

Strictly speaking, discretization consists of substituting
a continuum by a discrete system. However, we are
extending this term here to describe the whole process
of going from mathematical equations, derived from
the conceptual model, to numerical expressions that
can be solved by a computer. Closely related is the
issue of verification, which refers to ensuring that a
code accurately solves the equations that it is claimed
to solve. As such, verification is a code-dependent
concept. However, using a verified code is not sufficient
for mathematical correctness. One should also make
sure that time and space discretization is adequate
for the problem being addressed. Moreover, numerical
implementation of a conceptual model is not always
straightforward international code comparison pro-
jects; INTRANCOIN and HYDROCOIN have shown
the need for sound conceptual models and independent
checks of calculation results. Even well-posed math-
ematical problems lead to widely different solutions
when solved by different people, because of slight
variations in the solution methodology or misinterpre-
tations in the formulation.[13] The reasons behind these
differences and ways to solve them only become appar-
ent after discussions among them.

The main concern during discretization is accuracy.
In this sense, it is not conceptually difficult, although it
can be complex. Accuracy is not only restricted to
numerical errors (differences between numerical and
exact solutions of the involved equations) but also
refers to the precision with which the structure of
spatial variability reproduces the natural system.

Calibration and Error Analysis

The choice of numerical values for model parameters
is made during calibration, which consists of finding
those values that grant a good reproduction of head
and concentration data (Fig. 3) and are consistent with
prior independent information.

Calibration is rarely straightforward. Data come
from various sources, with varying degrees of accuracy
and levels of representativeness. Some parameters can
be measured directly in the field, but such measure-
ments are usually scarce and prone to error. Further-
more, since measurements are most often performed

Fig. 4 A formal description of the modeling process. Mod-
eling starts with an understanding of the natural system (con-
ceptual model), which is based on experience about such kind
of systems (science) and on data from the site. Writing the

conceptual model in a manner adequate for computer sol-
ution requires discretization. The resulting model is still
dependent on many parameters that are uncertain. During

calibration, these parameters are adjusted so that model out-
puts are close to measurements (recall Fig. 3). Model predic-
tions may be uncertain because so are the fitted parameters

or because different models are consistent with observations.
If uncertainty is unacceptably high, one should perform
additional measurements or experiments and redo the whole
process.
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on scales and under conditions different from those
required for modeling purposes, they tend to be both
numerically and conceptually different from model
parameters. The most dramatic example of this is dis-
persivity, whose representative value increases with
the scale of measurement so that dispersivities derived
from tracer tests cannot be used directly in a large-
scale model. As a result, model parameters are
calibrated by ensuring that simulated heads and
concentrations are close to the corresponding field
measurements.

Calibration can be tedious and time consuming
because many combinations of parameters have to be
evaluated, which also makes it prone to be incomplete.
This, coupled to difficulties in taking into account the
reliability of different pieces of information, makes it
very hard to evaluate the quality of results. Therefore,
it is not surprising that significant efforts have been
devoted to the development of automatic calibration
methods.[14–16]

Model Selection

The first step in any modeling effort involves con-
structing a conceptual model, describing it by means
of appropriate governing equations, and translating
the latter into a computer code. Model selection
involves the process of choosing between alternative
model forms. Methods for model selection can be
classified into three broad categories. The first category
is based on a comparative analysis of residuals (dif-
ferences between measured and computed system
responses) using objective as well as subjective criteria.
The second category is denoted parameter assessment
and involves evaluating whether or not computed
parameters can be considered as ‘‘reasonable.’’ The
third category relies on theoretical measures of model
validity known as ‘‘identification criteria.’’ In practice,
all three categories will be needed: residual analysis
and parameter assessment suggest ways to modify an
existing model and the resulting improvement in model
performance is evaluated on the basis of identification
criteria. If the modified model is judged an improve-
ment over the previous model, the former is accepted
and the latter discarded.

The most widely used tool of model identification is
residual analysis. In the groundwater context, the spa-
tial and frequency distributions of head and concen-
tration residuals are very useful in pointing towards
aspects of the model that need to be modified. For
example, a long tail in the breakthrough curve
not properly simulated by a single porosity model
may point to a need for incorporating matrix diffu-
sion or a similar mechanism. These modifications
should, whenever possible, be guided by independent

information. Qualitative data such as lithology,
geological structure, geomorphology, and hydrochem-
istry are often useful for this purpose. A particular
behavioral pattern of the residuals may be the result
of varied causes that are often difficult to isolate.
Spatial and/or temporal correlation among residuals
may be a consequence of not only improper conceptua-
lization, but also measurement or numerical errors.
Simplifications in simulating the stresses exerted over
the system are always made and they lead to corre-
lation among residuals. Distinguishing between corre-
lations caused by improper conceptualization and
measurement errors is not an easy matter. This makes
analysis of residuals a limited tool for model selection.

An expedite way of evaluating a model concept is
based on assessing whether or not the parameters
representing physico-chemical properties can be con-
sidered ‘‘reasonable;’’ i.e., whether or not their values
make sense and/or are consistent with those obtained
elsewhere. Meaningless parameters can be a conse-
quence of either poor conceptualization or instability.
If a relevant process is ignored during conceptualiza-
tion, the effect of such process may be reproduced by
some other parameter. For example, the effect of
sorption is to keep part of the solute attached to the
solid phase, hence retarding the movement of the sol-
ute mass; in linear instantaneous sorption, this effect
cannot be distinguished from standard storage in the
pores. Therefore, if one needs an absent porosity
(e.g., larger than one) to fit observation, one should
consider the possibility of including sorption in the
model. However, despite this example, parameter
assessment tends to be more useful for ruling out some
model concepts than for giving a hint on how to mod-
ify an inadequate model. Residual analysis is usually
more helpful for this purpose.

Instability may also lead to unreasonable parameter
estimates during automatic calibration, despite the
validity of the conceptual model. When the number
of data or their information content is low, small per-
turbations in the measurement or deviations in the
model may lead to drastically different parameter esti-
mates. When this happens, the model may obtain
equally good fits with widely different parameter sets.
Thus, one may converge to a senseless parameter set
while missing other perfectly meaningful sets. This type
of behavior can be easily identified by means of a thor-
ough error analysis and corrected by fixing the values
of one or several parameters.[14]

Predictions and Uncertainty

Formulation of predictions involves a conceptuali-
zation of its own. Quite often, the stresses, whose
response is to be predicted, lead to significant changes
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in the natural system, so that the structure used for
calibration is no longer valid for prediction. Changes
in the hydrochemical conditions or in the flow geo-
metry may have to be incorporated into the model.
While numerical models can be used for network
design or as investigation tools, most models are built
in order to study the response of the medium to vari-
ous scenario alternatives. Therefore, uncertainties on
future natural and man-induced stresses also cause
model predictions to be uncertain. Finally, even if
future conditions and conceptual model are exactly
known, errors in model parameters will still cause
errors in the predictions. In summary, three types of
prediction uncertainties can be identified: conceptual
model uncertainties; stresses uncertainties; and para-
meters uncertainties.

The first group includes two types of problems. One
is related to model selection during calibration. That is,
more than one conceptual model may have been prop-
erly calibrated and data may not suffice to distinguish
which one is the closest to reality. It is clear that such
indetermination should be carried into the prediction
stage because both models may lead to widely different
results under future conditions. The second type of
problems arise from improper extension of calibration
to prediction conditions, i.e., from not taking into
account changes in the natural system or in the scale
of the problem. The only way we think about dealing
with this problem consists of evaluating carefully
whether or not the assumptions in which the cali-
bration was based are still valid under future con-
ditions. Indeed, model uncertainties can be very large.

We do not think that, strictly speaking, the second
type of uncertainties, those associated with future
stresses, falls in the realm of modeling. While future
stresses may affect the validity of the model, they are
external to it. In any case, this type of uncertainty is
evaluated by carrying out simulations under a number
of alternative scenarios, whose definition is an impor-
tant subject in itself.

The last set of prediction uncertainties is the one
associated with parameter uncertainties, which can be
quantified quite well.

CONCLUSION

Groundwater modeling involves so many subjective
decisions that it can be considered as an art. This is
somewhat contrary to the widely accepted perception
of models as something objective. The fact is that
numerous assumptions need to be made both about
the selection of relevant processes and about the man-
ner of representing them in the computer. All these
assumptions are specified in the conceptual model.

The result relies so heavily on conceptualization
that models ought to be viewed as theories about the
behavior of natural systems. Model predictions should
rarely be viewed as firm statements about the future
evolution of aquifers. Rather, they should be con-
sidered references against which actual data has to be
compared. Codes do exist for modeling most proces-
ses affecting groundwater (flow, transport, reactions,
thermomechanics, etc). It is lack of understanding
and lack of data what limits the actual application of
those codes.

Having specified a conceptual model, the remaining
steps (discretization, calibration, uncertainty analysis,
prediction) are relatively objective, in the sense that
systematic procedures can be followed. This explains
why conceptualization is so important. It also explains
why modeling is the best way of integrating widely dif-
ferent data. Uncertain as it is, it may represent unam-
biguously the overall knowledge of the aquifer.

Models represent the water balance (or solute bal-
ance, or energy balance) at the overall aquifer and at
each of its parts. Therefore, they can also be viewed
as accounting systems. It is argued that well managed
aquifers need real time models to help decision making,
the same way that well managed companies need finan-
cial accounting systems. This is the challenge modelers
must meet in the near future.
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Groundwater: Modeling Using Numerical Methods
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INTRODUCTION

Numerical methods are tools used by people who
develop codes for solving equations governing ground-
water problems. All problems that we are interested
in are governed by partial differential equations. The
computer cannot directly solve these and one needs
numerical methods to transform them into a solvable
form. In essence, all numerical methods are based on,
first, discretizing (i.e., substituting the continuum by
a discrete medium) and, second, approximating the dif-
ferential equation by a system of equations. Numerical
methods differ in the way discretization and approxi-
mations are performed. To illustrate these two steps,
we will first develop them in detail for a generic
numerical method.

We will, then, introduce the classical numerical
methods (finite element, finite differences, etc.). This
section ends with a discussion on specific methods
for solute transport.

A GENERIC NUMERICAL METHOD FOR
SOLVING GROUNDWATER FLOW

As mentioned earlier, all methods require, first, dis-
cretizing and, second, approximating the physical
phenomenon. For the generic method we are going
to present here, discretization will be performed
as shown in Fig. 1. That is, the continuum aquifer
domain will be substituted by a discrete number of cells.
Furthermore, the continuum aquifer heads, h(x,y), are
substituted by a discrete number of model heads, hi.

The second step, approximation, can be made in dif-
ferent manners. For the purpose of this section, it is
sufficient to bear in mind that the flow equation is
nothing but a mass balance. Therefore, we will express
the mass balance in cell i as change in storage equals
inflows minus outflows.

DSi ¼ fij þ fil þ fim þ fin þ gi ð1Þ

where DSi is the rate of change in storage during one
time step (say, between time tk and time tkþ1); fij is
the inflow into cell i from cell j (and the same for fil,
fim, and fin); and gi are external inflows into cell i (for
example, recharge, minus pumping, minus evaporation,

minus river outflow, etc.). Each of the terms in Eq. (1)
is relatively easy to approximate. Storage variation
can be derived from the definition of storage coef-
ficient, (S is the change in volume of water stored
per unit surface area of aquifer and per unit change
in head):

DSi ¼ SAi

ðhkþ1
i � hk

i Þ
Dt

ð2Þ

where Ai is the surface area of cell i, hk
i is the head in

node i at time k and Dt ¼ tkþ1 � tk is the time step.
Darcy’s law gives lateral inflows

fij ¼ �Twij

hi � hj

Lji

¼ aijðhi � hjÞ ð3Þ

where T is transmissivity; wij is the width of the con-
nection between nodes i and j; Lji is the length of such
connection; and aij is implicitly defined as �Twij/Lji.
The remaining inflow terms, fil, fim, and fin are defined
likewise. Changing these terms to the left-hand side of
Eq. (1) and rearranging terms yields:

SAi

ðhkþ1
i � hk

i Þ
Dt

þ aiihi þ aijhj þ ailhl

þ aimhm þ ainhn ¼ gi ð4Þ

where aii ¼ �aij � ail � aim � ain. If an equation
like Eq. (4) is written for all cells from i ¼ 1 through
N, N being the number of cells (nodes), the resulting
system of equations can be rewritten in matrix form as:

D
ðhkþ1 � hkÞ

Dt
þ Ah ¼ g ð5Þ

where D is a diagonal matrix whose i-th diagonal term
is precisely SAi. This matrix is often called storage
matrix. A is the conductance matrix, a square sym-
metric matrix whose components are aij. Finally, g is
the source vector.

All the numerical methods to be outlined in sub-
sequent sections lead to equations analogous to
Eq. (5). Moreover, the meaning of the terms in such
equations is always similar to that in Eq. (5). Namely,
the system represents the mass balance at each of
the N nodes (cells); specifically the i-th equation
represents the mass balance at the i-th node. The first
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term, D(hkþ1 � hk)/Dt, always represents storage
variations. The second term, Ah, represents outflows
from minus inflows into the i-th cell from the adjacent
cells. Finally, term g represents external inflows minus
outflows (recharge, pumping, etc.) at all i.

Eq. (5) needs to be integrated in time. For this
purpose, let us assume that Ah is evaluated at time
k þ 1 (Ahkþ1). Then, Eq. (5) can be rewritten as:

A þ D

Dt

� �
hkþ1 ¼ g þ D

Dt
hk ð6Þ

This is simply a linear system, which can be solved
using conventional methods.

Bhkþ1 ¼ b ð7Þ

where B ¼ A þ D/Dt and b ¼ g þ Dhk/Dt. This
system is solved sequentially in time.

That is, most codes solve Eq. (7) using the following
steps (Fig. 2):

1. Input all data. Set k ¼ 0.
2. Compute g, A [Eq. (3)]; D [Eq. (5)] and

B [Eq. (7)].
3. Set k ¼ k þ 1.
4. Build b [Eq. (7)].
5. Solve Bhkþ1 ¼ b.
6. If k ¼ kmax (maximum number of time steps),

end. Otherwise, return to step 3.

Most codes follow a structure such as this, although
each method displays specific features. Some of these
are outlined below.

FINITE DIFFERENCES (FD)

As mentioned at the beginning, numerical methods
differ in the way in which the domain is discretized
and in the way in which the partial differential equa-
tion is transformed into a linear system of equations.
In finite differences, the problem domain is discretized
in a regular grid (Fig. 3A), usually rectangular (equi-
lateral triangles or hexagons are possible, but very
rare). The grid may be centered at the corners (nodes
are located at the vertices of the squares) or at the cells
(nodes are located at the center of the squares, such as
in Fig. 3A.)

Fig. 2 Basic steps involved in simulating groundwater
flow. Heads hkþ1 are computed by solving equation
Bhkþ1 ¼ b. They may be written for later drawings. They

are used as initial head for the next time increment. These
steps (time loop) are repeated sequentially until the last time
is reached.

Fig. 1 The system of equations for a generic groundwater

model is obtained by establishing a water balance (inputs
minus outputs equal storage variations) at each cell. Inputs
and outputs include water exchanges with the outside (pump-

ing Qi, recharge, ri, etc.) and with adjacent cells (fij). The
latter are expressed, using Darcy’s law, as fij ¼ Tijwij

(hj � hi)/Lij.
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Regarding the approximation of the partial differ-
ential equations, several alternatives are possible. The
most intuitive consists of substituting all derivates by
an incremental ratio. That is, the derivative between
adjacent nodes i and j is approximated as:

@h

@x
¼ hi � hj

Dx
ð8Þ

where hi and hj are heads at nodes i and j, respectively,
and Dx is the distance between them. Approximating
all derivatives by means of equations analogous to
Eq. (8) leads to a system identical to Eq. (5). In fact,
the finite differences method is often introduced using
a mass balance approach such as the one in the section
‘‘A Generic Numerical Method for Solving Ground-
water Flow,’’ only using a regular instead of a generic
grid. This is the method used in MODFLOW,[1]

HST3D,[2] and their children.

INTEGRATED FINITE DIFFERENCES (IFD)

The basic philosophy of this method is very similar to
that of the generic method introduced in the generic
numerical section. Basically, the domain is discretized
in a number of cells centered around arbitrarily located

nodes. Frequently, the cells are the Thiessen polygons
of the set of nodes. This allows adapting the node den-
sity to the problem (e.g., increasing nodes density
where accuracy is needed most).

Model equations can be derived using a mass bal-
ance approach, such as in the generic method section.
Integrating the flow equation over each cell and apply-
ing Green’s identity to transform volume integrals in
boundary fluxes can also yield model equations. This
type of approach is the basis of the finite volume
method, which is widely used nowadays.

FINITE ELEMENT METHOD

Finite element method (FEM) discretization consists
of elements and nodes. Elements are generalized poly-
gons (normally triangles or curvilinear quadrilaterals).
Nodes are points located at the vertices and, some-
times, at the sides or the middle of the element. Unlike
FD or IFD, cells around the nodes are not defined.
Still, in many cases, one may write the equations in
such a way that the mass balance formulation of the
generic method section is still valid. However, the most
singular feature of the FEM is the way the solution is
interpolated, so that it becomes defined at every point.
That is, head (or concentrations) is approximated as:

hðxÞ ffi ĥhðxÞ ¼
X

i

hiN iðxÞ ð9Þ

where hi are nodal heads and Ni are interpolation func-
tions. Since ĥ is not the exact solution, it would yield a
residual if substituted in the flow equation. Minimizing
this residual, which requires somewhat sophisticated
maths, leads to a system similar to Eq. (5).

BOUNDARY ELEMENT METHOD

The idea behind the boundary element method (BEM)
is similar to that of the FEM. The main difference
stems from the choice of interpolation functions, which
are taken as the fundamental solutions of the flow
equation (or whatever equation is to be solved). As a
result, when the corresponding ĥ is substituted in the
flow equation, the residuals are zero. Since the equa-
tion is satisfied exactly in the model domain, one is
only left with boundary conditions. In fact, as shown
in Fig. 3D, discretization is only required at the bound-
aries, where boundary heads are defined so as to satisfy
approximately the boundary conditions. This method
is extremely accurate, but its applicability is limited
by the need of finding the fundamental solutions. This
constrains the BEM to flow problems in relatively
homogeneous domains.

Fig. 3 The most widely spread methods of discretization are
Finite Differences, which consists of subdividing the model
domain into regular rectangles, and Finite Elements, which

is based on dividing the aquifer region into elements of arbi-
trary shape (often triangles). Finite Volumes, also called Inte-
grated Finite Differences, divides the region into polygons.

The Boundary Element Method is very convenient, when
applicable, because it only requires discretizing boundaries
(both internal and external).
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SIMULATING SOLUTE TRANSPORT

All the methods discussed above can be used for simu-
lating solute transport. They are called Eulerian meth-
ods because they are based on a fixed (as opposed to
moving) grid and all derivatives are based on a fixed
coordinate system. They work fine when dispersion is
dominant. Otherwise, they may lead to numerical
problems (Fig. 4). Two dimensionless numbers are
used to anticipate numerical difficulties. Specifically,
discretization must satisfy the following conditions.

Peclet number

Pe ¼ vDx

D
ffi Dx

a
<

1

2
ð10Þ

Courant number

Co ¼ vDt

Dx
< 1 ð11Þ

where v is the solute velocity, a is dispersivity, Dx is the
distance between nodes and we have assumed that
D ffi av. The condition on the Courant number
implies that the solute at one node will not move
beyond the following node downstream during one
time step. This condition is easy to meet because
usually groundwater moves slowly and also reducing
Dt to satisfy Eq. (11) is not difficult. The condition
on the Peclet number, Eq. (10), implies that Dx is
smaller than a/2, which may require very small
elements, leading to a huge computational burden.
Because of this, conventional Eulerian methods are
not applicable to many groundwater problems, which
have motivated the search of alternative methods.

Alternative methods can be Eulerian or Lagrangian.
Among the former, the most popular is upstream
weighting, introduced by Heinrich et al.[3] in the
FEM, but with a huge number of papers thereafter.
It consists of slightly modifying Eulerian equations
so as to ensure stability. The problem is that, in doing

so, it introduces numerical dispersion. As a result, the
wiggles at the solute front in Fig. 4 are substituted by
an artificially smeared front. However, the vast
majority of alternative formulations for solute trans-
port are Lagrangian in the sense that time variations
are written in terms of the material derivative, which
expresses the rate of change in concentration of a par-
ticle that moves with the water. In this way, the advec-
tive term, which is the cause of problems in eulerian
formulations, disappears.

The number of Lagrangian methods is very large
and many researchers have devoted much effort to find
one, which is universal. The fact that so many methods
have survived to date suggests that the effort has not
been fully successful. Still, in practical problems, one
can usually find a suitable method. Following is an
outline of some of the most popular methods, with a
discussion of their advantages and disadvantages and
early references. The interested reader should seek
further.

The most natural Lagrangian method is to write the
equations on a moving grid, that is on a grid whose
nodes move with water. This method is highly accu-
rate, but expensive because the grid has to be updated
every time step. Moreover, the grid can become highly
deformed over time.

To avoid problems with moving grids it is frequent
to work with particles. Displacing the particles with the
moving water represents advection, while dispersion
can be represented with a variety of methods. One such
possibility is to add a random component to each par-
ticle basis displacement. This is statistically equivalent
to each particle basis dispersion and is the basis of the
‘‘random walk’’ method.[4] The method requires care-
ful implementation, but its main drawback is the fact
that the solution is given in terms of number of parti-
cles per cell. If one is interested in spatial distributions
of the solute, a huge number of particles may be
needed.

The method of characteristics (MOC) overcomes
the above difficulty by assigning concentrations to

Fig. 4 Difficulties typically asso-
ciated to numerical simulation of
solute transport: A) front smear-

ing: the concentration front is
more dispersed than it should; B)
instability oscillations: too high

and/or too low (even negative)
concentrations.
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particles and interpolating them onto a fixed grid,
where dispersion and, possibly, other transport pro-
cesses are modeled. Concentrations are then inter-
polated back onto the particles. The method has
become very popular in groundwater because of the
USGS MOC Code.[5] The method is very practical,
but the interpolation back-and-forth between particles
and grid may introduce numerical dispersion and mass
balance errors.

The modified method of characteristics[6] tries to
overcome the problems associated to interpolating par-
ticle concentrations by redefining them in each time
interval so that at the end of the time step they coincide
with a node location. The method is very accurate,
although some interpolation errors still occur when
the front is abrupt. Some of these problems are over-
come by the Eulerian–Lagrangian Localized Adjoint
Method,[7] which looks as the most promising method.

CONCLUSION

Computer codes are available for simulating all
phenomena affecting groundwater. In essence, they
represent the balance of water (or salt, contaminants,
or energy) in a manner that can be solved by the
computer. This is achieved by, first, discretizing the
problem and, second, rewriting it as a system of equa-
tions. This type of approach has been successful for
flow problems. Solute transport, on the other hand,
remains ellusive. No single method is universally

successful. Instead, one must seek the appropriate code
in each case.
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Groundwater: Pollution from Mining
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West Virginia University, Morgantown, West Virginia, U.S.A.
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Laramie, Wyoming, U.S.A.

INTRODUCTION

Surface and underground mining activities can have
direct and indirect impacts on the quantity, quality,
and usability of groundwater supplies. The nature
of the mining activity, geological substrata, and re-
distribution of surface and subsurface materials will
determine to a large degree how groundwater supplies
will be impacted. As waters interact and alter the dis-
turbed geologic materials, constituents such as salts,
metals, trace elements, and/or organic compounds
become mobilized.[1,2] Once mobilized, the dissolved
substances can leach into deep aquifers, resulting in
groundwater quality impacts. In addition to concerns
due to naturally occurring contaminants, mining
activities may also contribute to groundwater pollution
from leaking underground storage tanks, improper
disposal of lubricants and solvents, contaminant spills
as well as others.

In the United States, the Clean Water Act (CWA),
which was enacted in 1948 as the Water Pollution Con-
trol Act (WPCA), and the CWA amendments in 1977,
establishes the authority for all water pollution control
actions at the federal level.[3] The Safe Drinking Water
Act (SDWA), which was enacted in 1974 and amended
in 1996, was promulgated to protect drinking water
supplies by legislating maximum contaminant levels
(MCLs) above which waters are considered unsafe
for human consumption, and defined enforcement
standards that states are required to use for determin-
ing minimum treatments needed to improve water
quality.[4] Examples of some MCLs that may be asso-
ciated with water quality issues relating to mining
activities are listed in Table 1.

Because mining activities can result in poor quality
groundwaters, enforcement of regulations is needed
to minimize and/or eliminate potential problems.
The Surface Mining Control and Reclamation Act
(SMCRA) of 1977 specifies policies and practices for
mining and reclamation to minimize water quality
impacts.[6] The SMCRA requires that specific actions
be taken to protect the quantity and quality of both

on- and off-site groundwaters. All mines are required
to meet either state or federal groundwater guidelines,
which are generally related to priority pollutant stan-
dards described in the CWA.

GROUNDWATER RESOURCES

Our groundwater resources are the world’s third lar-
gest source of water and represent 0.6% of the earth’s
water content. Approximately 53% of the U.S. popu-
lation uses groundwater as a drinking water source,
but this percentage increases to almost 97% for rural
households. In areas of low rainfall, weathering and
translocation of dissolved constituents is relatively
slow compared to high rainfall areas. In addition,
physical disruption of rocks into small particles can
enhance mineral weathering that results in mineral dis-
solution and migration of dissolved substances. Trans-
port of contaminants from surface and subsurface
environments to groundwaters is generally accelerated
as the amount of percolating water increases.

Infiltrating water moves through the vadose zone
(unsaturated region) into groundwater zones (satu-
rated region). The upper boundary of the groundwater
system (e.g., water table) fluctuates depending on the
amount of water received by, or depleted from, the
groundwater zone. Groundwater movement is a func-
tion of hydraulic gradients and hydraulic conduc-
tivities, which represent the ease with which water
moves as a function of gravitational forces and the per-
meability of substrata materials. Groundwater moves
faster in coarse textured substrata and as the slope of
the water table increases. Aquifers are groundwater
systems that have sufficient porosity and permeability
to supply enough water for a specific purpose. In order
for an aquifer to be useful, it must be able to store,
transmit, and yield sufficient amounts of good quality
water. Important hydrogeological characteristics of a
site that determine groundwater quantity and quality
are listed in Table 2.
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There are several types of substances that can affect
groundwater quality.[1,7] Water contaminants include
inorganic, organic, and biological materials, of which
some have a direct impact on water quality, whereas
others indirectly cause physical, chemical, or biological
changes. Substances that can impact groundwaters
include nutrients, salts, heavy metals, trace elements,
and organic chemicals, as well as contaminants such
as radionuclides, carcinogens, pathogens, and petro-
leum wastes (Table 3). Some groundwaters are derived
from mining activities contain natural (e.g., methane
gas) and synthetic organic chemicals. Organic contami-
nation may result from leaking gas tanks, oil spills, or
run-off from equipment-servicing areas. In these cases,
the source of the contamination must be identified and
removed. Gasoline, diesel, or oil-soaked areas should

be immediately excavated and disposed of by approved
methods.

The chemistry of groundwaters and potential levels
of naturally occurring contaminants are related to:

Table 3 Different classes of groundwater contaminants

and their origins

Water Contaminant Class Contributions

Inorganic chemicals Toxic metals and acidic
substances from mining
operations and various

industrial wastes

Organic chemicals Petroleum products, pesticides,
and materials from organic
wastes industrial operations

Infectious agents Bacteria and viruses from

sewage and other organic
wastes

Radioactive substances Waste materials from mining
and processing of radioactive

substances or from improper
disposal of radioactive isotopes

Source: From Ref.[8].

Table 1 Select contaminants in drinking waters that may

be influenced by mining activities

Contaminant

MCLa

(mg/L)

MCLGb

(mg/L)

Inorganics

Arsenic 0.006 0.006
Cadmium 0.005 0.005
Chromium 0.1 0.1
Copper LVc 1.3
Cyanide 0.2 0.2
Fluoride 4 4
Lead 0.015 0
Mercury 0.002 0.002
Nickel 0.1 0.1
Nitrate (NO3-N) 10 10
Selenium 0.05 0.05
Sulfate 500 500
Thallium 0.002 0.0005

Radionuclides

Radon 300 q/L 0
Uranium 0.02 q/L 0

Organics

Benzene 0.005 0
Carbon tetrachloride 0.005 0
Pentachlorophenol 0.001 0
Toluene 1 1
Xylenes 10 10

Microbiological

Total coliforms LV 0
Viruses LV 0

aMCL ¼ maximum contaminant levels permissible for a contami-

nant in water that is delivered to any user of a public water system.
bMCLG ¼ maximum contaminant level goals of a drinking water

contaminant that is protective of adverse human health effects and

which allows for an adequate margin of safety.
cLV ¼ lowest value that can be achieved using best available

technology.

Source: From Ref.[5].

Table 2 Important hydrogeological characteristics of a

site that determine groundwater quantity and quality

Geological

Type of water-bearing unit or aquifer (overburden,
bedrock)

Thickness, areal extent of water-bearing units and aquifers

Type of porosity (primary, such as intergranular pore

space, or secondary, such as bedrock discontinuities, e.g.,
fracture or solution cavities)

Presence or absence of impermeable units or confining
layers.

Depths to water tables; thickness of vadose zone.

Hydraulic

Hydraulic properties of water-bearing unit or aquifer

(hydraulic conductivity, transmissivity, storability,
porosity, dispersivity)

Pressure conditions (confined, unconfined, leaky confined)

Groundwater flow directions (hydraulic gradients, both
horizontal and vertical), volumes (specific discharge), rate

(average linear velocity)

Recharge and discharge areas

Groundwater or surface water interactions; areas of
ground water discharge to surface water

Seasonal variations of groundwater conditions

Groundwater use

Existing or potential underground sources of drinking
water

Existing or near-site use of groundwater
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1) groundwater hydrologic conditions; 2) mineralogy
of the mined and locally impacted geological material;
3) mining operation (e.g., extent of disturbed materials
and its exposure to atmospheric conditions); and
4) time. Movement of metal contaminants in ground-
water varies depending on the chemical of concern,
and include considerations such as with cobalt
(Co), copper (Cu), nickel (Ni), and zinc (Zn) mobility
being greater than silver (Ag) and lead (Pb), which
tend to be more mobile than gold (Au) and tin
(Sn).[1] As conditions such as pH, redox, and ionic
strength change over time, dissolved constituents
in groundwaters may decrease due to adsorption,
precipitation, and chemical speciation reactions and
transformations.

Acid mine drainage (AMD) is most prevalent at
inactive and abandoned surfaces and underground
mine sites. If geological substrata containing reduced
S minerals [e.g., pyrite (FeS2)] is exposed to oxygen
(O2), such as when pyritic overburden materials are
brought to the earth surface during mining activities
and then re-buried, high concentrations of sulfuric acid
(H2SO4) can develop and form acid waters with pH
levels below 2. Neutralization of some of the acidity
produced during the oxidation of reduced S-com-
pounds occurs when silicate minerals dissolve; how-
ever, during this process, high levels of
potentially toxic metals such as aluminum (Al),
copper (Cu), cadmium (Cd), iron (Fe), manganese
(Mn), Ni, Pb, Zn, may be released. For example,
mining of coal in the Toms Run area of northwestern
Pennsylvania resulted in groundwater contamination
by AMD containing high concentrations of Fe and
sulfate (SO4) that leached into the underlying
aquifer through joints, fractures, and abandoned oil
and gas wells.

The Gwennap Mining District in the United
Kingdom contained numerous mines that operated
over several centuries to extract various mineral
resources. One of these mines, the Wheal Jane metal-
liferous mine in Cornwall, extracted ores that included
cassiterite (Sn-containing mineral), chalcopyrite (Cu),
pyrite (Fe), wolframite [tungsten (W)], arsenopyrite
[arsenic (As)], in addition to smaller deposits of Ag,
galena (Pb), and other minerals.[9] After closure in
the early 1990s, extensive voids remaining in the Wheal
Jane mine that contained oxidized and weathered
minerals were flooded. Initial groundwater quality
was poor with a pH of 2.8 and a total metal concentra-
tions close to 5000 mg/L, which contained high levels
of Fe, Zn, Cu, and Cd. Water quality worsened with
depth, and at 180 m the groundwater had a pH of 2.5
and metal concentrations of 2200, 1500, 44, and
5 mg/L for Fe, Zn, Cu, and Cd, respectively. Current
treatment of discharge waters originating from the

mine involves an expensive process and will continue
to be long-term if environment quality in the region
is to be preserved. A similar situation occurred when
a Zn mine in southwestern France was closed. How-
ever, after flooding, discharge mine waters contained
high concentrations of Zn, Cd, Mn, Fe, and SO4 even
though the solution pH was near neutral.

Within the Coeur D’Alene District of Idaho,
location of the Bunker Hill Superfund site, ground-
water samples have been found to contain high
concentrations of Zn, Pb, and Cd.[10] The contami-
nation was believed to originate from the leaching of
old mine tailings that were deposited on a sand and
gravel aquifer. When settling ponds were developed
nearby the old tailings, re-charge of the local ground-
waters resulted in a rise in the water table that satu-
rated the tailings causing considerable metal leaching
to occur.

Gold mining operations have used cyanide as a
leaching agent to solubilize Au from ores, which often
contain arsenopyrite [As, Fe, sulfur (S)], and in some
cases pyrite.[1] During the leaching process, Ag is also
recovered as a by-product if present. Unfortunately,
cyanide is a powerful non-selective solvent that will
solubilize numerous substances that can be environ-
mental contaminants. These ore waste materials are
often stored in tailing ponds, and depending on the
local geology and climate, cyanide present in the tail-
ings can exist as free cyanide (CN�, HCN), inorganic
compounds (NaCN, HgCN2), metal–cyanide com-
plexes with Cu, Fe, Ni, and Zn, and/or the compound
CNS. Because cyanide species are mobile and
persistent under certain conditions, there is the poten-
tial for trace element and cyanide migration into
groundwaters. For example, a tailings dam failure
resulted in cyanide contamination of groundwater at
a gold mining operation in British Columbia,
Canada.[1]

Arsenic and uranium (U) contamination has
resulted from extensive mining and smelting of ores
containing various metals (Ag, Au, Co, Ni, Pb, and
Zn) and/or non-metals (As, phosphorus (P), and U).
Contaminated As groundwaters have been a source
of surface re-charge and drinking water supplies; As
in a contaminated river of Canada were 7 and 13 times
greater than the recommended national and local
drinking water standards, respectively.[1] Arsenic is
known as a carcinogen and has been the contributing
cause of death to humans in several parts of the world
that rely on As-contaminated drinking waters.[7]

Waters from dewatering a U mine in New Mexico
had elevated levels of U and radium (Ra) activities as
well as high concentrations of dissolved molybdenum
(Mo) and selenium (Se), which were detected in stream
waters 140 km downstream from the mine.
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GROUNDWATER ANALYSIS

Both remediation and prevention of groundwater
contamination by nutrients, salts, heavy metals, trace
elements, organic chemicals (natural and synthetic),
pathogens, and other contaminants requires the
evaluation of the composition and concentration of
these constituents either in-situ or in groundwater
samples.[2] Monitoring may require the analysis of
physical properties, inorganic and organic chemical
compositions, and/or microorganisms according to
well-established protocols for sampling, storage, and
analysis.[11] For example, if groundwaters will be used
for human or animal consumption, the most appro-
priate tests would be nitrate-nitrogen (NO3-N), trace
metals, pathogens, and organic chemicals. Several
common constituents measured in groundwaters are
listed in Table 4; however, other tests can be conducted
on waters including tests for hardness, chlorine, radio-
activity, or water toxicity.[12]

Recommendations based on interpretation of the
groundwater test results should be related to the
ultimate use of the water.[2] The interpretation and
recommendation processes may be as simple as deter-
mining that a drinking water well exceeds the estab-
lished MCLs for NO3-N and recommending the well
should not be used as a drinking water source or that
a purification system be installed. However, interpreta-
tions of most groundwater analyses can be quite
complicated and require additional information for
proper interpretation. If a contaminant exceeds an
acceptable concentration, all potential sources con-
tributing to the pollution and pathways by which the
contaminant moves must be determined. In many
cases, multiple groundwater contaminants are present
at different concentrations. Because the interpretation
of water analyses is a complex process, recommenda-
tions should be based on a complete evaluation of
the water’s physical, chemical, and biological proper-
ties. Integrating water analyses into predictive models
that can assess the effects of mining activities on water
quality is needed in the long term to determine the
most effective means to preserve and restore water
quality.

STRATEGIES FOR REMEDIATING
CONTAMINATED GROUNDWATERS

Mine sites that have been contaminated generally con-
tain mixtures of inorganic and/or organic constituents,
so it is important to understand these multicomponent
systems in order to develop remediation strategies.
Therefore, a proper remediation program must con-
sider identification, assessment, and correction of the
problem.[13] Identification of a potential problem site
requires that either the past history of the area and
activities that took place are known, or when a water
analysis indicates a site has been contaminated. Assess-
ment addresses questions such as is there a problem,
where is the problem, and what is the extent of the
problem? Afterwards a remediation action plan must
be developed that will address the specific problems
identified. A remediation action program may require
that substrata materials (e.g., backfill) and ground-
water be treated.

If remedial action is considered necessary, three
general options are available—containment, in-situ
treatment, or pump-and-treat (Fig. 1). The method(s)
used for the containment of contaminants are
beneficial for restricting contaminant movement. Of
the remediation techniques, in-situ treatment mea-
sures are the most appealing because they generally
do less surface damage, require a minimal amount
of facilities, reduce the potential for human exposure
to contaminants, and when effective, reduce or
remove the contaminant. In-situ remediation can be
achieved by physical, chemical, and/or biological
techniques. Biological in-situ techniques used for
groundwater bioremediation can either rely on the
indigenous (native) microorganisms to degrade
organic contaminants or on amending the ground-
water environment with microorganisms (bioaugmen-
tation). The pump-and-treat method, however, is one
of the more commonly used processes for remediat-
ing contaminated groundwaters. With the pump-
and-treat method, the contaminated waters are
pumped to the surface where one of many treatment
processes can be utilized. A major consideration in
the pump-and-treat technology is the placement of

Table 4 Groundwater quality parameters and constituents measured in some testing programs

Physical

parameters

Metals and

trace elements

Non-metallic

constituents Organic chemicals

Microbiological

parameters

Conductivity, salinity,

sodicity, dissolved
solids, temperature,
odors

Al, Ag, As, Ca,

Cd, Cr, Cu, Fe,
Mg, Mn, Na, Ni,
Pb, Se, Sr, Zn

pH, acidity, alkalinity,

dissolved O2, B, CO2,
HCO3, Cl, CN, F, I, NH4,
NO2, NO3, P, Si, SO4

Methane, oil and grease,

organic acids, volatile acids,
organic C, pesticides,
phenols, surfactants

Coliforms,

bacteria,
viruses
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wells, which is dependent on site characteristics (see
Table 2. Extraction wells are used to pump the con-
taminated water to the surface where it can be
treated and re-injected or discharged. Injection wells
can be used to re-inject the treated water, water
containing nutrients and other substances that
increase the chances for chemical alteration or micro-
bial degradation of the contaminants, or materials
for enhanced oil recovery.

Treatment techniques can be grouped into three
categories including physical, chemical, and biological
methods.[2,13]

Physical methods include several techniques.
Adsorption methods physically sorb or trap contami-
nants on various types of resins. Separation treatments
include physically separating contaminants by forcing
water through semipermeable membranes (e.g.,
reverse-osmosis). Flotation, or density separation, is
commonly used to separate low-density organic chemi-
cals from groundwaters. Air and steam stripping can
remove volatile organic chemicals. Isolation utilizes
barriers placed above, below, or around sites to restrict
movement of the contaminant; containment systems
should have permeabilities of 10�7 cm/sec (approxi-
mately 0.1 ft/yr) or less.

Chemical methods are also numerous. Chemical
treatment involves addition of chemical agent(s) in
an injection system to neutralize, immobilize and/or
chemically modify contaminants. Extraction (leach-
ing) of contaminants uses one of several different
aqueous extracting agents such as an acid, base, deter-
gent, or organic solvent miscible in water. Oxidation
and reduction of groundwater contaminants is
commonly done using air, oxygen, ozone, chlorine,
hypochlorite, and hydrogen peroxide. Ionic and

non-ionic exchange resins can adsorb contaminants,
reducing their leaching potential.

Biological methods for contaminant remediation
are less extensive than physical and chemical tech-
niques. Land treatment is an effective method for
treating groundwaters by applying the contaminated
waters to lands using surface, overland flow, or subsur-
face irrigation. Activated sludge and aerated surface
impoundments are used to precipitate or degrade
contaminants present in water and include both
aerobic and anaerobic processes. Biodegradation is
one of several biological-mediated processes that trans-
form contaminants and utilizes vegetation and
microorganism.
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Groundwater: Pollution from Nitrogen Fertilizers

Lloyd B. Owens
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Coshocton, Ohio, U.S.A.

INTRODUCTION

Why is nitrogen in groundwater a problem? High
nitrate levels in water consumed by humans can cause
adverse health problems, and groundwater is a major
source of water for human consumption. A part of
groundwater resurfaces to feed surface water from
streams to oceans. High levels of nitrogen can cause
excess plant and bacterial growth, which upon death
and decay can deplete much of the oxygen in water.
This causes fish kills and ‘‘dead zones,’’ such as the
area of hypoxia in the Gulf of Mexico. This encyclo-
pedia article discusses agricultural practices, e.g., row
crops, grasslands/turf, container horticultural crops,
that contribute to nitrogen in groundwater. Some agri-
cultural practices to reduce the contributing factors
are also presented.

WHY NITROGEN IN GROUNDWATER IS
A PROBLEM

Human Health Impacts

Groundwater is a major source of water for human
consumption. Nitrogen present in groundwater is
usually in the form of nitrate (NO3), and at high levels
can pose major human health concerns, especially for
infants. The link between high NO3 in polluted water
and serious blood changes in infants was first reported
in 1945. From 1947 to 1950, 139 cases of methemoglo-
binemia were reported, including 14 deaths in
Minnesota alone. Thus, a standard has been set that
NO3 in excess of 45 mg L�1 (10 mg L�1 NO3-N) is con-
sidered hazardous to human health.[1]

Environmental Impacts

A part of groundwater, especially shallow ground-
water, resurfaces to feed streams, rivers, and reservoirs
and eventually estuaries and oceans. Nutrients, pollu-
tants, in the groundwater are carried via these routes
as well and can cause excess plant and bacterial growth
in aquatic systems. The decay of this organic matter
can deplete much of the oxygen in the water causing
fish kills and ‘‘dead zones’’ to occur. Phosphorus

receives much of the attention in regards to eutrophi-
cation in fresh waters because it often is the limiting
nutrient. But as water systems become more brackish,
there is a shift to N limitation.[2] A major example of
this situation is the area of hypoxia in the Gulf
of Mexico.[3] Hypoxia occurs when the concentration
of dissolved oxygen is less than 2 mg L�1.

Nitrogen contributions to the Gulf of Mexico, and
other large bodies of water, come via surface runoff
and resurfacing of groundwater. There are also several
agricultural sources of nitrogen, e.g., nitrogen fertilizer,
surface application of manure, manure from grazing
systems, and mineralization of organic matter. How-
ever, the focus of this chapter will be only on ground-
water, and how it is impacted by the leaching of
nitrogen fertilizers. Although several aspects of nitrate
leaching will be addressed and accompanied by sup-
porting references, space does not permit this chapter
to be a comprehensive literature review.

AGRICULTURAL PRACTICES CONTRIBUTING
TO THE NITROGEN IN GROUNDWATER
PROBLEM

Row Crops

High levels of NO3-N in subsurface drainage from row
crops, especially corn (Zea mays L.), are well documen-
ted. Nitrate-N concentrations in tile lines draining silt
loam soils in Iowa with fertilized, continuous corn,
or corn in rotation already exceeded 10 mg L�1 two
decades ago.[4,5] Other high NO3-N levels have been
reported in tile lines with clay loams in Minnesota;[6–8]

with silty clay loams in Illinois;[9] with silt loams in
Indiana;[10] with silt loams/silty clay loams in Ohio;[11]

and with clay over silty clay loam and fine sand over
clay in Ontario, Canada.[12] Analyses of subsurface
water collected with monolith lysimeters[13,14] and
ceramic porous-cup samplers[15,16] are in agreement
with these findings.

Nitrate-N concentrations have been studied in tile
drains frequently because of their wide spread use and
the relative ease of collecting a sample. The majority
of NO3-N moves in the subsurface water during the
winter recharge period.[9,10,13] There are several factors
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that impact the amount of N export from tiles, includ-
ing timing and area of N fertilization.[9] Increasing the
drain spacing decreases the NO3-N losses in tiles[6,10]

although the NO3-N concentration in the tiles may
change very little.[10] Even though the increased drain
spacing should reduce the NO3-N losses in the tile, it
probably increases the NO3-N losses in seepage below
the drains. Model simulation studies show that reduc-
ing N fertilization rates will have much greater impact
for reducing NO3-N losses than changing tile drain
spacing or depth.[6]

Too often, inexpensive N fertilizer has been applied
in excess to crops to ensure that inadequate N will not
limit crop yields. The difficulty in synchronizing N
applications with crop needs contributes to such prac-
tices. It has been shown that there is a direct relation-
ship between NO3-N loss by leaching and application
rates of N that exceed crop needs.[15,17] Excess N in soil
can result from overapplication of N fertilizers or
manure or from residual N from the previous year
(as well as from mineralization of organic N). This
can be a particular problem following a dry year
because reduced crop growth will not utilize as much
N fertilizer as during a year when a ‘‘normal’’ amount
of water was available.[8] Therefore, there is an
increased amount of residual N to begin the next
cropping season. Even at economic optimum N
(EON) levels, considering all sources of N, concentra-
tions of NO3-N in subsurface water have been found
to exceed the 10 mg L�1 maximum contaminant level
(MCL).[15,17] The conclusion can be drawn that opti-
mum corn production will likely produce elevated
NO3-N concentrations in groundwater.[17]

In irrigated agriculture, a similar impairment to
groundwater quality exists from N fertilizer manage-
ment. High concentrations of NO3-N were found in
subsurface water under a sprinkler irrigated crop
rotation in Spain,[18] a sprinkler irrigated corn–soybean
rotation in Nebraska,[19] and flood irrigated wheat in
Arizona.[20] Even with irrigation BMPs, NO3-N
concentrations in groundwater above the MCL can
be expected.

Grasslands/Turf

Because of the animal component, NO3-N leaching in
grazed grassland is quite complex. Leaching of NO3-N
from grasslands is greatly increased with the presence
of grazing livestock.[21,22] Even on highly fertilized
pastures, much of the leached NO3-N has been attrib-
uted to excreta.[23,24] Studies in England,[25,26] the
Netherlands,[27] and the eastern USA[28,29] have shown
that NO3-N concentrations in subsurface water are
often greater than 10 mg L�1 when >100 kg N ha�1 is
applied annually to grazed grasslands. Other processes,

such as the accumulation of fertilizer-N during drought
or the release of N from decaying plant material,
e.g., resulting from tilling or killing the sod in prepara-
tion for reseeding, may influence N leaching from the
pasture as a whole, rather than acting specifically on
areas affected by urine.[23] In some non-grazed systems,
NO3 leaching from highly fertilized systems is low, e.g.,
29 kg N ha�1 lost from ryegrass (Lolium perenne L.)
receiving 420 kg N ha�1.[30]

Fertilized turf, whether it be home lawns or golf
courses, raises environmental issues. Annual applica-
tions up to 244 kg N ha�1 to turfgrass on sandy loam
soils in Rhode Island do not appear to pose a threat
to drinking water aquifers,[31] although overwatering
can cause increased N loadings to bays and estuaries
in coastal areas. The excess N movement would be
more prevalent with late summer N applications.
Nitrate-N concentrations in subsurface water were
the highest on an Ohio silt loam in the late summer
and early autumn but did not exceed the MCL when
220 kg N ha�1 per year was applied to turfgrass.[32]

The exception was the occurrence of high NO3-N con-
centrations with the soil disturbance during establish-
ment of the turf. Grass sod has the capacity to use
large amounts of N; 85–90% of fertilizer N can be
retained in the turf–soil ecosystem.[33] Roots and
thatch can represent a large N pool because it
becomes available for mineralization and subsequent
leaching if disturbed.[34] Reseeding and sod establish-
ment within 2 mo of ‘‘turf death’’ can stabilize this
N pool.[33] High rates of NO3 leaching can occur at
very high N fertilizer rates, e.g., 450 kg N ha�1 per
year. Even though most of the NO3 leaching occurred
in the autumn and winter, it was an accumulation of
all N fertilizer application and not just the autumn
application.[35] Excess NO3 in the fall is the driving
force that causes NO3 leaching, regardless of the N
source or time of application. Therefore, high rates
of N application to turf should be avoided in the fall,
because it can result in high NO3 leaching rates. A
survey of several golf courses across the USA indi-
cated that NO3-N concentrations above the MCL
occurred in only 4% of the samples;[36] most of these
were apparently due to prior agricultural land use.
Pollution of groundwater by NO3 leaching from N
fertilized turf should be minimal with good manage-
ment, which includes consideration of soil texture, N
source, rate and timing, and irrigation/rainfall.[37]

Container Horticultural Crops

Although the acreage for container horticultural crops
is small compared to row crops or grasslands, the pro-
duction intensity is great and ‘‘hot spots’’ of potential
NO3 leaching could develop. Assuming 80,000 pots ha�1
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for a typical foliage plant nursery and using a soluble
granular fertilizer, over 650 kg N ha�1 could be lost
through leaching annually.[38] During a 10-week green-
house study of potted flowers, average NO3-N in
the leachate ranged from 250 mg N L�1 to 450 mg
N L�1.[39] As long as the amount of water applied to
the plants did not exceed plant usage (and the green-
house canopy remained intact to prevent precipitation
inputs), there would be little NO3 movement from the
soil beneath the pots, unless there was a high water
table. Nevertheless, this area of N accumulation would
eventually need to be addressed. The use of controlled
release fertilizers is one practice that can significantly
reduce leaching losses.[38] Also, vegetable crops that
have high N demand but low apparent N recovery,
e.g., sweet peppers, can leave large amounts of N in
the soil and residues at harvest.[40]

AGRICULTURAL PRACTICES TO
MITIGATE THE NITROGEN IN
GROUNDWATER PROBLEM

Use of Winter Cover Crops

Winter cover crops have been shown to be an effective
strategy in reducing NO3 leaching during the winter
period.[41–44] A variety of crops, e.g., annual grasses,
cereals, legumes, have been used with varying degrees
of success depending on soils, climate, cropping
sequences, etc. Care needs to be exercised with long-
term cover crops, because if they are disturbed, some
of the accumulated N may become mineralized and
actually increase NO3 leaching.[45] Sometimes cover
crops cannot be counted on as a best management
practice (BMP) to reduce NO3 leaching.[46] On the
Delmarva Peninsula in the Mid-Atlantic U.S.A, a rye
winter cover crop following corn did not reduce NO3

leaching. One factor was that the existing crop did
not permit a sufficiently early seeding of the cover crop.

Use of Soil Nitrate Tests

Preplant N tests (PPNT) or presidedress N tests
(PSNT) can assess the N stored in soil from cover
crops and help to give adequate N credits for legume
N carry-over in a crop rotation, such as a soybean N
credit in a corn–soybean rotation. Nitrification inhibi-
tors used with N fertilizer in the ammoniacal form
can slow the rate of oxidation of reduced forms of N
to NO3-N, and subsequently decrease the amount of
NO3-N leaching,[47] especially with fall N applications.

Even with these improved practices, it may be
necessary to reduce the N fertilization rate below

the EON level to achieve NO3-N concentrations in
groundwater below the MCL.

Use of Alternate Grassland/Turf Management

Several management options to reduce nitrate leaching
from grasslands include the use of grass–legume mix-
tures instead of highly fertilized grass;[24,48] coordinat-
ing the timing and N fertilizer application rate with
other N sources, e.g., manure applications, to avoid
excessive N application;[49] use of irrigation, especially
during dry periods, to encourage N uptake;[24] and an
integration of cutting forage and grazing, especially
cutting in late summer areas that have been intensively
grazed earlier in the year. In areas where NO3 contami-
nation from turf is a concern, late summer N fertilizer
applications should be reduced and watering should be
limited.[31]
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Groundwater: Pollution from Phosphorous Fertilizers

Bahman Eghball
Soil and Water Cons Research Unit, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Lincoln, Nebraska, U.S.A.

INTRODUCTION

Phosphorus (P) is a primary nutrient necessary for plant
growth. When the P level in soil is below what is essential
for plant needs, P is supplied to the soil by the addition
of P fertilizer or organic residuals (i.e., manure). Because
of the P fertilizer use in the past few decades or appli-
cation of manure or other organic residuals, a greater
portion of the soils in each state in the United States
have soil test P levels that exceed the critical level for
plant growth. The excess P in soil is then subjected to
leaching loss or transport in surface runoff either in
soluble or in particulate (sediment-bound) forms. Phos-
phorus that is moving downward in the soil profile can
eventually reach the ground water, especially in areas
with shallow or perched groundwater. Phosphorus
moving downward in the soil may also be intercepted
by artificial drainage systems (i.e., tile drains) that are
located within 1–2 m from the soil surface.

PHOSPHOROUS LEACHING AND FIXATION

Phosphorus leaching can occur as a slow process in the
soil or rapidly with preferential flow, which is the
movement of water and solute through cracks and
earthworm holes in soil. The point at which P might
come in contact with groundwater depends on soil
properties and the proximity of the groundwater to
the soil surface. The U.S. Environmental Protection
Agency has no safe drinking water concentration limit
for P. The major concern about P enrichment of
groundwater is that groundwater frequently emerges
as surface water and if it contains sufficient P, can
cause eutrophication (nutrient enrichment that causes
algae bloom and oxygen depletion in water).

Phosphorus movement in soil is primarily through
the diffusion process with the rate influenced by
the amount of P applied, soil water content, bulk
density (i.e., porosity), and chemical reaction of P with
the soil constituents. The average rate of diffusion in
three Nebraska medium and fine-textured soils was
0.00011 cm2 hr�1 (0.000017 in.2 hr�1) following the
application of P fertilizer (15 kg P ha�1) to replace what
is needed by a corn crop with the expected yield
of 5600 kg ha�1 (90 bu acre�1).[1] The P in soil is not

usually an environmental concern until the soil test P
is in the very high (excessive) category for plant needs
(Fig. 1). High levels of P in soil can be a source of
groundwater pollution when P is leached in soil. This
is especially of concern when the groundwater is near
the soil surface; groundwater has an upward movement
toward the soil surface in certain times of the year, and
in coarse-textured soils. In areas where groundwater is
deep, the pollution of groundwater with P is of little
concern even if the P level in soil is excessive. For
example, P fertilizer applied at a rate of 100 kg ha�1 yr�1

to a sandy loam soil with a P adsorption capacity
of 150 mg kg�1 and a bulk density of 1.4 kg m�3 would
take 21 yr to reach a 1 m (3.3 ft) soil depth, assuming
no preferential flow. If the water table was located
several meters deep, it would take many years for the
applied P to reach the groundwater. Factors that can
influence P leaching in soil are given in Table 1.

Applied fertilizer P interacts with various constitu-
en ts in so il and can be readily imm obilized. Phos phoru s
in all chemical fertilizers (except rock phosphate) is
about 100% plant-available and therefore, their reac-
tion in soil should be similar. The mechanism involved
in reducing P movement in acid soils includes the reac-
tion of orthophosphate ions (H2PO4

� and HPO4
2�) with

iron and aluminum to form insoluble compounds. In
alkaline soils, the P retention mechanisms include pre-
cipitation of calcium phosphate compounds, surface
precipitation of P on solid phase calcium carbonate,
and retention of P by clay particles that are saturated
with calcium. Therefore, P leaching in soil is very lim-
ited since P interacts with the soil constituents. Eghball,
Sander, and Skopp[1] found that maximum fertilizer P
movement from a band applied at 60 kg P ha�1 was
about 4 cm in 3 mo in three different soils. The size of
the band was not expected to expand much after
3 mo. The most P movement occurred in the first few
weeks after application. However, P can leach deep into
the soil with preferential flow (a small number of pores
is used to move water) where P moves with water
through cracks and earthworm holes. Preferential flow
is the primary mechanism for deep movement of P in
fine-textured soils (clayey types) either in particulate
form or in soluble form.

There are several factors that influence fixation of P
in the soil. These include amount and type of clay, time
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of reaction, soil pH, temperature, and organic matter.
The greater the clay content of a soil, the more P is
adsorbed. More P is retained by the 1 : 1 clays (i.e.,
kaolonitic type) that are found in the humid and tropic
areas (high rainfall high temperature) than other clay
types. Phosphorus fixation in soil increases with time
after P addition indicating that P gradually becomes
more insoluble with time unless plants remove P from
soil. Phosphorus fixation also increases with increasing
temperature. Increasing soil organic matter usually
results in increased P solubility and thus reduces P fix-
ation in soil. Soils that are primarily made up of muck
and peat are subject to increased P leaching from
added P fertilizer.

PHOSPHOROUS IN TILE DRAINS

Phosphorus can leach into the drainage water in fields
with tile drains. Tiles are placed 1–2 m (3.3–6.6 ft) deep
in poorly drained soils, so there is a potential for the

applied fertilizer P to leach into the soil and reach
the tile drain. The tile water usually empties into
the surface water and if it contains sufficient P, can
cause eutrophication. Since most of the tile drains are
located in humid and semi-humid regions with large
rainfall potential, leaching of P through thin soil
layers above the tile-drains can especially be high.
In a study conducted in Canada,[2] tile-drain water
samples were collected from 27 fields that mainly
received P fertilizer. Drain water from 14 out of 27
fields exceeded the Canadian standard of 0.03 mg total
PL�1 in the water. More than 80% of the P in tile drain
was particulate (sediment-bound) and dissolved
organic P. Of those exceeding the standard, 10 out of
14 were clayey soils with medium to high soil P levels
indicating loss of P through preferential flow.

PHOSPHOROUS SATURATION

Phosphorus leaching can also occur in areas with a
naturally high P level in the soil. In these areas, P
can leach deep into the soil, especially coarse-textured
soils, and reach the groundwater. The closer the
ground water is to the soil surface, the greater the
potential of P reaching the water body. The capacity
of a soil to retain P is limited. Repeated and/or heavy
application of P fertilizer can saturate the upper soil
layers with P. Usually the fraction of P saturated soil
decreases with depth. However, when the upper layers
of soil have been saturated, P movement to the subsoil
can occur. Long-term (>50 yr) application of beef cat-
tle feedlot manure and chemical fertilizer resulted in P
leaching to a maximum of 1.8 m (6 ft) depth in a sandy
loam soil.[3] Phosphorus from manure source moved
deeper in the soil than P from chemical fertilizer indi-
cating that some of the manure P components were
not subject to P fixation by the calcium carbonate layer
located about 0.75 m (2.5 ft) deep in this soil.
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Fig. 1 Relative crop yield as influenced by soil test P level.
Source: From Ref.[4].

Table 1 Factors that can influence phosphorus leaching
in the soil

Factor P leaching risk

Excessive soil P level High

Shallow or perched water table,

waterlogged conditions

High

Fine-textured soils Low

Fine-textured soils with preferential flow High

Coarse-textured soils (sandy) High

Tile drain High

Soils with high organic matter Low

Organic soils (soil with organic
matter >20%)

High

High soil Ca, Al, or Fe contents Low
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Groundwater: Pumping and Land Subsidence

Steven P. Phillips
Devin Galloway
U.S. Geological Survey (USGS), Sacramento, California, U.S.A.

INTRODUCTION

Land subsidence is a gradual settling or sudden sinking
of the Earth’s surface owing to subsurface movement
of earth materials. Subsidence is a global problem
and, in the United States, more than 17,000 mi2 have
been directly affected by subsidence. The associated
costs from flooding and structural damage exceeded
an estimated $125 million by 1991.[1] About 60%
of the subsidence is attributed to permanent compac-
tion of subsurface sediments caused by the withdrawal
of underground fluids—groundwater, oil and gas.[1]

This article will discuss the single largest cause of
subsidence—the compaction of susceptible aquifer sys-
tems resulting from groundwater pumping for water
supply. Thus, the development of groundwater resources
has had a major impact on the landscape and the
increasing development of land and water resources
threatens to exacerbate subsidence problems.[2,3]

MINING GROUNDWATER

The overdraft of susceptible aquifer systems has
resulted in regional, permanent subsidence and related
ground failures. In the affected alluvial aquifer
systems, especially those that include semi- and uncon-
solidated silt and clay layers (aquitards), long-term
groundwater-level declines created a vast one-time
release of ‘‘water of compaction’’ from compacting
aquitards, which manifests as land subsidence. A lar-
gely non-recoverable reduction in the pore volume of
the compacted aquitards and of the associated storage
capacity accompanied this release of water.

The reduction of water levels and pore-fluid press-
ure in unconsolidated aquifer systems is inevitably
accompanied by deformation of the aquifer system.
Because the granular structure, or ‘‘skeleton,’’ of the
aquifer system is not rigid, a shift in the balance of
support for the overlying material causes the skeleton
to deform. Both the aquifers and aquitards that consti-
tute the aquifer system undergo deformation, but to
different degrees. Almost all permanent subsidence
occurs as a result of the irreversible compression or
compaction of aquitards during the typically slow
process of aquitard drainage.

Reversible Deformation Occurs in all
Aquifer Systems

The relation between changes in groundwater levels
and deformation of the aquifer system is based on
the principle of effective stress.[4] By this principle,
when the support provided by pore-fluid pressure is
reduced, such as when groundwater levels are lowered,
this support is transferred to the aquifer-system skel-
eton, which compresses. Conversely, when the pore-
fluid pressure is increased, support previously provided
by the skeleton is transferred to the fluid and the skel-
eton expands. As the pore-fluid pressure fluctuates
within the aquifer system the skeleton alternately
undergoes compression and expansion. When the load
(stress) on the skeleton remains less than any previous
maximum load, the groundwater-level fluctuations
create small elastic (reversible) deformations of the
aquifer system. This recoverable deformation occurs
to some degree in all aquifer systems in response to
seasonal changes in groundwater levels.

Irreversible Compaction of Aquifer Systems

The maximum previous stress on the skeleton is termed
the preconsolidation stress. When the load on the aqui-
tard skeleton exceeds the preconsolidation stress, the
aquitard may undergo permanent rearrangement,
resulting in irreversible compaction and a permanent
reduction of pore volume. In confined aquifer systems,
the volume of water derived from irreversible aquitard
compaction is equal to the volume of subsidence,
which can represent a substantial portion of the total
volume of water pumped. This represents a one-
time mining of stored groundwater and a small perma-
nent reduction in the storage capacity of the aquifer
system.[5]

Aquitards—Important Role in Compaction

In many confined alluvial aquifer systems, aquitards
in the form of discontinuous interbedded layers of silts
and clays constitute the bulk of the groundwater
storage capacity. This is by virtue of their greater
porosity and compressibility and, often, their greater
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aggregate thickness compared to coarser-grained sand
and gravel layers. Because aquitards are much less per-
meable than aquifers, the vertical drainage of aquitards
into adjacent pumped aquifers may lag far behind the
seasonal fluctuations in water levels in adjacent
aquifers. The lagged response in the middle of a thick
aquitard may be less influenced by seasonal fluctua-
tions and more influenced by longer-term trends in
groundwater levels. When the internal stresses in an
aquitard exceed the preconsolidation stress, the com-
pressibility increases, typically by a factor of 20 to
100 times, and the resulting compaction is largely irre-
versible. The delay in aquitard drainage increases by
comparable factors owing to decreased aquitard per-
meability, and compaction may occur over decades
or centuries.

ROLE OF SCIENCE

A combination of scientific understanding and careful
management can minimize subsidence that results
from developing our land and water resources. A key
role of science is in the recognition and assessment of
subsidence.[1]

Recognition

Where groundwater mining is involved, subsidence is
typically gradual and widespread, and its discovery
becomes an exercise in detection. Gazing out over the
San Joaquin Valley, California, one would be hard
pressed to recognize that nearly 30 ft of subsidence
has occurred in some locations (Fig. 1).[6] Possible indi-
cators of land subsidence include protruding wells
(Fig. 2) and failed well casings; the formation of earth
fissures; changes in flood-inundation frequency and
distribution; stagnation or reversals of streams, aque-
ducts, storm drainages, or sewer lines; failure, overtop-
ping, or reduction in freeboard along reaches of levees,
canals, and flood-conveyance structures; and cracks
and (or) changes in the gradient of linear-engineered
structures such as pipelines and roadways. In the
absence of these indicators, measurements of land-
surface elevation changes are needed to reveal the
subsidence.

Assessment

The principal methods for assessing land subsidence
are measurement of the magnitude and extent of sub-
sidence, and characterization of aquifer systems under-
going compaction.

Subsidence measurement

Relative changes in the position of the land surface
are measured using geodetic methods such as leveling
and satellite-based global positioning system (GPS)
surveys. Leveling is accurate and suitable for small

Fig. 1 Approximate location of maximum subsidence in

United States identified by Joseph Poland, U.S. Geological
Survey (pictured). Signs on pole show approximate altitude
of land surface in 1925, 1955, and 1977 in the San Joaquin
Valley southwest of Mendota, California. Source: From Ref.[2].
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areas; large regional networks warrant use of more
efficient GPS surveying. In GPS surveys, the relative
positions of two points can be determined when recei-
vers at each point receive signals simultaneously from
the same set of GPS satellites. When the same points
are later reoccupied, relative motion between the points
can be measured. Subsidence can be monitored over
hundreds of square miles with a geodetic network.

Borehole extensometers (Fig. 3) can generate pre-
cise, continuous measurements of vertical displacement
between the land surface and a reference point at the
bottom of a borehole.[7] Used in conjunction with

water-level data, extensometer measurements can pro-
vide the basis to estimate the average compressibility
and vertical hydraulic conductivity of the aquitards,
and constrain subsidence predictions.[8,9]

Interferometric synthetic aperture radar (InSAR) is
a tool that uses radar signals to measure land-surface
deformation at a high spatial resolution. For land-
scapes with stable reflectors, high-precision measure-
ments of the change in the position of these features
are made by subtracting or ‘‘interfering’’ two radar
scans. Regional-scale land subsidence has been mapped
using InSAR, and hydrogeologic understanding has

Fig. 2 Two photographs of a well near Las Vegas,
Nevada, show the well progressively protruding from

the ground as the surrounding land-surface subsides.
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improved as geohydrologic features, such as buried
faults, are revealed.[10]

Aquifer-system characterization

The stress history of subsidence-prone materials gov-
erns the potential for aquifer-system compaction and
land subsidence. Preconsolidation stress is estimated
from paired measurements of groundwater levels and
land subsidence, groundwater flow model calibration,
or consolidation tests on sediment cores. All estimates
are highly uncertain because initial preconsolidation
stresses are unknown. Determining the new preconso-
lidation stresses in a system that has subsided is equally
difficult.

Groundwater flow models are important tools for
analyzing, visualizing, and managing subsidence.[11,12]

Simulation models are powerful tools, but are

non-unique and limited by simplifying assumptions
of groundwater flow and aquifer-system compaction.
Models remain non-unique because the available
hydrogeologic data are always limited. Nevertheless,
simulation models may be used cautiously to evaluate
management strategies.

CONCLUSIONS

With adequate monitoring programs and institutional
mechanisms in place, optimal benefits may be achieved
for both subsidence mitigation and resource develop-
ment. Effective management of our land and water
resources requires definition of the relevant interacting
processes. In the case of land subsidence and ground-
water resources, this means understanding the hydro-
geologic framework of the resource as well as the
demands placed on it, and identifying a set of objec-
tives and policies to guide usage of the resources.

For alluvial groundwater basins subject to aquifer-
system compaction, the preconsolidation stress defines
the threshold between recoverable compaction, and
non-recoverable compaction and associated subsid-
ence. Consequently, management of land subsidence
is inextricably linked to other facets of water-resource
management. One such facet is the conjunctive use
of surface water and groundwater, which serves to
augment and stabilize water supplies, and often plays
a critical role in maintaining minimum groundwater
levels and arresting or reducing land subsidence.
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Groundwater: Pumping Methods

Dennis E. Williams
Geoscience Support Services, Inc., Claremont, California, U.S.A.

INTRODUCTION

Groundwater has been used for municipal, industrial,
irrigation, and other purposes since prehistoric times.
In today’s world, groundwater is becoming increas-
ingly more important as a reserve against drought,
especially in the arid and semiarid lands. Extraction
of groundwater from aquifers beneath the earth is the
subject of this section. Various methods of pumping
groundwater will be discussed ranging from simple
hand-powered systems to high-capacity deep-well
turbine pumps.

REVIEW OF BASIC GEOHYDROLOGIC
PRINCIPLES

Prior to any discussion of groundwater pumping meth-
ods, the reader should be familiar with some funda-
mental principles of groundwater—how it occurs,
how it moves, and what governs its movement from
areas of recharge to areas of discharge—irrespective
of whether the discharge is natural or withdrawn
through man-made devices (e.g., wells and pumps).

Aquifers are geologic formations or groups of for-
mations capable of yielding water in usable quantities.
Groundwater is the subsurface runoff component of
the hydrologic cycle, which moves through and is
stored in the interstitial spaces found between the solid
particles of geologic formations. In unconsolidated
materials such as sand and gravel, groundwater moves
through the pore space, which occurs, between individ-
ual grains of solid material. This pore space is called
primary porosity. In consolidated rocks (e.g., granite,
volcanics, and limestone), groundwater moves through
secondary porosity created as the result of fracturing,
fissuring, or weathering. Groundwater flows from
areas of recharge to areas of discharge with the rate
and direction of flow governed by both the magnitude
of the decreasing hydraulic head and the nature of the
aquifer materials. Under the same hydraulic gradient,
groundwater moves faster through more permeable
materials (e.g., coarse sand and gravel) and slower
through less permeable materials such as silty sands.

Aquifers may be grouped into three main types:
confined, unconfined, and semiconfined, depending

upon their subsurface layering and permeability. Con-
fined aquifers, also known as artesian aquifers, are
saturated formations found between low permeability
materials. The low permeability materials prevent
movement of water into or out of the saturated zone.
Unconfined or water table aquifers have no upper con-
fining layers. Semiconfined or ‘‘leaky’’ aquifers have
semipervious layering either above or below and as a
result, may allow water to flow vertically into or out
of the aquifer depending on the difference in vertical
hydraulic gradients.

As groundwater moves, it may discharge naturally
to the earth’s surface resulting in a spring, or contrib-
uting to the inflow of a lake or stream. Groundwater
may also be artificially extracted from the subsurface
through pumping or flowing wells. Flowing wells occur
in confined (artesian) aquifers where the hydraulic
head rises above the top of the well casing. Ground-
water discharge to springs occurs when the ground-
water surface intersects the land surface—usually in
the sides of steep canyons (Fig. 1). Similarly, ground-
water may flow into a subsurface drain or trench when
groundwater levels in the aquifer are higher than that
in the drain or trench. The Ghanats of Iran are an
example of groundwater flowing into man-made sub-
terranean tunnels. A Ghanat consists of a series of ver-
tical (hand-dug) shafts typically spaced approximately
100 m (�300 ft) apart roughly paralleling the slope of
alluvial fans located near the base of mountain ranges.
Starting in the lowermost vertical shaft, a horizontal
tunnel is dug which laterally connects the vertical
shafts, working upslope until the water table is encoun-
tered. At this point, groundwater flows by gravity into
the tunnel and is conveyed downslope for irrigation
or domestic use. Ghanats are still used extensively
throughout Iran as a method for tapping deep ground-
water without the use of any type of pumping equip-
ment. In ancient times, the Romans also used the
technique in conjunction with aqueducts to serve
urban water supply systems.[1]

Shallow, hand-dug wells have been used for centu-
ries for irrigation and domestic use where surface water
is not a reliable source. In modern times, deep vertical
wells are used extensively in arid and semiarid envi-
ronments to supply water for all purposes including
domestic, industrial, agricultural, and municipal
applications.
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WELLS AND GROUND WATER
PUMPING SYSTEMS

Water wells may be constructed in a variety of differ-
ent aquifer materials in order to supply water for
different uses. Most wells are vertical (Fig. 2); however,
in specialized cases, wells may be horizontal (to
enhance the flow from springs or seeps) or may include
a central caisson with lateral ‘‘spokes’’ to induce great-
er infiltration from the aquifer (i.e., Ranney collector
well—Fig. 3A and B).

To withdraw water from non-flowing water wells,
a variety of pumping methods may be employed. The
simplest of these do not require electrical energy or
fuel-powered motors. These methods include positive
displacement-type pumps such as windmills or hand
pumps, or more simply a bucket attached to a rope
used to raise water to the surface. Most pumps, how-
ever, require some sort of mechanical energy—supplied
by a drive motor or engine—to lift water to the land
surface.

When a well pump is turned on, groundwater first
flows into the pump intake from the volume stored
within the well casing and borehole area itself. As this
volume is typically small compared to the capability of
the pump to produce water, a hydraulic gradient forms
between the pumping level inside the well and the
groundwater level in the near-well zone. A ‘‘cone of
depression’’ thus develops around the well, which
assumes a general logarithmic shape (Figs. 4 and 5).
As pumping continues, the cone of depression expands
outward from the well until the recharge captured by
the cone of depression equals the discharge require-
ments of the well. When the cone of depression reaches
a steady or non-changing condition the well discharge
rate is said to be in equilibrium with the recharge rate

to the well. The type of aquifer materials and amount
of water being pumped from the well determine the size
and shape of the cone of depression. For example,
domestic wells generally pump for short periods of
time [measured as gallons per minute (gpm)] at rates
of 1–15 gpm. This results in small, poorly defined cones

Fig. 2 Example of municipal water well showing deep-well
turbine pump (Roscoe Moss Company).

Fig. 1 Hydrologic cycle.
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of depression. On the other hand, deep, large diameter,
municipal water supply wells completed in coarse-
grained alluvial aquifers can easily produce 2000–
4000 gpm for long periods of time with cones of
depressions extending several thousand feet. Fig. 5
defines pumping well terminology as related to the
cone of depression.

COMMO N GROUN D WATER
PUMPIN G METH ODS

Types of Pumps

Pumps may be classified in accordance to use (e.g.,
shallow or deep wells), design (positive or variable
displacement), and method of operation (rotary,
reciprocating, centrifugal, jet, or airlift).[2] Shallow-well
pumps (suction-lift pumps) are generally installed
above ground. Deep-well pumps are always installed

in the well casing with the pump intake submerged
below the pumping level. Intake areas to deep-well
pumps are always under a positive head and do not
require suction to pump the water. Fig. 6 shows exam-
ples of centrifugal, jet, and rotary pump types.

Positive displacement (e.g., piston) and variable
displacement (e.g., centrifugal pumps) are the two types
most commonly used in water wells. In positive
displacement-pumps, water is moved mechanically
(for a given pump) and directly related to the speed
of the pump (e.g., hand strokes per minute) and inde-
pendent of the total lift (i.e., head). Pump discharge
rate is changed by varying pump speed and decreases
only slightly with increasing head.[3] In variable
displacement-pumps on the other hand (e.g., airlift or
centrifugal), the discharge rate depends largely on the
total dynamic head (TDH) and decreases as the head
increases.

Positive displacement-pumps are used for hand-
pumped wells or windmill type of power with cylinders

Fig. 3 (A) Typical radial col-
lector well (Ranney Water Sys-

tems, Inc.). (B) Horizontal well
(Ground Water Publishing Co.).
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mounted at the surface for shallow lifts (or down the
well for deeper applications). Centrifugal pumps
run at higher speeds than hand-operated pumps with
electric, gasoline, or diesel motors typically providing

the power source. Single-stage centrifugal pumps
(Fig. 6(A)) can be used at the surface to pump water
from shallow wells, but multiple stages are needed in
wells where depths to pumping levels are deep.

Fig. 4 Schematic of vertical deep water supply well, pump, and storage system.
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Another type of pump is the jet pump. Jet pumps
(Fig. 6(B)) may also be used at the surface for pumping
shallow groundwater. A jet pump forces water down
one pipe (through a high-pressure nozzle), and returns
the water to the surface through a second pipe, where
the discharge is used. Jet pumps are typically used for
applications where the depth to water is less than
approximately 22–25 ft.

Power is required to lift groundwater to the surface,
either indirectly by suction pumps or directly from hand
or mechanically driven pumps. Windmills may be a
good choice for lifting water from shallow or deep-
water wells in rural communities, or where conventional
power supplies or fuel costs are either unavailable or
very expensive. Modern technology has also produced
solar cells that convert sunlight directly into electricity.
One of the most important applications for solar cells
in rural areas all over the world is for pumping water.[4]

Hand Pum ps

A variety of inexpensive positive displacement-pumps
are available to pump water from wells. One such type
is called a ‘‘pitcher’’ pump (Fig. 7) and is commonly
used when the water table is less than approximately
22–25 ft below the surface.[2,5] (The theoretical maxi-
mum suction lift equal to atmospheric pressure �34 ft
or 14.7 pounds per square inch (psi), cannot be
achieved with these pumps). Pitcher pumps are
surface-mounted, reciprocating or single-acting piston
pumps utilizing a hand-operated plunger inside a cylin-
der set on top of the well casing. The pump suction
pipe is attached to the bottom of the cylinder. The
plunger has a simple ball valve that opens on the down
stroke and closes on the upstroke. A check valve at the
lower end of the cylinder opens on the upstroke of the
pump and closes on the down stroke. Through

Fig. 5 Cone of depression around

a pumping well.
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continuous upstroke and down stroke actions water
flows out of the discharge pipe. For deeper depths
(up to 250 ft), a surface pump stand and separate lift
cylinder can be installed down the well, which effec-
tively ‘‘pushes’’ the water to the surface with the help
of interconnecting rods. The latter method is often
employed in a windmill system. Fig. 7 illustrates a typi-
cal suction pump.

Another manually operated water pump is the
Treadle Pump. The Treadle Pump was developed to
provide low cost, sustainable, environment friendly
technology, which can be sold at a fair market price,
in rural areas.[6]

The Treadle Pump relies upon the basic suction
lifting principle of the hand pump consisting of two

barrels, plungers, and treadles. One person through
use of foot pedals can operate it. The discharge
rate of a Treadle Pump can achieve approximately
10–15 gpm depending on the size of the pump/suction
depth etc.

Rotary Pumps

These pumps use a system of rotating gears to create a
suction at the inlet and force a water stream out of the
discharge. The gears’ teeth move away from each other
at the inlet port. This action causes a partial vacuum
and the water in the suction pipe rises. In the pump,
the water is carried between the gear teeth and around

Fig. 6 (A) Single-stage centrifugal pump (U.S. Government Printing Office). (B) Jet pump (U.S. Government Printing Office).

(C) Rotary pump (U.S. Government Printing Office).
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both sides of the pump case. At the outlet, the teeth
moving together and meshing causes a positive pressure
that forces the water into the discharge line. In a rotary
gear pump, water flows continuously and steadily with
very small pulsations. The pump size and shaft rotation
speed determine how much water is pumped per hour.
Gear pumps are generally intended for low-speed oper-
ation. The flowing water lubricates all internal parts.
Therefore, the pumps should be used for pumping
water that is free of sand or grit. If sand or grit does
flow through the gears, the close-fitting gear teeth will
wear, thus reducing pump efficiency or lifting capacity.

Airlift Pumps

Water can also be pumped from a well using an airlift
pump (Fig. 8(A) and (B)). The airlift pump assembly
consists of a vertical discharge pipe (eductor pipe)
and a smaller air pipe which are both submerged below
the well’s pumping level for approximately two-third
of their length.[7] Compressed air is forced through
the air pipe to within a few feet of the bottom of
the eductor pipe. The mixture of air bubbles and water

formed inside the eductor pipe results in the air/water
fluid being lighter than the water outside the eductor
pipe (i.e., inside the well casing). This results in the
air/water fluid flowing upward and out the top of
the eductor pipe. Airlift pumps produce the best results
when the submergence ratio of the air and eductor pipe
is approximately 60%, however, reasonable results can
be obtained with submergence as low as 30%.[8] An
example of a 60% submergence is when the length of
the air pipe is 200 ft (B on Fig. 8(A)) and the pumping
water level depth is 80 ft (C on Fig. 8(A)). This results
in a submergence of 120/200 (60%).

Centrifugal Pumps

Centrifugal pumps are variable displacement-pumps
with the discharge rate being inversely related to the
head supplied. That is, when the TDH increases, the
discharge rate decreases.[9] A centrifugal pump con-
tains a rotating impeller within a housing. The cen-
trifugal forces generated by the spinning impeller
impart kinetic energy to the water. This kinetic energy
is converted into pressure at the discharge side of the
pump. The general characteristic pump performance
curves for centrifugal pumps are shown in Fig. 9 and
relate TDH, pump efficiency, and horsepower.

Centrifugal pumps may be used to pump water from
shallow wells with high water tables and low draw-
downs. Centrifugal pumps may also be used in deep
wells (deep-well vertical centrifugal pumps or com-
monly known as deep-well turbine pumps), and are
installed inside the well casing below the water level.
These latter pumps consist of a number of pump bowls
with impellers, each set above another, which are added
so as to ‘‘build’’ the head required. The impellers may
be driven by either a motor at the surface (typically,
electric, gasoline, or diesel) and connected to the pump
by a long shaft and tube assembly (surface drive). The
impellers may also be powered by a submerged electric
motor directly coupled to the pump (submersible drive).

When a centrifugal suction pump is used to produce
water from shallow wells, all pump components and
suction lines must be completely filled with water
or ‘‘primed’’ in order to operate. Hand-operated or
motor-powered vacuum pumps are typically used for
priming.

Deep-Well Turbine Pumps

Deep-well turbine pumps are the most common type of
pump used in cased water wells where the groundwater
surface is below the practical limits of centrifugal
suction pumps.

The turbine pump has three main parts: 1) the head
assembly; 2) the column (tube) and shaft assembly; and

Fig. 7 Example of suction pump (U.S. Government Printing

Office).
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3) the pump bowl assembly. The discharge head is
typically cast iron or fabricated steel, and is designed
to be installed on a foundation. The discharge head
supports the column (tube), shaft, and bowl assemblies
and directs the discharge of water. Additionally, it also
provides a base to support an electric motor, a right
angle gear drive or a belt drive (Fig. 2).

The column and shaft assembly connects the head
and pump bowls. The line shaft transfers the power
from the motor to the pump impeller(s). The impel-
lers lift the water and the column conveys the lifted
water to the surface. The line shaft on a deep-well
turbine pump may be either water- or oil-lubricated.
The oil-lubricated pump has an enclosed shaft (oil

Fig. 8 (A) Principle of airlift pump (U.S. Government Printing Office). (B) Example of airlift pump (U.S. Government Printing

Office).

Fig. 9 Typical pump performance curves for centri-

fugal pumps.
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tube) into which oil drips at the surface, lubricating
the bearings by gravity. The water-lubricated pump
has an open shaft, where the pumped water itself
lubricates the bearings. If a high content of sand in
the discharge is anticipated, an oil-lubricated pump
should be selected in order to keep the bearings clean.
The pump bowl encloses the impeller. In most deep-
well turbine installations, several bowls (stages) are
stacked in series. A four-stage bowl assembly con-
tains four impellers attached by a common shaft,
and will operate at four times the discharge head of
a single-stage pump.[10]

Impellers used in turbine pumps may be either semi-
open or enclosed. The vanes on semiopen impellers are
open on the bottom and rotate with a very close toler-
ance to the bottom of the pump bowl (enclosure).

The operating characteristics of deep-well turbine
pumps are determined by laboratory testing and
depend largely on bowl design, impeller type, and
speed. Vertical turbine pumps are generally designed
for specific speeds [measured as revolutions per minute
(rpm)]; generally, either 1800 rpm or 3500 rpm for
deep-well turbine pump applications. Other speeds
are used for specialized applications.[11] Pump

Fig. 10 Vertical turbine multi-stage submers-
ible pump (Roscoe Moss Company).
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performance curves at these speeds can be obtained
from the manufacturer of each pump.

Submersible Pumps

A submersible pump is a turbine pump close-coupled
to a submersible electric motor (Fig. 10). Both pump
and motor are suspended below the water surface,
eliminating the long drive shaft and bearing retainers
required for a deep-well turbine pump. The pump bowl
assembly is located above the motor. Water enters the
pump through a screen located between the pump and
motor. The pump curve for a submersible pump is very
similar to a deep-well turbine pump.[10]

Submersible motors are smaller in diameter and
much longer than ordinary motors. Because of their
smaller diameter, they are lower in efficiency than
those used for centrifugal or deep-well turbine pumps.

Most submersible pumps used for domestic pur-
poses use either single or two-phase power, while larger
pumps used for agricultural, industrial, or municipal
purposes require three-phase power. Electrical wiring
connecting the pump motor to the surface power sup-
ply must be watertight with all connections sealed.
Submersible pumps can be selected to provide a wide
range of flow rate and TDH combinations.

Pump Head and Power Requirements

Before selecting a pump, a careful and complete inven-
tory of the conditions under which the pump will oper-
ate must take place. The discharge rate and TDH will
be determined by the specific use and distribution sys-
tem (Figs. 4 and 11). The TDH of a pump is the sum of
the elevation and pressure heads plus head losses due
to friction and velocity[3] (Fig. 4). Friction head is the
sum of the energy loss due to the flow of water through
a pipe, and is a function of the velocity and pipeline
diameter including losses through fittings and valves
as well as changes in flow direction and pipeline diam-
eter. Values for these losses can be calculated or
obtained from friction loss tables. The discharge rate,
which will be produced, is a function of both the sys-
tem and pump characteristics. The intersection of the
system head curve and the pump head curve determine
the discharge rate at which the pump will operate
(Fig. 11).

Cavitation (i.e., implosion of air bubbles and water
vapor on the impeller, causing pitting) occurs when the
hydraulic head at the pump intake is too low. The head
must be high enough so that as velocity increases (and
pressure decreases), within the pump, the pressure can-
not drop below the vapor pressure of the water. The
minimum head needed at the pump intake is termed

Fig. 11 Typical system head and pump curves.

480 Groundwater: Pumping Methods

© 2008 by Taylor & Francis Group, LLC



Global–

Groundwater

Table 1 Pump selection criteria

Type of pump

Practical

suction lifta

Usual

well-pumping

depths

Usual

pressure

heads Advantages Disadvantages Remarks

Reciprocating

1. Shallow Well 22–26 ft 22–26 ft 100–200 ft 1. Positive action 1. Pulsating discharge 1. Best suited for capacities of

5–25 gpm against moderate

to high heads
2. Deep Well 22–25 ft Up to 600 ft 2. Discharge against

variable heads

2. Subject to

vibration and noise
2. Adaptable to hand operation3. Pumps water containing

sand and silt

3. Maintenance cost

may be high 3. Can be installed in very small

diameter walls (2-in. casing)4. Especially adapted

to low capacity and

high lifts

4. May cause destructive

pressure if operated

against closed valve

4. Pump must be set directly

over well (deep well only)

Centrifugal

1. Shallow well 1. Smooth, even flow

2. Pumps water containing

sand and silt

3. Pressure on system is

even and free from shock

4. Low-starting torque

5. Usually reliable and

good service life

Straight

centrifugal

(single stage)

20 ft maximum 10–20 ft 100–150 ft 1. Loses prime easily Very efficient pump for

capacities above 50 gpm

and heads up to about 150 ft
2. Efficiency depends

on operating under

design heads and speed

Regenerative

vane turbine

type (single

impeller)

28 ft maximum 28 ft 100–200 ft Same as straight

centrifugal except

maintains priming easily

Reduction in pressure with

increased capacity not as

severe as straight centrifugal

2. Deep well

Vertical line

shaft turbine

(multi-stage)

Impellers

submerged

50–300 ft 100–800 ft Same as shallow-well

turbine

1. Efficiency depends on

operating under design

head and speed

2. Requires straight well

large enough for turbine

bowl and housing

3. Lubrication and alignment

of shaft critical

4. Abrasion from sand

(Continued)
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Table 1 Pump selection criteria (Continued)

Type of pump

Practical

suction lifta

Usual

well-pumping

depths

Usual

pressure

heads Advantages Disadvantages Remarks

Submersible

turbine

(multi-stage)

Pump and motor

submerged

50–400 ft 80–900 ft 1. Same as shallow-well

turbine

1. Repair to motor or pump

requires pulling from well

Difficulty with sealing has

caused uncertainty as to

service life in data2. Easy to frost proof

installation

2. Sealing of electrical

equipment from water

vapor critical3. Short pump shaft

to motor 3. Abrasion from sand

Jet

1. Shallow well 15–20 ft below

ejector

Up to 15–20 ft

below ejector

80–150 ft 1. High capacity at

low heads

1. Capacity reduces as

lift increases

2. Simple in operation 2. Air in suction or return

line will stop pumping3. Does not have to be

installed over the well

4. No moving parts

in the well

2. Deep well 15–20 ft below

ejector

25–120 ft,

200 ft maximum

80–150 ft Same as shallow-

well jet

Same as shallow-well jet The amount of water returned

to ejector increases with increased

lift—50% of total water pumped

at 50 ft lift and 75% at 100 ft lift

Rotary

1. Shallow well

(gear type)

22 ft 22 ft 50–250 ft 1. Positive action 1. Subject to rapid wear if

water contains sand or silt2. Discharge constant

under variable heads 2. Wear of gears reduces

efficiency3. Efficient operation

2. Deep well

(Helical-rotary

type)

Usually submerged 50–500 ft 100–500 ft 1. Same as shallow-well

rotary

Same as shallow well

rotary except no gear wear

A rubber stator increases life of

pump; flexible drive coupling has

been weak point in pump; best

adapted for low capacity and

high heads

2. Only one moving pump

device in well

aPractical suction lift at sea level. Reduce lift 1 ft for each 1000 ft above sea level.
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the net positive suction head (NPSH) and is specific to
the operation and pump design.

The power required to move water through a pump
may be calculated using the following formula:

WHP ¼ ðQ � TDHÞ=ð3960Þ

where, WHP ¼ water horsepower, Q ¼ discharge
rate of the well pump, [gpm], TDH ¼ total dynamic
head, [ft] ¼ s þ SWL þ hs þ hf, s ¼ drawdown
in the pumping well, [ft], SWL ¼ depth to static water
level below reference point, [ft], hs ¼ elevation of sys-
tem head above reference point, [ft], hf ¼ friction
(and velocity) head losses in piping system from pump
to system storage, [ft].

However, the actual horsepower required to run
a pump will be greater than the water horsepower
as pumps and drivers are not 100% efficient. The horse-
power required to pump a specified flow rate against a
specified TDH therefore is the brake horsepower
(BHP), and is calculated using the following formula:[10]

BHP ¼ ðQ � TDHÞ=ð3960 � eÞ

where, BHP ¼ water horsepower (horsepower rating
of the power unit), e ¼ pump efficiency � drive
efficiency (expressed as a decimal).

The pump efficiency (percentage) may be read
directly from the pump curve provided by the manu-
facturer. The drive efficiency is the efficiency value
(percentage) given the driver unit (source of power to
the pump) by the manufacturer.

Pump Selection Criteria

Proper selection of a pump must consider both antici-
pated pumping conditions and well type, which include
the following main design parameters:[10]

� Diameter of the well.
� Required discharge rate.
� TDH.
� Depth to static ground water.
� Friction losses.
� Power requirements.
� Power source.
� Water quality and/or potential for sand production.

Centrifugal suction pumps are generally used for
shallow groundwater levels (e.g., less than 22–25 ft)
while most installations utilize deep-well turbine or
submersible pumps. The discharge rate of the well is
often overlooked when selecting a pump for small
wells. If too large a pump is installed in a small

capacity well, the result will be to either temporarily
drain the well (i.e., ‘‘break suction’’), or exceed the
maximum possible suction lift. It is very important,
therefore, to match pumping requirements and well
characteristics when selecting the optimum pump for
each installation. Table 1 provides general guidelines
for pump selection.[2]
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Groundwater: Quality
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INTRODUCTION

Groundwater quality refers to the type and concen-
tration of constituents in a given source of ground-
water. Constituents in groundwater may originate
from the natural environment with which the ground-
water comes in contact, or may be introduced as
pollutants from external sources. Constituents can be
dissolved solids and gases, suspended solids, hydrogen
ions, and microorganisms. There is wide variation in
the chemical and biological constituents in ground-
water due to the differing qualities of water that
recharge groundwater, and due to the different envi-
ronments through which groundwater passes. The
unique polar nature of the water molecule makes it a
ready solvent, with the capacity to dissolve many
solid-phase minerals into solution, and many of the
elements comprising the subsurface environment dis-
solve into ground water.

Groundwater is never free from all impurities. A
principal and ubiquitous constituent class is that of
ions in solution, that have dissolved into the ground-
water from the earth materials in which it flows. Total
ionic concentration includes various dissolved salts
and associated mineral species as well as hydrogen,
and is quantified as total dissolved solids (TDS). The
concentration of TDS in units of mass of ions per vol-
ume of water is used to classify water, with fresh water
(0–1000 mg/L TDS) differing from brackish (1000–
10,000 mg/L TDS), saline (10,000–100,000 mg/L TDS),
and brine (greater than 100,000 mg/L TDS) waters in
dissolved solids concentration. Potable water typically
has less than 500 mg/L TDS, while the concentration
in seawater is approximately 35,000 mg/L.[1]

TYPICAL CONSTITUENTS
IN GROUNDWATER

Inorganic solids comprising the geologic material of
the subsurface constitute the greatest concentrations
of constituents in groundwater, with bicarbonate,
calcium, chloride, magnesium, sodium, and sulfate
typically 90% of the TDS in groundwater.[1]

As groundwater ages in an aquifer, dominant ions

tend to shift from calcium (Ca2þ) and bicarbonate
(HCO3

�) to sodium (Naþ) and chloride (Cl�). Con-
stituents generally found in uncontaminated ground-
water are classified in Table 1 according to relative
abundance.[2,3]

MECHANISMS INFLUENCING
GROUND-WATER QUALITY

The processes by which chemicals are dissolved into
the groundwater are primarily: mineral dissolution
and precipitation, microbially mediated oxidation
and reduction reactions, ion exchange and adsorption,
and hydrolysis.[4] Each of these processes is described
later.

Mineral Dissolution and Precipitation

Rainwater is slightly acidic (pH < 7), and more so in
regions with acidic air pollutants that dissolve into
water droplets. Once the rainwater reaches the ground
and percolates through the root zone, the degree of
acidity can increase further as the oxygen in the water
is consumed by the decay of organic matter and by the
respiration of plant roots. Oxygen removal creates an
oxygen sink that is filled by the further dissociation
of aqueous compounds containing oxygen such as
bicarbonate, that also puts more hydrogen ions into
solution, thus reducing pH. Water from rainfall, lakes,
streams, and other sources travels through the unsatu-
rated vadose zone, and accumulates in the saturated
zone of an aquifer. As the water passes through the
vadose zone and through the aquifer, the acidity of
the water causes the dissolution of the geologic features
into which it comes in contact. An example is the
dissolution of calcite, CaCO3, the basic constituent of
limestone, marble, and chalk that is commonly found
in sedimentary rock. In the presence of acidity in the
groundwater, in the form of carbonic acid, H2CO3,
calcium and bicarbonate become dissolved ions in
the groundwater solution.

CaCO3 þ H2CO3 ! Ca2þ þ 2HCO�3
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Given an adequate supply of calcite and carbonic
acid, calcium will continue to dissolve into solution
until an equilibrium state is reached.

Oxidation and Reduction Reactions

Microorganisms, primarily bacteria, are ubiquitous
throughout the subsurface environment, with
population diversity and density typically decreasing

logarithmically with depth. The metabolic activities of
the microorganisms catalyze reactions within the
groundwater that involve transferring electrons to form
different compounds. Organic material can be converted
to inorganic compounds such as carbon dioxide and
water through this process. Such reactions are the basis
for in situ bioremediation of organic contaminants.

Ion Exchange and Adsorption

Essentially all surfaces of aquifer materials are electri-
cally charged. For instance sands are quartzitic materi-
als generally carrying negative charges, but are often
partly coated with mineral oxide (iron, manganese,
aluminum) compounds that have a net positive charge.
Ions in the groundwater attach (adsorb) to the charged
surfaces, thereby altering the chemical make-up of the
groundwater. Ion exchange refers to the preferential
sorption due to electrostatic forces of multivalent ions
over monovalent ions, that is reversible if the aqueous
concentration of monovalent ions is high enough. Clay
minerals have dense surface charges and are typically
involved in ion exchange and adsorption. Ion exchange
in clay minerals involves intra-particle sites, and
exchange is associated with swelling or shrinking of
the clay medium on the macroscale. For instance when
a single bivalent ion is replaced by two monovalent
ions, the clay particle swells.

Hydrolysis

As noted earlier, the polar structure of water facilitates
reaction with chemical compounds to form new com-
pounds. The replacement of ions in a compound with
Hþ or OH� ions of water is termed hydrolysis. The
chemical make-up of groundwater will influence the
degree to which hydrolysis will occur.

Some of these geochemical and biochemical reac-
tions occur simultaneously, while others occur sequen-
tially. The rates at which these reactions occur vary
considerably, ranging from nearly instantaneously to
slowly enough that the equilibrium is never reached.
Knowledge about the processes is critical in predicting
the way in which groundwater quality evolves and
responds to treatment, and the rate of the change;
efforts continue by scientists and engineers to accu-
rately model the reactions occurring in the complex
groundwater environment.

GROUND WATER QUALITY ISSUES

Groundwater contamination has a direct effect on the
quality of drinking water for many people. More than
fifty percent of the drinking water in the United States

Table 1 The dissolved constituents in potable

groundwater classified according to relative abundance

Major constituents (greater than 5 mg/L)
Bicarbonate Silicon
Calcium Sodium
Chloride Sulfate
Magnesium Carbonic acid
Nitrogen

Minor constituents (0.01–10.0 mg/L)
Boron Nitrate
Carbonate Potassium
Fluoride Strontium
Iron Bromide
Oxygen Carbon dioxide

Trace constituents (less than 0.1 mg/L)
Aluminum Nickel
Antimony Niobium
Arsenic Phosphate
Barium Platinum
Beryllium Radium
Bismuth Rubidium
Cadmium Ruthenium
Cerium Scandium
Cesium Selenium
Chromium Silver
Cobalt Thallium
Copper Thorium
Gallium Tin
Germanium Titanium
Gold Tungsten
Indium Uranium
Iodide Vanadium
Lanthanum Ytterbium
Lead Yttrium
Lithium Zinc
Manganese Zirconium
Molybdenum

Organic compounds (shallow)
Humic acid Tannins
Fulvic acid Lignins
Carbohydrates Hydrocarbons
Amino acids

Organic compounds (deep)
Acetate
Propionate

Source: Domenico and Schwartz,[2] modified from Davis and

DeWiest.[3]

Groundwater: Quality 485

© 2008 by Taylor & Francis Group, LLC



G
lobal–

G
roundw

ater

is groundwater.[5] Contaminants to groundwater can
originate from a ‘‘point source’’ (PS; single specific
discharge point) or from a ‘‘non-point source’’ (NPS;
diffuse source that contributes a contaminant, or con-
taminants, to the environment). PS of groundwater
contamination include industrial waste discharges,
leaking petroleum storage facilities, and municipal
wastewater treatment plant discharges. NPS discharges
are often associated with rainfall runoff and snowmelt
events from agricultural operations, roadways and
vehicle emissions, construction sites, mining opera-
tions, landfills, and logging activities. Other sources
of NPS pollution include soil erosion (sediment trans-
fer), failing onsite wastewater treatment systems, ani-
mal wastes in feedlot runoff, or animal waste holding
pond overflows.

Agricultural Wastes

Agricultural operations contribute many constituents
that contaminate the groundwater. The chemical pesti-
cides, herbicides, and fertilizers applied to crops can
reach the groundwater through land application and
in rainfall runoff. Animal manure wastewater, which
harbors human pathogens such as Cryptosporidium
parvum oocysts, can similarly migrate to the ground-
water. NPS contamination can result from irrigation
using animal manure wastewater, as well as land
application of waste solids or liquids for non-irrigation
purposes.

Industrial Wastes

The disposal of the chemical byproducts of industrial
processes is regulated to varying degrees around the
world. The wastes may not be adequately treated
before being discharged to the environment, where
they frequently migrate to groundwater. Additional
sources of contamination are chemical spills and leak-
ing storage tanks. Such sources include those from
military and energy facilities, which often involve
heavy metals and/or radionuclides in solution, as well
as dissolved explosives and solid fuels for propellants.

Municipal Wastewater

The increase in synthetic chemical usage around the
home results in the discharge of portions of these

chemicals into the wastewater sewerage system. Treat-
ment plants are designed to purify human wastewater,
but are not designed to remove these additional chemi-
cals, with the result that increasing concentrations of
chemicals are bypassing the treatment process and
are released into the environment, eventually being
detected in groundwater.

Synthetic Chemicals

Increasingly, groundwater contamination results from
the growing usage of synthetic chemicals. With over
65,000 synthetic chemicals in common use in the United
States today, these chemicals are being detected in
groundwater supplies with increasing frequency. Pro-
ducts that contain organic chemicals include solvents,
pesticides, paints, inks, dyes, varnishes, and gasoline.
The U.S. Environmental Protection Agency performed
groundwater surveys in the 1990, that have confirmed
the widespread presence of organic contaminants.[5]

Groundwater Salinization

In coastal regions, the pumping of groundwater from
an aquifer can result in the intrusion of saline waters,
thereby severely altering the quality of water. As
groundwater mining increases, this is becoming an
increasing problem in many regions as salinity can
degrade the quality to the extent that it is no longer
potable.

Groundwater is a resource that is increasing in value
for the support of human activities and life itself.
Increasing efforts are required to slow the degradation
of groundwater quality in much of the United States.
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INTRODUCTION

Irrigation water quality can have a profound impact
on crop production inasmuch as irrigated agriculture
can affect groundwater quality. Irrigated agriculture
not only involves the application of water, which con-
tains dissolved mineral elements, but is often coupled
with other inputs such as fertilizers and pesticides.
Many of these constituents can leach past the crop
rootzone and pollute the underlying aquifer. Other
chapters in the Encyclopedia will address impacts of
irrigated agriculture on groundwater quality. The
emphasis of this chapter is on groundwater quality,
and its potential impacts on irrigated agriculture.

GROUNDWATER QUALITY

All groundwater sources used for irrigation contain
dissolved mineral salts, but the concentration and com-
position of the dissolved salts vary from one aquifer to
another. Dissolved mineral salts form ions; either posi-
tively charged cations or negatively charged anions.
The most common cations are calcium (Ca2þ), mag-
nesium (Mg2þ), and sodium (Naþ) whereas the most
abundant anions are chloride (Cl�), sulfate (SO4

2�),
and bicarbonate (HCO3

�). Potassium (Kþ), carbonate
(CO3

2�), nitrate (NO3
�), and trace elements also exist

in groundwater supplies but most often concentrations
of these constituents are comparatively low. On the
other hand, some groundwater sources contain boron
(B) at comparatively low concentrations but at levels
that may be detrimental to certain crops.

An understanding of the quality of water used for
irrigation and its potential negative impacts on the
crop, soil, and irrigation system is essential to avoid
problems and optimize production. The salinity of
the water is important because too much salt can
reduce crop production while too little salt or certain
compositions of salt (i.e., sodic waters) can reduce
water infiltration, which indirectly affects the crop.
Certain elements or combination of elements in the
groundwater can be toxic to sensitive crops or pose a
management or maintenance problem. More detailed
information on water quality and impacts on agricul-
ture can be found in Ref.[1]. For more information

on the nature and extent of agricultural salinity,
see Ref.[2] or visit http://water.usgs.gov/nwis/gw for
actual groundwater quality data in the United States.

Characterizing Salinity

There are two water quality parameters that character-
ize the salinity of the irrigation water: electrical con-
ductivity (ECw) and total salt concentration or total
dissolved solids (TDS). The units of TDS are usually
in milligrams of salt per liter of water (mg L�1). This
term is used by many commercial analytical labora-
tories and represents the total mg of salt that would
remain after a liter of water is evaporated to dryness.
Often, TDS is reported as parts per million (ppm),
which is numerically equivalent to mg L�1. The higher
the TDS, the higher is the salinity of water.

Electrical conductivity is a much more useful
term because the measurement can be made instan-
taneous in the field. Salts that are dissolved in water
conduct electricity and therefore the salt content in
the water is directly related to the ECw. Units of EC
reported by labs are usually in decisiemens per meter
(dS m�1) or millimhos or micromhos per centimeter
(mmhos cm�1 or mmmhos cm�1). One mmho cm�1 ¼
1000 mmmhos cm�1 ¼ 1 dS m�1.

Often, a conversion between ECw and TDS is
made based on guidelines from Ref.[3] (i.e., ECw �
640 ¼ TDS) but caution is advised because this con-
version is dependent on both salinity and composition
of the water. The USDA-ARS Salinity Laboratory has
a web site that has educational material, models, data-
bases, and lists of publications on various chemical,
physical, and phyto-biological aspects of salinity
including a pdf version of Handbook 60 http://www.
ussl.ars.usda.gov/.

Characterizing Sodicity

The sodicity or alkalinity of the groundwater is
characterized on the basis of its Naþ relative to Ca2þ

and Mg2þ concentration. Sodicity[4] refers to either
the exchangeable Na percentage (ESP), or the sodium
adsorption ratio (SAR) of the soil solution. The SAR ¼
Naþ/(Ca2þ þ Mg2þ)0.5 where ion concentrations
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are millimolar and the ESP is the percentage of
the soil’s cation-exchange-capacity (CEC) occupied
by Naþ.

RELATIONS BETWEEN IRRIGATION WATER,
SOIL SALINITY, AND LEACHING

Salts can accumulate in the root zone from the irri-
gation water due to insufficient leaching. To prevent
salt accumulation in the root zone from the irrigation
water, the soil must be adequately leached. Leaching
is the process of applying more water to the field than
can be held by the soil in the crop root zone such that
the excess water drains below the root system carrying
salts with it. The more water that is applied in excess of
the crop water requirement, the less the salinity in
the root zone will be despite the fact that more salt
has been added to the field. The term ‘‘leaching frac-
tion’’ (LF) is used to relate the fraction or percent of
water infiltrated to the field that actually drains below
the root zone.

Below are some useful relationships between the
salinity in the irrigation water (ECw) and the average
root zone salinity (ECe). The ECe is the electrical con-
ductivity of the saturate soil paste (i.e., soil samples are
saturated with distilled water, the soil water is then
extracted, and the EC is measured on the extracted
water). These relationships predict what would happen
over the long-term if the LFs indicated are achieved,
assuming steady-state conditions and a 40-30-20-10
root water extraction pattern where the top and
bottom quarters of the root zone extracts 40% and
10% of the crops consumptive water use.

LF 10% ECw � 2:1 ¼ ECe

LF 15� 20% ECw � 1:5 ¼ ECe

LF 30% ECw ¼ ECe

The leaching requirement is an attractive concept but
has limitations. First, the ET of the crop is assumed
to be independent of the average root zone salinity.[5]

Thus, calculated crop water requirements will be high
where the average root zone salinity exceeds the thresh-
old salinity of the crop, which corresponds to a yield
potential less than 100%. Second, the leaching require-
ment is based on steady-state conditions and does not
account for the initial salinity status in the root zone.
Finally, applying irrigation water to a field to achieve
a given LF is very difficult, if not impossible, partic-
ularly with fine textured soils in climates with high
evaporative demand. Nevertheless, in order to control

salinity, leaching must occur whether it is achieved
before the season, midway through the season, or at
the end of the season.[1]

In fields where salinity has increased in the root
zone to damaging levels, ‘‘reclamation leaching’’ is
recommended. Ref.[6] provides additional information
on reclamation of soils.

For more information on relations between
irrigation water salinity, leaching, and root zone
salinity—see Refs.[7,8].

IMPACT ON CROPS

Salinity, caused by either too much salts in the ground-
water supply and/or insufficient leaching, can directly
affect the crop in two ways, by osmotic effects and by
specific ion effects. The osmotic effects are responsible
for growth reduction, the most common whole-plant
response to salinity. Within limits, isosmotic concen-
trations of different combinations of salts cause nearly
equal reductions in growth. On the other hand, specific
ions such as Naþ, Cl�, and B may be particularly
injurious to certain crops or under specific manage-
ment practices. A detailed discussion of mechanisms
of salt tolerance and injury can be found in Refs.[9,10]

and references cited therein.

Estimating Yield Potential

Crops vary widely in their response to salinity. Some
crops such as bean and onion are very sensitive to
salinity while others such as cotton and asparagus
are tolerant. The salt tolerance of a crop is best
described by plotting its relative yield as a function
of the average root zone salinity (ECe). This response
curve is represented by two line segments; one, a toler-
ance plateau with zero slope and the second, a
concentration-dependent line whose slope indicates
the yield reduction per unit increase in ECe[11] (Fig. 1).

Maas and Hoffman[11] assembled a table with salin-
ity coefficients. The point where the first line segment
meets the second line segment is referred to as the yield
threshold coefficient (a). This represents the maximum
soil salinity a crop can tolerate before its yield declines.
The slope of the second line is the second salinity coef-
ficient (b), which represents the percent decrease in
yield per unit increase in ECe. Thus, the relative yield
(%) ¼ 100 � b(ECe � a). Additional salinity coeffi-
cients can be found in Ref.[12].

These salinity coefficients are particularly useful in
predicting yield potentials based on either the average
root zone salinity or based on the irrigation water itself
by using the relations between ECw, ECe, and LF
described earlier.
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It is important to emphasize that these are only
guidelines and assume that all other factors such as fer-
tility, irrigation scheduling, and pest control are man-
aged to maximize crop performance. It is also important
to note that most of the experiments that were used
to generate these guidelines were conducted in the
interior of California where the climate is hot and
dry during the summer. Crops grown in the coastal
regions or where the climate is milder will likely toler-
ate greater salinities than indicated in these publica-
tions. For more detailed information on relations
between crop yields and salinity, see Refs.[1,12].

Crop Toxicity to Specific Elements

In addition to salinity’s general osmotic effect, some
crops, particularly tree and vines, are injured by certain
elements, specifically Naþ, Cl�, and boron (B). These
elements are absorbed by the root and move with the
transpirational stream to the leaves where they con-
centrate. Thus, older leaves or older portions of leaves
such as margins and tips transpire more than younger
tissue and develop injury first. Injury usually begins as
chlorosis and advances into necrosis as injury becomes
more severe. Fig. 2 shows both Cl and B injury to
tomato leaves. Although the injury is similar, Cl injury
in most crops has more chlorosis (leaf yellowing)
contiguous to the necrotic tissue whereas necrotic por-
tions from B injury are often darker with a reddish-
brown coloration.

This additional injury complicates salt-tolerance in
that the combined osmotic and specific-ion effects
may affect the yield potentials of the crop more than
the salt-tolerance guidelines would indicate. Tables
are provided that list the maximum concentration of

Cl or B in the soil water that a crop can tolerate before
it develops symptoms of ion toxicity.[12]

The irrigation method can affect crop sensitivity to
water quality. With drip and furrow irrigation, chlo-
ride and sodium injury does not generally occur in most

Fig. 1 Divisions for classifying crop tol-
erance to salinity. Source: From Ref.[12].

Fig. 2 Progression of injury to tomato leaves due to boron
toxicity (upper) and chloride toxicity (lower).
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vegetable and row crops unless salinity is severe. Under
sprinkler irrigation, injury may develop on wetted
leaves of susceptible plants such as peppers, potatoes,
and tomatoes if the ECw exceeds 1.5 dS m�1

(see Ref.[12]). Injury occurs due to direct foliar absorp-
tion of salts. Susceptibility to leaf injury is related to
leaf wettability, leaf morphology, and the rate of
foliar salt absorption and not tolerance to soil
salinity. Increased frequency of sprinkler irrigation is
usually more damaging that increased duration.

Some vegetable and row crops are sensitive to
boron. Generally, leaf injury must be severe to cause
reduced yields and crop quality. Long-term use of irri-
gation water containing more than 0.5 � 0.7 mg L�1

boron can reduce the yields of bean, onion, garlic,
strawberry, broccoli, carrot, potato, and lettuce and
greater than 2 mg L�1 can reduce yields of cabbage
and cauliflower.

Unlike most annual crops, tree and vine crops are
generally sensitive to boron, chloride, and sodium tox-
icity. Tolerances vary among varieties and rootstocks.
Tolerant varieties and rootstocks resist the uptake
and accumulation of toxic ions in the stem and leaf
tissue. Continued use of irrigation water with boron
concentrations in excess of 0.75 mg L�1 can reduce
the yields of grapes and many deciduous tree and fruit
crops. This represents a threshold concentration and
does not imply that irrigation water with boron at or
slightly above this level cannot be used successfully.

Chloride moves readily with the soil water and is
taken up by the roots. It is then transported to the
stems and leaves. Sensitive berries and avocado root-
stocks can tolerate only up to 120 mg L�1 Cl while
grapes can tolerate up to 700 mg L�1 or more.

The ability of the tree to tolerate sodium varies con-
siderably. Sodium injury on avocado, citrus, and stone-
fruit trees has been reported at concentrations as low
as 115 mg L�1. Initially sodium is retained in the roots
and lower trunk but after 3 or 4 yr the conversion of
sapwood to heartwood apparently releases the accu-
mulated sodium, which then moves to the leaves caus-
ing leaf burn. It is unclear how extensive sodium
toxicity occurs because when injury is evident, levels
of chloride are often high as well. Ref.[12] contains
information on crops as they are affected by specific
ion toxicity.

Climate and soil factors affect crops response to
specific-ion injury. Under cool, moist climatic con-
ditions, higher concentrations of B, Cl, or Na can be
tolerated. Hot dry weather on the other hand could
cause more severe injury at a given tissue-ion concen-
tration. In addition, soil conditions influence the time
it takes for injury to occur. The finer the soil texture,
the longer it will take for injury to occur. Furthermore,
there is an evidence that salinity may reduce boron’s
injurious effect so that plants can tolerate a higher

concentration of B than the guidelines indicate. For
more information on boron, see Refs.[12,13].

Indirect Na Effects on Plants

In addition to osmotic and specific-ion toxicity, sodic
or saline–sodic groundwater may also induce an
indirect effect such as Na-induced Ca deficiency. Ca
deficiency in the crop maybe obvious such as whip-like
appearances in young emerging leaves, blackheart in
celery, blossom end rot in tomato and pepper, but
are more likely to be subtle where visual symptoms
are absent.[14] Such an interaction has been described
in Refs.[10,14].

IMPACT ON SOILS

Soil physical properties can be affected by irrigation
with sodic or saline–sodic groundwater particularly
when good quality water or rains follow.[15] Potential
consequences include reduced infiltration and redistri-
bution rates within the soil, poor soil tilth, and inad-
equate aeration resulting in anoxic conditions for
roots. These negative impacts are enhanced with
decreasing soil salinity and with increasing exchange-
able Na (i.e., ESP).

At the soil surface, infiltration rates and soil tilth
are particularly sensitive to salt and exchangeable
Na levels. The mechanical impact and stirring action
of the irrigation water, or rain, combined with the free-
dom for soil particle movement at the soil surface, can
result in low infiltration rates when the soil is wet, and
hard, dense soil crusts when the soil is dry. Crusts can
block the emergence of seedlings thereby reducing
stand establishment (Fig. 3). Tillage of crusted soils
can result in hard soil clods that are difficult to reduce
in size when the clod is dry. Extensive tillage can be

Fig. 3 Reduced stand establishment in cotton in a field pre-
viously irrigated with saline–sodic water.
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required to prepare a seed bed with sufficient
tilth to assure adequate soil/seed contact for seed
germination.

Infiltration of Irrigation Water

There are two water quality parameters that are cur-
rently used to assess irrigation water quality for poten-
tial water infiltration problems. These are the ECw and
the SAR. Both a low salt content (low ECw) and high
SAR can cause permeability or water infiltration
problems even on sandy soils.

A low ECw and/or high SAR can act separately or
collectively to disperse soil aggregates, which in turn
reduces the number of large pores in the soil. These
large pores are responsible for adequate aeration and
drainage. A negative effect from the breakdown of soil
aggregates is soil sealing and crust formation. Table 1
provides guidelines that can be used to assess the
potential likelihood of water infiltration problems
based on ECw and SAR.

Table 1 indicates that water infiltration problems
are likely if the ECw is less than 0.3 dS m�1 regardless
of the SAR. For example, if the ECw falls below
0.4 dS m�1, infiltration rates can drop to less than
0.1 in. hr�1 (2.5 mm hr�1). An infiltration rate of
2.5 mm hr�1 would require 30 hr for a full irrigation
of 75 mm to infiltrate the soil. Thus, very high quality
water can cause infiltration problems even when
applied on soils with a high sand content. Soils may
also be prone to water infiltration problems in late Fall
and Winter months after high quality rainwater falls
on fields previously irrigated with sodic or saline–sodic
groundwater. For more information on soil response
to saline and sodic conditions, see Refs.[15,16].

Fortunately, infiltration problems due to a low salt
content or high SAR can easily be improved by the
addition of amendments to either the irrigation water
or soil that directly (e.g., gypsum) or indirectly (e.g.,
acidifying agents) supply free calcium (Ca2þ) to the
soil water. When the irrigation water contacts gypsum,

it dissolves into Ca2þ and SO4
2� ions, which slightly

increases the salinity of the water while simultaneously
reducing the SAR. The Ca2þ cations are then free to
displace Naþ cations adsorbed onto the negatively
charged clay particles enhancing flocculation, improv-
ing soil structure, and increasing the water infiltration
rate. Information on the management and reclamation
of sodic soils is provided in Ref.[15].

IMPACTS ON IRRIGATION SYSTEMS

Irrigation water supplies, particularly those from
wells, can contain other constituents that may affect
water quality and its potential use for irrigated agri-
culture. Of particular concern are carbonates (HCO3

�

and CO3
2�), nitrate (NO3

�), and reduced iron (Fe2þ)
and manganese (Mn2þ).

High pH and excessive amounts of bicarbonate can
be problematic. In fields that are irrigated with low-
pressure systems such as drip or minisprinklers, calcite
or scale can build up near the orifice of the sprinkler
or emitter, which can reduce the water discharge. This
type of problem can be corrected by injecting acid-
forming materials in the irrigation water. Unsightly
white residues (calcium carbonates) can be left behind
on leaves and fruits that have been sprinkler irrigated,
potentially affecting the aesthetic quality. In addition,
bicarbonate could increase the SAR of the soil water
by precipitating calcium. This problem can usually be
corrected by frequent gypsum applications. Bicarbon-
ate has also been found to be toxic to some plants
under certain conditions.[1]

Nitrates are often found in groundwater supplies
particularly in areas where intensive irrigated agricul-
ture has occurred over the years. From a public health
perspective, there are concerns when excessive levels
are found in domestic wells. From an irrigation per-
spective, NO3

� in the groundwater can be viewed as a
resource. For example, 27 lb of N can be applied to a
field with each acre ft of water if the water supply
contains 10 mg L�1 (or ppm) NO3-N (45 mg L�1 when
expressed as NO3

�). It is important that the grower with
water of such a quality reduces the N application rates
in the field accordingly to accommodate this extra input
of nitrogen. Should this be ignored, excessive vegetative
growth and re-contamination of the aquifer can occur.
Certain shallow groundwaters such as drainage waters
sources may contain enough nitrates to affect crop
quality. Examples are delayed maturity or extensive
vegetative growth in grape, citrus, and tomatoes or
reduced sugar contents in sugar beet and grape.

Iron, manganese, and sulfur are often present in
groundwater in the soluble yet chemically reduced
forms (Fe2þ, Mn2þ, and sulfides). Certain bacteria in
the water can oxidize these soluble reduced forms to

Table 1 Likelihood of potential water infiltration

problems based on ECw and SAR

Potential water infiltration problem

SAR of irrigation

or soil water

Unlikely if ECw

is (dS m�1)

Likely if ECw

is (dS m�1)

0–3 >0.6 <0.3

3–6 >1.0 <0.4

6–12 >2.0 <0.5

12–20 >3.0 <1.0

20–40 >5.0 <2.0

Source: From Refs.[1,15].
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insoluble oxidized forms. Bacterial colonies are asso-
ciated with these oxidized constituents and form a gel
or slime responsible for clogging filters and drip
emitters. Reduced iron and manganese can create
emitter-clogging problems at concentrations as low as
0.1�0.2 mg L�1. High concentrations of iron and
manganese can be reduced by chemical precipitation,
which is enhanced by aerating the water and allowing
the residue to settle out before it is used for irrigation.
Low, yet still problematic, concentrations of iron and
manganese may be maintained in a soluble form by
reducing the pH of the irrigation water by injecting
acid in the system.
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Groundwater: Regulation

Kevin B. McCormack
U.S. Environmental Protection Agency (US-EPA),
Washington, District of Columbia, U.S.A.

INTRODUCTION

Much of the momentum for groundwater protection
and remediation began in the late 1970s and continued
to grow through the 1980s. Many environmental
statutes and regulations that directly and indirectly
concern groundwater protection were enacted at the
federal, state, and local levels during this period.[1]

At the time, groundwater protection remained a
relatively new undertaking for many states and local-
ities. Within the past 15 yrs, numerous reports have
documented the need for more effective coordination
of groundwater protection programs at the federal,
state, and local levels.[2] National and local studies
increasingly indicate that many activities adversely
impact groundwater quality.[3] Contamination inci-
dents and impairment from overpumping, such as per-
manent loss of aquifer storage capacity and land
subsidence, remain a local problem because of the
relatively slow rate at which groundwater travels.
‘‘What These Threats Mean to the Nation’’ describes
a variety of agricultural, industrial/commercial, and
waste disposal practices that are known to contami-
nate groundwater.

Based on the data that have been collected to date,
groundwater quality appears to be generally good
nationwide (that is, groundwater contaminant levels
are usually below applicable drinking water stan-
dards). Locally, however, groundwater quality is being
threatened by a variety of land uses.[4] Although
groundwater appears to be of higher quality than sur-
face water throughout the United States, contami-
nation incidents and overpumping remain a problem
for numerous localities. A variety of agricultural,
industrial, commercial, and waste disposal practices

are known to contaminate groundwater. The occur-
rence of nitrates, pesticides, organic chemicals, and
other contaminants reveal the impact of certain land
uses on groundwater quality. Overpumping can limit
water availability to nearby wells; reduce groundwater
flow to streams, lakes, and wetlands; permanently
damage aquifer storage capacity; and induce salt-water
intrusion to freshwater aquifers.[5,6] Because no one
federal, state, or local authority can manage all these
threats, a coordinated approach for groundwater man-
agement is needed.

BARRIERS TO SUCCESSFUL PREVENTION
AND PROTECTION PROGRAMS

There are probably as many groundwater protection
programs as there are states. States differ in the goals
they set for groundwater, the standards they apply to
it, and the mechanisms through which it is protected,
and their approaches to drinking water protection of
supplies drawn from groundwater sources. Ground-
water quality is typically protected at the state level
through programs, which control the potential sources
of contamination and address remediation of contami-
nation. States identify their maximum contaminant
limit goals for groundwater, which function as ambient
standards. Classification of groundwater, and of land
uses which might affect it, are common tools. Dis-
charge permits or other regulatory controls can be used
to prevent groundwater contamination, through the
imposition of performance or effluent-type limits on
dischargers. States vary as to both the sources of
groundwater contamination which they regulate, and
the standards to which these sources are subject.

States have identified three primary barriers for
achieving a more comprehensive approach:[7]

1. Fragmentation of groundwater programs
among and within agencies impedes effective
management. At the state level, authorities to
manage the resource are often held among dif-
ferent state agencies with conflicting priorities
and goals. Communicating and coordinating
among departments with groundwater responsi-
bilities can be difficult. In turn, these barriers
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can create an impediment for accessing funds
for comprehensive planning efforts.

2. There is a lack of understanding of groundwater
resources locally and regionally (e.g., the extent
and condition of the resource, the physical
nature of the aquifer, the behavior of contami-
nants within and their movement through
aquifers, the influence of surface water to
groundwater and vice versa). Better information
to assess the effectiveness of groundwater pro-
tection efforts and to determine the impact of
certain land uses on groundwater is needed to
set priorities for groundwater protection efforts.

3. Lack of funding targeted directly to ground-
water is the reason most often cited by states for
limited efforts in undertaking a more com-
prehensive resource-based approach. Ground-
water protection is often not a high priority for
funding; mandated programs usually prevail for
funding. Most states indicate that the mandates
under other federal programs often preclude the
state from exercising flexibility to use funds for
non-mandated groundwater protection priorities.

THREATS TO GROUND WATER

Although groundwater quality in this country is gener-
ally good, many local activities threaten the resource
by point and non-point contaminant sources as well
as by overpumping. Sources, most frequently cited
as being of greatest concern, include underground stor-
age tanks (USTs), landfills, septic systems, hazardous
waste sites, surface impoundments, above-ground
storage tanks, industrial facilities, spills, fertilizer and
pesticide applications, pipelines and sewer lines, agri-
cultural chemical facilities, shallow injection wells, salt
water intrusion, animal feedlots, land application,
mining, urban runoff, salt storage and road salting,
and hazardous waste generators.[7–13]

Various federal, state, and academic information
relates agricultural, industrial, waste disposal, and
other land uses with groundwater degradation. Certain
land uses are known to impair groundwater quality,
but the ability to predict the level of impairment from
specific activities is difficult, especially over long peri-
ods of time.[14] The US Geological Survey (USGS)
National Water Quality Assessment (NAWQA) Pro-
gram is the principal source of information on ground-
water quality available in the United States today.
Under the NAWQA program, USGS collects new
water quality data in 60 special study regions of the
country, conducts retrospective analyses of existing
data (such as state data), and prepares national-scale
syntheses of the results.[7,10,11,15]

EPA is also developing a National Contaminant
Occurrence Database (NCOD) to track contaminants
in groundwater and surface water sources of drinking
water supply.

WHAT THESE THREATS MEAN TO
THE NATION

Public Health Impacts

Both short-term illness and chronic health impacts
are associated with the consumption of contaminated
drinking water. For example, the presence of patho-
genic microorganisms can cause acute gastrointestinal
illness, Hepatitis A, and other diseases. Carcinogenic
chemicals can increase the incidence of cancer. Other
chemicals can adversely impact the growth and devel-
opment of children. For instance, high levels of nitrate
in drinking water consumed by newborns can lead to a
fatal condition known as ‘‘blue baby syndrome.’’ Once
groundwater is contaminated with certain compounds,
certain treatment processes, such as disinfection with
chlorination used by public water systems, can trans-
form these compounds into chemicals that may also
pose concern (such as trihalomethanes, a group of car-
cinogenic disinfection-byproducts), thereby exposing
the population to other health risks. In addition, some
contaminants, such as nitrates, are expensive to treat
and may be very costly to remove through home treat-
ment. Groundwater contamination in rural areas is a
particular public health concern.[16]

Economic Impacts

Groundwater contamination can also impair the
economic well-being of a nation. In 1995, EPA exam-
ined costs associated with 6 communities that had
experienced actual or imminent contamination of the
groundwater supplied through their public water
systems. The costs associated with alternative water
supplies, water treatment, and contaminant source
removal or remediation ranged from over $0.5 million
to about $2.4 million. A 1992 analysis by EPA indi-
cated that for 51 selected communities with contami-
nated or threatened drinking water systems, the cost
of remediation averaged $5.9 million per community
water system, with most costing between $1 million
and $10 million.[17–21]

Ecological Impacts

Groundwater is also critical to the ecological health
of the country. Groundwater provides many ecologi-
cal benefits through its linkage with surface water.
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The interrelationships of groundwater with wetlands,
lakes, ponds, and streams are complex. In areas where
groundwater has been contaminated (by domestic
wastewater or industrial discharges), ecological
impacts can be detected in the form of eutrophication
and loss of native fish and plants.[22]

REGULATION OF GROUNDWATER

Over the past 25 years, federal laws, regulations,
and programs have come to reflect the growing impor-
tance that the nation places on using groundwater
wisely and protecting the resource. Beginning with
the 1972 amendments to the federal Water Pollution
Control Act, and followed by the Safe Drinking Water
Act (SDWA) in 1974, the federal government’s role in
groundwater protection has increased. With the pass-
age of the Resource Conservation and Recovery Act
(RCRA) in 1976 and the Comprehensive Environmen-
tal Response, Compensation, and Liability Act (CER-
CLA) in 1980, the federal government’s current focus
on groundwater remediation was established.

The cleanup approach to groundwater protection at
the federal level has been very costly, and has left
the management of many contaminant threats to state
and local government authorities, including Indian
tribes.[23] In the absence of a federal regulatory frame-
work, the degree to which states and local governments
address groundwater concerns varies considerably.[24]

Some states have well-coordinated, effective ground-
water protection programs, while others have all they
can do to maintain programs that are minimally pro-
tective of the public health.

Protection and Prevention Programs

Below is a chronological list of EPA’s protection and
prevention-related rules, regulations, and activities
specifically targeted towards groundwater-based drink-
ing water supplies:

1972 Federal Water Pollution Control Act
Amendments

1972 Federal Insecticide, Fungicide, and
Rodenticide Act (FIFRA)

1974 Safe Drinking Water Act (SDWA)
1976 Resource Conservation and Recovery Act

(RCRA)
1980 Underground Injection Control Program

established
1980 Comprehensive Environmental Response

and Compensation and Liability Act
(Superfund)

1984 Hazardous and Solid Waste Amendments
to RCRA

1984 US EPA Ground Water Strategy and Office
of Ground Water Protection established

1986 Superfund Amendments and Reautho-
rization Act: Underground Storage Tank
Program

1986 SDWA Amendments: Wellhead Protection
and Sole Source Aquifer Programs

1987 Clean Water Act
1991 EPA Ground Water Strategy Revised
1992 Comprehensive State Ground Water Pro-

tection Program Guidance
1992 Interagency Task Force on Monitoring

Water Quality (through 1996)
1993 Pesticide State Management Plans under

FIFRA
1996 SDWA Amendments: Source Water Assess-

ment and Protection Program
1996 FIFRA Amendments under the Food

Quality Control Act of 1996
1997 National Water Quality Monitoring Coun-

cil formed
1998 Clean Water Action Plan
1998 Underground Storage Tank Closure/

Upgrade Requirements
1999 Class V Underground Injection Control

Final Rule
2000 Proposed Ground Water Rule

The most salient of these programs and activities are
described briefly as follows.

Wellhead protection (WHP) programs

WHP is essentially a pollution prevention program
oriented towards reducing threats to groundwater qual-
ity in sources destined for use as public drinking water
supply. The basic elements of the WHP program are:
1) statement of purpose; 2) defining roles and duties or
participating agencies; 3) delineation of WHP areas;
4) identification of potential contaminant sources
within the delineated area; 5) development of differen-
tial management techniques to deal with these sources;
6) development of long- and short-range contingency
planning for water supply replacement in the event of
contamination or physical disruption; and 7) Develop-
ment of a decision-making process for siting new
wells.[25–27]

Comprehensive state groundwater protection
programs (CSGWPPs)

About a dozen states have developed an EPA-
approved CSGWPP that promotes a more strategic,
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resource-based approach to groundwater protection,
and more than half the states are undertaking efforts
that are essential to a comprehensive approach to
groundwater protection. However, only a few states
have been able to complete, or have begun to develop,
a comprehensive list of groundwater protection pri-
orities. Even fewer states have indicated that they
have identified available program funding sources to
address their comprehensive groundwater protection
priorities in a systematic, consistent way.[28,29]

Source water assessment and
prevention programs

Section 1453 of the SDWA as amended in 1996 estab-
lished the source water assessment progam (SWAP),
which requires all states to complete assessments of
their public drinking water supplies. By 2003, each
state and participating Indian tribe will delineate
the boundaries of areas in the state (or on tribal lands)
that supply water for each public drinking water sys-
tem (PWS), identify significant potential sources of
contamination, and determine how susceptible each
system is to sources of contamination.[30]

Federal, State, and Local Regulations

Federal regulations

Clean Water Act (CWA). Groundwater protection is
addressed in Section 102 of the CWA, providing for
the development of federal, state, and local compre-
hensive programs for reducing, eliminating, and pre-
venting groundwater contamination.

SDWA. Under the SDWA, EPA is authorized to
ensure that water is safe for human consumption. To
support this effort, SDWA gives EPA the authority
to promulgate maximum contaminant levels (MCLs)
that define safe levels for some contaminants in public
drinking water supplies. One of the most fundamental
ways to ensure consistently safe drinking water is to
protect the source of that water (i.e., groundwater).
Source water protection is achieved through four pro-
grams: the WHP Program, the Sole Source Aquifer
(SSA) Program,[31] the Underground Injection Control
(UIC) Program,[4] and, under the 1996 Amendments,
the Source Water Assessment Program (SWAP).[30]

RCRA. The intent of RCRA is to protect human
health and the environment by establishing a compre-
hensive regulatory framework for investigating and
addressing past, present, and future environmental con-
tamination or groundwater and other environmental

media. In addition, management of USTs is also
addressed under RCRA.

CERCLA. CERCLA provides a federal ‘‘Superfund’’
to clean-up soil and groundwater contaminated by
uncontrolled or abandoned hazardous waste sites as
well as by accidents, spill, and other emergency releases
of pollutants and contaminants into the environment.
Through the Act, EPA was given power to seek out
those parties responsible for any release and assure
their cooperation in the clean-up. The program is
designed to recover costs, when possible, from finan-
cially viable individuals and companies when the
clean-up is complete.[32]

FIFRA. FIFRA protects human health and the
environment from the risks of pesticide use by
requiring the testing and registration of all chemicals
used as active ingredients of pesticides and pesticide
products. Under the Pesticide Management Program,
states and tribes wishing to continue use of chemicals
of concern are required to prepare a prevention plan
that targets specific areas vulnerable to groundwater
contamination. Mandates may not address the most
pressing groundwater protection concerns of a parti-
cular community or area.

State regulations

Although most states have begun implementing com-
ponents of a comprehensive program, many states
report that much work remains to be completed. Fund-
ing, lack of agency coordination, and an absence of
priority-setting mechanisms are obstacles most fre-
quently identified by the states to explain the lack of
comprehensive planning and coordination. The 1999
GroundWater Protection Council report examined
the state’s level of achievement in implementing the
components of a comprehensive groundwater protec-
tion program.[28]

OUTLOOK FOR THE FUTURE

Over the past 20 yr, thousands of local groundwater
contamination incidents have been identified and the
nation has devoted many billions of public and private
dollars to clean-up these problems. Although these
efforts have protected many people from exposure to
groundwater contaminants released from sources, such
as hazardous waste sites and leaking USTs, some inci-
dences of groundwater contamination have not yet
been fully cleaned up. In some instances, groundwater
remediation can take a decade or more to be com-
pleted. Furthermore, in many parts of the country,
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we are using groundwater at a faster rate than it can
be replenished through natural recharge, and, in
some cases, we are permanently losing future storage
capacity. Although many of these programs emphasize
surface waters and need to integrate groundwater man-
agement for a truly comprehensive approach to water
resource management, they provide models for better
coordination and integration. Some examples follow:

The Clean Water Action Plan (CWAP)

At the federal level, CWAP emphasizes the impor-
tance of a comprehensive approach for restoring and
protecting waters among nine federal agencies (EPA,
Department of Interior, Department of Defense, Depart-
ment of Energy, Department of Agriculture, Department
of Transportation, Department of Commerce, Depart-
ment of Justice, and Tennessee Valley Authority).
CWAP is both a vision statement and a blueprint for
the future. It focuses on: 1) promoting water quality
protection and restoration on a watershed basis; and
2) strengthening core clean water programs to protect
human health, increase natural resources stewardship,
reduce polluted runoff, and provide citizens and offi-
cials with crucial information.

Intergovernmental Task Force on Monitoring
Water Quality (ITFM)

The ITFM was established in 1992 and given the charge
of reviewing water quality monitoring nationwide and
developing an integrated national monitoring strategy.
In 1995, ITFM produced The Strategy to Improve
Water-Quality Monitoring in the United States. In
1997, the National Water Quality Monitoring Council
(NWQMC) was formed as a successor to ITFM.
During overall strategy development, a Ground Water
Focus Group (GWFG) concentrated on issues related
to groundwater and aquifer systems. The GWFG
recommended that water quality monitoring must con-
sider differences in spatial, temporal, and other charac-
teristics between ground and surface water resources.

State Watershed Protection Frameworks

State Watershed Protection Frameworks are designed
to coordinate existing resource management programs
and build new partnerships that result in more effective
and efficient management of land and water resources.
These frameworks provide not only a mechanism for
coordinating the point and non-point source manage-
ment activities that have been the historic focus of state
water quality programs, but also a forum for meeting
the objectives of groundwater, wellhead, and drinking

source water protection programs. Many State Water-
shed Protection Frameworks incorporate a priority-
setting and targeting mechanism to focus resources
on watersheds requiring the highest degree of man-
agement to remediate existing problems or address
emerging threats.

SWAPs

SWAPs established under the 1996 Amendments to
the SDWA provide an additional coordination mech-
anism for state programs. The states are required in
their SWAPs to assess the degree to which all PWS
in the state are susceptible to contamination. These
assessments will be accomplished by: 1) delineating
the sources of water supply to the PWS; 2) inventory-
ing the contaminants and contaminant sources within
that delineated area; and 3) assessing how suscept-
ible the PWS are to those sources of contamination.
In many states, these assessments will be accompl-
ished through cooperative efforts, involving several
state agencies, local governments, and private water
suppliers.
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Groundwater: Saltwater Intrusion
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INTRODUCTION

The origin of saltwater intrusion into freshwater aqui-
fers can come from natural sources such as seawater,
and deep formation brines, or from anthropogenic
sources such as de-icing salt, agricultural return flow,
and leachate from landfills. The most frequent occur-
rences are found in coastal regions where overexploita-
tion of groundwater has caused the encroachment of
seawater into freshwater aquifers. Once an aquifer is
invaded, a part of the salt will adsorb onto the solid
surface making it difficult to reverse the process and
restore the aquifer. The slow movement of ground-
water also makes the remediation time long. Salinity
in water poses health hazard for human and livestock,
damages crops, and corrode pipes and boilers in indus-
trial uses. Hence, the invasion of saltwater into a fresh-
water aquifer means the loss of that aquifer for water
sources.

MECHANISMS OF SALTWATER INTRUSION

Fig. 1 gives a schematic view of seawater intrusion into
an unconfined aquifer. We observe that saltwater is
heavier, hence tends to move underneath the fresh-
water layer. The freshwater, however, has a hydraulic
gradient downward towards the coast, hence will flow
to the sea. This outflow momentum force can counter
balance the density-driven seawater. Without it, sea-
water will continue to move inland until the entire
aquifer below sea level is occupied by it. Since such a
hydraulic gradient always exists due to the precipi-
tation recharge inland, an equilibrium position will
establish, shown as the interface in Fig. 1. The toe then
marks the maximum extent of intrusion.

A simple theory that allows a rule-of-thumb esti-
mate of the salt–fresh water interface location is given
by the Ghyben–Herzberg relation:[1]

x ¼ rf

rs � rf

hf � 40hf

where x is the interface location below sea level, hf the
freshwater head above sea level (referring to Fig. 1, rf

the freshwater density (1 g/cm3), and rs the saltwater
density (approximately 1.025 g/cm3). What the above

relation says is, for every meter of freshwater head
above sea level, the interface is pushed down 40 m.
When the interface touches the bottom of aquifer,
the toe is located. This 40 : 1 ratio may sound like a
good news for repelling saltwater; however, if pumping
activity is increased inland, as quite often is the case
due to increased population in coastal zones, the
reduced freshwater head level close to the coast will
allow saltwater to move a large distance landward. If
a pumping well is situated above the interface in the
freshwater zone, any small drawdown will cause the
interface to rise up sharply to meet the well, known
as upconing. This means that it is nearly impossible
to sustain extraction of freshwater above the invaded
saltwater wedge. This portion of freshwater, including
the natural recharge, is considered lost.

GEOPHYSICAL AND GEOCHEMICAL
INVESTIGATIONS

The presence of salinity in aquifers, its source, and
the underlying physical, chemical, and geological
processes leading to the intrusion can be detected or
interpreted by a combination of geophysical and geo-
chemical investigations. Geophysical methods measure
the spatial distribution of physical properties of the
earth, such as bulk electrical conductivity and seismic
velocity. For investigation of saltwater intrusion in
shallower depths, the DC resistivity method, which
introduces electrical current into the ground through
electrodes driven into soil, is most effective because
the presence of salt increases the bulk conductivity of
the soil. The electromagnetic method sends out a time
varying magnetic field that generates electrical currents
in the ground whose strength is dependent on the
conductivity of the earth. The varying electrical field
in turn generates a secondary electromagnetic wave
that can be detected above ground. There are several
variations of the electromagnetic method, including
frequency-domain, airborne, loop–loop, time-domain,
very low frequency, and ground penetration radar
method.[2] These surface geophysical methods have
the advantage of being able to map the salinity vari-
ation over a large horizontal area. Its resolution in
the vertical direction, however, decreases with depth.
The borehole method allows the introduction of tools
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into the formation at larger depths to produce higher
resolution electrical resistivity, electromagnetic, and
radiometric logs.

The geochemical method investigates the chemical
composition of groundwater for not only the presence
of chloride and sodium, but also other ions such as K,
Mg, Ca, Br, SO4, and HCO3. Ratio of these ions, such
as Cl/Br, Na/Cl, Ca/Mg, Ca/(HCO3 + SO4), can
often provide a chemical signature to the origin of salt
contamination—whether it comes from seawater, fossil
water, or anthropogenic sources.[3] Isotope studies can
indicate the age of the water, hence can further help in
identifying the source.

MATHEMATICAL MODELING

The use of field surveys, such as geophysical and geo-
chemical studies, can reveal the present state of salt-
water intrusion, and perhaps some insight into its
history. It, however, cannot make prediction into the
future, and particularly cannot be used for scenario
building and impact assessment based on different
levels of anthropogenic activities. Mathematical models
are needed for these purposes.

The Ghyben–Herzberg relation is a highly simplified
model. More rigorously, the dynamic movement of
groundwater flow and the solute transport of salt needs
to be considered. Generally speaking, there does not
exist a sharp division between saltwater and freshwater
zones, as implied in Fig. 1. The salt concentration con-
tinuously changes from that of seawater to that of
freshwater. A solute transport model including advec-
tion and dispersion is needed for the modeling. In
addition, the salt at higher concentration is an active
solute, because it can affect the density of water and
can drive the flow. Hence a density-dependent solute
transport model should be used. There are occasions,
however, when the predominant change of concen-
tration from saltwater to freshwater takes place within
a narrow region called the transition zone. In that
case, a simplification using the sharp interface model
can be attempted. Furthermore, if the aquifer modeled
is of regional scale, then the flow is often integrated in

the depth direction to reduce the three-dimensional
problems to two-dimensional ones. The governing
equations, boundary conditions, and justification of
using the various models can be found in Ref.[4].

COMPUTER MODELS

With the exception of some simple geometries of salt-
water intrusion for which analytical solutions are avail-
able,[5] numerical solutions are needed for practical
applications. Two of the most widely used computer
codes are: SHARP[6]—for sharp interface model—
and SUTRA[7]—for density-dependent solute trans-
port model—both developed by the U.S. Geological
Survey. However, like many complex engineering
problems, there is no single code that can be most
versatile, efficient, accurate, and stable at the same
time, thus dominating the rest of the codes. Depending
on the availability and reliability of input data, and
the limited resources dedicated to modeling, different
computer codes have been developed to offer a wide
range of choices. A comprehensive survey of the
computer codes can be found in Ref.[8].

COMBATING SALTWATER INTRUSION

One of the most effective ways of combating saltwater
intrusion is to regulate pumping activities. Generally
speaking, the amount of groundwater extraction should
not exceed that of natural replenishment. Optimization
of pumping patterns to maximize the yield and mini-
mize the extent of intrusion is a high-priority manage-
ment issue. Recharge of natural surface water or
reclaimed wastewater into aquifers can increase the
freshwater outflow rate to push back the saltwater
wedge. A recharge near the coast can build a local fresh-
water mound that forms a barrier to protect the water
table depression inland. Extraction of saltwater in an
invaded saltwater wedge can also protect the freshwater
behind, if a proper way can be found to dispose of
the extracted saltwater. A similar method involving
pumping simultaneously in the upper freshwater zone

Fig. 1 Seawater intrusion into an unconfined
aquifer.
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and the lower saltwater zone to prevent upconing,
known as double pumping, has been attempted. Using
collector wells (horizontal wells) to skim the thin layer
of freshwater floating on top of the saltwater wedge
has been effectively used in water-poor countries such
as Israel. Land reclamation has the added effect of
pushing saltwater to the sea. Finally, in places where
large freshwater springs flowing to the sea can be ident-
ified, physical barriers, such as solid walls or slurry cur-
tains, can be used to intercept freshwater.
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Groundwater: Western United States Law

J. David Aiken
Department of Agricultural Economics, Institute of Agriculture and Natural Resources,
University of Nebraska, Lincoln, Nebraska, U.S.A.

INTRODUCTION

Groundwater law in the United States is a bewildering
mix of state court decisions and state statutes. While
some generalization is possible, each state’s ground-
water law is unique.

COMMON LAW STATES

The common law doctrines of absolute ownership,
reasonable use, correlative rights, and eastern correla-
tive rights, are based on state court decisions and are
implemented through litigation or private negotiation.
While prior appropriation was initially adopted in a
few western states by court decision, it will be dis-
cussed separately as a statutory rather than a judicial
doctrine.

Absolute Ownership

The earliest judicial theory of groundwater rights is the
doctrine of absolute ownership, also referred to as the
English rule. Under the absolute ownership doctrine
the landowner is, by virtue of land ownership, con-
sidered owner of the groundwater in place, similar to
mineral ownership. Thus in absolute ownership juris-
dictions, a landowner may pump as much groundwater
as he is able to, without regard to the effect of his
pumping on neighboring landowners.

The English rule of absolute ownership reflected
19th century judicial observations that the movement
of groundwater was unknowable and thus it was unfair
to hold a landowner liable for interfering with a neigh-
bor’s well when it was not knowable whether the
defendant’s pumping actually affected plaintiff’s
well or not. The English rule was once quite popular
in the United States, but now only Texas, among
the western states still is an absolute ownership
jurisdiction.

Reasonable Use

The reasonable use rule, or American rule, was
developed in the 19th century. Under the American

rule, a landowner is entitled to use groundwater on
his own land without waste. If his use exceeds this
‘‘reasonable use,’’ he is liable for damages. The
American rule is followed in a few eastern states
where it is being judicially replaced by the eastern cor-
relative rights doctrine. The reasonable use doctrine is
part of the groundwater jurisprudence of Nebraska,
Arizona, and California.

Correlative Rights

The California doctrine of correlative rights also
initially developed in the 19th century but has contin-
ued to develop to this day. Under the correlative rights
doctrine, if the groundwater supply is inadequate to
meet the needs of all users, each user could be judicially
required to proportionally reduce his use until the
overdraft ends. The policy significance of correlative
rights is that each well owner is treated as having an
equal right to groundwater regardless of when first
use was initiated.

The correlative rights doctrine is part of the ground-
water jurisprudence of California and Nebraska,
although its sharing feature has been incorporated
into the groundwater depletion statutes of a few other
western states as well.

APPROPRIATION STATES

Most western states (except Texas, Nebraska, Arizona,
and California) apply the doctrine of prior appropri-
ation to groundwater. This means that the right itself
is dependent upon obtaining a state permit rather than
simply owning land overlying the groundwater supply.
Between groundwater users, priority of appropriation
gives the better right. This means that first in time is
first in right.

GROUNDWATER RIGHTS

In the common law states, groundwater rights are based
upon owning land overlying the groundwater supply
and are defined by court decision. In appropriation
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states, groundwater rights are based upon obtaining a
state permit and complying with its terms. In appro-
priation states, state statutes generally define the
extent of groundwater rights.

WELL INTERFERENCE CONFLICTS

Well interference is where the cone of depression of
one well intersects with the cone of depression of
another well, reducing the yield of both wells. In an
artesian aquifer, well interference may occur when
the pumping from one well drops the water level below
the pumps of another well. Well interference may occur
even when there is sufficient water available to supply
all users—it may be the result of inadequate wells
rather than an inadequate supply. Most groundwater
disputes have tended to be well interference disputes.

Common Law States

In absolute ownership states, a landowner is not liable
for interfering with a neighbor’s well. Thus the neigh-
bor’s only recourse is to drill a new well deeper than
the neighbor’s well. This has been described as ‘‘the
race to the pumphouse.’’ In reasonable use states, a
landowner complaining of well interference is entitled
to relief only if the complained-of use is wasteful or
not on overlying land. Thus, plaintiffs complaining of
well interference have little legal remedy in the absence
of gross waste or non-overlying uses. The courts’ defi-
nition of what constitutes a wasteful use is rather gen-
erous. Arizona courts have defined overlying land to
include only the tract of land where the well is located.
Nebraska, a reasonable use state, minimizes well inter-
ference conflicts between high-capacity wells through
statutory well-spacing restrictions. In correlative rights
states, competing pumpers have equal rights during
shortages.

Appropriation States

In appropriation states, well interference conflicts may
be reduced through permit conditions, such as well-
spacing restrictions and pumping restrictions. Prior
appropriation is primarily a surface water doctrine that
has been applied rather uncritically to groundwater.
As groundwater problems developed, the principles of
prior appropriation were modified to better apply to
the groundwater context. Two modifications that were
made in response to well interference conflicts are,
establishment of reasonable pumping depths and
problem area regulations.

Reasonable pumping depths

Sometimes the senior or oldest wells may not be fully
penetrating. To allow senior appropriators to insist
upon original pumping depths being maintained could
seriously constrain groundwater development. Thus
several appropriation states do not strictly maintain
priority during well interference disputes, but only pro-
tect ‘‘reasonable pumping depths’’ through well permit
restrictions on pumping. If a senior’s well cannot
pump at that depth, typically the senior appropriator
is responsible for replacing the well at his own expense.

Problem area regulations

In some appropriation states, groundwater develop-
ment and use has resulted in chronic well interference
problems. In some appropriation states, special pump-
ing and development restrictions may be imposed by
the state engineer in designated problem areas. Reg-
ulations include a ban on new high-capacity wells
and pumping restrictions to maintain reasonable pump-
ing depths and reduce interference conflicts.

GROUNDWATER DEPLETION

Safe Yield

Groundwater depletion may be defined as the situation
where average annual withdrawals from the aquifer
exceed average annual recharge. This is sometimes
referred to as groundwater overdraft. Overdraft is
significant in the Ogallala aquifer region, including
Nebraska, Kansas, Colorado, Texas, and New Mexico,
as well as in California and Arizona. The amount of
water that may be safely withdrawn without leading
to long-term aquifer depletion is sometimes referred
to as the ‘‘safe-yield’’ amount.

Common Law Doctrines

Of the overlying rights doctrines, only correlative
rights doctrine addresses depletion. Pumpers can com-
pletely ignore depletion in absolute ownership states,
and need be concerned about depletion only to the
extent their uses are wasteful or non-overlying in
reasonable use states. In eastern correlative rights
states, courts can apportion water between competing
users. However, Florida (a permit state) is the primary
eastern state with significant groundwater depletion
concerns.

In theory courts in correlative rights states can
limit withdrawals to the aquifer’s safe yield, thus pre-
venting depletion. In practice, in California safe-yield
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adjudications are used primarily to define baseline
pumping rights so that groundwater recharge agencies
can charge pumpers a pumping fee for using more
than their safe-yield allocation.

Problem Area Regulations

In western states, the most common way to deal with
depletion is to establish special problem area regula-
tions. Once the problem area has been administratively
defined, typically no new high-capacity wells may be
drilled within the problem area. Less frequently are
the uses of existing appropriators limited, a significant
policy failing. Initial groundwater appropriation allo-
cations are typically generous, not requiring a high
degree of water use efficiency. Where problem area
allocations have been established, they typically are
high enough to allow current irrigation practices to
be maintained with little or no change. Any changes
in irrigation management typically come only as well
yields decline.

CONJUNCTIVE USE

In California, the courts have recognized the rights of
entities storing water underground to control the use
of that water. As a result, when groundwater pumpers
have received their safe-yield allocation through a
court adjudication, they typically are required to
pay a fee to the recharge entity for pumping water
stored underground, i.e., for pumping groundwater in
excess of their safe-yield allocation. Where both sur-
face water and groundwater are available to ground-
water pumpers, the recharge entity can raise or lower

groundwater pumping fees to encourage surface water
use during periods of ample surface supplies, or to dis-
courage surface water use during periods of surface
water shortage.

SURFACE–GROUNDWATER INTERFERENCE

Where ground and surface water supplies are hydrol-
ogically connected, courts typically have followed the
‘‘underground stream’’ doctrine to interrelate surface
and groundwater rights of use. This means that wells
will be treated as surface diversions and governed by
surface water law. In the West, priority would govern
surface–groundwater disputes (except in Nebraska).
Under the ‘‘Templeton’’ doctrine, the New Mexico
State Engineer has required a junior groundwater
appropriator to purchase and retire sufficient surface
appropriations to compensate for the expected stream
depletion effect of his proposed well. Colorado has
an elaborate system for integrating surface appropri-
ations and appropriations of subflow and tributary
groundwater. Generally junior groundwater appro-
priators are expected through plans of augmentation
to compensate the stream for their expected stream
depletion effects of well pumping.
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Groundwater: World Resources
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INTRODUCTION

Groundwater constitutes an important source of water
supply for domestic, industrial, and irrigation uses
in different countries due to its availability, which is
not subject to multiannual and seasonal fluctuations.
At present it is the main source of domestic water
supply in most European countries, the United States,
Australia, and some countries of Asia and Africa both
in large and small towns and in rural areas.[1,2]

Groundwater is used for irrigation in about one-third
of all irrigated lands.[3]

Natural groundwater resources are understood to
be the total amount of recharge (replenishment) of
groundwater under natural conditions as a result of
infiltration of precipitation, seepage from rivers and
lakes, leakage from overlying and underlying aquifers,
and inflow from adjacent areas. In some cases, the
average annual recharge of aquifers, evaluated from
average annual precipitation, equals groundwater run-
off. Natural groundwater resources may be equated to
groundwater discharge (runoff) when the evaporation
from the water table may be ignored or estimated sep-
arately.[4] Under this assumption, groundwater runoff
data are widely used to characterize regional ground-
water resources and are an important component of
the hydrologic cycle and environment.[5–7]

The role of groundwater in the water balance and
water resources of regions is quantitatively character-
ized by the groundwater runoff/precipitation ratio or
groundwater recharge. The runoff/precipitation ratio
is extremely variable depending on meteorological fac-
tors, composition of rocks, etc. Distribution of ground-
water recharge to river/total river runoff ratios shows
the effect of geographical and altitudinal zonality.
The quantity of recharge ranges widely. Analysis of
conditions of generation of groundwater resources
within continents shows that this global process
depends on a complex combination of various natural
factors. Principal amongst these are precipitation, veg-
etation, soil type and geology, and the hydrogeological
features of the area.

In regions where aquifers are mainly composed of
sands, specific groundwater discharge values are twice
as large as in regions where the percentage of sands
in aquifers is small. In this regard distribution of

specific values of groundwater discharge on a global
scale is subject to latitudinal zonality. Values generally
increase from subartic regions to medium-latitude
zones, in humid tropics and tropics, and decrease in
semiarid and arid regions. Large groundwater dis-
charge values may be found in karst limestones
(up to 20 L sec�1 km�2), sand quaternary deposits (up
to 18 L sec�1 km�2) or highly fractured rocks (up to
10 L sec�1 km�2), although values are normally depen-
dent on topographic elevations and annual precipitation.
Marine sandy and clayey sediments show minimal
discharge values (0.1 L sec�1 km�2 and smaller).[4]

The main task of areal hydrogeological subdivision
when compiling groundwater runoff and resources
maps is to distinguish territories which are sufficiently
uniform in terms of groundwater distribution and
particularities of groundwater generation.[8]

AQUIFER TYPES

The principal aquifers are found in six types of
permeable geologic materials:[8] unconsolidated depos-
its of sand and gravel; semiconsolidated sand; sand-
stone; carbonate rocks interbedded sandstone and
carbonate rocks; and basalt and other types of volcanic
rocks. Large areas of the world are underlain by crys-
talline rocks permeable only where they are fractured
or weathered, and generally yield only small amounts
of water to wells. In many places, they are the only
source of water supply. However, because these rocks
extend over large areas, important volumes of ground-
water are withdrawn from them.

Unconsolidated Sand and Gravel Aquifers

Unconsolidated sand and gravel aquifers are charac-
terized by intergranular porosity and all contain water
primarily under unconfined or water-table conditions,
but locally confined conditions may exist where aqui-
fers contain beds of low permeability. Different cate-
gories can be distinguished, which occupy different
geologic settings. The sediments are mostly alluvial
deposits, but locally may include windblown sand,
coarse-grained glacial outwash, and fluvial sediments
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deposited by streams recharge. Large areas of the
world are covered with sediments deposited during
several advances and retreats of continental glaciers.
The glacial sand and gravel deposits form numerous
local but productive aquifers.

Aquifers commonly receive direct recharge from
precipitation and streamflow infiltration. Regional
movement is down the valley in the direction of stream
flow, lake or playa (located in the center of the basin).
Basins in arid regions might contain deposits of salt,
anhydrite, gypsum or borate produced by evaporation
or mineralized water in their central parts. Also, much
of the infiltrating water is lost by transpiration by
riparian vegetation.

Consolidated/Fractured Sedimentary Aquifers

Aquifers in sandstones are more widespread than those
in all other kinds of consolidated rocks. Sandstone
retain some primary porosity unless cementation has
filled all the pores, but most of the porosity in these
consolidated rocks consists of secondary openings
such as joints, fractures, and bedding planes. The water
is not highly mineralized in areas were the aquifer
outcrops or are buried to shallow depths, but miner-
alization generally increases as the water moves down-
grading toward the structural basin.

Carbonate Rock Aquifers

The water-yielding properties of carbonate rocks are
highly variable; some yield almost no water and
are considered to be confining units, whereas others
are among the most productive aquifers known. The
original texture and porosity of carbonate deposits
can range from 1% to more than 50%. Recharge water
enters the aquifer through sinkholes, swallow holes,

and sinking streams, some of which terminate at large
depressions called blind valleys.

Basaltic and Other Volcanic-Rock Aquifers

Volcanic rocks have a wide range of chemical, miner-
alogic structural, and hydraulic properties due largely
to rock type. Unaltered pyroclastic deposits have
porosity and permeability characteristics like those
of poorly sorted sediments; rhyolites have low per-
meability except where they are fractured.

AVAILABILITY AND USE

Except for widely scattered places, existing data are not
uniformly distributed in space and time because hydro-
logic investigations have been mostly conducted in
areas where water supply or water quality problems
existed, or where large quantities of groundwater were
withdrawn. Long-term hydrologic records are rare and
usually collected only during the course of a study or
perhaps for a few years after the study has ended.
No systematic investigation on groundwater resources
and exploitation in many regions of the world have
been conducted.[3,9]

The annual groundwater use for the world as a
whole can be placed at 750–800 � 109 m3, a modest
value when compared to overall water availability
(Tables 1 and 2). But an overwhelming majority of
the world’s cities and towns depend on groundwater
for municipal water supplies. Over 35 countries of
the world use more than 1 � 109 m3 of groundwater
annually.[10] Because of spatial imbalances in the
occurrence of groundwater and the pattern of demand,
massive problems of groundwater overexploitation are
found in areas where high population exist or under
intensive agriculture development.

Table 1 Annual groundwater recharge and withdrawals in the world

World region

Average annual recharge

(km3 yr�1)a
Annual groundwater withdrawals

(km3 yr�1)b

Asia 2505 352

Europe 1368 78

Middle East and N. Africa 137 75

Sub-Saharan Africa 1548 9

North America 1884 110

C. America and Caribbean 344 29

South America 3693 14

Oceania 270 2
aAmount of water that is estimated to annually infiltrate into aquifers. It would represent the amount of water that could be

annually withdrawn.
bAbstractions from aquifers. These data are scarce and not currently available for all countries in each region.

Source: WRI. Environmental Data Tables. World Resources 2000–2001 2000, (8).
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GROUNDWATER RESOURCES DISTRIBUTION

Europe

All types of aquifers are currently exploited: large
well fields in artesian basins of platform type, such
as Paris and London; river valleys (France, Volga
region); cones and intermontane depressions (Italy,
Switzerland).[11,12] In many cases their exploitation is
accompanied by the generation of large and deep
cones of depression.

Groundwater runoff in Europe is quite irregular,
depending on the geostructural, climatic, and orographic
conditions and the flow media generation: karst, porous
fractured, and porous. Specific discharge values distri-
bution is governed by the geological structure.

According to the available data (Table1), ground-
water use estimation in Europe is 78 km3 yr�1, which
constitutes 21% of the total water consumption. Urban
and rural population constitute the most important
water consumers, accounting for 56% of the total
water consumption. Groundwater is the main source
for public water supply (more than 70% of total
resources), especially on islands and some European
countries like Denmark. More than 90% of big cities
and towns are exclusively supplied by groundwater
(among them Berlin, Rome). Although groundwater
is mainly used for irrigation in Southern countries
like Spain with values ranging between 0.7 km3 yr�1

and 5 km3 yr�1, other European countries, like the
Netherlands, may also use it during dry years.

Africa

Africa is one of the regions of the world facing seri-
ous water shortages because of greater disparities in
water availability and use, and because water resources
are unevenly distributed. Groundwater, first con-
sidered as a main resource for water in urban, rural
areas, and mining, especially in coastal areas and arid
regions, is now tending to be extended to the most
isolated desert and tropical regions. In Libya, ground-
water accounts for 95% of country’s freshwater with-
drawals, while in some areas of North Africa it is a
significant source for irrigated agriculture. In many

parts of the continent, groundwater resources have
not yet been fully explored and tapped. According to
the geographic and climatic homogeneity, which has
a direct influence on water resources, Africa can be div-
ided into several regions: Northern, Sudano-Sahelian,
Gulf of Guinea, Central, Eastern, Indian Ocean
Islands and Southern. This vast territory can be sub-
divided into a number of large aquifer systems subject
to very varied climatic conditions.[13,14]

Basement rocks cover most of the central territory
and aquifers are not very productive except in few
cases. Sedimentary formations of sandstones overlay-
ing the basement areas may constitute good aquifers,
such the Karoo basin. The coastal sedimentary basins
are the most productive aquifers, being intensely
exploited along the shoreline. Alluvials are among
the most important and also serve large populations,
especially in Northern Africa. Karstified limestones
of North-West Africa and Madagascar can yield flow
rates up to 100 m3 hr�1. Also large fossil aquifers are
present in the Saharan and Nubian deserts made of
sedimentary basins and being largely exploited.

South America, Central America, and
the Caribbean

This area extending from the Central America Isthmus
to South America has the most abundant river flow.
Groundwater is unevenly distributed in quantity, but
quality is usually good for domestic and industrial
supply, presently the highest priority. Total water
withdrawal from the aquifers is difficult to estimate
because most comes from uncontrolled private and
public wells. Based on UN estimates, 50–60% of total
population domestic and industrial supply is from
groundwater. Water withdrawn can be estimated at
between 12 km3 yr�1 and 14 km3 yr�1, very low in
comparison with the estimated renewable resources.
Groundwater reserves estimation is 238,000 km3, dis-
charge to rivers being 3898 km3 yr�1. Discharge values
are high in the humid equatorial zone and minimum in
the Atlantic Andean Cordillera and northeast Brazil.

According to geologic and tectonic features, four
major water-bearing domains can be distinguished:[15,16]

superficial deposits; deep aquifers in sedimentary
basins; folded mountain chains; and precambrian base-
ment bedrocks. Vast areas of South America are com-
posed of Precambrian crystalline rocks which are not
highly productive unless weathered or intensively frac-
tured. The hydrogeologic map of South America[16]

shows 16 hydrogeological provinces with similar char-
acteristics including the previously-mentioned water-
bearing domains. Some of the formations’ resources
are considered as the most important water-bearing
formations, such as the Amazon Sedimentary Basin

Table 2 Groundwater use in selected areas of the world

Country

Annual recharge

(km3 yr�1)

Groundwater

use (%)

Russian Federation 900 <1

China 800 10

India 450 30

Source: From Ref.[3].
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(32,500 km3), Parnaı́ba-Maranhao (17,000 km3), and
the Paraná Sedimentary basin, where the Guarani
aquifer extending over 1,500,000 km2 has 50,000 km3

of storage.

North America

Groundwater is an important source of water in the
United States and Mexico, but it represents less than
5% of Canada’s total water use. About 22% of the total
water use in the United States (290 � 106 m3 day�1) is
supplied by groundwater; about 50% of the US popu-
lation depends on groundwater for domestic uses and
also major cities and metropolitan areas and irrigation
has made the High Plains one of the most important
agricultural areas. Half of the U.S. population draws
its domestic water supply from groundwater.[1] In
Mexico, where desert and semiarid conditions prevail
over two-thirds of the country, groundwater is widely
used. Urban areas of Mexico use groundwater as their
sole or principal source.

Unconsolidated sand and gravel are the most wide-
spread aquifers, with intergranular porosity, and water
primarily under water-table conditions.[17,18] Some
unconsolidated aquifers have supplied large amounts
of water for irrigation, like the High Plains aquifer
(56 � 106 m3 day�1 withdrawn from the aquifer for
irrigation in 1990); in the United States, about 20%
of the groundwater withdrawn is derived from the
High Plains aquifer.

Carbonate rock aquifers are most extensive in
eastern United States and in the Bahamas, western
Canada and Yucatan (Mexico), and some of them
are considered among the most productive aquifers
known. Most of them consist of limestone but dolo-
mite and marble locally yield water. More than
13 � 106 m3 day�1 (1990 data) were withdrawn from
the Floridan aquifer system, the sole source of water
supply for the city of Miami.

Oceania

While groundwater resources in New Zealand, Pacific
Islands, and New Guinea are difficult to quantify due
to the limited information, the aridity of much of the
Australian continent is a significant factor in the occur-
rence and assessment of groundwater resources.[19] A
large part of western and central Australia is arid, with
a mean annual rainfall below 250 mm. Total amount
of groundwater used in Australia is estimated at
2460 � 106 m3 in 1983 from more than 500,000 tube-
wells, 14% of the total amount of water used.[20]

The greatest concentrations are near Perth, Adelaide,
South Australia, western Victoria, and on the central
Queensland coast. Surficial aquifers are the most

important sources for irrigation, urban, and industrial
supply. Fractured rock aquifers of igneous and meta-
morphic rocks are of relative importance, although
they may locally provide high groundwater yields.

Most highly productive aquifers are the surficial
sedimentary aquifers associated with inland or eastern
coastal rivers, up to 100 m thick. Also sand dunes,
coastal, and deltaic alluvium sediments form impor-
tant aquifers along the east coast and in central
Queensland. Australia’s main arid-zone irrigation
scheme is based on groundwater extracted from sands
and gravel of Central Australia. Several large deep sedi-
mentary basin aquifers (Amadeus, Canning, Great
Artesian, Murray, Otway, Perth, Eucla, Officer),
extending over more than 24,000 km2, constitute a
reliable source of old, good quality groundwater. The
Great Artesian basin covers 1.7 � 106 km2, is up to
300 m thick and is one of the largest basins in the
world.[21] More than 20,000 non-flowing and more
than 4000 flowing artesian wells have been drilled.
Individual well flows exceeding 100 L sec�1 have been
recorded. Diffuse natural discharge from the Great
Artesian Basin has been calculated to be about
1.4 � 106 m3 day�1.

Asia and Middle East

Continental Asia is an immense and complex geo-
graphical area of great extremes. Some parts of China
and India are among the most populated in the world
while the deserts of central Asia and the interior high
plateau are extremely thinly populated. Most of the
land of the Arabian Peninsula and in central and east-
ern Iran is a desert, reflecting different patterns of
groundwater use.

In Asia and Middle East groundwater has been
developed since ancient times, especially in arid regions
where no other source of water supply is permanently
available.[22,23] Large-scale developments are found in
northern and coastal areas of China, where artesian
aquifers and the loess and karst areas of the central
south are tapped for urban and industrial supply.
Groundwater irrigation distribution by subregions is,
according to AQUASTAT,[3] in the Arabian peninsula
96.6%; Middle East 18.2%; and Central Asia 34%
(although for Bangladesh it represents 69%).

Groundwater exists in the area as semiconfined,
unconfined shallow, and deep aquifers. Recharge is
faster in the Middle East countries although the aqui-
fers of the Arabian Peninsula contain much larger
reserves. The interior arid regions of the Middle East
countries may include geological formations which
can be considered as aquicludes or aquitards. Among
the groundwater-bearing zones, the most important
are alluvial of large rivers, vast, complex sedimentary
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formations holding artesian water and sedimentary
basins in coastal areas (Israel). Some carbonate basins
of importance are also present in the Mediterranean
area (Lebanon, Syria) and Pakistan. Weathered crys-
talline rocks and lava flows constitute important aqui-
fers in peninsular India and Northern Syria.

Although groundwater quality is suitable for irri-
gation and domestic uses, salinization of groundwater
has occurred in several areas of the Indus Plain and
Pakistan.
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INTRODUCTION

The hydrologic cycle describes the dynamic, water-
circulation system of the Earth. Water we see today
is the same water that was originally derived from
degassing of volcanoes as the Earth cooled from the
molten mass that was our primordial planet several
billion years ago. This water has been continuously
recycled by natural processes, changing from liquid
to solid or vapor and then back again, moving
and flowing endlessly in response to the physical and
chemical conditions of the environment of our planet.

PROCESSES AND PATHWAYS

The dominant processes of the hydrologic cycle, and
the pathways along which we can trace water move-
ment, include the following (Fig. 1): evaporation from
oceans and open bodies of water on the Earth’s surface
into the atmosphere; evapotranspiration by plants of
soil water into atmospheric vapor; condensation of
water vapor into liquid or solid particles (clouds); pre-
cipitation as the condensed water or ice falls from the
atmosphere back to the surface; infiltration of the
water into subsurface (soil and groundwater) reser-
voirs; baseflow contribution to streams from ground-
water; streamflow recharging of groundwater;
streamflow runoff if the precipitation rate exceeds the
infiltration rate; surface and subsurface flow back to
oceans or intermediate reservoirs; and storage.[1–10]

In one sense, the hydrologic cycle is one of the most
basic concepts of water science, yet in detail the con-
cept is complex because it involves all forms of water
of the hydrosphere, and it is affected by many influen-
cing factors that are not always obvious. Because this
circulation of water is intimately tied to energy trans-
fer, it is helpful to start with the basic physics of the
forces that drive this seemingly endless flow of water
on our planet.

ENERGY SOURCES

The underlying source of energy that drives the move-
ment of water throughout the hydrosphere of the

Earth is solar radiation—thermal energy from our
sun. Solar energy heats water, causes it to evaporate
and change state from liquid to a gas, and in so doing,
facilitates its movement through the atmosphere in
response to wind and pressure changes. Every gram
of liquid water at its point of vaporization requires
an input of 540 cal of thermal energy to convert it
to a gas. Worldwide, water vapor represents a huge
source of energy storage and transport in a hydro-
logic link between atmosphere, oceans, and continents,
which we call ‘‘climate.’’ The residence time of water
vapor in the atmosphere is short, usually no more than
several days or weeks, until it condenses and falls as
precipitation. In undergoing condensation to a liquid,
the energy stored in the vapor is released.

As a liquid, water is controlled by gravity. If it can
move, it will, always move downhill to a lower potential
energy state, and always along the path of least resis-
tance, down the steepest gradient. As water moves, it
expends energy. Fast-flowing runoff, particularly in
streams, is the single most dominant agent of erosion
of the surface of our planet. Glaciers likewise are effec-
tive at sculpting the land surface, but owing to their
limited occurrence on only 10% of the continents, their
impact is not nearly as widespread as that of flowing
streams. Thus, erosion and the Earth’s landforms are
intimately tied to the hydrologic cycle. Ultimately,
water reaches the lowest accessible level possible, which
for most places on the Earth is sea level. Internally
drained basins that are isolated from the oceans by
mountain ranges and other high divides may exist
below sea level (i.e., Death Valley in California; Caspian
Sea in Kazakhstan; Dead Sea in Jordan), but these
represent local base-level conditions rather than regional
or global conditions. These areas of internal drainage are
typically formed by tensional tectonics, where blocks of
rock are downfaulted (grabens) due to forces that tend
to pull the continents apart. Water drains into these
depressions under the force of gravity from the surround-
ing highlands, and escapes only by evaporation.

HYDROLOGIC RESERVOIRS AND
IMPLICATIONS FOR HUMANS

Oceans form the largest of our hydrologic reservoirs
(Table 1), covering about 70% of the Earth’s surface,
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and including about 96% of all of its water.[8,11,12]

Ocean water unfortunately is saline and non-potable
(undrinkable), containing about 35,000 mg L�1 of dis-
solved solids,[13] much too salty for human consump-
tion. Of the remaining 3–4% of the Earth’s water
found in reservoirs on the continents, approximately
1% of this (principally saline lakes or deep, saline
groundwater) also is non-potable.[6,8,11–13] Thus, about
97% of all the water on this Earth is too mineralized
for humans to drink without expensive desalinization.
Of the approximately 3% of the total water that is
fresh, the largest percentage, estimated as 1.7–2.97%
by different experts, is stored in icecaps and glaciers,
far removed from most of the Earth’s population
and its water needs. Thus, the freshwater needs of the

world are served by a fraction of 1% of the total hydro-
logic budget, primarily water in storage and transit as
shallow groundwater, freshwater lakes, soil moisture,
water in manmade reservoirs, and rivers. These data
are synthesized from several comprehensive studies,
and although the values do not match exactly, they
generally do not vary by more than 1% or 2%.[8,12]

As an integrated earth system, the hydrologic cycle
has no discrete beginning or ending point, but from a
consumptive human point of view, the oceans are the
major source of water, the atmosphere is the deliverer,
and the land is the user. In this system, no water is lost
or gained, but the amount of water available to the user
may fluctuate mostly because of variations in the deli-
vering agent. In the geologic past, large alterations in

Table 1 Comparisons of quantities and percentages of Earth’s water in the major storage reservoirs of the hydrologic cycle,
based on estimates from UNESCO and NRC

UNESCO NRC

Storage reservoirs of the hydrologic cycle Volume, in 106 km3 % Volume, in 106 km3 %

Oceans 1,338 96.5 1,400 95.96

Icecaps and glaciers 24.3 1.73 43.4 2.97

Groundwater 23.4 1.69 15.3 1.05

Lakes 0.176 0.013 0.125 0.009

Atmospheric water 0.0129 0.001 0.0155 0.001

Soil moisture 0.0165 0.0012 0.065 0.004

Rivers 0.0021 0.0002 0.0017 0.00012

Biologic water 0.001 0.0001 0.002 0.00013

Total 1,386 1,459

Source: From Refs.[8,12].

Fig. 1 Quantitative represen-

tation of processes in the hydrol-
ogic cycle showing transfer rates
between reservoirs in units of

cubic kilometers per year. Source:
From Ref.[5].
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the cyclic roles of the atmosphere and the oceans pro-
duced deserts and glaciation across entire continents.
During the last ice age, the colder climate resulted in
a greater percentage of water being stored as snow
and ice, with a decreased percentage of water being
stored in the oceans. Scientists see evidence that major
sea-level declines corresponded with maximum glacial
development, and in fact, point to ‘‘drowned’’ valleys
(e.g., Chesapeake Bay in the United States, and the
fiords in the Scandanavian countries) that were eroded
and formed when sea level was much lower, and have
since been inundated and flooded by rising sea level as
the glacial ice melted.

Historically, freshwater in the hydrologic cycle has
been enough to serve human needs, but exponential
population growth and water usage in regions with lit-
tle freshwater are posing ever-increasing political and
planning problems. For these areas, freshwater has to
be imported from great distances, at great expense,
and to the detriment of other regions that need the
water for their own use. Many of the most pressing
problems of the 21st century will be related to obtain-
ing freshwater for the world’s expanding population.
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INTRODUCTION

Near-constant growth of the world economy has been
accompanied by a corresponding increase in contami-
nated sites and degraded lands. In North America
and Western Europe alone, there are over 300,000
and 400,000 contaminated sites, respectively.[1] The
range of contaminants polluting these sites is broad
and consists of both organic and inorganic com-
pounds, many of which are mobile within the soil pro-
file and thus pose a threat to underlying groundwater
and to surrounding environments. The negative effects
these sites have on agricultural production and human
health results in lowered economic growth and reduced
quality of life. Mitigation of these negative effects is
therefore imperative.

Traditional cap-and-contain technology may be
used at sites leaching contaminants to ground or sur-
face waters; however, such caps are generally costly
to install and may not retain their integrity long-term.
Moreover, sealing the site in this manner does not
result in contaminant degradation; thus, the initial
problem may reappear if the cap degrades.

In some instances a vegetative cap may offer a
sound alternative to traditional caps while allowing
work toward future remediation of the site via phyto-
stimulation and/or phytoextraction.[2] Here, we inves-
tigate the principles behind the hydrologic sealing of
contaminated sites and discuss the application of veg-
etative caps. A case study is presented that outlines
the establishment of a vegetation cap on a disused saw-
dust pile contaminated with boron, arsenic, copper,
chromium, and pentachlorophenol (PCP).

PLANTS AS BIOPUMPS

Roots have been described as ‘‘the big movers of water
and chemicals in soil.’’[3] Indeed, of the global average
of 720 mm of rainfall per annum, some 410 mm are
transpired from the earth surface by plants.[3] Plants
require water for growth and regulation. Upward of

95% of water taken up by plants is returned to the
atmosphere via evapotranspiration. This both cools
the plant and translocates many essential, and non-
essential, elements to the aboveground portions.

Solar radiation is the primary driver of plant growth
and water use, and climatic conditions set an upper
limit on evapotranspiration. Biological variables deter-
mine the actual evapotranspiration of various veg-
etation types, which may be much less than the
theoretical upper limit. In many climates, annual evapo-
transpiration is much greater from fast-growing deep-
rooted trees than from shallow rooted herbs or
grasses.[4] During periods of drought, deep-rooted spe-
cies have greater access to water and continue to tran-
spire long after shallow-rooted species have gone
dormant. Tree canopies act as umbrellas where at least
15% of rainfall may be evaporated before it reaches the
ground.[5] Some species have sunken stomata, and
hairy or waxy leaves that can greatly reduce actual
transpiration.[6] By closing stomata, many plants con-
serve water in conditions that would otherwise result
in excessive water loss. Some species such as kiwifruit
sometimes transpire at night.[7] Evapotranspiration is
dependent on the developmental stage of the plants,
primarily through the development or senescence in
leaf area or leaf function.

These biological parameters should be carefully
considered when choosing a vegetative cap for land-
fills. Species should be chosen that tolerate the range
of local climatic and edaphic conditions. Shallow-
rooted turf species do control surface erosion and dust
from a contaminated site; however, turf does not give
the same level of water removal from deep within
the profile as tree species may. The shallow-rooted
nature of many turf species means contaminant
leaching is generally greater under a grass cover when
compared to trees.[4]

Vegetative caps using several species or varieties
overcome the risk of all plants being destroyed by pests
or environmental conditions. If the substrate to be
vegetated is not soil, trials may be needed to determine
the optimal species for the vegetative cap. Fig. 1
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demonstrates the effect of genetic differences among
poplar clones grown on a contaminated sawdust pile.

Low-growing species may be combined with decidu-
ous tree species to provide a transpiring green surface
during the winter months. Legumes can be used to
fix nitrogen in low-fertility substrates such as mine
tailings or sawdust piles (Fig. 2).

Before planting, contaminated sites may be capped
with soil to provide a fertile substrate for plant growth
and a buffer zone that captures and stores rainfall.
Although more expensive, such ‘‘sponge and pump’’
systems reduce leaching by providing the vegetation
with a longer period to transpire infiltrated water. This
is due to the retention of water within the soil buffer
zone and subsequent uptake by the plants. The soil
cap thickness may be critical to the success of the veg-
etative cap, and must be balanced with the costs of
earthmoving.

Modeling the performance of the vegetative cap can
provide information on project viability and optimal
site management, such as the thickness (if any) of the
soil cap, species selection, fertilization, and required
irrigation.

Plant water use can be calculated using a modified
Penman–Monteith equation[8] that integrates environ-
mental factors, including net solar radiation, ambient
air temperature, and vapor pressure deficit between
air and plant leaves, and that includes stomatal con-
ductance and tree leaf area data. Whole-system models
can calculate water and contaminant movement in
the substrate–plant–atmosphere continuum and may

predict the vegetative caps performance for mitigating
environmental effects.

Vegetative caps are porous and leaching may occur
in some climates. In systems where rainfall is greater
than evapotranspiration, leaching can be managed by
trapping the leachate leaving the site and circulating it
back onto the vegetation.[9] In effect this can be done
ad infinitum and with each pass through the root zone
the leachate is further modified and more contaminants
removed. An increase in the level of solutes including
sodium and chloride within the leachate may be of con-
cern if leachate is to be reapplied to the site. However,
depending on the composition of the leachate, it may
have beneficial effects on plant growth when compared
to unirrigated vegetation.[9] If leachate is applied via
overhead sprinklers, there may be a negative effect on
plant foliage and growth; thus, application directly
onto the substrate surface is recommended.[9]

Where rainfall is greater than evapotranspiration,
there is no possibility of eliminating drainage. How-
ever, vegetative caps may be used to eliminate drainage
during low-rainfall periods. Depending on the con-
taminants in the drainage, the small volumes leached
during wet periods may be diluted in receiving waters
to the point so that they do not pose an environmental
risk.

Limitations of Vegetative Caps

Vegetative caps will not always provide a suitable
solution for contaminated sites. Contaminant toxicity

Fig. 1 Variation in growth of poplar clones growing on a contaminated sawdust pile.
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or extreme environmental conditions may prevent
plant establishment and effective seal development.
In high-rainfall regions, plant transpiration will not
be able to keep pace with drainage from the site, thus
rendering the vegetative cap ineffective. If an instant
solution is sought then a vegetative cap may not be
appropriate. The time to establish a sound vegetative
cap is dependent on the species of plant selected, but
in general it will take 2–4 years with perennial tree spe-
cies. Common choices include Populus sp., including
cottonwood, and the Salix sp. These tree species are
chosen because of their rapid establishment, high
water-use characteristics, high tolerance of environ-
mental and contaminant extremes, ease of establish-
ment, and ability to take up some contaminants.[10]

Drying the soil profile may create an aerobic environ-
ment where metal mobility is reduced.[2] Biological

activity is enhanced under vegetation, which stimulates
the decomposition of some organic compounds.[11]

Application

Long-term management of closed landfills has posed
problems in the past. Generally, a clay cap is installed
and turf is established. Because of the settling of waste
under the cap with time, clay caps can lose integrity as
they age. The establishment of a deep-rooted species
on closed landfills can control leachate migration from
the site and allows circulation of leachate back onto
the site, closing the hydrological system.

The establishment of vegetation directly on
metalliferous mine tailings controls leaching and
erosion and also wind-borne dust contamination of

Fig. 2 Clover planted between establishing
poplars on a sawdust pile.
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surrounding environments. Sites contaminated with
organic compounds may be remediated through plants
via phytostimulation of soil microflora and fauna,
which degrade organic compounds to their primary
products.[12]

Soluble fertilizers and nutrients, such as N and P,
pose a serious pollution threat to ground and surface
water bodies. Plants can be used to protect riparian
areas from stock effluent and from applied fertilizers.
Work currently progressing in New Zealand indicates
that dairy shed effluent may be applied to poplar and
willow species as an alternative to application directly
onto pasture (data not currently published). This has
advantages in that the water use of trees is greater than
grass.[4] Trees therefore work more effectively as N
sponges and require less area in systems where excess
N tends to leach and become a contaminant. The bio-
mass produced by palatable species may be fed to
stock as fodder.

Case Study

A disused sawdust pile, 15 m deep and 5 ha in size, con-
taminated with As, B, Cu, and Cr was continuously
leaching B, As, and tannins into local surface water
bodies and into the nearby harbor. Under New
Zealand’s Resource Management Act (1991), the site
owners were required to avoid, remedy, or mitigate
any adverse effects of their activity on surrounding
environs. A traditional clay cap was initially proposed
for the site; however, the cost of cap installation was
approximately $750,000. An alternative strategy pro-
posed included the establishment of selected poplar
species on the site and the installation of a dam to trap
escaping leachate to recirculate it onto the sawdust
pile. A risk assessment, using the soil plant atmosphere
model (SPASMO) similar to that described in Ref.[13]

demonstrated the change in site water balance with
the establishment of vegetative cap (Fig. 3). Table 1
gives mean monthly precipitation, mean monthly
potential evapotranspiration, and the mean monthly
number of expected rainfall days for the site to aid
interpretation of Fig. 3. Parallel lysimeter studies were
conducted in conjunction with plant establishment on
the pile. SPASMO was parameterized for the poplar
species grown at Kopu from data collected during
the lysimeter study.[2] Full details for the lysimeter
experiment are outlined in Ref.[14]. The lysimeter study
demonstrated the efficacy of poplar to remove B from
the exiting leachate (Fig. 4). Data from this study also
show accumulation of B within poplar leaves of
lysimeter grown trees to levels as high as 700 mg kg�1

dry mass.[2] Traces of Cu and Cr were also recorded
in poplar leaves from the lysimeter study.[2] Boron

removal coupled with the poplar trees capacity to
dewater the site suggest poplars provide a suitable
phytoremediation tool for B contaminated sawdust.[2]

As the trees mature, hydrologic management of the
field site will be further enhanced.

Fig. 3 Drainage probability modeled using SPASMO of

bare Kopu sawdust pile (A) and planted with willow (B) at
full canopy (unpublished).

Table 1 Mean precipitation (mm), mean potential
evapotranspiration (mm), and the mean number of

rain days per month for the Kopu field site

Month

Mean

precipitation

(mm)

Mean

evapotranspiration

(mm)

Mean number

of rain days

Jan 65.14 129.02 7.2

Feb 63.87 112.51 5.2

March 98.65 100.69 7.7

April 95.58 72.66 9.0

May 85.12 56.63 10.3

June 121.69 44.97 11.5

July 141.85 48.70 13.0

Aug 121.48 54.96 13.5

Sept 111.00 65.56 12.4

Oct 81.45 86.89 10.2

Nov 79.08 102.30 9.3

Dec 80.62 121.10 8.3
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CONCLUSION

In contrast to the immediate solution provided by tra-
ditional containment technologies, living vegetative
caps may take 4 to 5 years to become fully functional.
However, in suitable circumstances living systems can
offer better long-term solutions, which improve with
time. This may provide a remediation solution rather
than a solution that conceals the problem for others
to confront later. Trees have aesthetic and ecological
advantage. They enhance the environment and enjoy
wide public acceptance. Hydrologic management of
contaminated sites using vegetation will not always be
a suitable solution; however, increasing public aware-
ness and a demand to ‘‘do something’’ will ensure a
steady increase in the use of plants, either alone or
in conjunction with more traditional containment
solutions.
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INTRODUCTION

Hydrologic process modeling has evolved in two basic
forms: physical and numerical. Physical models of
hydrologic processes provide a ‘‘scaled’’ representation
of a particular watershed, field, ground water flow
path, and atmospheric condition. These type models
are typically used for river hydraulics and hydraulic
structure design verification. For example, the U.S.
Army Corp. of Engineers maintained a scale model
of the Mississippi River on Mud Island near Memphis,
Tennessee (U.S.A). The physical model provided a
reasonable representation of the impacts of physical
stream changes and other conditions (precipitation,
snowmelt, flooding, etc.) on the hydrologic response
of the river. The implementation of diversion struc-
tures and management alternatives were originally
based on the physical model.

The advent of fast computers and numerical
approaches to represent processes created greater flexi-
bility to test different and new hydrologic conditions.
The following discussion emphasizes computer-based
process modeling. Many of the examples will be for
surface water hydrologic processes, but the same ideas
and approaches apply to other components within the
hydrologic cycle.

CLASSIFICATION OF PROCESS MODELS

Models may be classified in a number of different
ways. Singh[1] and Haan et al.[2] provide excellent
descriptions of the different approaches to classifying
models. Computer-based models are in two basic
forms: lumped or distributed (Fig. 1). Lumped models
do not take into account the spatial variability that is
normally present in a hydrologic situation (watershed,
field, soil, aquifer, atmosphere, etc.). The parameters,
relationships, and results are ‘‘lumped’’ by averaging
or using dominant characteristics in the area of inter-
est. Models may also be lumped on a temporal scale
(hour, day, month, year) to allow simpler modeling
of dynamic and complicated processes. Distributed
models do take into account the variability conditions

that occur in the area of interest. For example, a water-
shed (the area where all runoff water flows to a com-
mon outlet) may include farmland, grass, forest,
urban areas, streams, and lakes. As precipitation falls
on each of these areas, unique processes occur (inter-
ception, infiltration, runoff). As a water droplet passes
through different areas in the watershed, other pro-
cesses and conditions will apply (stream and ground-
water flow, etc.).

Practically all models that are described as ‘‘distrib-
uted,’’ have lumped characteristics (input parameters,
spatial and boundary conditions, etc.). Rainfall
and runoff processes may be distributed, but are likely
not ‘‘fully distributed.’’ For example, the ANSWERS-
2000 model[3] is considered a distributed—parameter
hydrologic and water quality model for watershed
scale runoff and water quality evaluations. It breaks
the watershed into ‘‘elements’’ that contain lumped
parameters based on dominant characteristics. The size
of the elements can be selected based on variability
conditions and overall size of the watershed. Water is
passed from one element to another in a distributed
network.

Models may also be classified by the process
approach used in the model. The three basic descrip-
tions are deterministic, stochastic, and mixed (Fig. 1).
If all of the variables in the model are considered to
be free from random variation, then the model is deter-
ministic.[2] For example, a surface hydrology model
may take input from precipitation, determine how
much of that water will be associated with storage
(surface and subsurface), how much water is associated
with flow (surface and subsurface), and how much
water is lost (evaporation, transpiration, and intercep-
tion). Each process component can be represented by a
different ‘‘box’’ (or submodel), with water coming in,
water being stored, and water going out. Bringing all
the different ‘‘boxes’’ together creates a hydrologic
model system.

If any of the variables in a mathematical relation-
ship in a model may be regarded as having random
values, then the model system is considered to be
stochastic. For example, precipitation over a period
of time represents a random sequence. We cannot pre-
dict ‘‘actual’’ precipitation into the future with any
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degree of certainty. However, precipitation can be
described in a distribution with an expected probability
of occurrence (based on past history).

Most model systems contain a combination of
deterministic and stochastic processes. The direct
results from simulation models may not reflect the
stochastic nature of the inputs. Many ‘‘continuous’’
models are designed to run over a long period of time,
so that a range in conditions (such as precipitation) can
be simulated to produce a distribution of potential
responses.

There are several other classifications of models. A
physically based model has relationships that represent
actual physical processes. An empirically based model
has relationships that are derived from measured data,
but have no direct relationship to actual physical
processes (Fig. 1).

‘‘Simple’’ or ‘‘complicated’’ is a classification that
applies to the potential user. Originally, simple models
tended to require few parameters and therefore yielded
simple results. Examples of simple, empirical models
are the Rational Method and the SCS Curve Number
approach for calculating runoff from rainfall.[2,4]

Complicated models are more likely to require exten-
sive and detailed input data and are also more likely
to yield more ‘‘detailed’’ results. Complicated models
may be capable of responding to small changes in
parameter values. The desire of most model develop-
ers is to make a complicated model easier to use
(to increase the potential user-base). The use of interac-
tive interfaces, geographic information systems, and
standard data sets has helped ‘‘parameterize’’ a com-
plicated model. However, if the user needs only general
results, a simple model may suffice.

HISTORICAL DEVELOPMENT OF HYDROLOGIC
PROCESS MODELS

One of the earliest computer-based hydrologic process
models was the Stanford Watershed Model.[5] This

model provided the hydrologic foundation for many
later models. The Stanford Watershed Model used a
lumped parameter approach, with daily or hourly
rainfall and could simulate several years of runoff.
The model did require calibration with some existing
data to be effective.

The SCS curve number for calculating runoff
from daily rainfall is probably the most widely used,
empirically based, hydrologic process model within
other model systems. Currently available water quality
models such as GLEAMS,[6] EPIC,[7] SWRRB,[8]

and PRZM[9] all use the SCS curve number to cal-
culate runoff. The SCS curve number calculates runoff
based on a ‘‘number’’ that reflects surface cover,
soil characteristics, and antecedent soil moisture
conditions.

CURRENT HYDROLOGIC PROCESS MODELS
AND APPLICATIONS

A large number of hydrologic process models are cur-
rently available. Most of these models have specific
applications (flood determination, river and ground
water flow characterization, atmospheric processing,
and water quality evaluation). Many of the models
that are currently in use have graphical interfaces for
improved input of parameters and interpretation of
results. One example of a model system that has
evolved over time is HEC-1. HEC-1 (a product of
the Hydrologic Engineering Center of the Corp. of
Engineers; 1) was originally designed to create a river
flow hydrograph for a watershed. The model has been
modified and enhanced into commercial products with
graphical displays. Some versions can evaluate flood
hydrographs, breached dam conditions, and even esti-
mates of flood damage. Statistical analysis packages
are included in many commercial products to increase
the benefits of the model system.

The continual increase in computer speed has cre-
ated opportunities for more-complicated models to
be used by a wider range of clientele. Significant efforts
have been expended to convert research-oriented, pro-
cess models into systems that can be used by essentially
anyone. This availability increases the potential for
abusing models and their results. If models are used
for unintended purposes, or unrealistic parameters
are selected, model results will be suspect. It is impor-
tant to select the model that is most useful to the
intended application, to be sure how to use the model,
and to not attempt to ‘‘stretch’’ the model beyond its’
intended range of conditions. Haan et al.,[2] Singh,[1]

and Parsons, Thomas, and Huffman[10] provide infor-
mation on many of the currently available models,
including where they can be obtained, their intended
use, and what can be expected as a result.

Fig. 1 Basic classification components for hydrologic
process models.
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CONCLUSION

Hydrologic process modeling provides an economical
approach to representing a hydrologic condition
for analyzing the status of water. Computer-based
models are available for many of the different pro-
cesses within the hydrologic cycle and for many differ-
ent applications.
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Hydrology Research Centers
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INTRODUCTION

The study of water has been one of the most critical
and beneficial needs since man understood the
relationship between water and life. From the begin-
ning of recorded history, water-related events (rainfall,
snowfall, and runoff), patterns (stream flow, watershed
contributions, and groundwater characteristics), and
extremes (floods and droughts) have influenced
hydrology research. As man impacted the environ-
ment and nature continued its process of weathering,
approaches have been sought to better understand
available resources, their properties, and how to min-
imize man’s impacts on those resources.

Hydrology research encompasses fairly broad spa-
tial and temporal components of water movement.
Man has sought knowledge about the movement of
water through shallow rivulets in a field to flows and
conditions in major rivers and oceans. Man has been
concerned about how water moves from melting snow
to clouds and water vapor in atmospheric relationships.
Research efforts have included attempts to understand
water movement around soil particles to larger, more
cavernous flows within major underground aquifers.
Many of these research endeavors have included the
development of physical and computer-based model
systems as a way to better understand the phenomenon.

As man continues to influence watersheds and flow
paths, research into hydrologic function will continue
to be required. Significant research efforts are occur-
ring within existing centers, laboratories, and insti-
tutes. This section is designed to identify many of the
resource locations for hydrology research. This section
will not include extensive listings of different centers
for dryland and semi-arid research or centers for water
quality investigation.

This document is neither designed to attest to the
quality nor breadth of research programs within
individual centers. The reader is encouraged to make
contacts and determine those characteristics indi-
vidually. One web-based resource for accessing differ-
ent centers around the globe that are associated
with hydrology is www.spatialhydrology.com/
r e s e a r c h c e n t e r . h t m l ( access ed Octob er 2001). Thi s
resource includes a dynamic resource listing of many
different groups since new organizations will continue
to emerge while others disappear.

Academic-Oriented Research Programs

Much of the existing hydrology research occurs within
academic institutions without a specific designation as a
center, laboratory, or institute. These resources should
not be excluded from potential access. Obviously, some
institutions have extensive hydrology research pro-
grams, while others do not. The breadth of the research
programs at particular universities is a function of the
individual faculty and their interests. The Universities
Council on Water Resources[1] provides an extensive
listing of many hydrology-oriented programs and is a
resource to the member institutions. Also included in
their programs is the Universities Water Information
Network that allows searching for particular topics
and programs of interest.

Research has been coordinated through a variety
of organizations that could be classified as ‘‘clearing
houses’’ or centers for access to hydrology-oriented
information. Some groups are professional organiza-
tions while others provide an opportunity to work
toward specific goals through regional approaches.
The idea is that most organizations do not have all the
expertise to address many critical hydrology issues;
thus, organizational structures are required to bring
experts together. Several organizations that encourage
and support hydrology research include the American
Institute of Hydrology, the International Association
of Hydraulic Engineering and Research (IAHR), the
American Geophysical Union (AGU), the American
Society of Civil Engineers (ASCE, including the Envi-
ronmental and Water Resources Institute, EWRI), the
Society for engineering in agricultural, food, and
biological systems (ASAE), and the Soil Science Society
of America (SSSA). The Cooperative State Research,
Education and Extension Service[2] also provides coor-
dination of regional projects. Some of these projects
encompass hydrology-related research.

Federally Coordinated Research Programs

The U.S. Department of Agriculture (USDA), Agricul-
tural Research Service (ARS),[3] and the United States
Geologic Survey (USGS)[4] are two agencies of the
United States that have primary missions that include
hydrology research. The USDA, ARS have several
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watershed laboratories, and have been involved in the
development of field- and basin-scale models of hyd-
rologic and water quality phenomenon. Most of
their work has been limited to surface hydrology and
shallow subsurface hydrologic investigation. However,
some extensive groundwater work has occurred in
the western United States. The designated watershed
research laboratories (Tucson, Arizona; Tifton,
Georgia; Boise, Idaho; Coshocton, Ohio; Watkinsville,
Georgia) are all involved in some aspects of water-
shed hydrology for soil, topography, and climatic char-
acteristics of the particular region. Additional USDA,
ARS laboratories are involved in stream flow hydrau-
lics and structural impacts on flow. In almost every
USDA, ARS research location, some aspect of water
(quantity and/or quality) is being investigated. For
more complete and up-to-date access to current
projects, they provide a searchable web site under
‘‘research’’ at their primary web site.

The USGS is involved in monitoring and modeling
stream flow, groundwater, and their interactions. The
USGS also coordinates programs on acid rain and
national water use and quality issues. In many states,
they are the designated agency providing statewide
and regional statistics on water use. The USGS moni-
toring network provides real-time access to stream
flow and groundwater conditions.[4]

Other federal organizations that support research
into hydrology characteristics include the Army Corps.
Of Engineers and the Bureau of Reclamation (river
basin water management), the National Oceanic and
Atmospheric Association (NOAA), and the USDA,
Natural Resources Conservation Service (NRCS).
NOAA has programs associated with atmospheric
sciences and global climate conditions, while the
NRCS works with small watershed hydrology, dams,
and field scale impacts on hydrology and water quality.

Hydrology Research Centers in the
United States

The number of centers and laboratories in the United
States that have programs that involve hydrology is
quite extensive. The listing below is not designed to cat-
alog every one. The primary emphasis is toward indi-
cating the diversity that exists by several examples.
The National Institutes for Water Resources (http://
wrri.nmsu.edu/niwr/ accessed November 2001) include
the different state-level water resources research cen-
ters/institutes. These centers may be funded from fed-
eral and/or state resources with the primary goal
(usually) of initiating water resources projects within
that particular state. For example, the Water Resources
Research Center at Arizona State University (http://
ag.arizona.edu/azwater/ accessed November 2001)

has funded research programs investigating riparian
systems, flooding, and evaporation effects.

The Stanford Center for Reservoir Forecasting
(http://ekofisk.standford.edu/SCRFweb/index.html
accessed November 2001) is focused directly on pro-
grams that relate to reservoir characterization, per-
formance, and modeling of processes within
reservoirs. The Belle W. Baruch Institute for Marine
Biology and Coastal Research in Columbia, South
Carolina (http://inlet.geol.sc.edu/ accessed November
2001) has programs investigating coastal hydrology
issues. The Center for Water Research and Policy in
Columbia, South Carolina (http://watercenter.environ.
sc.edu/ accessed November 2001) is involved in ground-
water systems, contaminant transport processes, and
water balance research. The Snow Hydrology Group
at the University of California, Santa Barbara (www.
icess.ucsb.edu/hydro/hydro.html/ accessed November
2001) is investigating watershed hydrology and model-
ing under snow conditions. The Florida Center for
Environmental Studies in Palm Beach Garden, Florida
(www.ces.fau.edu accessed November 2001) represents
10 state universities and four major private universities
that are involved in research on river restoration, ever-
glades hydrology, wetland functions, modeling and
monitoring, and international programs to address
hydrology issues in Central and South America.

International Hydrology Research Centers

The Center for Ecology and Hydrology in Wallingford,
U.K. (www.nwl.ac.uk/ih/ accessed October, 2001) is the
former Institute of Hydrology. They have very broad
areas of interest including flooding, droughts, climate
habitats, rivers, plants, and soils. The Center for Science
and Environment in New Delhi, India (www.oneworld.
org/cse accessed October 2001) has directed their
current research emphasis toward the analysis of floods.
The Watershed Science Center at Trent University in
Ontario, Canada (www.trentu.ca/wsc/welcome.shtml
accessed November 2001) has programs oriented toward
forest hydrology, structural impacts on fish habitat,
and watershed ecosystem management. The Common-
wealth Scientific & Industrial Research Organisation
(CSIRO, http://www.csiro.au/ accessed November
2001) has programs on natural and managed ecosys-
tems, and weather and climate as they relate to social,
economic, and ecological factors.

Centers Studying Drought, Weather,
and Climate

Several organizations are involved in the study
of drought and weather. The National Drought
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Mitigation Center in Lincoln, Nebraska (http://
enso.unl.edu/ndmc accessed November 2001) is
involved in the development of techniques to improve
risk management during droughts and improve the
forecasting and understanding of drought. The Global
Hydrology and Climate Center in Huntsville, Alabama
(www.ghcc.msfc.nasa.gov accessed October 2001) has
programs oriented toward the study of the global
water cycle. The National Weather Service (www.
nws.noaa.gov accessed November 2001) is involved
in research associated with forecasts of river levels,
floods, and water supply needs. The weather service
has regional offices throughout the United States to
allow more specific investigation into regional and
local weather phenomenon. The Center for Inter-
national Earth Science Information Network at
Columbia University in New York (www.ciesin.org
accessed November 2001) is an additional resource
for research associated with global climate change.

Centers Studying Pollutant Transport

Pollutant transport is directly associated with
hydrology of surface and groundwater resources. The
ability of a particular water medium to move pollu-
tants from one place to another and the integrated
processes associated with those pollutants are directly
tied to the hydrologic characteristics. Besides the
many organizations mentioned earlier, Oak Ridge
National Laboratory (www.esd.ornl.gov accessed
October 2001), the Savannah River Ecology Labora-
tory (www.uga.edu/~srel/ accessed October 2001),
the Center for Environmental Research and Training

(CERT, associated with the National Environmental
Health Association, www.nehacert.org accessed
November 2001), and the Center for Water Research
and Policy in Columbia, South Carolina (http://
watercenter.environ.sc.edu/ accessed November 2001)
all have programs that are directly associated with
pollutant transport.

CONCLUSION

Hydrology Research Centers provide an excellent
resource to current and future investigation into the
characteristics of hydrology. Until man fully under-
stands all hydrologic phenomena and ceases to impact
the movement of water, there will need to be research
into the future. Centers and institutes provide an
appropriate method to focus on particular problems
while reducing potential overlaps with other programs.
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INTRODUCTION

Every spring, the dissolved oxygen levels in the coastal
waters of the northern Gulf of Mexico decline and
result in a vast region of oxygen-starved water that
stretches from the Mississippi River westward along
the Louisiana shore and onto the Texas coast.[1,2]

The phenomenon is known as hypoxia, but has been
dubbed the ‘‘Dead Zone’’ by environmentalists and
fishermen. The low, minimal, or non-existent oxygen
levels drive away fish, shrimp, and crabs.

Hypoxia occurs naturally in many parts of the
world’s ocean, such as fjords, deep basins, open ocean
oxygen minimum zones, and oxygen minimum zones
associated with upwelling systems. These naturally
low oxygen waters have existed throughout geologic
time, but the occurrence of hypoxia in shallow coastal
and estuarine areas is a recent phenomenon that is
related to human alterations within these systems and
is on the increase.[3]

DEFINITIONS

Hypoxia is operationally defined for the northern Gulf
of Mexico as oxygen concentrations below a level of
2 mg L�1, or ppm.[1,2] When oxygen levels fall below
this point, trawlers do not catch any shrimp or demer-
sal (bottom-dwelling) fishes in their nets. Organisms
living in the bottom sediments, such as snails, echino-
derms, burrowing shrimp, and worms, often succumb
to the low oxygen levels that remain low for extended
periods. When the oxygen is completely absent, anoxia
occurs (0 mg L�1). Anoxic waters are accompanied by
the release of hydrogen sulfide (a toxic chemical com-
pound) from the sediments.

CAUSES

Hypoxia in the Gulf of Mexico results from a combi-
nation of natural and human-influenced factors, as
well as a combination of physics and biology.[1,2] The
Mississippi River, one of the ten largest rivers in the
world, drains 41% of the land area of the lower 48
United States and delivers freshwater, sediments, and

nutrients to the Gulf of Mexico. The fresh water, when
it enters the Gulf, floats over the denser saltier water,
resulting in stratification, or a two-layered system.
The stratification begins in the Spring, intensifies in
the Summer as surface waters warm and winds that
normally mix the water subside, and dissipates in the
Fall with tropical storms or cold fronts (see Fig. 1).

Stratification is a requisite for hypoxia development
and maintenance, but the excess organic loading from
nutrient over-enrichment drives the reduction of the
oxygen.[4] Without excess organic matter, hypoxia
would not develop.

The river discharge contains high concentrations of
nutrients, such as nitrogen, phosphorus, and silica,
which are necessary for the growth of the microscopic
algae, i.e. phytoplankton. These nutrients stimulate the
growth of the phytoplankton and fuel the marine food
web. Excess algae sink to the bottom, or their remains
sink to the bottom in fecal pellets of zooplankton or in
aggregates of organic debris (see Fig. 2).

The excess organic load from the upper water
column is subjected to decomposition by aerobic
microbes in the lower water column and on the seabed.
The rate of consumption of oxygen in the decompo-
sition process is high and exceeds the rate of oxygen
resupply from the upper water column by diffusion
and mixing, especially when the water column is
strongly stratified.

WHEN AND WHERE HYPOXIA OCCURS

Hypoxic waters are found in shallow depths near the
shore (4–5 m) to as deep as 60 m.[1] The more typical
depth distribution is between 5 and 35 m. When the
hypoxic waters move onto the shore, fish, shrimp,
and crabs are trapped along the beach, resulting some-
times in a ‘‘jubilee’’ when the stunned animals are
easily harvested by beachgoers. A more negative result
is a massive fish kill of all the sea life trapped without
sufficient oxygen.

Hypoxia occurs on the Louisiana coast from
February to November, and nearly continuously from
mid-May through mid-September. In March and
April, hypoxic water masses are patchy and ephemeral.
The hypoxic zone is most widespread, persistent, and
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severe in June, July, and August. Anoxic waters occur
periodically in mid-summer. The size and distribution
of the hypoxic zone is minimal in drought years and
has been as large as 22,000 km2 in July 2002.[2]

The average size of the hypoxic zone in the period
from 1985 to 2007 equal 13,500 km2 for the period
2000 to 2007 average area of 15,870 (or 15,900) km2.
The temporal and spatial coverage of the hypoxic zone

Fig. 1 Mississippi River drainage basin, major tributaries, land use, and general location of the 2002 mid-summer hypoxic zone.

Source: Map from Ref.[9]; hypoxic area data of Rabalais.

Fig. 2 Description of hypoxic water mass and interacting biological and physical processes important in its formation and main-

tenance. Source: Committee on Environment and Natural Resources (CENR). Integrated Assessment of Hypoxia in the North-
ern Gulf of Mexico, 2000, National Science and Technology Council: Washington, DC, originally depicted in Ref.[7].
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varies from a continuous band along the coast or dis-
junct areas on the southeastern and southwestern
coasts, to patchy distributions following tropical
storms. Hypoxia and the stratified water structure
can be broken down by tropical storms or hurricanes
in late summer, and the increasing passage of cold
fronts through the winter.

The mid-summer size of the hypoxic zone varies
annually, and is most closely related to the nitrate load
of the Mississippi River in the two months prior to the
July mapping exercise.[5] The load of nitrate is deter-
mined by the discharge of the Mississippi River multi-
plied by the concentration of the nitrate, so that the
amount of water coming into the Gulf of Mexico is
also a factor. The relationship of the size of hypoxia,
however, is stronger with the load of nitrate than with
the total river water discharge. Changes in the severity
of hypoxia over time are related mostly to the change
in nitrate concentration in the Mississippi River
(80%) and the remainder to changes in increased dis-
charge (20%) (see Fig. 3).[6]

CONSEQUENCES

The obvious effects of hypoxia include the dis-
placement of pelagic organisms and selective loss of
demersal and benthic organisms.[1] As the oxygen
concentration falls from saturated or optimal levels
toward depletion, a variety of behavioral and physio-
logical impairments affect the animals that reside in
the water column or in the sediments. Shrimp, fish,
and some crabs flee waters where the oxygen concen-
tration falls below 2 mg L�1. As the demersal fishes
and crustaceans are forced to occupy less suitable habi-
tat, they can be exposed to increased predation, and
suboptimal habitats can result in reduced growth.
Below 1 mg L�1, less mobile organisms, e.g. brittle
stars, become stressed and move up out of the sedi-
ments, in attempts to find more oxygen. As oxygen

levels fall from 0.5 toward 0 mg L�1, there is a linear
decrease in benthic infaunal diversity, abundance,
and biomass (see Fig. 4).

Sensitive marine invertebrates are eliminated, e.g.,
amphipods, bivalves, gastropods, brittle stars, and sea
stars, and only small polychaetes and sipunculans
remain. These changes result in an impoverished diet
for bottom-feeding fishes and crustaceans once the
low oxygen conditions abate and animals move back
into the area.

The effects of hypoxia on the highly valuable
shrimp fishery should be obvious when a bottom area
of the size of Connecticut, New Jersey, or Massachu-
setts does not support a shrimp population for a
portion of the year.[1] The decadal decline in brown
shrimp landings could be related to the presence of
hypoxia,[7] but also to confounding factors of river
discharge, nursery area salinity and acreage, and fish-
ing effort. The effects of hypoxia related loss of essen-
tial habitat to production of shrimp or overall
fisheries landings is not clear. What is clear is their
virtual absence across large areas of the seabed during
the peak of hypoxia.

HISTORICAL CHANGE IN HYPOXIA

Hypoxia may have previously occurred under the
plume of the Mississippi River, but the database from
which to determine long-term trends is minimal. Sedi-
ments delivered by the Mississippi River, however,
accumulate in an area west of the river delta, and their
constituents can be used as surrogates for environmen-
tal change. Sediment data indicate that the pro-
ductivity of marine phytoplankton, and in particular
diatoms, has increased, and that oxygen conditions
have worsened.[8] Some of the changes date to the turn
of the century, but the problems have worsened since
the early-1950s, consistent with the increased delivery
of Mississippi River nitrogen.

Fig. 3 Expanse of bottom water hypoxia in mid-July 2002.
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In the last half of the 20th century, the load of
nitrogen delivered by the Mississippi River tripled.[5]

Nitrogen loads come from industry, urban runoff,
atmospheric deposition, fertilizer runoff, animal
wastes, and leguminous crops, but well over half of
the load is attributable to agricultural activities.[9] In
addition, the landscape of the Mississippi River water-
shed is now highly modified by dams, channels, and
straightened rivers, and the conversion of natural flood
plains to cleared, drained, and plowed land. The result
of all these modifications is that increased nutrient
loads to the basin are less likely to be filtered and trans-
formed in the current landscape.[2]

GLOBAL COMPARISONS

The hypoxic zone in the northern Gulf of Mexico
is one of the largest hypoxic zones in the world’s
coastal oceans.[4] Of those that are caused by anthro-
pogenic changes over the last half of the 20th century,
the hypoxic zone in the northern Gulf of Mexico adjac-
ent to the Mississippi River is currently the second
largest.

The largest human-caused hypoxic zone is in the
aggregated coastal areas of the Baltic Sea, reaching
84,000 km2. Hypoxia once covered 40,000 km2 on the
northwestern Black Sea shelf adjacent to the excess
nutrient loads of the Danube River. Reductions in

nutrient loads from the Danube post-1990 resulted in
a minimization of the hypoxic zone adjacent to it over
the succeeding 10 yr.[10] More recently,[11] there are
indications that hypoxia could be worsening in the
northwestern Black Sea with increased agricultural
and industrial activities in the Danube watershed.

The processes of increased phytoplankton produc-
tion from nutrient over-enrichment and hypoxia devel-
opment occur elsewhere in the world’s estuaries and
oceans, e.g., the northern Adriatic Sea, the Kattegat
and Skaggerak, Chesapeake Bay, Albemarle-Pamlico
Sound, Tampa Bay, the German Bight and the North
Sea, Long Island Sound, and New York Bight. The
number of estuaries with hypoxia or anoxia continues
to rise.[3]

CONCLUSION

The scenario of worsening oxygen conditions in Gulf
of Mexico coastal waters adjacent to the nitrogen-
enriched effluent of the Mississippi River with con-
sequences to living resources parallels many situations
throughout the world’s oceans where nutrient pol-
lution is emerging as a new global concern. The contin-
ued and accelerated export of nitrogen and phosphorus
to the world’s coastal ocean is the trajectory to be
expected unless societal intervention in the form of
controls or changes in culture are pursued.

Fig. 4 Dead demersal and bottom-dwelling fishes killed by the encroachment of severely low dissolved oxygen waters onto a
Grand Isle, Louisiana beach, in August 1990. [Photo provided by K.M. St. Pé.]
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6. Justić, D.; Rabalais, N.N.; Turner, R.E. Modeling the

impacts of decadal changes in riverine nutrient fluxes
on coastal eutrophication near the Mississippi River

Delta. Ecol. Model. 2002, 152, 33–46.
7. Downing, J.A., (chair); Baker, J.L.; Diaz, R.J.; Prato,

T.; Rabalais, N.N.; Zimmerman, R.J. Gulf of Mexico
Hypoxia: Land-Sea Interactions. Task Force Report
No. 134, Council for Agricultural Science and Tech-
nology: Ames, Iowa, 1999; 1–40.

8. Rabalais, N.N.; Turner, R.E.; Justić, D.; Dortch, Q.;
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Internet
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Sterling C. Evans Library, Texas A&M University, College Station, Texas, U.S.A.

INTRODUCTION

The Internet holds a wealth of water science infor-
mation sites with free public access. This information
can be predominantly found on the World Wide
Web (WWW) and although a web search engine can
locate millions of web pages related to water, finding
specific information can be difficult due to the lack
of central organization. The web is further complicated
by its dynamism. Web pages change, relocate, and dis-
appear frequently. Fortunately, government, organiza-
tion and educational web sites have become more
stable over the past decade and virtual libraries and
subject-specific search engines have been created to
assist the searcher. Full text documents, primary data,
real-time data, interactive maps, and archived data are
available through databases on the WWW, but the
databases can be hard to locate. This article outlines
methods for locating information in web sites that
have moved or changed, describes some effective
search engines, and discusses some of the virtual
libraries databases that may be of particular value to
the researcher who seeks water science information
on the WWW.

INTERNET DEVELOPMENT HIGHLIGHTS

The technology developed in 1969 as a U.S. Defense
Department project named the Advanced Research
Projects Agency Network (ARPANET), which allowed
computers to share information simultaneously, gave
rise to the Internet. The development of Hypertext
Markup Language (HTML) and web browser tech-
nology in 1989 gave easy access to the Internet, created
the WWW, and with the introduction of the first search
engine, Yahoo, in 1994, opened the Internet to the
world.[1] The number of available web pages increased
phenomenally with the advent of search engines. At the
close of the 20th century there were approximately 2.1
billion static web pages[2] with an incredible number of
these pages devoted to water science topics.

Water information originating around the world
can be discovered and accessed in seconds within the
vast library that is the WWW. However, the search
for information can be overwhelming and frustrating
due to the huge number of web sites and the absence

of a central organizing or cataloging mechanism.
The nebulous ever-changing nature of web sites is also
problematic for Internet users. A 1996 study deter-
mined that the half-life of a web site is around
2.9 yr.[3] Fortunately virtual libraries, government sites,
and many organizational sites have become relatively
stable in recent years.

THE SEARCH FOR WATER INFORMATION
ON THE WWW

The WWW, a subset of the Internet, is easily searched
and accessed and is a primary location of information
available for public access. Public access means that all
users have the capability to view the information with-
out having to paying for access. Of course the WWW
also contains substantial amounts of information that
requires the payment of a fee for access. Fortunately,
a multitude of water information is freely available.
Important sources of this information include gov-
ernment agencies, educational institutions, and water
organizations. However, navigating through the
millions of web pages devoted to water topics to find
specific information is not easy or fast. Individual
web sites can be massive and site navigation can be
convoluted. Many sites contain links that lead one
out of the site without warning. Web pages continually
evolve by changing location within the web site, divid-
ing into a number of pages, or they cease to exist.
There are general methods that are useful in determin-
ing the contents of a web site or to find the new
location of a specific page:

� View the entire page. Many times it is necessary to
scroll down the page to locate the site’s search
engine or index.

� Use the site’s help screens.
� Site maps provide a fast way to determine what

information a web site contains.
� When a URL does not appear to be correct, reduce

the indexing by one level (the next to last slash)
until a page is accessed, then look for a hyperlink
on that page to the information.

� Enter only the first part of the URL to the domain
(.gov, .edu, .com, .org), then use a tool provided by
the site to locate the desired information.
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The WWW consists of sites that can be considered
libraries or databases, though there are no uniform
protocols that govern how sites are named. Common
titles of web sites that organize web pages by subject
are Digital Library, Virtual Library, Web Links, Data-
base, Web Directory, Resources, etc. Search engines
are actually indexes of web pages but could also be
considered libraries.

SEARCH ENGINES

Search engines, metacrawlers, and directories are
popular tools (all commonly denominated ‘‘search
engines’’) used for locating information on the
WWW. However, all three tools may lead to an over-
whelming list of web pages if one uses a broad search
term, such as ‘‘water.’’ For example, over 8 million

web pages were retrieved using the term ‘‘water’’ in
the popular search engines Alta Vista, Northern Light,
and Excite, supporting the proposition that there are
vast resources on the topic to be found on the WWW,
but also emphasizing the need for more precise
queries. Even directories that provide subdivisions to
sites with a more narrow focus, such as Yahoo, Info-
seek, and Lycos retrieve hundreds to thousands of
links.

Water science information retrieval on the Internet
is further complicated by the cross-disciplinary nature
of the subject. Water science can encompass the cate-
gories of hydraulics, hydrogeology, economics, chemis-
try, climate, weather, environment, ecology, agriculture,
pollution, engineering, etc. Therefore, efficient infor-
mation retrieval using search engines requires very
specific search terms and the use of more than one
search engine is required for thoroughness.

Table 1 Selected subject specific search engines (all accessed February 2001)

Name URL

AgriBiz Search Engines for Agriculture http://www.agribiz.com/agInfo/seaAgri.html

Aqueous.com http://www.aqueous.com/index.asp

ASAE Technical Information Library http://asae.frymulti.com/

DataWeb http://dataweb.usbr.gov/html/search.html

FirstGov http://www.firstgov.gov/

Galaxy http://www.galaxy.com/galaxy/Info/about.html

INFOMINE http://infomine.ucr.edu/

Search4science http://www.search4science.com/

Search Adobe PDF Online http://searchpdf.adobe.com/

StudyWeb http://www.studyweb.com/

Web-Agri: The First Agricultural Search Engine http://www.web-agri.com/

Wetlands http://www.sws.org/wetlands/

Table 2 Selected Internet libraries containing water information (all accessed February 2001)

Name URL

Academic Info http://www.academicinfo.net

Amazing Environmental Organization Web Directory http://www.webdirectory.com/

BUBL Information Service http://bubl.ac.uk/

CyberStacks http://www.public.iastate.edu/~CYBERSTACKS/homepage.html

EEVL Edinburgh Engineering Virtual Library http://www.eevl.ac.uk/welcome.html

Mel: The Michigan Electronic Library http://mel.lib.mi.us/

Online Electronic Science Library http://www.sc.edu/library/science/elibind.html

PubScience http://pubsci.osti.gov/

The Water Librarians’ Home Page http://www.wco.com/~rteeter/waterlib.html

Web Links of the International Association of Hydrology http://www.iah.org/weblinks.htm

World Wide Web Virtual Library: Earth Sciences http://www-vl-es.geo.ucalgary.ca/VL-EarthSciences.html

WWW Virtual Library http://vlib.org/Overview.html

Yahoo! Reference Library http://dir.yahoo.com/Reference/Libraries/
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Fortunately, subject-specific search engines have
been developed to assist the search for water-related
information on the WWW. Selected subject-specific
search engines are listed in Table 1. Considering the
amount of information generated by the U.S. govern-
ment, one of the most useful search engines is First-
Gov, which provides access to all online U.S. Federal
Government resources. This site also provides links
for state and local governments as well as interesting

topic links for science/technology and agriculture/
food and laws. Some of the search engines locate sites
relevant to water and/or agriculture such as AgriBiz,
Aqueous, Web-Agri, and Wetlands, while others
look for full text Adobe Acrobat (PDF) files related
to the search. All of the other search engines in the
list provide a broader coverage of science or engineer-
ing but can be extremely useful in locating water
information.

Table 3 Selected databases and public access data (all accessed February 2001)

Name URL

AES NWT Water Bibliography http://www.aina.ucalgary.ca/aes/

Agricultural Research Data Directory http://agros.usda.gov/

Aquastat http://www.fao.org/ag/AGL/AGLW/aquastat/aquastat.htm

Association of American State Geologists
‘‘Links to State Geological Survey Pages’’

http://www.kgs.ukans.edu/AASG/

Civil Engineering Database http://www.pubs.asce.org/cedbsrch.html

Database of Online Documents Covering
Water and Agriculture

http://www.nal.usda.gov/wqic/wqdb/esearch.html

Earth Observing System Data Gateway http://edcimswww.cr.usgs.gov/pub/imswelcome/

Envirofacts: Queries, Maps, and Reports http://www.epa.gov/enviro/html/qmr.html

Environmental Atlas http://www.epa.gov/ceisweb1/ceishome/atlas/

Research Imagery and Data at the GHCC http://wwwghcc.msfc.nasa.gov/ghcc_data.html

Global Hydrologic Archive and Analysis System http://www.watsys.sr.unh.edu/

Global Change Master Directory http://gcmd.nasa.gov/

GRID-Arendal’s Online GIS and Map and

Graphics Database

http://www.grida.no/db/

Hydro-Climatic Data Network (1874–1988) http://wwwrvares.er.usgs.gov/hcdn_cdrom/1st_page.html

IWRN Directories of Water Resources Agencies/
Organizations/Institutions In The Americas

http://www.uwin.siu.edu/IWRN/orgs/

IRRISOFT: Database on Irrigation & Hydrology Software http://www.wiz.uni-kassel.de/kww/irrisoft/

National Atlas of the United States of America http://www.nationalatlas.gov/

NOAA Environmental Services Data Directory http://www.esdim.noaa.gov/NOAA-Catalog/index.html

The Quality of Our Nation’s Water
Introduction State Fact Sheets

http://www.epa.gov/OW/resources/st_intro.html

Real-Time Water Data http://water.usgs.gov/realtime.html

StreamNet: On-line Data http://www.streamnet.org/online_data.html

Wateright: Reference Data and Glossary http://www.wateright.org/site2/reference/index.asp

World Water & Climate Atlas http://www.cgiar.org/iwmi/Watlas/atlas.htm

Selected Water-Resources Abstracts http://water.usgs.gov/swra/

Texaset http://texaset.tamu.edu/

Types of water-use data available from USGS http://water.usgs.gov/watuse/wudata.html

Universities Water Information Network Databases http://www.uwin.siu.edu/dir_database/index.html

Universities Water Information Network Table of Content http://www.uwin.siu.edu/tocnoframes.html

Universities Water Information Network Water Experts
Directory Search

http://www.uwin.siu.edu/dir_directory/expert/search.html

Water Supply Information within Reclamation http://www.usbr.gov/main/watersupply.html

Water Resources Data http://water.usgs.gov/data.html

WIN: Find Environmental Data and Maps http://www.epa.gov/win/datamap.html
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VIRTUAL LIBRARIES AND WATER SCIENCE

There is little distinction between web sites titled ‘‘vir-
tual library’’ and sites that maintain lists of WWW
links organized by subject or databases sites. All orga-
nize valuable WWW resources. If we consider web
libraries to be those sites that organize information
and provide access to the information, then subject-
specific libraries exist under a variety of names such
as gateways, web directories, web links, or personal/
organization home pages. Numerous libraries are
included within web sites of organizations and govern-
ment agencies and can be denominated ‘‘library,’’
‘‘resources,’’ ‘‘reference,’’ etc. Table 2 provides a selec-
tion of WWW libraries containing water information
along with their URLs.

A standard model for virtual libraries does not exist
because they are as varied as the individuals or organi-
zations that have created them. Virtual library web
sites include search engines and/or list water topics
in sections labeled science, geology, earth science,
agriculture, or environment. Some, like the Online
Electronic Science Library created by the University
of South Carolina, which contains approximately
2500 web resources, are set up and cataloged like tra-
ditional academic libraries complete with reference,
book, journal, and tool categories. Other traditional
library-based models include EEVL, the Edinburgh
Engineering Virtual Library; Mel, the Michigan Elec-
tronic Library; and BUBL. Virtual libraries, such as
the International Association of Hydrogeology site,
categorize water information by geographic location,
while the Water Librarians’ Home Page includes a vari-
ety of categories that the author considers important in
his or her work as a librarian in a water agency. Each
library is designed to provide access to information
important to users.

WATER SCIENCE DATABASES

The sharing of information is the primary function of
the Internet, and the sharing of data in the world of
water science is extremely valuable due to the interdis-
ciplinary nature of water and its global importance.
The WWW includes many water-related databases
containing real-time data, interactive maps, or histori-
cal primary data and presents the scientist, student,
and water professional with access to information that
was previously neglected due to lack of accessibility or
whose existence was unknown. Unfortunately, water
data are not conveniently collected in one neat

category and may be difficult to locate on the
WWW. There is also a question of accuracy and
reliability when discussing data. Table 3 presents a
selection of fairly stable databases produced by
government agencies, water organizations, or edu-
cational institutions that should provide accurate,
reliable data. The web sites were chosen to provide a
broad range of data types and coverage or as major
indexes to data sets and are only intended as a starting
point for locating data on the web.

THE FUTURE OF WATER INFORMATION
ON THE WEB

During the past decade we have witnessed an explosion
of information on the Internet. Much of the infor-
mation is of questionable value or commercial in nat-
ure. The virtual libraries have started to organize the
web by evaluating and grouping relevant web pages into
coherent catalogues, which eliminates the searcher’s
major frustration of sifting through thousands of irrel-
evant sites to find information. Searching for resources,
then making them useful by cataloging/organizing and
continuous maintenance is an extremely labor-intensive
process. Librarian Assistants, a software package, cur-
rently being developed by one electronic library, may
simplify the process[4] and make web organization more
feasible. As developing countries’ online presence
increases over the next few years, new sources of water
information will appear on the web. Web-masters will
be challenged not only by the sheer volume of infor-
mation to organize, but also with the daunting task of
meeting the needs of searchers in areas with diverse
technological capabilities and where change is the
only certainty.
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Irrigated Agriculture: Economic Impacts of Investments

Robert A. Young
Colorado State University, Estes Park, Colorado, U.S.A.

INTRODUCTION

Because crop irrigation represents the largest single
consumptive user of water in the United States and
in the world, and many governments in arid areas have
encouraged irrigated agriculture, measures of the eco-
nomic impacts of changes in irrigated agriculture are
of interest for evaluation of proposed irrigation-related
public policies. Such policies include potential invest-
ments in new irrigation water supplies, transfers of
irrigation water to emerging urban, industrial, and
environmental demands, and plans for long-term
groundwater management policies. Space limitations
restrict this discussion to investment issues, although
the concepts and evidence are relevant to related
topics. This contribution identifies several types of
economic impacts of irrigation development, sketches
the conventional economic framework for evaluating
public policies relating to irrigation, presents evidence
on the magnitude of impacts, and concludes with a
skeptical assessment of the social returns on public
investments in irrigated agriculture and the methods
used by public agencies to evaluate such investments.

CONCEPTS FOR EVALUATING NET ECONOMIC
IMPACTS OF IRRIGATION-RELATED POLICIES

Standard economic evaluation consists of making
estimates in money terms of the beneficial or desired
impacts (benefits) and the adverse or undesired impacts
(costs) and balancing the one against the another to
determine the net economic impact.[1] Evaluations are
necessarily site-specific, because of varying local physi-
cal, biological, economic, and policy conditions.

An important initial concept in water policy evalu-
ation is the accounting stance, which refers to the point
of view or perspective from which the analysis takes
place.[2] It can reflect either the private individual or
the public or social viewpoint. The social viewpoint
is normally from the national perspective, but a
regional approach can also be identified. Under the
private accounting stance, the private investor is
assumed to take the policy environment and hence,
prices of productive inputs and outputs as given. From
the national social perspective, academic economic
doctrine advocates that input and output prices should

be adjusted for any distortions from ideal market con-
ditions, such as for public subsidies or unpriced third
party impacts.

Another important distinction is between direct (or
primary) and external economic impacts.[1] Direct
economic impacts accrue to the basic producing unit,
the farm. Direct benefits are the net monetary value
of the output of the water supply initiative, and are
measured by the producers’ willingness to pay for
those outputs. Direct costs are the foregone benefits
of using those resources in the best alternative use,
and reflect the value of resources or inputs used to
accomplish the project or initiative. External impacts
(also called spillover impacts) arise in addition to the
direct project impacts and are those unpriced effects
registered on third parties, and can be either positive
or negative and either real or pecuniary. Real indirect
effects are due to physical linkages (usually through
the hydrologic system) between the activities of two
or more affected parties and reflect actual output
changes. Pecuniary or secondary external impacts
reflect income changes occurring via the price system
linkages between and among the farms, firms, and
households that make up the economy.

Consider now a simple framework (Model 1) that
shows the conditions for economic feasibility of a
potential investment in irrigated agriculture from the
point of view of the private investor. (All benefit and
cost elements in the models presented below are
assumed to be expressed in annual equivalent terms,
employing a consistent interest rate and planning
period and reflecting the same general price level.)

Model 1: DBp > DCp

where the symbols represent the following concepts:
The subscript p denotes the private perspective. DBp

is the direct private user benefit (willingness to pay
for the initiative) and DCp is the direct private cost.
Direct benefit reflects the economic value of the physi-
cal increment in production due to the increment in
water supply. Direct benefit is often called the net
return to or the value of water, and is conventionally
calculated as the estimated increment in gross revenues
from crop sales minus the increment in non-water costs
of producing the crops.[2] Direct costs are the costs of
bringing the irrigation water supply to the farm, which
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for example might be the annualized cost of installing
and operating an irrigation well and pump or the
annual assessment associated with accessing water
from a community or public water storage and supply
project. Model 1 asserts simply that the contemplated
investment is economically feasible if, from the private
irrigator’s perspective, direct benefits exceed direct
costs.

Turning to evaluation of the impacts of an irri-
gation investment from the public or social accounting
stance, three types of adjustments and additions should
be made to Model 1. First, benefits and costs are
adjusted for subsidies or other government-induced
market distortions. For example, crops produced with
the aid of government support programs—such as cot-
ton or rice in the southwestern United States—would
be valued at lower price levels, derived from estimated
free market prices (which task is a challenge itself).
Costs would similarly be adjusted for public subsidies
(such as low-cost credit, energy, or irrigation water)
or penalties (e.g., minimum wage regulations). On bal-
ance, these adjustments usually make the social net
benefit of added irrigation water less than the private
net benefit.

The other adjustments needed for a shift to the pub-
lic accounting stance are to incorporate monetary esti-
mates of any external effects, both real and pecuniary.
These steps are represented in Model 2, in which direct
impacts are expressed in social prices (adjusted for
market price distortions, denoted by introducing a sub-
script s) and external impacts (both real and pecuniary)
are incorporated in the formula:

Model 2: DBs þ IB þ SB > DCs þ IC þ SC

The terms new in Model 2 are IB, representing indirect
(real external) benefits, SB denoting secondary (pecuni-
ary external) benefits, IC standing for real external
costs, and SC denoting secondary external costs.

Secondary benefits, the multiplier effects arising
from increased purchases of production inputs and
consumption goods when a project comes into oper-
ation, are typically concentrated in the project region.
They are normally measured by specialized economic
models (such as regional interindustry models), which
simulate the effects of an increment of resources on
the economy. Secondary costs (SC) are the pecuniary
benefits foregone when a public investment draws
funds (via taxes) from the economy at large. Secondary
costs typically spread throughout the national eco-
nomy and are very difficult to measure. The con-
ventional economic wisdom (embedded in public
planning manuals) is that from the national accounting
stance, secondary or pecuniary costs are at least as
large or larger than secondary benefits. Hence, the
two effects offset each other and except in special cases,

secondary economic impacts can be ignored for
national irrigation investment planning purposes.[1]

Indirect costs and benefits, the other class of exter-
nal effects, should also be incorporated into evalua-
tions adopting a public accounting stance. Indirect
benefits are seldom economically important, but
indirect costs are typically very significant. Examples
of indirect costs of irrigation water diversions include
reduced downstream water supplies or adverse effects
on water quality downstream for offstream (irrigators,
industries, and households) and instream (hydroelec-
tric power plants, recreational water users, and fish
and wildlife habitat) water users.

EMPIRICAL EVIDENCE ON ECONOMIC
IMPACTS OF IRRIGATED AGRICULTURE

A number of sources suggest that the direct economic
benefits of irrigation, even from the private accounting
stance, are not as large as assumed by non-specialists
or the lay public. One bit of evidence is that farmers
are seldom able or willing to pay for public project
costs, even if repayment requirements are but a small
fraction of actual costs.[3] Econometric studies of land
and water rights markets infer that direct benefits of
irrigation investments are modest relative to costs.[4]

River basin simulation models that adopt a public
accounting stance by incorporating indirect costs show
that indirect costs to instream water users (such as
hydropower producers) may exceed the economic ben-
efits of upstream crop irrigation.[5] Elsewhere, similar
evidence is accumulating that when social costs are
accounted for, net social benefits of public irrigation
developments have been quite unimpressive. The large
loss to Aral Sea fisheries and to regional environmental
quality from diverting the inflow source for cotton pro-
duction is one well-known example. Econometric
studies in India and China report low rates of econ-
omic return to investments in irrigated agriculture
(implying negative net social benefits when discounted
at conventional interest rates) particularly as compared
to the return on expenditures on agricultural research,
on education, or on rural road construction.[6]

If the public feasibility studies were correct in con-
cluding that substantial net economic benefits would
flow from water resource developments, regional eco-
nomic studies of ex post impacts would be expected
to show corresponding positive impacts on economic
growth indicators. Several statistical studies of the role
of water investments in regional economic growth in
the United States conducted over two decades ago
were unable to find statistically significant positive
effects of water development on regional incomes.[7]

More recently, a regional economic model of the
Sacramento Valley (a California agricultural region
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comprising nearly 2 million irrigated acres) simulated
the effect of hypothetical drought scenarios which
would reduce water availability by up to 25%. Even
the most drastic scenario, and measuring both direct
and secondary effects, was predicted to reduce employ-
ment by only 300 jobs and reduce total regional
income by less than 1%.[8]

The large regional secondary (multiplier) effects
from irrigation development sometimes assumed by
non-economists are not substantiated on careful study.
And, because labor-saving technologies have reduced
the labor requirements in agriculture and related
industries (dramatically so in the developed world),
direct and secondary employment impacts of irrigated
agriculture are found to be modest. These ex post
studies have of necessity used private prices. If the data
had permitted adjustments for subsidized product
and input prices, and acknowledged the downstream
indirect costs, the conclusions would be even more
pessimistic from the social accounting stance.

CONCLUSION

Many early public investments in irrigated agriculture
likely yielded an adequate social return. However, con-
ceptual and empirical reasons combine to make it dif-
ficult to avoid the inference that the net economic
benefits of investments in irrigated agriculture over,
say, the last half century, have not been large in the
United States and even elsewhere. This conclusion is
particularly firm when a social accounting stance is
adopted, so that negative indirect effects are accounted
for and impact measures are adjusted for input and

output subsides. By making overoptimistic assump-
tions on crop productivity and prices, by ignoring the
opportunity costs of certain inputs, or not properly
accounting for public subsidies and external costs,
public irrigation planning agencies have tended to
systematically overstate net economic benefits of
public investments in irrigated agriculture.
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INTRODUCTION

Irrigated agriculture in the western United States
(the West) holds the most senior appropriative water
rights allocated pursuant to state statutes, and
accounts for about 90% of the consumptive water use
in the West.[1] Appropriation of the dependable flow
of regional rivers into irrigation has altered natural
flow regimes to the detriment of aquatic habitats,
and consequently has contributed to the listing of
several species relying on aquatic habitats as endan-
gered or threatened pursuant to the federal Endangered
Species Act (ESA).[2] Notable examples are the listings
of several anadromous salmon species in the Columbia
River Basin,[3] and of waterfowl and fish species in the
Platte River Basin.[4]

The curtailment of state appropriative water rights
pursuant to ESA-sanctioned species recovery plans
has placed federal and state law on a collision course
whose resolution will establish the legal parameters
governing policy tradeoffs in allocating water between
irrigated agricultural and endangered species protec-
tion. Our objective is to illuminate what these legal
parameters might be. We begin with brief reviews of
the ESA and of the prior appropriation doctrine that
provides the foundation of state water law.

THE ENDANGERED SPECIES ACT

The Endangered Species Act (ESA) elevates the con-
servation of endangered species to the highest level of
federal policy objectives, and sets forth a legal pro-
cedure affording them extensive protection. Section
1533 authorizes two federal agencies to ‘‘list’’ imper-
iled species as ‘‘endangered’’ (defined as species in dan-
ger of becoming extinct through all or a significant
portion of their range) or ‘‘threatened’’ (defined as
species likely to become endangered in the foreseeable
future) based on solely biological criteria. The Sec-
retary of Commerce—acting through the National
Marine Fisheries Service (NMFS)—lists marine

species, and the Secretary of the Interior—acting
through the Fish and Wildlife Service (FWS)—lists
all other species. The listing agencies are required to
designate the species’ critical habitat, and to prepare
‘‘recovery plans’’ detailing strategies to revive popula-
tions to healthy levels. Species recovery receives
top priority in the formulation of recovery plans if
conflicts arise with construction, development, or other
economic activities.

Section 1536 directs federal agencies to consult with
listing agencies to ensure that proposed federal actions
do not jeopardize the continued existence of a listed
(or proposed to be listed) species or adversely modify
its critical habitat. If the proposed action is deemed
to have an ‘‘incidental’’ impact, the listing agency
can require that the consulting agency take ‘‘reason-
able and prudent measures’’ to minimize the impact.
A consulting agency is banned from making any ‘‘irre-
versible or irretrievable’’ action that would foreclose
the implementation of such measures.

Section 1538 bans the ‘‘taking’’ (e.g., harassment,
killing, or capturing) of listed species, and applies to
all persons within the jurisdiction of the United States,
with exceptions for ‘‘incidental takings’’ (defined as
takings that are ‘‘incidental to, and not the purpose
of, the carrying out of an otherwise lawful activity’’).

THE PRIOR APPROPRIATION DOCTRINE

Water allocation generally is governed by state law
in the West. Variations of the prior appropriation doc-
trine provide the foundation of most western water
law. Briefly, a person acquires the right to use some
quantity of publicly owned water by diverting it to a
beneficial use on a fixed tract of land (the ‘‘water
duty’’). The priority of the right is established by the
date of first diversion. During water shortages, the
longest-term (senior) appropriators receive their full
water duties until no water remains at the source.
The water rights of shorter-term (junior) appropriators
are curtailed completely. Water that is not beneficially
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used is forfeited and available for re-appropriation
by another person (‘‘use it or lose it’’).

The prior appropriation doctrine ideally protects
water-right holders from encroachment by other
water-right holders taking water out-of-priority or
enlarging their rights in a manner not prescribed by
statute. This protection depends on the security of
complicated interrelationships or ‘‘use-dependencies’’
created among water users due to the fugitive nature
of water resources. Actual consumption of water
(‘‘consumptive use’’) in irrigation is often less than
the full amount diverted from the stream (‘‘diver-
sion’’). Unconsumed water may return to the stream
(‘‘return flow’’). Return flows, along with natural
stream flows, supply water available for appropriation
by other irrigators, and thus constitute a portion of
their water rights. Appropriators who modify water
use from that prevailing when their water rights were
granted may shift the timing, location, quantity, or
quality of return/escape flows, and consequently may
impair other use-dependent water rights.

CONFLICT

The extent to which federal environmental programs
such as the ESA authorize federal regulators to disrupt
state-created appropriative water rights is contro-
versial. At one extreme, some observers contend that
such programs establish ‘‘federal regulatory rights’’
that empower the federal government to ‘‘cancel the
historic de facto assignment of property rights in
commons to exploiters and reassign them to the
government as agent for the public generally.’’ (See
Ref.[5], p. 3.) At the other extreme, some federal courts
have held that the federal government must defer to
state-created water rights in the absence of explicit
congressional intent to pre-empt them.[6]

So far, the federal government has not used the ESA
as authority to establish a new brand of ‘‘federal regu-
latory rights.’’ However, it has curtailed state-created
water rights under two sections of the law. Federal
agencies supplying or distributing water to private irri-
gators have curtailed state-granted water rights for
varying lengths of time in compliance with a Section
1536 consultation with the listing ESA agency. For
example, the U.S. Forest Service shut down irrigation
ditches operating on agency land in the Methow Valley
in Washington State for much of the 1999 irrigation
season.[7] In another example, the U.S. Bureau of
Reclamation cut-off water to 90% of the 220,000 acres
in the Klamath Project in Oregon for much of the 2001
irrigation season.[8] The potential for further curtailment
of state-granted water rights under Section 1536 consul-
tations is great because the Bureau of Reclamation is
the largest supplier and manager of water in the West.[1]

The federal government also has relied on Section
1538 (banning the taking of listed species by private
parties) to threaten the curtailment of state-created
water rights of irrigators using non-federally developed
or delivered water. For example, NMFS officials
warned the Methow Valley Irrigation District that
water would be cut-off during the 2002 irrigation sea-
son for about 250 irrigators unless the district switched
to a more efficient, fish-friendly means of distributing
water.[9]

The Methow Valley and Klamath Project water
curtailments, and the ensuing losses to the local
agricultural economy, understandably have generated
substantial ill-will toward the federal government
among irrigators, irrigation districts, rural communi-
ties, and state governments. For example, the Klamath
Project curtailment is estimated to have cost farmers
approximately $200 million in lost crops.[10] Business
in local communities also has suffered.[10] The prospect
of these losses drove about 100 irrigators to risk arrest
when they ran an irrigation line to divert water around
a canal head gate that the federal government had
closed to protect listed fish in Upper Klamath Lake.[11]

Could the federal government avoid such confron-
tation by evolving toward the extreme of deferring to
state prior appropriation statutes to satisfy ESA man-
dates? Unfortunately, the prior appropriation doctrine
is not designed to protect aquatic habitat, and thus
would be an ineffective replacement for the legal pro-
tection that endangered species receive under the
ESA.[12] Non-diversionary water uses were not recog-
nized as beneficial uses when traditional appropriative
rights were being locked into irrigated agriculture in
the late 19th and early 20th centuries. Consequently,
irrigated agriculture currently has priority regardless
of how little water remains for non-diversionary uses.
For example, Wilkinson noted that, under the prior
appropriation doctrine, the most senior water-rights
holders need not share the water with emerging new
water needs, but can ‘‘with impunity, flood deep can-
yons and literally dry up streams, as has happened with
some regularity.’’ (See Ref.[13], p. 21.)

Are there policies available for protecting endangered
aquatic habitats while mitigating adverse impacts on
state-created water rights? Economists have long recom-
mended water marketing as a means of shifting water
from prior appropriative uses to competing private and
public uses. Unfortunately, while most state water sta-
tutes permit public interest groups to purchase water
rights for the purpose of augmenting instream flows,
state protection of such rights from appropriation by
other water-rights holders generally is difficult. More-
over, states impose moderate to severe limits on water
transfers to protect third-party water-rights holders from
impairment due to changes in return flows. Perhaps
the best policy for accommodating endangered species
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protection and state-created water rights is the use of spe-
cialized water transfers designed to limit the extent and
duration of impairment to use-dependent rights. Exam-
ples are ‘‘trial transfers’’ (transfers that can be modified
or revoked if actual impairment results), ‘‘one-time
temporary transfers’’ (transfers whose short-term nature
makes injuries short-lived), and ‘‘contingent transfers’’
(transfers that occur intermittently and are triggered
only by some predetermined contingency such as
instream flow below some critical level).[12,14]
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INTRODUCTION

There is no known record of the beginning of irrigated
agriculture. It was most likely started on a very small
scale by someone trying to keep a wilted plant alive
by pouring water on the soil around its base. Then,
ways were found to keep more plants supplied with
water when they were remote from the water supply.
However, carrying water from a spring or a stream
to supply many plants is heavy work. By scraping
small furrows from a stream to the plants, irrigation
could be practiced with a greatly reduced labor input.
The practitioners soon realized that they could pro-
duce more food by keeping an adequate supply of
water available to their plants at all times. The avail-
ability of more food from irrigated plants meant that
more people could live in a smaller area and communal
living could be practiced. Communities could grow
into cities and cities could grow into nations. When
governments were organized, public resources were
available to construct the necessary infrastructure to
supply water to all suitable lands. It is certain that irri-
gation became a necessity as population increased in
arid or semiarid areas. In many areas, the season of
limited rainfall corresponds to the season of maturity
of food crops. If the crops are short of water at that
time, yields are severely depressed. It therefore became
important to develop irrigation systems that could sup-
ply water to crops in seasons of rainfall shortage. With
irrigation, it is possible to grow crops in areas of very
low rainfall or areas where nearly all the precipitation
falls in the non-growing season. Irrigation is a means
of taking advantage of the productive capacity of suit-
ably fertile soils which lack only adequate water for
crop plants in their normal growing season.

IRRIGATION IN ANCIENT TIMES

One of the earliest written records of irrigation practice
was found in the Code of Hammurabi.[1] Various
translations of the Code exist that include references
to laws related to irrigation. Irrigation in Babylonian
times was very important. One article in the law says
‘‘If the irrigator neglects to repair his dyke, or leaves
his runnel open and causes a flood, he has to make

good the damage done to his neighbor’s crops, or be
sold with his family to pay. The theft of a watering-
machine, water-bucket, or other agricultural implement
was heavily fined.’’ This law was in effect in approxi-
mately 1750 B.C.

Another famous historical irrigation development
occurred between the Tigris and Euphrates rivers in
what is modern Iraq. A very large civilization devel-
oped in that area and then disappeared. Originally, it
was thought that the developing population denuded
the watersheds and the canals filled with silt from ero-
sion of the watersheds, making continued irrigation
impossible. It is more likely that a rising water table
in the area caused salinization of the soils being
irrigated. The loss of food production on the salt-
affected soils caused the civilization to disappear.
Another possible explanation is that the area was over-
run by conquerors who had no appreciation for the
need to maintain the irrigation systems. The irrigation
works were allowed to deteriorate until they could no
longer feed the population.

In a book, copyrighted in 1898 by King,[2] the
author reported extensive irrigation developments in
many areas of the world. He references a paper pre-
sented by Mr. Frederick S. Gipps before the Royal
Society of New South Wales in 1887 claiming that the
first authentic lake or reservoir was Lake Maeris. It
was constructed by King Maeris or King Amenemhet
III of the 12th Dynasty in 2084 B.C. Water was stored
at the time of flooding on the Nile to relieve some
flooding and was later released back into the river.
Sesostris in 1491 B.C. built many canals in Lower Egypt
for irrigation and transportation. Egypt claims the
world’s oldest dam[3] built in about 3000 B.C. The
Phoenicians, about 1100 B.C.

[2] were irrigating the
‘‘African shore’’ and had gardens and large plan-
tations ‘‘abounding in canals.’’ The Bible mentions
many ditches in Second Kings 3:16–17.

In more modern times, the Romans built extensive
aqueducts to supply water to cities. They therefore
had the technology necessary to develop and transport
water for irrigation and food production. The valley
of the Po River in Italy is currently irrigated with
many old, if not ancient, canals.

China[2] also has some ancient irrigation works on a
grand scale. The Great Imperial Canal has a length of
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more than 1000 km (650 mi) and connects two rivers.
The canal even crossed some lakes on elevated dikes.

One of the most significant democratic institutional
arrangements in the history of irrigation is the
‘‘Tribunal of Waters,’’ which still exists, after more
than 1000 yr, in the irrigation districts of eastern
Spain.[4] Each Tribunal, which consists of locally
elected canal presidents, meets at a fixed time every
week to hear farmers’ complaints about water use
offenders and applies appropriate sanctions.

When the Spaniards began their conquest of Mexico
and Peru, they found irrigation being practiced on a
relatively large scale. In the ruins of older cities, they
found evidence of irrigation canals that had long been
abandoned. In Peru, in a district named Condesuyos,
they found a comprehensive canal that passed through
a number of basins and had a length of approximately
600 km.

In recent historical times, as engineering and science
progressed, irrigation was practiced extensively in
many of the countries of Europe, not considered to
be arid or even semiarid. Much of the irrigation water
was applied to pastures. Water wheels were used to lift
water out of streams. By 1800, the total irrigated area
of the world was about 8 million ha.[5]

The British, during their commonwealth period in
the late 1800s, developed large irrigation systems in
the areas that are now India and Pakistan. Water
was diverted from rivers and carried in large canals
for long distances. Many wells were also developed
to irrigate localized areas. More than 2,000,000 ha were
brought under irrigation. In Ceylon (Sri Lanka) at the
same time, irrigation systems consisted of a system of
tanks (reservoirs) that served as small an area as one
farm. Runoff water from rainstorms was captured,
stored, and used in times of water shortage, primarily
for irrigation of paddy rice. Irrigation was just begin-
ning in southeast Australia, which was under British
rule during this same period. By 1900, the total irri-
gated land in the world was about 48 million ha.[5]

Extensive irrigation in the United States of America
began in the mid-1800s in the West. At that time, there
was limited irrigation of small gardens by native
Mexicans living in the southern area of California.
When the Mormons migrated from the humid east
and central part of the United States and the rainfed
areas of Europe to the arid valleys of the Rocky Moun-
tains, the settlers found themselves in a low rainfall
environment that would not support agricultural crops
without irrigation. With limited information about irri-
gation gained from explorers of the West, they began
diverting water from perennial streams onto the soil
to make it possible to plow, cultivate, and plant food
crops. Diversion of water from natural streams became
a common practice and new settlements were estab-
lished wherever there was a dependable water supply.

The arid west was settled rapidly and extensively and
a modern civilization was quickly established, based
on irrigated agriculture. Ancient civilizations grew as
a result of irrigation. Western American civilization
developed based on irrigation. Without irrigation, the
arid western United States could only support a limited
population of hunters and gatherers.

As the number of settlers in the West increased, the
competition for water increased and it became neces-
sary to determine how the water should be divided
equitably among the potential users. Some crops
needed more water than others and some soils
needed more frequent irrigation to keep plants growing
properly. New laws had to be developed specifically for
management of the limited water supply. The system of
law defining Riparian Water Rights, common to
humid areas, gave legal use rights to the landowner
touching the streams. This law was not appropriate
for water-short areas where the water had to be taken
away from the stream to non-riparian land. A new sys-
tem of water law, called Prior Rights, was developed.
The doctrine of prior rights states that first in time of
use is first in right and that beneficial use of the water
determines the right. The first person to use the water
has a legally superior right to use the water and can
maintain that right as long as he uses the water ben-
eficially. Since the land was essentially worthless with-
out a water right, water rights normally were sold with
the land.

The establishment of the Land Grant University
system by President Abraham Lincoln in 1862, gave
emphasis to the development of agriculture. In the
arid and semiarid areas of the country, agriculture
depended on irrigation water management. Universities
in those areas gave special emphasis to research on
soil–plant–water relations. This information was very
important to the effective and efficient use of water.
In ancient times, water was applied to the soil until
the irrigator felt that the soil was wet enough. He also
learned that too much water was damaging to the
plants. His only means of applying water was to carry
water to the individual plants or bring the water from
the source in a small ditch or furrow. He could also
build a small dike around an area containing plants
and flood irrigation water into the resulting basin. Rice
can be irrigated by continually flooding it in a basin
area. From ancient to modern times, the majority of
the irrigation taking place in the world is by surface
irrigation methods. Irrigation that uses the soil surface
to transport as well as absorb the water is called
surface irrigation. As a result of research, mostly at
land grand universities, irrigation water can now be
applied using mechanical systems. The water is trans-
ported in pipes and is applied to the soil using sprink-
lers or drip-irrigation systems. Surface irrigation, to be
successful, requires a lot of hand labor and the good
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judgment of the irrigator. Mechanized irrigation can
be accomplished by complete automation, including
the decisions of when to irrigate and how much water
to apply.

Irrigation on a large scale developed in the
American West soon after the passage of the Recla-
mation Act in 1902. The U.S. Bureau of Reclamation
of the U.S. Department of the Interior, backed by
the U.S. Government financing, was able to build large
dams that provided water for reclaiming many western
desert lands. In recent years, controversy[6] has arisen
over the environmental changes caused by using rivers
to generate electric power, to supply water to remote
cities in other drainage basins, and to make desert
lands agriculturally productive, rather than leaving
the rivers in their natural ecological state. Similar
objections have not been raised in India, Pakistan,
and China where there are even larger expanses of
irrigated land.

CONCLUSION

There is an International Commission on Irrigation
and Drainage headquartered in New Delhi, India.
This organization maintains statistics about irrigation
and encourages more efficient and effective use of irri-
gation water. There are 25 countries in Africa, 16 in the
America, 29 in Asia and Oceana, and 28 in Europe

that have significant areas under irrigation. In the year
1998, there were more than 271 million ha of land
being irrigated in the world. At least 22 persons
depend, in some degree, on the food produced on
each hectare of land irrigated in the world. Irrigation
plays a more important role in food production in
the modern world than it did in the ancient world.
During the 21st Century, most of the world’s increased
food supply will have to come from the higher agricul-
tural productivity of existing irrigated lands.
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INTRODUCTION

Water management improvements in an irrigated
valley improve productivity, reduce the environmental
impacts of irrigation, enhance the environment of
rivers, and usually provide additional water that can
be used for other purposes. Long-standing traditional
beliefs are that water cannot be saved by improving
water management in an irrigated valley. These beliefs
are shown to be based upon erroneous assumptions.
Improving water management increases yields, area
affected by waterlogging and salinity is reduced, return
flows and salinity are lowered, and water saved in the
reservoir improves the environment of the river when
released. Organizations and individual actions need
to be changed for successful water management
improvements.

Irrigated agriculture plays an important role in food
production. Commonly, irrigated agricultural pro-
duction averages nearly twice the production of rainfed
agriculture per unit area. Actually, effective irrigated
agriculture easily produces 3–5 times rainfed pro-
duction. The reduced level of average production
under irrigation is a measure of the inadequacy of
performance of irrigation.

The Food and Agricultural Organization (FAO)[1]

has shown that water shortages are currently an issue
in many countries. By 2030, these shortages will cause
serious food shortages in many countries. Therefore, a
key strategy for irrigated agriculture is to develop
water conservation programs to conserve and enhance
water supplies and substantially increase productivity
worldwide.

IRRIGATION WATER MANAGEMENT STATUS

Irrigation water management practices need significant
improvement worldwide.[2,3] Fig. 1A shows an irrigated
valley with major waterlogging and salinity problems
caused by poor water management practices. Fig. 1B

shows evaporation from standing water and excess
evapotranspiration from crops supported from a high
water table. Poor or non-functioning drainage systems
also cause excess evapotranspiration as shown in
Fig. 1C. Water use for irrigation is often 2–4 times
as much as good management achieves. Encroaching
salinity and waterlogging remove millions of hectares
from production each year. Worldwide, the irrigated
area severely or moderately affected by waterlogging
and salinity equals 30% of the irrigated area, and it
increases by 1–2% per year.[1] Poor water management
practices throughout an irrigation project cause the
waterlogging and salinity. With high water tables, from
15% to 85% of the rainfall plus irrigation supplied can
evapotranspire. Evaporation and evapotranspiration
losses from waterlogged areas represent a major source
of water that can be conserved. Thus, water manage-
ment improvements to increase productivity, reduce
the impacts of waterlogging and salinity, and conserve
water supplies are urgently needed practices.

Farm Water Management Assessment

Crop yields under irrigated agriculture can be assessed
using many different strategies. Comparing average
yields to record yields for a country or an irrigated val-
ley is one strategy for assessing the potential yields.
Often, average yields are one-third to one-fifth and
even less of the record yields.

Causes of these lower yields are varied. Basic to
yield improvement under surface irrigation is a
precision-leveled field especially when level basins are
the field system. Level basins should be within 15 mm
of the average elevation for good water management
and to achieve potential yields. Because fields are
usually designed and leveled by farmers, most are not
adequately leveled. Over application of water to fields
or parts of fields is often the major factor causing
waterlogging in irrigation projects. Farmers in
Pakistan were thought to use lower than recommended
levels of fertilizer. More careful evaluation showed

542

© 2008 by Taylor & Francis Group, LLC



H
yd

ro
lo

gi
c–

Ir
ri

ga
ti

on

Fig. 1 (A) Irrigated valley with waterlogged area and poorly defined surface drainage system. (B) Waterlogging and salinity is an
integral part of irrigated agriculture in most projects and the water evaporated or evapotranspired is a non-beneficial use. (C)
Drainage systems for many irrigation projects cause non-beneficial use and reduce return flows. Source: From Ref.[12].
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that the level of fertilizer used was near the optimum
for the fields’ potential yields.

Studies in several countries have shown that pre-
cision leveling (precision conventional leveling or laser
leveling) with appropriate inputs contributed to
many-fold yield increases while water requirements
were reduced substantially, often by half or even more.
Thus, water management improvements at the field
level increase productivity while reducing the water
required for irrigating the field. Water management
and input improvements generally increase yields suffi-
ciently to more than pay for the services when quality
service is provided at an effective cost with credit avail-
able when needed. Productivity improvements and
increases in the effective use of water supplies are often
the highest priorities for a country.

Delivery of Water Supplies

Field studies in irrigation projects around the world
have shown that adequacy, dependability, and equity
are important, but often unattained, goals of water
delivery. Canals and watercourses usually do not
provide a target discharge of necessary duration for
farmers to irrigate adequately. Undependable water
supplies can cause farmers not to plant any crop, or
to use traditional seeds with little or no fertilizer
instead of high yielding varieties with adequate fertili-
zer. They also may not follow appropriate cropping
practices, and limit the use of adequate weed and pest
controls.[4] Therefore, undependable water supplies
often create greater constraints on productivity and
potential productivity than just those caused by inad-
equate water. Assessments of productivity in canal
commands in many countries have shown that yields
under undependable, inadequate water supplies are
fractions of adjacent fields with dependable, adequate
water.[4]

Farmers irrigate too frequently and apply too much
water when supplies are undependable but available.
They use the water when available because experience
has taught them that it may not be available when they
next need to irrigate. Frequent irrigations cause excess
evapotranspiration and increase waterlogging. Inad-
equate water supplies reduce actual yields, and teach
farmers that investments in inputs for higher yields
are not profitable. Studies in India showed that the
intensity of cash value crops was directly correlated
with distance from the canal outlet with the type of
crop grown determined by water supply.[5] In Nepal
and Sri Lanka, when farmers were not adequately
advised about expected water supplies, they planned
for inadequate water supplies as described earlier.

Every extensive water distribution system studied
had head to tail inequities in the adequacy and

dependability of water supplies. Inequities in water deliv-
ery have been measured in India, Egypt, Sri Lanka,
Nepal, Pakistan, Thailand, Somalia, and the United
States of America to name a few countries. Upper
reaches of most delivery systems or branches with influ-
ential farmers often have three or more times the target
water supply while those at the end of the canals, laterals,
and watercourses receive half or zero of the target.

Water Quality Management

Irrigation water management in recent decades has
focused on salinity management—now urgently
needed. Irrigating a field supplies water to be used by
the crop through evapotranspiration. Since the water
changes to vapor as it leaves the soil or plant surface,
the salts it carries remain in the soil. All irrigation
leaves salts in the soil that must be controlled by add-
ing additional water. The additional water travels
through the rootzone and removes salts by a process
called leaching. The excess water becomes deep perco-
lation that goes to groundwater or to a substratum.
Some excess water, carrying the leached salt, often tra-
vels to the river as return flow. Additional salts can be
in the return flow because the groundwater was more
saline to start with or because the substratum had
excess salts that were added to the water. Sometimes,
natural return flows to the river are not sufficient and
rapid enough, and drainage must be provided to
remove the excess water and salts. Erosion of the fields
during irrigation may cause sediment pickup. Erosion
damages the irrigated fields, and the sediment may
damage lands and waterways where the sediment is
deposited. Sediment that remains in suspension in the
water limits the value of the water for reuse.

Return flows from irrigation may also contain nitro-
gen, phosphorus, and other agrochemicals, used to
control weeds or pests, from agricultural operations
that contaminate the water for other uses. Small
amounts of selenium, boron, or other elements toxic
to plants (and humans) in low concentrations may also
limit the value of the return flows for subsequent
irrigation or other uses. Excess chloride, which causes
foliage damage when the water is used in sprinkle irri-
gation, can be a serious problem especially on veg-
etable crops. Excess sodium in the irrigation water
may cause difficulties with infiltration of the water into
soils and thus limit the usefulness of the water. Reduc-
tions in water quality lower the value of water or
increase the costs of using the water.

Traditional Views of Water Management

Water conservation is a widely misunderstood concept.
Placed in an irrigated valley context, even greater
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misunderstandings exist. First, many believe that
improving low irrigation efficiencies automatically
make large amounts of water available. They believe
the conserved water is available for the improved
farm, the irrigated valley, or other water uses as an
additional water supply. This understanding is not
valid when the excess water returns to the river. The
value assigned to the water saved must be reduced by
the value of the return flows for reuse.

Second, another common misunderstanding, shared
by the public and many professionals, is that water
conservation has almost no place in irrigated valleys.
They believe water can be conserved only when direct
flows to salt sinks, such as saline water bodies and the
ocean, are prevented. This view is supported by often
erroneous assumptions that 100% of the excess irri-
gation water is available and 100% of this available
water returns to the river as return flow.[6] The reduced
value of the return flow caused by reductions in water
quality is often not considered. This concept seriously
hampers efforts to reduce the impacts of waterlogging
and salinity and control the environmental effects of
irrigation. A more balanced concept for achieving
water conservation in an irrigated valley is the focus
of the following section.

SUSTAINABLE WATER MANAGEMENT
FOR IRRIGATED AGRICULTURE

Sustainable water management must achieve effective
water management improvements and manage to limit
salinity impacts. Institutional and attitudinal changes
are essential to achieve such improvements.

Sustainable Water Management

A farmer irrigating a field is the focus of water man-
agement improvements. Reducing the volume of water
required for irrigating the field is the objective. Water
not supplied for irrigating the field is water saved.
Water not released from a reservoir or diverted from
the river is water conserved. When the reduced supply
for irrigation results in reduced return flows to the
river, then an appropriate volume of the saved
water may be made available to replace the reduction
in return flow. Water released to replace return flows
was conserved because the water has a greater value
since it was not used initially for irrigation. The
remaining water is available for reallocation, whether
in reservoir or groundwater storage, or is continuing
flow in the river. Water available for reallocation can
be allocated for other uses such as industrial, munici-
pal, environmental, or even irrigation.

Water available for reallocation comes from
reduction of non-beneficial evapotranspiration within
the irrigation project. The water conserved also can
result from water supplies stored in groundwater sys-
tems or from returns to the river with major increases
in salinity that materially reduces the value of the
water. Water seriously contaminated when used for
irrigation by one of the previously defined contami-
nants also can be conserved. Excess irrigation water
that returns to salt sinks, such as the ocean or saline
water bodies, also can be conserved.

Water conservation accomplished by improving
water management that reduces non-beneficial evapo-
transpiration, as an example, is now illustrated for a
waterlogged irrigation project. Table 1 summarizes
approximate data for an irrigation project in the
central part of the Punjab in Pakistan.[7] Within the
irrigation project, beneficial use comes from crop
evapotranspiration. Non-beneficial use comes from
areas waterlogged, areas with a high water table that
increases evaporation at the soil surface, poorly leveled
fields with low areas where standing water evaporates,
and poor drainage systems. Water is available for
evaporation at the potential rate when water stands
on the land surface as in a waterlogged area.

Total water supply is an important variable and
rainfall is important particularly in monsoon climates.
With the lower water supply (Table 1), waterlogging
developed from irrigation in Pakistan over more than
a 100 yr period because water losses persisted although
the total water supply was less than potential evapo-
transpiration. Eighty-six percent of the lower water
supply is lost to non-beneficial evapotranspiration
(Table 1) when waterlogging developed. When water
supplies were increased because dams were completed,
waterlogging continued because beneficial and non-
beneficial uses did not exceed the water supply. With
the high water supply, as much as 34% of the total
water supply is lost (Table 1). The key point is that
large volumes of the water supply are lost through
non-beneficial evapotranspiration. These data do not

Table 1 Depletion of total water supply from
non-beneficial evapotranspiration from a

waterlogged area in an irrigation project

Waterlogged

area (%)

Total water supply

(irrigation þ rainfall)

(m3 m�2)

Depletion

(%)

15 0.63 42

30 0.63 86

15 1.69 16

30 1.69 34

Project area is 500,000 ha, annual potential ET is 1.88 m3 m�2, irri-

gation water supplies are 0.16 m3 m�2 and 1.22 m3 m�2, and rainfall

is 0.47 m3 m�2.
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assess the impacts of unlevel fields, and ineffective
drainage systems. Improving water management can
achieve major results through water conservation by
eliminating non-beneficial uses.

Water Quality Management

Irrigated agriculture is not sustainable unless salinity is
managed. A strategy for improving management of
salinity should include reducing leaching fractions to
a minimum.[8] This strategy is consistent with the water
management improvement focus because when irri-
gation efficiencies are 40% or less, then attempting to
target a 5% or less leaching fraction is not appropriate.
Lower leaching fractions reduce the total salts that
return to the river in return flows, and may sometimes
precipitate some salts before they enter the river.[9]

More careful control of leaching can precipitate salts
below the rootzone and minimize the pick up of salts
from saline strata.

A useful strategy is to use good quality irrigation
water to grow salt sensitive crops such as lettuce. Then,
as salinity increases down an irrigated valley, to grow
more salt tolerant crops such as wheat and cotton,
and further down the valley even more tolerant crops
such as barley.[8] Continuing to use water from the
river for irrigation that increases in salinity reduces
the return flows to the river and lowers the volume
of saline water that must be managed for disposal.
Evaporation ponds and pipelines to salt sinks such
as the ocean are appropriate disposal alternatives.[8]

These strategies for managing salinity are a key part
of the water management improvements for increased
water conservation.

A critical need is a system for costing and valuing
changes in water quality. Traditionally, reductions in
water quality are neither assigned a cost nor are
improvements in water quality assigned a value. Keller,
Keller, and Seckler[10] suggested that return flow
volumes be reduced by the volume of additional water
required for leaching because of the salinity increases
in the return flow. While this is an important step,
the result is an inadequate approach for costing and
valuing increases in salinity, and does not evaluate
other important quality changes. A strategy for costing
and valuing water quality changes is further described.

The amount of water used to replace the reduced
return flows from water conservation should be based
upon an effective volume or value assessment. Clyma
and Shafique[6] suggest that the effective value of the
return flow be determined. Then, the reduction in
return flow is replaced by a volume from storage that
equals the reduction in effective value caused by water
conservation, if any. Keller and Keller’s[10] approach
does not consider reductions in yield or crop changes

that result from increased salinity, or other reductions
in value such as lifting costs for pumping. Clyma and
Shafique[6] allow for increased value of the replacement
water and decreases in value from salinity, energy
costs, impacts of other contaminants, and other fac-
tors. An important consideration is the trade-offs
between water stored in a reservoir, water in ground-
water storage, and return flows that vary in amount
and the time when available in the river.

The valley water management strategy starts at the
farm with improvements in water control that cause
water applied to approach crop needs and minimum
leaching requirements. Using minimum leaching require-
ments does reduce salt loads. Minimum return flows
also reduce the total salt load in the river but may
increase the concentration of salts in the return flows.
Salinity increases down the river are reduced because
of the lower total salts. Water releases from the
upstream reservoir or remaining in the river provide
additional flow volume for the river further reducing
salinity in the river. Additional good quality water is
made available for subsequent canal commands. When
the return flow salinity reaches a critical level
approaching zero value for the return flows, then dis-
posal of the water from evaporation ponds or with a
pipeline to the ocean or another salt sink can be con-
sidered. Such a management strategy approaches
achieving a permanent irrigated agriculture.

Institutional and Attitudinal Changes

Farmers change their water management when they
understand and experience the value of change. Sup-
porting organizations and their professional personnel
must appreciate the changes needed to enable them to
support farmers in accomplishing such changes effec-
tively. Institutions must modify their policies and pro-
grams to define and then support farmer needs for
change. Then, they must support personnel that effec-
tively provides the needed support to farmers.[11]

Changing individuals and organizations—farmer, pri-
vate, and local, county, state, and federal units—is diffi-
cult but can be successfully accomplished.[11] Changes
to water laws will often be needed if water is to be con-
served. Farmers must benefit financially when water
conservation increases the effective water supply. Water
banks, begun recently in some Western States in the
United States, offer some of the changes needed. Water
rights in many countries will need major redefinition.

CONCLUSIONS

Water management improvements provide major
opportunities for increasing productivity, reducing
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the environmental impacts of irrigation, and increasing
water supplies by accomplishing water conservation.
Poorly managed water supplies and field irrigation
limit productivity and create major increases in water-
logging and salinity. Water quality for irrigation
decreases down a valley further reducing productivity.

Water management improvements reduce the
amount of water required to irrigate a field. Water
not supplied to the field is water saved. When return
flows are reduced because of improvements, water
saved can be released to replace the return flows. The
remaining water saved is water available for realloca-
tion. It is available for a variety of uses such as indus-
trial, municipal, environmental, or even expanded
irrigation.

Improvements in water management reduce water-
logging and salinity. Because leaching volumes are
reduced, total salt returning to the river is often
reduced. Water released to replace return flows further
improves the quality of water in the river and provides
more water for fish and wild life at an improved
quality. Careful management may achieve a permanent
irrigated agriculture.
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INTRODUCTION

Ancient hydraulic civilizations had absolute power,
including strong organizational coordination and com-
plete control of resources, elaborate postal commu-
nication and intelligence networks for social control,
along with the dominant religion being under the
authority of the state.

In sharp contrast, small indigenous farmer-managed
hydraulic societies have existed for centuries in many
countries. These irrigation systems are operated by
using democratic principles wherein all farmers partici-
pate in managing their system.

During the past century, the world’s irrigated land
has increased fivefold, but there will be limited expan-
sion in the future. These systems are commonly man-
aged by government agencies. But, water scarcity will
require that some of the irrigation water supplies be
transferred to meet increasing municipal and industrial
water needs. In order to feed growing populations,
much higher levels of irrigation water management will
be required. This will necessitate transferring these
government-managed irrigated systems to farmers so
that they become more self-reliant and innovative.
To significantly increase crop yields with less water
requires: 1) a clearly defined water rights system; and
2) sustainable farmers organizations.

NATURE OF SOCIAL IMPACTS

The degree of productivity in irrigated agriculture is
highly dependent upon the degree of cooperation
among farmers and with the individuals responsible
for managing the irrigation system. In addition, each
farmer is impacted by the actions occurring upstream,
such as unreliable water deliveries and water theft.
Farmers who are more self-reliant are more likely to
maintain their irrigation facilities. Cooperation and
independence also foster innovations that lead to
increased agricultural productivity, possibly more
employment and better health. The dominant factor
impacting these traits is the type of social organization
employed for managing an irrigation system.

Worldwide irrigated agriculture has grown from
8 Mha in 1800 to 48 Mha a century later,[1] with the
United Nations[2] estimating 255 Mha in 1995, which
is most likely an overestimate. More importantly, the

amount of irrigated land is expected to increase very
little in the future. About 17% of the world’s agricul-
tural land is presently irrigated, which accounts for
about 40% of the world’s food production.[2]

For the future, planners place heavy emphasis
upon 75% or more of increased food production coming
from irrigated agriculture. A good case has been made[3]

for doubling the productivity of water in order to feed
8 billion people within the next three decades, while
protecting the world’s ecosystems. With increasing
water scarcity in many global locations, some of the
present irrigation water supplies must be transferred
to meet future urban and industrial water demands.
This will necessitate much higher levels of water man-
agement, with a major emphasis on significantly
improved social organization of irrigation systems in
many parts of the world.

CENTRALLY-ADMINISTERED HYDRAULIC
CIVILIZATIONS

Wittfogel[4] reports on the administrative management
of numerous irrigation systems around the globe, but
especially Asia, over many thousand of years. Small-
scale irrigation is called a ‘‘hydraulic society,’’ while
a large-scale and government-managed irrigation net-
work is a ‘‘hydraulic civilization.’’ There are three
paramount characteristics of a hydraulic civilization:
1) involves a division of labor; 2) intensifies cultivation;
and 3) necessitates cooperation on a large scale.

Hydraulic civilizations used corvee forced labor,
which was conscripted on a temporary, but recurring,
basis. In Imperial China, every commoner family was
expected on demand to provide labor for hydraulic
and other public services. The writings of India, as well
as the Incas and Aztecs, indicate a similar claim on
corvee labor.

In terms of social control and natural resources
development, the master builders of hydraulic civiliza-
tions had no equal in the non-hydraulic world because
of control over the entire country’s labor and materials.
The dispersed castles of Medieval Europe are clear
evidence of feudal society, just as huge administrative
cities and colossal palaces, temples and tombs of Asia,
Egypt, and ancient America express the organizational
coordination and resources mobilization of the
hydraulic civilizations.[4]
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Administrators and officers were placed in all major
settlements, which virtually everywhere assumed the
character of government-controlled administrative
and garrison towns. In addition, almost all hydraulic
civilizations enhanced their power by elaborate sys-
tems of postal communication and intelligence, which
became a formidable weapon of social control. The
masters of the empire in China combined state roads
and man-made waterways in establishing a postal
and intelligence system that lasted for more than
2000 yr, but with some disruptions.[4]

The government of a hydraulic civilization was an
integral part of the irrigation management bureauc-
racy, with the dominant religion being closely attached
to the state. Nowhere in hydraulic civilizations did the
dominant religion place itself outside the authority of
the state as a national or international autonomous
church.[4] This formidable concentration of vital func-
tions gave the government its genuinely absolutist
power, where its rule was not effectively checked by
non-governmental forces.

Egypt was an important deviation. The central
government imposed a tax on the farmers of 10–20%
of their harvest, but the administration of the irrigation
system remained local.[3] An observation[5] is that
‘‘Egypt probably survived for so long because pro-
duction did not depend on a centralized state; the
collapse of government or the turnover of dynasties
did little to undermine irrigation and agricultural
production at the local level.’’

INDIGENOUS FARMER-MANAGED
HYDRAULIC SOCIETIES

For many centuries, farmer-managed irrigation sys-
tems (FMISs) have existed at various locations around
the world. In Asia, the systems in Nepal, Thailand,
and the Philippines have been partially investigated.
The social organizational arrangements are a sharp
contrast with the despotic hydraulic civilizations
described previously.

Two-thirds of the irrigated agriculture in Nepal is
farmer-managed; mostly, these thousands of systems
are autonomous, self-governing entities ranging in cul-
tivated area from 10 ha to 15,000 ha. A comparative
study of 21 FMISs has been reported,[6] along with
institutional arrangements consisting of social organi-
zation and property rights in water.[7] These irrigation
organizations perform tasks of water acquisition, water
allocation and distribution, resource mobilization
(people and tools), system maintenance, decision-
making, communication, and conflict resolution.

Decisions regarding irrigation water management
are made by the irrigators as a whole at their annual
meeting, where the farmers review the performance

of the previous year, audit and settle accounts, decide
on the plan and program for each major task, and elect
officeholders. An irrigation management committee is
elected to carry out the decisions of the general body
of irrigators. Remuneration to committee members
often consists of cash or kind, but sometimes nothing.

Resource mobilization (such as channel cleaning
and replacement of low-cost structures that failed
due to floods), may be based on the size of landhold-
ing, water shares, water outlet size, village units, or the
number of households in the command area. Water
allocation may be based on the size of landholding,
labor contributions for maintenance, original invest-
ment, water shares, or the type of land. Water dis-
tribution needs intensive supervision, particularly when
the water supply is barely sufficient to meet the crop
needs.

When traveling throughout Thailand, it is readily
apparent that the best agriculture occurs on roughly
2000 small FMISs located in the North (two-thirds
of cultivated area), where irrigation has been practiced
for at least 700 yr. A 10-yr multidisciplinary study of
five FMISs[8] shows there is a high degree of accep-
tance among the farmers of the water rules and regula-
tions, which in earlier times were considered sacred
because they provided rice for everyone; thus, water
theft was considered a severe crime against society.

In Thailand, the farmer leaders for a FMIS receive
much respect because they are trusted by the farmers,
which results from the leaders diligently doing what
they promised, along with being very fair in their deal-
ings, and placing a strong emphasis on bettering the
community. These traits result[8] in equitable water
distribution.

GOVERNMENT AGENCY-MANAGED
IRRIGATION SYSTEMS

From the mid-19th century through the 20th century,
about three-fourths of the developed irrigated lands
are administered by government irrigation agencies.
Majority of these irrigation systems in developing
countries are not properly maintained, so they are
unable to increase agricultural productivity for feeding
a growing population. Rehabilitation is often con-
sidered a remedy, but usually results in another costly
cycle of improvement and decay with no long-term
benefits.[9] There is a growing perception that these
public irrigation agencies lack the incentives and
responsiveness to improve management performance
and that a management system which is more account-
able to farmers will be more equitable and responsive.

The argument can easily be made that farmers
under these agency-managed irrigation systems
(AMISs) are oppressed. Certainly, they have limited
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control of their destiny. They are not organized for
administering their irrigation system, and they do not
have meaningful water rights. Increasing agricultural
productivity over time is highly dependent on farmers
being empowered so that they become more self-reliant
and innovative, thereby benefiting socially and eco-
nomically from their ingenuity.

SELF-RELIANCE AND INNOVATION

The degree of independence and innovation demon-
strated by the farmers in an irrigation system is a good
indicator of social impacts. A healthy agricultural
environment relies on farmers being innovative, which
in turn is dependent upon farmers being able to benefit
socially and economically from their inventive beha-
vior. A major goal of agricultural development should
be to establish an institutional environment that
strongly supports innovations by farmers.

In order for farmers to become more confident, a
highly participatory approach is required from all
types of agricultural support services. Farmers must
not only be treated as equals, but they must be recog-
nized as the local experts. Thus, the attitudes and
behavior by those individuals providing support ser-
vices is crucial to successful agricultural development.
The most underutilized resource for improving irri-
gated agriculture, the farmers, can only be effectively
strengthened by using participatory approaches that
strongly emphasize farmers first.[10]

The most significant determinant of self-reliance will
be the degree that farmers manage their own irrigation
system. Farmers recognize the significance of control-
ling the entire canal network, including the canal head-
works. This can be readily envisioned for relatively
small irrigation systems, but farmer management is
even more important for the much larger canal systems
such as encountered in China, India, and Pakistan.

INSTITUTIONAL EMPOWERMENT

The major lesson from past hydraulic civilizations,
numerous FMISs over many centuries, as well as
Australia, Canada, and the American West in the last
150 yr, is that locally managed irrigation enterprises
are to be preferred for long-term sustainability. The
critical ingredients to highly productive agriculture
for such systems are having the power to assess the ben-
eficiaries for making improvements, along with water
rights to encourage long-term investments. The success
of irrigated agriculture requires fitting many pieces
of the puzzle together, including social cohesion, but
certainly institutional measures should lead, not follow
technology, in this continual struggle for progress.

CONCLUSION

Entering the 21st century, there were about 25 countries
experimenting with the transfer of irrigation system
management from government agencies to farmers,
which is encouraging. This is a time-consuming task
requiring decades. The American West generally
required three decades, or more, to develop effective
irrigation institutions.

The necessity for doubling the water productivity
of irrigated agriculture over the next three decades is
strongly dependent upon enhancing the social impacts
by having a clearly defined water rights system in each
irrigated region, as well as sustainable farmers organi-
zations as measured by: 1) equitable water distribution
throughout the irrigation system; and 2) farmers feeling
free to report offenders (such as stealing water) and
their organization is capable of applying sanctions.[11]
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Irrigated Water: Market Role in Reallocating

Bonnie G. Colby
Department of Agricultural and Resource Economics, University of Arizona,
Tucson, Arizona, U.S.A.

INTRODUCTION

Market transactions are an important strategy for
responding to water scarcity and the conflicts among
water users, communities, and governments that can
be stimulated by water scarcity. This article outlines
the policy and economic issues raised by water mar-
kets, drawing on several decades of experience with
marketing water in the western United States.

WHY HAVE MARKETS DEVELOPED?

Market acquisitions of irrigation water rights are
increasingly common worldwide in regions where
existing water supplies are fully appropriated and
development of new supplies is costly. Those needing
additional water must bid supplies away from current
water users, primarily irrigators. In the American
West, urban growth, environmental disputes, and
Native American water claims, all create incentives
for acquisition of agricultural water supplies and a
few active regional markets have developed. While
market acquisitions of additional water supplies often
are essential to economic development, they also are
the subjects of controversy and complex regulatory
systems exist to govern market transactions in water.

A water market consists of the interaction of indi-
viduals and organizations which buy, sell and lease
water rights, use of water supplies, and access to
water-related infrastructure (canals, pumps, reser-
voirs). The degree of market activity varies among
and within the western United States in terms of num-
bers of buyers and sellers, frequency of transactions
and prices. Only a few areas have well-developed water
markets with many transactions occurring every year.
In other areas, sales of water rights largely involve
water exchanges among neighboring farmers, transac-
tions occur sporadically and price information is diffi-
cult to obtain. The Southwest generally is perceived
to be the most active region of the United States, with
respect to market activity, although drought in the
Pacific Northwest is stimulating transactions there.[1]

In the western United States throughout the 1900s,
water development projects diverted vast amounts
of water from streams in order to irrigate crops.

Water quality, recreation, and wildlife benefits associa-
ted with water left instream were largely unacknowl-
edged, as were Native American claims to water.
Irrigation districts, farmers, ranchers, and towns were
accorded property rights in the resource.

Water supplies are renewed by nature in a stochastic
and seasonal manner so that policymakers and water
users cannot predict river flows far in advance. This
uncertainty has prompted investment in infrastructure
to store and convey surface water and to recharge
groundwater so that supplies are available in a more
predictable manner. Public and private expenditures
to reduce variability in water supplies have been
immense. Federal subsidies for irrigation projects in
the western United States have covered approximately
eighty percent of the capital costs of providing irri-
gation water to farm lands receiving water from federal
projects.[2,3]

The West’s economic transition from ranching,
irrigated farming, and mining to urban growth, ser-
vices, tourism, and industry has brought strong press-
ure to transfer water out of agriculture. Agriculture
still accounts for 85–95% of water use in most western
states, and the cost of reducing irrigated acreage so
that water can be available for other uses generally is
far less than the cost of developing new water supplies.
Western U.S. cities pioneered water marketing by pur-
chasing irrigated land, sometimes entire irrigation dis-
tricts, to acquire water rights for urban development.[4]

While urban growth still is the driving force behind
water markets, water transfers to support wildlife, fish-
eries, and recreation have become more common.[5]

Transfers have become more complex and innovative
in order to respond to drought, and to environmental
and community concerns.

PUBLIC GOODS AND EXTERNALITIES

The term ‘‘public good’’ refers to resources character-
ized by non-excludability, meaning it is difficult or
impossible to exclude those who do not pay from
enjoying the benefits of the resource. Water for rec-
reation and wildlife habitat provides public benefits
for which beneficiaries cannot readily be charged a user
fee. Streamflows also provide public good benefits
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through dilution and water quality enhancement.
Many individuals who benefit from streams and wet-
lands may be ‘‘free riders,’’ enjoying these resources
but making no payments—because payments are not
required. Due to non-excludability and free rider
tendencies, market transactions alone are unlikely to
ensure that adequate flows remain in streams to pre-
serve habitat, water quality, and recreational opportu-
nities. Therefore, public agencies sometimes assume
the task of protecting streamflows.

Water transfers can generate externalities, including
reduced water supplies for other water right holders,
diminished economic activity in areas from which
water is taken, lower river flows and degradation of
water quality, fish and wildlife habitat, and recreation.
While water transfers create positive externalities in
the area to which water is being moved, it is the nega-
tive impacts that create controversy and pressure to
carefully regulate transactions.

Western U.S. state laws specifically exclude some
parties who may experience significant externalities
from formally objecting to water transfer approval. In
general, only water right holders can force their con-
cerns to be accounted for. Recreationists and environ-
mental advocates typically have little bargaining power
in the regulatory process. Broader access to property
rights in water and to the transfer approval process
can allow a wider array of externalities to be considered.

MARKETS AND LITIGATION:
COMPLEMENTARY FORCES

Voluntary transfers of water are not the only mech-
anism used to move water out of agriculture. Complex
legal proceedings, termed adjudications, are taking
place in many areas to quantify and prioritize the com-
peting claims of Native Americans, wilderness areas,
cities, and farms. Litigation based on the Endangered
Species Act, the Clean Water Act, federal reserved
rights and the public-trust doctrine has successfully
forced reallocation of water to enhance streamflows
for recreation, fish, wildlife, and water quality. Voluntary
and involuntary pressures for reallocation often work in
a complementary manner. There is no incentive quite so
effective in stimulating voluntary transfers as the loom-
ing threat of a protracted and costly court battle. The
threat of judicial and administrative reallocations has
provided impetus for numerous voluntary reallocations
among parties embroiled in conflicts over water.[6]

DEVELOPING COST EFFECTIVE POLICIES

The key challenge in developing policies to govern
water markets is to utilize the flexibility that markets

offer, while protecting third parties and public interests
that can be impaired by water transfers. The complex
nature of water rights and the changing social values
associated with water make instantaneous, faceless
and standardized transactions in water improbable
and undesirable. Nevertheless, market incentives
should play a significant role in water allocation; to
move water to uses where it generates higher economic
returns and to give water users incentives for efficient
water use. A ‘‘command and control’’ bureaucratic
allocation system is undesirable due to its inflexibility
as new demands arise and water values change. While
government policies must play a primary role in evalu-
ating proposed water transfers to prevent uncompen-
sated third party impacts, bureaucracies should not
dictate how much water must be used by whom and
for what purpose.

Every western U.S. state imposes conditions on
water transfers and there is no ‘‘free market.’’ Market
transactions sometimes resemble complex diplomatic
negotiations rather than commodity exchanges. Regu-
latory policies generate uncertainties and costs for
transferors and these costs sometimes are perceived
as unnecessary impositions on the market. However,
public policies should not necessarily seek to minimize
the cost of reallocating water because appropriately
structured transaction costs may facilitate efficient
reallocation, by giving transacting parties an incentive
to account for social costs of transfers.[7]

Transaction costs are the costs of making a
market system work. In western U.S. water markets,
parties incur transaction costs in searching for water
supplies, contacting willing buyers and sellers, ascer-
taining the characteristics of water rights, negotiating
price, and obtaining legal approval for the proposed
change in water use. This latter category of trans-
actions costs can include attorneys’ fees, engineering
and hydrologic studies, court costs, and fees paid to
state agencies.

Transaction costs incurred to comply with regula-
tory policies reflect the substantial and multiple eco-
nomic benefits associated with water in various uses,
benefits which can be impaired by a transfer. Transac-
tions costs are an important issue in western water
reallocation. If the costs of implementing a water
transfer become too high, many beneficial transfers
will not take place and water supplies will remain
locked into suboptimal use patterns. On the other
hand, the ability to impose transactions costs on those
proposing to transfer water represents bargaining
power in the water allocation process. Some trans-
action costs are necessary, justified by the need to
better account for externalities and public goods.
Transaction costs also reflect the absence of ‘‘free’’
information and the need for hydrologic, legal, and
economic data to address externalities in an efficient
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manner (see Ref.[8], for a detailed discussion of balanc-
ing transactions costs and consideration of third-party
impacts).

CONCLUSION

In summary, market transactions are an essential
response to water scarcity. Without the flexibility pro-
vided through voluntary transfers, water supplies
would remain locked into outdated patterns of use.
Markets allow water to move permanently out of agri-
culture and to be leased to alleviate temporary scar-
cities (as during drought). Water scarcity creates
tensions worldwide and voluntary transactions are
one important strategy for addressing such conflicts.
However, to provide flexibility and increased economic
returns from regional water supplies, markets must be
governed by policies that carefully weigh the advan-
tages of a proposed transfer against externalities,
impairment of public goods, and the concerns of affec-
ted communities and governments.
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INTRODUCTION

In the past decade, water-soluble polyacrylamide (PAM)
was identified as an environmentally safe and highly
effective erosion preventing and infiltration enhancing
polymer when applied in furrow irrigation water at
1–10 mg L�1, i.e., 1–10 ppm.[1–9] Various polymers and
biopolymers have long been recognized as viable soil
conditioners because they stabilize soil surface structure
and pore continuity. The new strategy of adding the
conditioner, high molecular weight anionic PAM, to
irrigation water in the first several hours of irrigation
implies a significant costs savings over traditional appli-
cation methods, in which hundreds of kilograms per
hectare of soil additives are tilled into the entire (15 cm
deep) soil surface layer. By adding PAM to the irrigation
water, soil structure is improved in the important 1–5 mm
thick layer at the soil/water interface of the 25–30% of
field surface contacted by flowing water.[7]

In 1995, the U.S. Natural Resource Conservation
Service (NRCS) published a PAM-use conservation
practice standard for PAM-use in irrigation water.[10]

A 3-year study[2] applying these standards showed that
PAM at dosage rates of 1–2 kg ha�1 per irrigation
eliminated 94% (80–99% range) of sediment loss in
furrow irrigation runoff, while increasing infiltration
15–50%. Seasonal application rates using the NRCS
standard typically total 3–5 kg ha�1.

As PAM-use is one of the most effective and eco-
nomical technologies for reducing soil-runoff, it has
branched into stabilization of construction sites and road
cuts, with formal statewide application standards set in
Wisconsin and several southern states. Recent studies
with biopolymers such as charged polysaccharides,[11–14]

whey,[15] and industrial cellulose derivatives[11,14] intro-
duce potential biopolymer alternatives to PAM.

POLYACRYLAMIDE

The term polyacrylamide and acronym ‘‘PAM’’ are
chemistry jargon for a broad class of acrylamide-based

polymers varying in chain length, charge type, charge
concentration, and the number and types of side-group
substitutions.[16–20] Typically, PAM for erosion control
is a charged copolymer with one in five acrylamide
chain segments replaced by an acrylic acid entity
(Fig. 1), which generally exhibits a negative charge in
water. Molecular weights of PAM used for irrigated
agriculture range from 12 million g mol�1 to 15 million
g mol�1 (over 150,000 monomer units per chain). As a
result of its structure, PAM attracts soil particles via
coulombic and Van der Waals forces.[11,17,21,22] Ionic
bridging creates large stable aggregates of PAM and
soil, in which charged entities on both the polymer
and multiple soil particles are thought to interact with
the aid of calcium counterions.[11,22–24] Chain bridging
further stabilizes aggregates, whereby the long polymer
chain spans between separate soil particles. Despite
their large size, PAM copolymers used for erosion con-
trol are formulated to dissolve in water, although this
sometimes requires vigorous agitation.

PAM Erosion Control

Lentz and Sojka[2] reported a 94% reduction in runoff
sediment loss over 3 yr using the NRCS application
standard.[10] The 1995 NRCS standard calls for dis-
solving 10 ppm (or 10 g m�3) PAM in furrow inflow
water as it first crosses a field—typically the first
10–25% of an irrigation duration—then halting PAM
dosing when runoff begins. Under many circum-
stances, applying PAM continuously at 1–2 ppm for
the full irrigation cycle can be equally effective,
although continuous application at 0.25 ppm PAM
was a third less effective.[25–27]

PAM and Infiltration

The infiltration rate of PAM-treated furrows on
medium to fine textured soil is usually higher than
untreated furrows—typically 15% higher than for
untreated water on silt loam soils and up to 50% higher
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on clays.[28] Bjorneberg[29] reported that in tube dia-
meters >10 mm, the PAM–water viscosity did not
rise sharply until the PAM concentration in the water
was >400 ppm. However, in small soil pores, ‘‘appar-
ent viscosity’’ increases significantly, even at the low
PAM concentrations used for erosion control.[30] Most
likely, PAM infiltration effects are a balance between
prevention of surface sealing and apparent viscosity
increases in soil pores.[30–34] In medium to fine textured
soils, maintenance of pore continuity via aggregate
stabilization is more important. In coarse textured
soils, where PAM achieves little pore continuity
enhancement, infiltration effects are nil or even slightly
negative, particularly above 20 ppm.[28]

Because PAM prevents erosion of furrow bottoms
and sealing of the wetted perimeter, water moves about
25% further laterally in silt loams compared to non-
treated furrows.[1,2] This can be a significant water
conserving effect for early irrigations. Farmers should
take advantage of PAMs erosion prevention to
improve field infiltration uniformity by increasing
inflow rates two to threefold (compared to normal).
This reduces infiltration opportunity time differences
between inflow and outflow ends of furrows.[28,35]

Sprinkler Application of PAM

Farmers and agronomists are showing interest in PAM
for sprinkler irrigation.[5,6,36–40] PAM may prevent run-
off/runon problems and ponding effects on stand
establishment and irrigation uniformity. Polyacryl-
amide sprinkler application rates of 2–4 kg ha�1 reduced
runoff 70% and soil loss 75% compared with
controls.[36] However, the effectiveness of sprinkler-
applied PAM is more variable than for furrow irrigation
because of application strategies and system variables
that affect water drop energy, the rate of water and
PAM delivery, and possible application timing scenar-
ios. Multiple groups[6,36–40] report improved aggregate
stability from sprinkler-applied PAM, leading to
decreased runoff and erosion. Flanagan, Norton, and
Shainberg[5,6] increased sprinkler infiltration with
10 ppm PAM, which they attributed to reduced surface
sealing. Polyacrylamide effects under sprinkler irri-
gation have been more transitory, less predictable and
have usually needed higher seasonal field application
totals for efficacy. However, farmers with sprinkler

infiltration uniformity problems (runoff or runon),
e.g., with center pivots on steep or variable slopes, have
begun to use PAM. Testimonials claim that PAM-use
improves stands because of reduced ponding, crusting
and damping off (a plant seedling disease complex).

ENVIRONMENTAL IMPACT OF PAM

The overriding environmental impact of PAM is
reduced erosion-induced sediment runoff,[1,2] with
corresponding reductions of entrained chemical resi-
due reaching riparian waterways.[41–43] For example,
PAM prevents yearly topsoil runoff of up to 6.4 tn
acre�1[2] and at least three times that as on-field ero-
sion.[34] Since toxic pesticides and herbicides are trans-
ported via soil sediment to open water and then
eventually into the air there is an increasing need to
prevent soil-runoff. Recently, PAM was shown to
sequester biological and chemical contaminants of
runoff, providing significant potential for reduced
spread of phytopathogens, animal coliforms, and other
organisms of public health concern.[44,45]

The main environmental concerns in PAM-use
revolve around polymer purity,[46,47] and issues related
to biodegradation/accumulation;[48–53] i.e., since PAM
degrades slowly, the long-term, unknown effects on
organisms must be considered. Biological degradation
of PAM incorporated into soil is about 10% per
year.[50] However, low application rates and shallow
surface application is thought to accelerate degrada-
tion via various pathways, including deamination,
shear-induced chain scission, and UV photosensitive
chain scission.[50–53] Even at 10% annual degradation,
PAM accumulation is insignificant at these application
rates. Sojka and Lentz[26] showed that only 1–3% of
applied PAM leaves fields in runoff and that this is
quickly adsorbed by entrained sediment or ditch sur-
faces. Barvenik[16,50] noted that anionic PAM is safe
for aquatic organisms at surprisingly high concentra-
tions, with LC50 > 50 times the inflow dosage rates.
Water impurities further buffer environmental effects
by quickly deactivating dissolved PAM.

Care must be taken by PAM supplies to ensure
polymer purity, since the acrylamide monomer
(AMD) used to synthesize PAM is a neurotoxin. The
EPA recently reviewed the use of PAM with USDA
and PAM industry scientists, and concluded that the
AMD concentrations of <0.05% found in products
for use during furrow irrigation are acceptable, with
minimal amounts of monomer released into the
environment.[26,53] The first step in the biodegradation
of PAM is early removal of the amine group from the
polymer backbone,[46,47,54–56] with reversion to AMD
thermodynamically unfavorable.[53] Although these
environmental issues about PAM are raised, PAM is

Fig. 1 PAM: Poly(acrylamide-co-acrylic acid).
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widely recognized as a safe, environmentally friendly,
hygenically safe, and cost-effective flocculating agent.
It has been used industrially for decades as a soil
conditioner, in food processing, and in various water
treatment processes.

BIOPOLYMER ALTERNATIVES TO PAM

PAMs successful use in irrigation water to reduce
erosion and improve infiltration has raised questions
of whether it is the ‘‘best’’ polymer for the application.
There is increasing anecdotal and scientific evi-
dence[57,58] that PAM efficacy varies with different
soils and waters. Variations include sodicity, texture,
bulk density, and surface charge-related properties. It
would be beneficial to have a wide array of polymers
with potentially different soil-stabilizing mechanisms,
applicable to different soil types.

Of course, any reduction in price would also benefit
farmers. The market price of PAM, i.e., several dollars
per kilogram, is high relative to many commodity
polymers, such as polyethylene, polypropylene, and
polystyrene. Treatment for 1 year can cost up to $25 per
hectare, which is still cost competetive with conventional
erosion abating technologies such as straw bales, settling
ponds, and underground or drip irrigation systems.

The increasing market pull of organic farming
techniques is a strong reason to explore alternatives
to PAM. Polyacrylamide cannot be used during
organic farmering because it is a synthetic polymer
derived from non-renewable resources. Natural poly-
mers, which often degrade via relatively benign routes,
may be more suitable. Biopolymer alternatives to
PAM would likely have marketing advantages due
to public perception of being safer.

Cellulose and starch xanthates were among the
first industrial biopolymers shown to stabilize soil.[11,14]

Menefee and Hautala[14] reduced sediment runoff by
nearly 98% by surface treating 20� sloped plots with
cellulose xanthate solution (0.4%). Orts, Sojka, and
Glenn[11] added cellulose xanthate to the irrigation
water of lab-scale mini-furrows, and reduced erosion
80% when xanthate was applied at concentrations of
80 ppm or greater, which is well above the standard
PAM application rate of 10 ppm and even 5 ppm.

Chitosan, the biopolymer derived from crab and
shrimp shells, was shown to reduce erosion losses
as effectively as PAM in lab-scale mini-furrow at
concentrations of 20 ppm.[22] With such favorable lab
test results, chitosan was further tested in a series of
field tests at the USDA Northwest Irrigation and Soil
Research Lab, Kimberly, Idaho.[22] In the field tests,
chitosan reduced erosion-induced soil losses by, at
best, half of the control, but far less effectively than
PAM. Such poor comparative results, however, do

not mean that chitosan had no effect on the irrigation.
Observations of the furrows treated with chitosan
revealed remarkable results in the first �20 m of the
furrow. In fact, chitosan acted as such an effective floc-
culating agent that it removed fine sediments, and even
algae from the irrigation water. Perhaps chitosan binds
so readily with sediment that it flocculates out of
solution near the top of the furrow. The major draw-
back of chitosan is its market cost of over $3 kg�1,
roughly twice the price of PAM.

CONCLUSION

U.S. agricultural PAM-use for erosion control and
infiltration improvement reached 400,000 ha in
1999,[59] with U.S. and worldwide markets expected
to grow as farmers recognize PAMs efficacy, and as
government-mandated water quality legislation is
realized. The success of PAM in agriculture opens
the possibility to explore other Ag-related uses for
PAM,[45] as well as the potential to find alternatives
to PAM. For example, modified polysaccharides[11–14]

and cheese whey, the protein concentrate from
cheese processing, are particularly interesting natural
soil stabilizers, and could be used to treat irrigation
water.
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Irrigation Design: Steps and Elements

Gary A. Clark
Department of Biological and Agricultural Engineering, College of Engineering,
Kansas State University, Manhattan, Kansas, U.S.A.

INTRODUCTION

In general, the primary objective of most irrigation sys-
tems is to provide water to a crop to meet the evapo-
transpiration demands in the absence of rainfall.
While irrigation systems can be used for other pur-
poses such as chemigation, cold protection, or heat
stress relief, this discussion will focus on the design
steps and elements associated with the objective of
meeting crop water requirements.

An irrigation system typically includes a pump, vari-
ous pipes, valves, and water emission or discharging
devices such as sprinklers or drip emitters. Fig. 1 shows
an example layout that could apply to a sprinkler irri-
gation or microirrigation system with a control head
that shows many of the components that may or
may not be used. The inclusion of filters or strainers
and chemical injection systems will be dependent on
the type of irrigation emission devices used, and char-
acteristics of the water quality. In the design process,
these components along with the other pipes and
valves are sized, arranged, and connected together
using a variety of fittings to create a working system
that will transport water from a supply source to the
water storage system (soil, potting media, etc.) for a
crop in an efficient, timely, and cost-effective manner.
Because many design scenarios are possible, the
designer must be knowledgeable about the land or field
characteristics, the cropping system, the water supply,
the pipeline hydraulics, and the operational character-
istics of different irrigation systems and associated
components. While design texts and other references
are available[1–8] and provide much greater detail and
background on the design process, this discussion pro-
vides an overview of the elements of the irrigation sys-
tem design process and recommended steps to follow.
As an additional reference source, standards[9–13] have
been developed to assist the designer with recom-
mended practices and procedures for system design
and evaluation.

INITIAL ASSESSMENT

The initial stages of the design process require some
basic knowledge of the various elements that will

influence the design and operation of the irrigation
system. Thus, an initial assessment should be con-
ducted to answer the following general questions:

1. What is the intended use and desired goal for
the irrigation system? While many irrigation
systems are used to meet the full, supplemental
irrigation requirements of the crop, other sys-
tems are used to make reasonable use of limited
water supplies. Another aspect to assess is
whether the system is to be dedicated to a single
field within a production season, or if the system
needs to be portable.

2. Where is the water source located; what is the
availability of the water source; and what is
the quality of the water source?

3. What are the characteristics of the land area
that is to be irrigated as well as climatic con-
ditions of the geographic region?

4. What are the production system characteristics
of the crop (or crops) that is (are) to be grown
and irrigated, and what is the crop value?

5. Are irrigation supplies and services locally
available?

With answers to the above questions, the designers use
their engineering and general knowledge to synthesize
the information into rough drafts of one or more
design scenarios that can be presented to the client.
During this initial phase, the designer and the client
meet and discuss the proposed design scenarios identi-
fying additional desired outcomes or system con-
straints that may be subsequently incorporated into a
new design scenario. After an acceptable design sce-
nario is identified, the more formal steps of the design
process are conducted. The following sections discuss
the elements of design and selection of components
as influenced by the water source, field and cropping
system characteristics, and the water supply system.

WATER SOURCES—QUANTITY AND QUALITY

The design process must include an assessment of how
much water is available from the source for use (quan-
tity and capacity or rate), and then to quantify how
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much water is needed or must be used for the desired
goal. The total quantity of available water will depend
on applicable laws or allocation procedures and the
size and physical characteristics of the source. Water
availability limitations, use restrictions, ownership,
and uncertainty in water supply amounts will influence
the total irrigated area, the irrigation scheduling
decision process, and perhaps the choice of compo-
nents and ‘‘permanency’’ of the system. For example,
a limited water supply may be used to adequately
irrigate a limited irrigated area or may be used to ‘‘defi-
cit’’ irrigate a larger crop production area. While most
irrigation systems are designed for long-term use
(>10 yr) on a single site, some systems may have some
‘‘portability’’ included into the design in order to
accommodate uncertainty in a local water source
or land-lease agreements. These situations are not

necessarily the norm, but can provide some unique
and challenging design scenarios.

The following equation represents a basic mass
balance approach and is used to determine any one
of the components given the values of the other three.

ðQsysÞðT cÞ ¼ CðAÞðIgrÞ ð1Þ

where Qsys is either the flow rate of the irrigation sys-
tem or the water system supply rate from the source
(L/sec); Tc, the operational time (hr) of the system
per cycle or period of time needed or desired to apply
Igr; A, the size of the area to be irrigated (ha); Igr, the
gross depth of irrigation water that is to be applied
(mm) as a daily or seasonal amount and must corre-
spond to Tc; and C, a constant of proportionality to

Fig. 1 General layout of a solid-set
sprinkler irrigation system or micro-
irrigation system showing the control
head and associated components,

main supply lines, manifold supply
lines, and lateral lines that would
contain sprinklers, microsprinklers,

or drip emitters.
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adjust and properly cancel the units in the other four
variables (C ¼ 2.78 for these SI units).

The gross irrigation depth is related to the net
irrigation depth, Inet, with the irrigation system
efficiency as:

Igr ¼
Inet

Esys
ð2Þ

Irrigation system efficiency, Esys, can range from as low
as 20% to over 90% and characterizes water that is
‘‘lost’’ in the conveyance system (canals or pipes), the
distribution system (sprinklers, emitters, orifices, etc.),
and water that is lost in the field due to runoff and/
or deep percolation below the root zone of the crop.
The net irrigation depth, Inet, represents the amount
of water that is needed for and directly useable by
the crop. This may be expressed as the amount of
water to refill the soil profile from a certain deficit level
to the field capacity level, it may represent a daily peak
or design evapotranspiration depth, or it may represent
a seasonal (or specific time period) depth of water that
is to be applied. For example, the last condition may
represent the amount of water that needs to be applied
from a lagoon to a cropped land area in a certain
window of time, Tc. It may also represent the result
of a seasonal water balance:

Inet ¼ ET c � Pe � ASW ð3Þ

where Inet is the seasonal net irrigation water require-
ment; ETc, the seasonal crop evapotranspiration; Pe,
the seasonal effective precipitation; and ASW, the
available water in the soil profile at the beginning of
the irrigation period that can be used by the crop
during the irrigation period.

The quality of the water source must be assessed as
to how physical, biological, and/or chemical constitu-
ents in the water may affect or interact with compo-
nents of the delivery system (pump, pipes, valves, and
emitters), the soil, and crop. Water treatment and
amendment practices may need to be incorporated into
the design to avoid clogging of certain irrigation com-
ponents. The required level of treatment will depend
on the quality of the water and the sensitivity of
components to the various constituents in the water.

Water quality from both groundwater and surface
water sources can range from excellent to very poor,
and typical quality concerns include suspended solids,
dissolved solids, and biological organisms. Poor well
screening and/or well development problems can
result in suspended sand, silt, or clay particles. Surface
water sources may have suspended particles of silt
and/or clay, aquatic plants, small fish, algae, larvae,
or other organic debris. While these physical constitu-
ents can generally be controlled with proper filtration,

chemical treatment may be necessary to neutralize
related organic growths.

Dissolved solids such as calcium, iron, or other
elements can precipitate under certain conditions and
subsequently clog some microirrigation emitters. Bio-
logical growths include slimes (associated with iron
and/or hydrogen sulfide), fungi, and algae. Such
organic growths can grow within and clog pipelines,
valves, and irrigation emission devices (sprinklers, drip
emitters, etc.). Chemical treatment of the water is often
necessary under these conditions in addition to fil-
tration to prevent or ‘‘clean-up’’ these organic growths.
Severe instances of several of the above water quality
problems may require expensive remediation compo-
nents and/or management practices to ensure proper
and continual operation of the irrigation system.
Because such conditions may result in a financially
impractical design, or poor system performance or fail-
ure, a thorough assessment of the quality of the water
source must be performed prior to completion of the
final design.

Recycled water sources (municipal wastewater,
livestock wastewater lagoons, industry wastewater
sources) should be thoroughly assessed for their
physical, chemical, and biological constituents. Key
concerns will include pH, salts, nitrogen, and phos-
phorus. Some ‘‘contaminated’’ water sources may con-
tain heavy metals or organic compounds that may be
of concern when applied to agricultural crops and
fields. Water application and/or loading rates may
need to be assessed with respect to the concentrations
of certain key elements or compounds in the water.
Allowable water application amounts may not be suf-
ficient to meet peak or design crop water demands and
supplemental ‘‘clean’’ water sources may be needed to
augment the water supply.

FIELD AND CROPPING SYSTEM
CHARACTERISTICS

The site for the planned irrigation systems needs to be
assessed for dimensions, topography, physical features,
soil characteristics, and climatic characteristics. The
size and shape of the field must be measured and
include lengths of boundaries, interior angles of
adjoining sides, and any on-site, physical obstructions
(trees, power poles, buildings, etc.). Obstructions
should be identified as to whether they can be removed.
It is also beneficial to identify on-site or nearby electri-
cal power sources. Because land slope and surface con-
ditions influence the type of irrigation systems that can
be used and the design of the selected system, those
elements should be characterized. A contour map can
be very helpful for these purposes.
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Soil characteristics should include physical and
chemical assessments. Soil texture in the surface and
subsoil components of the profile influence water hold-
ing capacity and can also influence rooting characteris-
tics of the crop. Surface conditions should be assessed
for infiltration rates and subsurface conditions should
be assessed for high water table conditions or restric-
tive soil horizons. A chemical analysis of the soil
should be conducted to evaluate the pH, salinity, and
nutritional characteristics.

Climatic conditions have several impacts on system
selection and design. The utilization, selection, spacing,
and placement of sprinklers and microsprinklers will
be influenced by local wind characteristics of speed,
duration, and direction. While most systems are
designed to meet the evapotranspiration demands on
the crop, some systems may have heat stress relief or
cold protection incorporated into the design. For
example, if a citrus irrigation system needs to be used
for general crop evapotranspiration-based irrigation
requirements and for freeze protection, then the entire
field must be irrigated simultaneously rather than
sequentially in zones. Thus the resulting pump system
and pipe network must be substantially larger.

Irrigation is used for a variety of crops and cropping
systems that include traditional field crops (corn, cot-
ton, etc.), tree crops (citrus, apples, cherries, etc.), vine
crops (grapes and other berries), vegetable crops
(tomatoes, melons, etc.), ornamental plants (flowers,
shrubs, trees, etc.), and turf (landscapes, golf courses,
and commercial production). These crops have various
heights, plant densities, row spacing, plant spacing,
sensitivity to water stress, bedding or soil tillage prac-
tices, artificial or natural mulches, and other cultural
practices. These characteristics need to be considered
by the designer and incorporated into the design. In
addition, crop value and irrigated yield potential will
also influence the type and complexity of the irrigation
system.

WATER SUPPLY SYSTEM

The water supply system includes a pump and a net-
work of pipes, valves, and fittings (Fig. 1) to deliver
water to the infield distribution system, which may be
a center pivot system, solid-set sprinklers, microirriga-
tion laterals, or other distribution devices. The pump
has two primary purposes: 1) it moves water at a
desired flow rate; and 2) it provides energy to the
water. Eq. (1) was discussed and presented as a method
to determine the required pump capacity (Qsys). The
energy requirements of the pump are often referred
to as ‘‘pump head’’ and expressed in units of a height
(m) of a column of water.

Required pump head has three components that
include elevation head, friction head, and pressure
head. Elevation head refers to the vertical elevation dif-
ference between the pumping water level and the level
of the highest irrigation system outlet (sprinklers, etc.).
As water flows through the pipes and other fittings,
friction reduces the energy level of the water and is
characterized as friction head. Finally, the irrigation
system will have a specified water pressure for proper
operation of the discharge devices and this is charac-
terized using pressure head. Because most water-
discharging devices provide different flow rates of
water with respect to operational pressure, one of the
design goals is to minimize pressure variations within
the pipe network and to maintain variations within
allowable design limits. Therefore, while the designer
is sizing and configuring the main lines, header pipes,
laterals, associated fittings and components, material
costs, pipeline flow velocities, and pressure head varia-
tions due to elevation changes and friction head losses
are also being computed and analyzed to achieve
an economical, hydraulically balanced and uniform
irrigation system.

CONCLUSION

Irrigation system design involves an assessment of the
intended use and desired goal for the system; the
location, availability, and quality of the water source;
physical and climatic characteristics of the site; and
production system characteristics of the crop. The
designer sizes and configures the pump system, pipe-
lines, water discharge devices, and the associated
fittings and components into a system that will
uniformly distribute water to meet the desired goals
within the economic, cultural, and physical constraints
associated with the site, the crops, and the production
system. The final design and installed system should
be evaluated to ascertain proper performance and
operation.
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INTRODUCTION

Irrigation canal systems are typically managed either
by a government agency or by an organization run
directly or indirectly by irrigators. Organizations run
by irrigators are often referred to as water user asso-
ciations (WUAs). WUAs can be further divided into
two major types: irrigation districts that are similar
to local governments, and canal companies that
are typically non-profit corporations. Irrigation orga-
nizations deliver water; drain excess water; construct,
maintain, and improve the system; and collect fees.
They develop plans and budgets, hire and manage
employees, and are increasingly involved in environ-
mental stewardship. They may provide water to urban,
industrial, commercial, and environmental users as
well as farmers.

IRRIGATION ORGANIZATIONS

Government Agencies

Worldwide, roughly half of all irrigation canal systems
are managed by government agencies.[1] Often, this
managing agency also designed and constructed the
original canal and drainage system. Such an agency
may be staffed with professionally trained employees
who understand the system and the principles under-
lying its construction.

Although agency systems can be well managed, one
or more of the following problems may develop.
Agency employees, not being responsible to the users,
may lack incentives to perform well. The agency
may have more employees than needed. If insufficient
fees or taxes are collected, the system may become a
financial burden to the government. Sometimes income
is diverted to activities other than managing the irri-
gation and drainage system. Finally, when an irri-
gation system is managed by a government agency,
the irrigators often develop the attitude that ‘‘it is
the government’s system’’ rather than ‘‘our system.’’

Water User Associations

WUAs may be run directly by the users, or indirectly
by people employed by the users or their representa-
tives. A WUA can be created as a government entity
(irrigation district), or a private canal company (typi-
cally a non-profit corporation). For legal recognition,
an irrigation district or canal company may be
required to have the support of more than half the
landowners within its boundaries.

Irrigator-Controlled Government Entities

This type of WUA has the legal status of a local
government and, in the United States, is called an irri-
gation district. In the United States, irrigation districts
are organized under state laws. State laws are adapted
to that state’s conditions, and are often very specific as
to how the district is to be run. Districts may establish
their own bylaws, which further specify how they will
be managed.

Irrigator-Controlled Canal Companies

A canal or ditch company is typically formed as a non-
profit corporation under corporation laws. Irrigators
own shares in the company, usually in proportion to
the amount of irrigated land each owns. Canal com-
pany bylaws specify how the corporation will be man-
aged. Canal companies generally have more flexibility
in how they operate than irrigation districts because
corporation law is less restrictive. Canal companies
are similar to—or may even be—cooperatives because
they are owned by and managed for the benefit of their
members.

Informal Associations

Irrigators may also establish informal associations,
without legal status. Informal associations use social
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pressure or refusal of water to ensure cooperation and
support. Irrigators on agency-managed systems may
form informal associations to represent their interests
and promote changes and improvements.

Other Groupings

Combinations of organizational types may be found
on large irrigation systems. For example, a government
agency may be responsible for the dam, storage reser-
voir, and main canal, with water user organizations
managing secondary and tertiary canals that make
up the delivery system and the drainage system.

Sometimes WUAs establish a Joint Board of
Control, comprised of representatives from each
WUA, to manage the main canal. Such boards typi-
cally operate under a contract with specific provisions.
Costs are shared by the participating organizations
under the terms of a negotiated contract. WUAs may
also contract with a private service company for
system management.

Irrigation organizations in the same region often
form larger associations to share ideas, make plans,
solve problems, and provide input regarding govern-
ment policy.

FUNCTIONS OF IRRIGATION ORGANIZATIONS

Water Delivery and Drainage

Water delivery is the primary function of canal system
management. Each irrigator should receive a fair share
of the irrigation water. Some organizations measure
water deliveries at each farm turnout, whereas others
measure water only at main sections or major laterals.
Efficiency and flexibility are also major objectives, so
that water can be delivered to crops at the proper time
and in proper amounts.

A ditchrider patrols a section of a canal system and
distributes water to the users in that section. Ditchrid-
ers are commonly required to keep written records of
their water deliveries, to promote fairness in water dis-
tribution and to protect the organization from unfair
complaints or lawsuits.

Sometimes drainage water is managed by a separate
agency. However, the water delivery organization
usually has this responsibility.

Maintenance

The physical system used to deliver irrigation water and
to remove drainage must be adequately maintained.

But frequently, this is not the case. When systems are
built, maintenance needs are low for the first few years,
so organizations are slow to develop good maintenance
programs. Even after a program is established, mainte-
nance is often postponed in an effort to remain within
the organization’s budget. Three guidelines can help
prevent this from happening:

1. Separate operating funds from maintenance
funds.

2. Devote some staff entirely to maintenance.
3. Establish specific annual maintenance goals,

such as rehabilitating or replacing a specific
number of structures (based on the total num-
ber of structures and their average useful life),
and cleaning a specific length of canals and
drains.

Finances

Ideally, all irrigation organizations should be finan-
cially self-supporting, but many rely on external
sources of funds.[2] Usually, irrigators are charged
assessment fees, which vary in proportion to the area
they irrigate, the amount of water they receive, or a
combination of both. If fees are not paid, water deliv-
ery is terminated. In some systems, voting is not
allowed until all fees have been paid. Penalties may
be charged for failure to pay fees on schedule.

Systems managed by government agencies often
have difficulty collecting irrigation assessments
because irrigators regard the system as belonging to
the government. In some cases, irrigators invest time
and effort to obtaining government subsidies rather
than paying their fair share, often resulting in
systems that are inadequately financed and poorly
maintained.

Irrigation organizations sometimes keep some
money in a separate reserve account for unexpected
large expenditures. The amount typically ranges from
about one-third to the full amount of the average
annual operation and maintenance expenditures.

Oversight

Irrigation organizations often conduct two or more
meetings with the irrigators each year to discuss
accomplishments, expenditures, and plans for the
coming year. For WUAs, these meetings may be used
for electing or selecting leaders, setting irrigation fees,
deciding on rules and policies, and approving or mod-
ifying plans. The meetings also provide an opportunity
for irrigation training programs.
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Fair and clear voting procedures are necessary for
an effective WUA. Some examples of voting methods
are as follows:

1. One vote per member: This method is simple.
But it may not be fair to give a small land-
owner’s vote the same weight as that of a large
landowner because it can lead to domination of
the organization by small landowners. In
the United States, for example, small land-
owners are often not farmers, and may not be
interested in the performance of the system.

2. One vote per unit of irrigated land or per share
of stock owned: This proportionality is gener-
ally fairer than one-vote-per-member, but it
makes voting more difficult. This is the most
common system in the United States, and is
favored because it better reflects the costs
borne by individual irrigators.[3] In some situa-
tions, it can lead to domination by a few large
landowners.

3. A structured voting system: In the United States,
Oregon irrigation district law[4] provides one
vote for irrigators with up to 40 acres (16 ha);
two votes for 40–160 acres (16–65 ha); and three
votes for more than 160 acres (65 ha). This
simplifies voting, but still partially reflects the
amount of irrigated land owned on the system.

Voting is often done by secret ballot, particularly
for election of directors or leaders.[3] This reduces the
chance of a director being hostile to those not support-
ing him or her.

Secrecy can be difficult to maintain when votes are
proportional to the number of shares owned, or area
of land irrigated. In this situation, colored ballots can
help maintain confidentiality. For example, one color
of ballot may count for one vote and another color
may count for 10 votes. Each irrigator is given the
proper number of ballots of each color to match one’s
vote entitlement.

Membership and voting power are usually limited
to owners of irrigable land in the service area. How-
ever, where an organization also provides water for
non-irrigation uses, all residents in the area served
may be entitled to vote. Decisions are normally made
by simple-majority vote, but a two-thirds majority
may be required for borrowing money or changing
bylaws.

Elections are sometimes conducted by an outside
organization, or at least monitored by outside obser-
vers, to reduce the chance of election fraud.

The number of people on a leadership body or
board of directors commonly varies from three to
nine. Directors may be elected for staggered terms, so
that only a portion of the board can be replaced in a

particular election. This ensures that there are always
some experienced members on the board.

Once elected, the leaders or board members usually
meet at least monthly to conduct business and to solve
management problems. The board usually hires a man-
ager to supervise day-to-day operation and mainte-
nance. The board and/or the manager also hire
ditchriders, maintenance workers, and other needed
staff.

Most managing organizations are primarily con-
cerned with system operation and maintenance. Others
get involved in associated activities such as technical
assistance to the farmers, sale of seeds and fertilizer,
and marketing of crops. Some organizations also
manage the generation and sale of hydroelectric
power. With increasing population and intensified use
of water, managing organizations are increasingly
involved in water conservation and environmental
stewardship.

Irrigation districts are often required to have out-
side supervision of elections and an annual inde-
pendent audit of the district’s financial records, and
all meetings and records must be open to the public.
Another desirable but rare component is an outside
audit of the water distribution records.

As with all organizations, an outside evaluation of
performance should occasionally be done, perhaps
once every 5–10 years. The Bureau of Reclamation in
the United States requires such evaluations at least
once every 6 years.
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INTRODUCTION

Irrigation involves complex interactions among eco-
logical, social, and economic processes at a variety of
scales, with important implications for agricultural pro-
duction, income generation, poverty reduction, and
environmental quality. No simple measure can fully
capture the global economic importance of irrigation.
Nevertheless, a review of historic trends in agricultural
demand and resource use indicates that irrigation has
contributed to dramatic increases in global crop yields
and production over the past four decades. Given pro-
jected trends in demand for agricultural commodities
and in the availability and condition of land and other
natural resources, irrigation will continue to play a
critical role in the future. Improved management will
be necessary, however, to balance public and private
economic and environmental objectives.

TRENDS IN DEMAND FOR AGRICULTURAL
COMMODITIES

Global demand for agricultural commodities has
increased rapidly since the mid-20th century as a result
of growth in population, income, and other factors.
Based on continued growth in these factors, the Food
and Agriculture Organization (FAO)[1] and the Inter-
national Food Policy Research Institute[2] project that
global demand for cereals will increase by 1.2–1.3% per
year over the next several decades, while demand for
meat will increase slightly faster. Most of the increased
demand is projected to come from developing coun-
tries, especially in Asia (most of which are already
highly dependent on irrigation). Although demand
growth rates are slowing and remain within the range
of crop production growth rates achieved over the past
several decades, demands on natural resources—
including water—will increase.

TRENDS IN USE OF NATURAL RESOURCES

Land

The Food and Agriculture Organization reports that
the total area devoted to annual and permanent crops

worldwide has increased by about 0.3% per year since
1961, to 1.5 billion ha in 1998. Growth has slowed
markedly in the past decade, to about 0.1% per year,
as a result of weak grain prices, deliberate policy
reforms (in North America and Europe), and insti-
tutional changes (e.g., those in the former Soviet
Union). The Food and Agriculture Organization
estimates that an additional 2.7 billion ha currently in
other uses are suitable for crop production, but this
land is unevenly distributed and includes land with rela-
tively low yield potential and/or significant environ-
mental value. Therefore, cropland area is expected to
expand only slightly over the next several decades.

Genetic Resources

About half of all gains in crop yields over the past
century are attributable to genetic improvements
through scientific plant breeding.[3] By the 1990s, most
developing countries’ (and all the developed coun-
tries’) cropland in wheat, rice, and maize was planted
to scientifically bred varieties. Gains from genetic
improvements will continue in future, but likely at
slower rates and increasing research costs.[3]

Climate

The Intergovernmental Panel on Climate Change,[4]

representing a broad scientific consensus, projects that
the earth’s climate will change significantly during the
21st century because of increasing concentrations of
carbon dioxide (CO2) and other ‘‘greenhouse’’ gases
in the atmosphere. Given the adjustments that farmers
would likely make in response to these climatic changes,
aggregate global crop production may not be dramati-
cally affected, but regional impacts may be significant:
agricultural production would tend to increase in tem-
perate latitudes and decrease in the tropics due to pro-
jected changes in precipitation and temperature (and
thus in the spatial and temporal distribution of water).

Water

Fresh water is abundant globally, but only a small
portion—about 10,000 km3 yr�1—is renewable and
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available for human use. Furthermore, this portion is
distributed unevenly between countries, within coun-
tries, and across seasons and years. Of this portion,
about a third is currently withdrawn for human
use.[5] Agriculture accounts for about 70% of water
withdrawals worldwide, and over 90% of withdrawals
in low-income, developing countries.[6]

TRENDS IN IRRIGATION

The extent of irrigated cropland worldwide has grown
at an average annual rate of 1.8% since 1961 (six times
the rate of total cropland expansion), from 139
million ha in 1961 (10% of total cropland) to 274
million ha in 1999 (18% of total cropland).[7] Growth
in irrigated area has been especially rapid in India,
West Asia, North Africa, Latin America and the
Caribbean, and about two-thirds of the world’s
irrigated area is in Asia (Table 1).

Irrigation expansion has slowed significantly in
recent decades, from 2.2% per year during 1967–1982
to 1.5% per year during 1982–1995, due to declining
cereal prices, the lower quality of land available for
new irrigation, and the increasing economic, social,
and environmental costs of large-scale irrigation sys-
tems.[2] The Food and Agriculture Organization[1] pro-
jects that irrigation expansion will slow further to an
average increase of 0.6% per year through 2030.

Water withdrawn for agriculture averaged about
1 m in depth over all irrigated area in 1990 in 118 coun-
tries studied by Seckler et al.[5] Wood, Sebastian, and
Scherr[8] note that global estimates of irrigation
efficiency (i.e., the proportion of water withdrawn for
irrigation that is actually consumed by crops) average

about 43%, with most of the remainder being returned
to the river or to the groundwater aquifer.

TRENDS IN AGRICULTURAL PRODUCTION

Growth in publicly-funded surface irrigation and in
largely privately-funded tubewell irrigation contribu-
ted significantly to the food production increases and
real food price declines of the Green Revolution.[9]

Food and Agriculture Organization data indicate that
cereal yields have increased in developing countries by
an average of 2.3% per year since the early 1960s. Some
of this increase is due to increased use of irrigation
water (along with fertilizer and scientifically bred crop
varieties); in developing countries, cereal yields are
more than twice as high in irrigated areas (3.8 Mg ha�1)
as they are in rainfed areas (1.7 Mg ha�1). Irrigated
cropland now produces 30–40% of the world’s crop
output, including nearly two-thirds of all rice and
wheat; at international agricultural prices for 1989–
1991, the irrigated share corresponds to a total value
of roughly $400–530 billion per year.[8]

Over time, however, subsidized water delivery
(whether via public infrastructure or subsidized fuel
for private tubewell operation) and inadequate pro-
perty rights in water have led to excessive and
inefficient exploitation of water resources in some
countries.[10] Barker and van Koppen[9] argue that
these trends will adversely affect food production in
key grain-producing areas (including India and China)
in the coming decades. Waterlogging and salinization
of irrigated land threaten crop yields in some areas,
and are likely to become an increasing problem in
the absence of appropriate management.

Table 1 Irrigation indicators, 1990

Region

Total irrigated

area (million ha)

Area growth

rate (% yr�1)

Irrigation

depth (m)

Irrigation

efficiencya (%)

World 243.0 1.6 1.0 43

Asia 154.4 1.9 1.0 39

China 48.0 1.3 1.0 39

India 45.1 2.7 1.1 40

Other Asia 61.3 1.7 0.9 32

West Asia and North Africa 22.6 2.5 1.2 60

North America 21.6 0.9 0.9 53

Europe 16.7 0.6 0.9 56

Latin America and Caribbean 16.2 2.4 1.2 45

Sub-Saharan Africa 4.8 1.2 1.6 50

South Africa 1.3 0.8 1.2 45

Oceania 2.1 3.6 0.3 66
aIrrigation efficiency is a complex concept, but is generally defined as the ratio of water actually used by crops (i.e., returned to the atmosphere via

transpiration) to the gross amount of water extracted for irrigation use. Source: For further discussion, see Ref.[13]. From Ref.[8].

Irrigation Economics: Global 569

© 2008 by Taylor & Francis Group, LLC



H
ydrologic–

Irrigation

Meanwhile, population growth and the increasing
cost of developing new sources of water will place
increasing pressure on world water supplies in the
coming decades. Even as demand for irrigation water
increases, farmers face growing competition for water
from urban and industrial users, and from demands
to protect in-stream ecological functions by imposing
minimum in-stream flows. In light of these conditions,
Rosegrant et al.[2] argue that water will likely become a
major constraint on increased food production and
improved food security in many developing countries,
especially in Central and Western Asia and in Africa.
Seckler et al.[5] assert that in a growing number of
countries, water has become the single most important
constraint to increased food production.

OPTIONS FOR INCREASED SUPPLY AND
IMPROVED MANAGEMENT OF WATER

Water storage is a key component of strategies to over-
come spatial and temporal variability in precipitation
and river flows. National governments, multilateral
agencies, and local communities have invested heavily
in dams over the past century, but such investments
are becoming increasingly expensive in financial,
environmental, and political terms.[6] Groundwater has
been withdrawn at rates in excess of recharge and
degraded through contamination in many areas. Inter-
basin transfers may be appealing in some areas, but are
characterized by the same costs that limit new invest-
ment in dams. Water recycling and desalination remain
too costly for extensive use.

Given limitations on increased supply, a variety of
options for improved water management become
important. Serageldin[11] notes that because of water’s
unique characteristics, governments have generally
assumed central responsibility for its management. In
seeking to assure access by all, however, governments
generally price water as though it were an abundant
resource rather than a scarce one, thereby encouraging
excessive use in many countries.[12] As the costs of
excessive use are recognized, e.g., in terms of ground-
water depletion and salinization, increasing attention
is being paid to policies that address market and
government failures and provide incentives for more
efficient water use. Key among these are efforts to price
water at levels that better reflect costs, and to establish
tradable water rights. Policy and technology also play
a role in changing management practices to improve
water infiltration and moisture-holding capacity on
agricultural lands.

Seckler et al.[5] estimate that about half of the
projected increase in global demand for water by the
year 2025 can be met by reducing losses to evaporation

and sinks, controlling salinity and pollution, reallo-
cating water from lower-valued to higher-valued crops,
and investing in genetic improvements that increase
crop yields per unit of water. It is important to note,
however, that reducing runoff or deep percolation to
groundwater may affect the water supply for other
water users or for environmental purposes, resulting
in unintended and undesirable impacts.[13]

CONCLUSION

In considering strategies to improve irrigation supplies
and management, it is essential that the full costs
and benefits to all affected parties are recognized.
Ultimately, the extent to which crop production keeps
pace with future increases in demand at acceptable
economic and environmental cost will depend on the
institutions, market incentives, policy measures, and
investments in research and infrastructure that influ-
ence how water and other resources are used.
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INTRODUCTION

Irrigation is the defining characteristic of crop pro-
duction in the American West and an increasingly
important feature of crop production in the Eastern
United States. The irrigated cotton fields of the South-
west, corn farms of the Plains, and citrus groves of
Florida, all attest to the magnitude, extent, and impor-
tance of irrigation. This article provides an overview of
the contribution of irrigation to crop production in
the United States. It also focuses on the sales value
of crops produced, but provides a context for those
values by first considering irrigated area and water
use in irrigation. Readers will gain insight into irriga-
tion’s importance both from an economic and a
resource use perspective.

IRRIGATED AGRICULTURAL AREA

The National Agricultural Statistics Service (NASS),
USDA conducts the Census of Agriculture on a 5-yr
interval.[1] The 1997 Census data are the latest available;
with the next Census of Agriculture due to be collected
in 2003 for the 2002 calendar year. The long history,
consistent methodology, and statistical reliability of
the Census data series makes these data especially
useful for capturing irrigation trends.

According to the 1997 Census of Agriculture,[1] 55.0
million acres of agricultural land were irrigated in the
United States. This represents a new census-year high,
with an additional 5.6 million acres (over 11%) over
levels reported in the 1992 Census of Agriculture.
The distribution of irrigated lands (both cropland
and pastureland) shows that 78% (43 million acres)
were located in the 19 Western states with the
remaining 22% (12 million acres) in 31 Eastern
states (Table 1).

Some cropland is irrigated in all 50 states. In 1997,
irrigated land area ranged from about 2500 acres in
Vermont, New Hampshire, and Alaska to about 8.7
million acres in California. Irrigated areas have

historically been concentrated in the West (89% of
U.S. irrigated area in 1969) because arid conditions
required irrigation to supplement inadequate growing
season rainfall. The West still retains the bulk of the
irrigated land, but irrigated area is expanding in
the more humid East. Since 1969, irrigated land in
the East has increased by almost the same number of
acres as in the West, with a much faster rate of growth
(187–23%). More recently (1987–1997), irrigated land
in the West increased by about 5.3 million acres (14%)
compared with 3.3 million acres (38%) in the East.

Of the 55 million irrigated acres reported in the 1997
Census, there were 50 million acres of ‘‘Cropland
Harvested,’’ and 5 million acres of ‘‘Pastureland and
other land.’’ Nationally, irrigated cropland repre-
sented about 16% of all harvested cropland. In the
West, irrigated cropland harvested comprises a greater
share of total cropland acres (about 27%), representing
about 76% of the nation’s total harvested irrigated
cropland. While irrigation in the East accounts for
the remaining 24% of the nation’s total, only a small
share (7%) of the harvested cropland in the East was
irrigated (Table 1).

WATER USED FOR IRRIGATION

The U.S. Geological Survey, U.S. Department of the
Interior, estimates both water withdrawals and con-
sumptive use every 5 yr.[2] Estimates are made at a local
level based on locally available information, including
theoretical estimates of crop water use, crop area,
delivery records of off-farm water suppliers, and
details on conveyance losses, water application rates,
and return flows.

Three measures can be used to characterize water
use for agricultural irrigation: withdrawals, applica-
tions, and consumptive use. Withdrawals represent
total water diverted from surface water sources and
extracted from groundwater aquifers.[2] Applications
measure that portion of the water withdrawn that is
delivered to the field, excluding off-field conveyance
system losses and gains.[3] Water applications represent
the portion of withdrawals that are directly under pro-
ducers’ control and are thus impacted by on-farm irri-
gation management and technology choice decisions.

Views expressed are the author’s and do not necessarily represent

those of Economic Research Service or USDA.
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Consumptive use refers to that portion of water with-
drawn and applied that is actually consumed for plant
needs.[2,4] Consumptive use is usually estimated based
on plant water requirement models, and does not
include excess water lost to percolation, runoff, or
evaporation, other than that required for plant growth.

Measures of irrigation water use may be used to
describe the impact of irrigation on hydrologic con-
ditions. Withdrawals are the best indication of the
water quantity impacts of irrigation water diversions.
While withdrawn water that is not consumptively used
may be available for future use, the location, quality,
and timing of availability are often affected. Consump-
tive use is an indicator of the water quantity lost to the
immediate hydrologic cycle. Irrigation withdrawals, as
well as withdrawals for other out-of-stream uses, may
be quantified and compared. None of these measures
consider in-stream water uses, such as hydroelectric
power generation, navigation, recreation flows, or
flows to maintain ecosystems. In-stream uses may be
more significant than off-stream uses in many loca-
tions, but specific quantities are difficult to measure.

Irrigated agriculture withdraws and consumes the
most freshwater of any economic sector in the United
States Irrigation accounts for withdrawals of 150
million acre feet (maf ) nationally, almost 40% of total
freshwater withdrawals (Table 2). When measured by
consumptive use, irrigation uses about 91 maf of water,
or more than 80% of the total consumptive use. Com-
paring across sectors, irrigation consumes about 60%
of irrigation water withdrawn—a much greater share
relative to the average consumption rate of 9% in other
sectors.[2]

The water use picture varies substantially between
the 19-state western and 31-state eastern regions. In
the West, irrigated agriculture accounts for 133 maf
or 75% of total freshwater withdrawals in the region.
The average water quantity withdrawn per acre of irri-
gated crop and pastureland is 2.7 acre ft. When mea-
sured by consumptive use, irrigation uses about
79 maf of water, or almost 90% of total water con-
sumed in the West. Roughly two-thirds of the irri-
gation water in the West is supplied from surface
water sources with groundwater accounting for the
remaining supply. California has more than double
the irrigation withdrawals of any other State (32 maf),
while Idaho, Colorado, and Texas—all have withdraw-
als greater than 10 maf. Of these four states, only Texas
withdraws more groundwater than surface water.[2]

By comparison, irrigation withdrawals in the 31
Eastern states account for 17 maf, or about 8% of total
regional withdrawals. Withdrawal rates were substan-
tially lower than in the West, at 1.3 acre ft per acre of
irrigated crop and pastureland reflecting the greater
natural precipitation in agricultural areas. Irrigation
consumptive use (12 maf) accounts for 52% of total
water consumed in the East. (Thermoelectric power
generation, which withdraws a large quantity of water
but consumes little, accounts for most Eastern with-
drawals.) Groundwater is the primary source of irri-
gation water in the East. Arkansas withdraws the
largest quantity of irrigation water (6.6 maf) among
eastern states, primarily from groundwater sources.
Florida (almost 4 maf) and Mississippi (almost 2 maf)
are also major irrigation withdrawal states in the
region.[2]

Table 1 Irrigated area in the United States, by region, 1997

Region

Harvested cropland irrigated

(million acres)

Pastureland irrigated

(million acres)

Total irrigated area

(million acres)

United States 50.0 5.0 55.0
Western statesa 38.2 4.8 43.0
Eastern states 11.8 0.2 12.0

aWestern states includes HI, AK, WA, OR, CA, ID, NV, MT, WY, UT, CO, AZ, NM, ND, SD, NE, KS, OK, and TX.

Source: Ref.[1].

Table 2 Irrigation and water withdrawals and consumption in the United States, 1995

Region Sector Water withdrawals (maf) Consumptive water use (maf)

United States All 382 112
Irrigation 150 91

Western statesa All 179 88
Irrigation 133 79

Eastern states All 203 24

Irrigation 17 12
aWestern states include HI, AK, WA, OR, CA, ID, NV, MT, WY, UT, CO, AZ, NM, ND, SD, NE, KS, OK, and TX.

Source: Ref.[2].
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Several factors will influence the extent of future
increases or continuation of current withdrawal levels
of water for irrigation use. Increasing demands from
other sectors for both out-of-stream and in-stream
use have recently limited irrigation water withdrawals
in some areas, particularly under drought conditions.
Increasing capital costs for new projects and recog-
nition of environmental impacts have combined to
limit large-scale new water developments to augment
irrigation water supplies. It is unlikely that these trends
will reverse, at least in the near future, implying that
expansions in irrigated area will likely occur primarily
through more efficient use of the water already
dedicated to agricultural production.

VALUE OF IRRIGATION

Crop sales reports from the Census of Agriculture
provide the basis for current estimates of irrigated crop
values. Individual Census of Agriculture farms were
classified into one of three irrigation groups for each
commodity group: only irrigated, only non-irrigated,
and combined irrigated and non-irrigated. Irrigated
commodity sales was calculated as the sum of the only
irrigated farms plus an apportioned share of the

sales on combined farms in the 1997 Census of
Agriculture.[1]

Crop sales, which measure the value of commodities
leaving the farm gate, also serve as an indication of
economic activity associated with farming and related
income flows through rural areas. Preferred measures
of irrigation’s contribution to crop production would
be profitability of irrigated agriculture or the direct
value of total crop production, but those estimates
are not available. The Census of Agriculture reports
the amount of crop sales at the farm market gate,
but does not capture the value of crops that are pro-
duced and consumed on-the-farm without entering a
market channel, most prevalent with irrigated forage
and feed crops used on the farm. Although this value
adjustment is not known for 1997, the underestimation
was about 15% of sales value in 1987.[5]

Based on calculations from the 1997 Census of
Agriculture information, there were 309 million acre
of harvested cropland that produced crop sales of
$98 billion. Irrigated crops occupied 16% of that area,
but accounted for 49% of the total value of sales from
U.S. farms and ranches (Fig. 1, top row). Average sales
per harvested acre were $950 for irrigated cropland
compared with $200 for non-irrigated cropland. Irri-
gated crop sales were highest for orchards, vegetables,

Fig. 1 Irrigated crop area and sales as a share

of total, 1997. Source: From Ref.[1].
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and nursery crops while irrigated cropland area was
dominated by grain and forage crops, primarily corn
for grain and alfalfa hay.

In the West, the 1997 Census reported 142 million
acre of harvested cropland that produced total crop
sales of $45 billion. Irrigated crops in the West
accounted for 27% of the area, but produced 72% of
the total value of sales in the region (Fig. 1, middle
row). The sales of Western irrigated crops totaled
about $32 billion in 1997, or roughly one-third of all
U.S. crop sales. Average sales per harvested acre in
the West were $850 for irrigated and $122 for non-
irrigated cropland. As was the case when examining
the national values, irrigated crop sales were led by
orchards, vegetables, and nursery crops while irrigated
cropland area was dominated by grain and forage
crops.

In the East, the 1997 Census reported 167 million
acres of harvested cropland with total crop sales of
almost $53 billion. Irrigated crops in the east occupied
only 7% of the harvested cropland area, but produced
$15 billion or 29% of the region’s total value of sales
(Fig. 1, bottom row). Average sales per harvested irri-
gated acre were greater than the national average at
over $1200, while non-irrigated cropland averaged
sales of $200 per acre. The greatest contribution to
sales totals were made by irrigated nursery crops,
orchard crops, and vegetables. Rice, soybeans, and
corn for grain dominated irrigated cropland area in
the region.

The wide differences in crop sales values, coupled
with the fact that most of the crop sales comes from
high-valued crops, provides significant flexibility for
irrigated agriculture to adjust to changes in water avail-
ability. Farmers can adjust to physical water shortages
by improving irrigation technology and/or adjusting
cropping choices to maintain production of the higher-
valued crops. This ability to substitute crops is an
important response to water shortfalls. In addition,
innovative water markets have increased the ability
of farmers and water suppliers to transfer water,
enabling maintenance of higher-valued crops during
droughts.[6]

CONCLUSION

This article examined three measures of irrigation: irri-
gated agricultural area, water used in irrigation, and
the sales value of crops produced. By all three mea-
sures, irrigation is an important contributor to the
value of crop agriculture. In 1997, irrigated lands pro-
duced 49% of crop sales on only 16% of the harvested
crop area, providing an important input to most of the
nation’s higher-valued crop production. Irrigation is
also an important component in the nation’s hydro-
logic picture by virtue of the spatial extent and volume
of water involved. In 1995, irrigation accounted for
40% of the nation’s water freshwater withdrawals from
lakes, rivers, and aquifers. Irrigation accounted for
over 80% of the total consumptive use by all sectors
of the economy. In future increased competition
for water will affect irrigated agriculture’s ability to
withdraw and consume water at current levels.
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INTRODUCTION

Irrigation management includes deciding how much
irrigation water to apply, and when to start and
stop the irrigation. For any management decision,
the choice of operation depends on what one wants
to do. The simple answer may appear to be ‘‘put on
some water,’’ but the choice is often more complex.
For instance, one can attempt to maximize net return,
minimize operating costs (especially labor), maximize
yield, optimize limited water supply, minimize environ-
mental risk, or optimize production under a limited
irrigation system capacity. All of these may be con-
strained by regulations. In general, water supply and
irrigation costs control the economics, so the best
result is obtained by maximizing yield on all irrigated
land, usually called the land-limiting case. In simple
terms, one irrigates to avoid crop water stress.

Important irrigation system parameters for con-
sideration include the irrigation application rate per
unit area, the total system supply rate, and for moving
systems, the velocity. At a given pumping rate, moving
machines cover their entire irrigated area in a given
return time. If more application depth is required, the sys-
tem can be set for a slower velocity, which trades increas-
ing depth for longer operating times. For solid-set
systems, including sprinklers and drip, increasing appli-
cation depth is achieved by operating the system longer.

All these considerations apply for both arid and
humid areas, and are covered briefly here so that the
reader may interpret the article without referring else-
where. For the following, the discussion concentrates
on the particular case of humid areas, contrasting with
the conventional, more-arid case.

CONTEXT OF HUMID AREAS

Humid area climate differs from arid area climate in
several ways. First is the defining characteristic,

humidity. In humid areas, the dew point often equals
the early morning air temperature, unlike most arid
areas, and the difference in vapor pressure deficit
affects crop temperature. Along with higher humidity
comes, generally, more clouds. These reduce the total
daily solar radiation, which reduces the evaporative
demand. Finally, humid areas generally receive more
rain than arid areas. The possibility of rain occurring
just after an irrigation can complicate an irrigation
manager’s decision in two important ways beyond
applying unnecessary water. One is the risk of waterlog-
ging a crop and causing damage by lack of aeration. The
other is risk of leaching nutrients or other chemicals.

On the other hand, during periods without rain, the
weather in humid areas can be similar to that in arid
areas. Rain-free days are generally less cloudy, which
then means more nearly clear-sky solar radiation and
higher evaporative demand. Also, air temperature
may be higher and humidity lower than averages,
which include the cooler wet days. Similarity between
humid and arid regions during periods of drought,
which can occur in as little as two rainless weeks, cre-
ates additional challenges for irrigation managers in
the humid region. Strategies optimized assuming
the next rainfall is imminent can fail if the next rain
occurs four or six weeks later.

Another consequence of higher rainfall amounts in
humid areas is a radically different water supply system
than in arid regions. There are few large water projects
with objectives to provide irrigation water, and no
extensive water districts to manage the allocation.
Therefore, most water supplies must be farmer-
developed. Historically, these were farm ponds retain-
ing runoff or streams from either of which farmers
pumped directly. Where groundwater was available,
wells were added to provide backup to ponds, and
where extensive aquifers existed, irrigation expanded
using high-capacity wells. Since they were developed
individually, farmer water supplies were not regulated,
or if so, minimal information was required for permits.
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As a direct result of this history of irrigation develop-
ment, little knowledge exists regarding the water with-
drawals, irrigation capabilities, or area irrigated in
most humid areas. A useful case study of the difficul-
ties caused by this lack of information can be found
in southwestern Georgia.[1]

IRRIGATION SCHEDULING EMPLOYED IN
HUMID AREAS

As mentioned earlier, in the usual (land-limiting) case,
one achieves the optimum economic return by maxi-
mizing yield on all irrigated land, which is achieved
by irrigating to avoid crop stress. This can be done
in several ways, all of which have been used in humid
areas of the eastern United States. One can sense the
water status of the crop, measure soil moisture, or
compute the soil water balance. There are many varia-
tions on these three approaches. Even the fixed time-
clock control of lawn and other turf irrigation systems
(if adjusted properly) is an attempt to maintain soil
moisture in a range suitable for plant health.

Plant Stress Methods

The most well-known indicators of plant water stress
are visual: rolled or drooping leaves and color change.
However, by the time these conditions occur in crops,
yield has already been reduced. Therefore, scientists
looked for earlier indicators of water stress. One early
stress measurement is the infrared thermometer, which
is a non-contact device and is sensitive to longwave
(�10 mm) radiation, that measures the average tem-
perature in the field of view. For theoretical reasons,
the difference between the canopy and the air tempera-
ture is the important measure, but the vapor pressure
deficit is an important factor in the interpretation of
the temperature difference. In humid areas, the canopy
temperature may be somewhat higher relative to the
air temperature than in arid areas. Both air tempera-
ture and vapor pressure deficit are taken into account
with the crop water stress index, or CWSI, but research
in the humid southeastern United States indicates that
additional work is needed before this method can be
widely applied.

Other plant stress monitors have been proposed and
are included here for reference. Near-infrared (NIR,
�1 mm) photography and remote sensing have been
used in research environments, but other stresses, such
as disease or poor nutrition, can also cause NIR
responses. Some research has monitored leaf water
potential using the pressure chamber or the leaf press.
Sap flow devices have been used to measure water
movement into plants, particularly for perennial

plants. Since water flow is in response to plant water
needs and soil water supply, the device can detect peri-
ods when these are limited. A recent report from Israel
suggested that minute changes in leaf thickness could
be sensed as an indication of plant water status. All
of these devices have been useful in research for asses-
sing plant water stress, but expense and/or complexity
have limited their application in production.

Successful use of any plant water status measure
depends on being able to identify some trigger point
at which to initiate irrigation. For the infrared-
thermometer-based CWSI method, some have deter-
mined responses to initiation at one value or another,
say 0.5 in the range 0 (no stress) to 1.0 (complete stress).
However, as mentioned earlier, using any absolute
value of the CWSI in humid areas requires additional
research or possibly local calibration. In addition,
scheduling irrigation based on observing stress is subject
to an inherent limitation in that it cannot successfully
predict what time in the future one needs to irrigate. In
practice, experience can overcome this limitation.

These local calibrations may be avoided using an
innovative approach to initiating irrigation using an
indicator of the variation in soil water that exists
across a field. In this approach, an infrared ther-
mometer is read as it is moved across a field, as from
the window of a moving vehicle. Irrigation is triggered
when the variation in temperature in the series of mea-
surements exceeds a certain amount. Basically, this
approach uses the driest area of the field as an indi-
cator; when it gets dry, the rest of the field would not
be far behind, so irrigate soon. Because the air tem-
perature, vapor pressure, and other factors are all
reasonably constant during the scan, this method can
use the actual crop temperature.

Soil Moisture Methods

Research has shown that plants can extract water from
soil when it is held somewhere between the field
capacity, which happens after free drainage following
rain and is between �0.01 MPa and �0.03 MPa soil
water potential, and the permanent wilting point,
usually assumed to be at �1.5 MPa soil water poten-
tial. These concepts have been debated, but use has
shown them to be useful approximations. Most of
the water contained in the soil is held between the
field capacity and �0.1 MPa. For this reason, tensiom-
eters, which can measure water between 0 MPa and
�0.08 MPa, can monitor soil water over a range
important to irrigation.

Researchers in the southeastern United States
have employed tensiometers, with irrigation being trig-
gered when the potential at 0.3-m depth gets drier from
�0.02 MPa to �0.05 MPa. Important considerations
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include the depth, the position of the sensor relative to
the plant row and roots, and also the crop species. Ten-
siometers must be serviced periodically to remove air
and ensure that they have not gotten out of range,
which causes unpredictable readings. They must also
be monitored frequently in sandy soils because the
water removed from the soil in a day might cause the
readings to go out of range.

Electrical resistance devices have been embedded in
the root zone to measure soil water potential indirectly,
using the known relationship between water content
and electrical resistance of gypsum. Advantages of
these devices are low maintenance and adaptability
for reading with simple meters or data loggers. With
experience, managers can use these simple devices to
indicate that the soil is becoming too dry for continued
plant growth.

The other measure of soil moisture is water content.
As mentioned earlier, the water content and potential
are related through the water-holding capacity func-
tion, which may differ for each soil and soil layer. If
this relationship is known, soil water content (SWC)
sensors can be used to sense soil moisture for irrigation
purposes, by determining the water content corre-
sponding to the field capacity and wilting point. Water
content can be expressed per unit volume or per unit
weight. The only practical method that produces a
value per unit weight is the gravimetric technique, in
which a sample is weighed, dried, and weighed again.
If this technique is used, the mass of soil per unit vol-
ume in the original state, or bulk density, must be
known to convert to a volume basis. Knowing the
water content on a volume basis adds to the irrigation
manager’s tools because the difference between the
water content and the wilting point is an indication
of how much water remains, and the difference
between field capacity and the water content is how
much can be applied at the time of the measurement.
Clearly, soil moisture measurements must represent
the water content of the effective root zone for this
technique to be useful, and the root zone thickness
changes with type and usually increases with age of
the crop.

Water Balance Techniques

The checkbook-type water balance method has been
known for nearly 50 yr. This direct analog to a bank
checkbook uses rain and irrigation as credits and evapo-
transpiration (ET) as a debit to maintain a water con-
tent between the field capacity and wilting point for the
root zone. One can adjust the rainfall for runoff and
drainage below the root zone. Availability of ET data
has been the main problem using this technique in the
southeastern United States. Evaporation pans have

been used, with research testing whether screened or
open pans are most reliable.

A physical model of the checkbook method has
been implemented using an evaporation pan directly.
For this, a calibrated scale is placed on the pan (usually
a screened pan) with indications for a full and an
empty rooting zone. An inexpensive, recent implemen-
tation uses a large washtub specially fitted with a float
attached to a flag visible from some distance. When the
water level has dropped to a point equivalent to the
soil water refill amount, the flag passes a preset mark
and irrigation is indicated. An overflow hole is set at
a level representing full SWC. Since the device is placed
in the field of sprinkler irrigated crops, it receives both
irrigation and rainfall, filling to the overflow mark with
excessive rain or simply adding to the pan as rain and
irrigation partially refill the soil and pan.

A computer model of the water balance is simply an
automated version of the manual and physical meth-
ods mentioned earlier. Usually, ET is calculated from
weather station data for temperature and solar radi-
ation, but if ET data were available in published
reports, it could be entered. Some computer-based
methods use the best available information, starting
with measurements, then calculations from weather
station data, then calculations from forecast weather,
and for predictions beyond the forecast period, histori-
cal data. Fig. 1 illustrates the water balance technique.
Note the increased water-holding capacity of the pro-
file as the root zone expanded during the season. Up
to �85 days after planting, the irrigation in this case
was scheduled to successfully control the SWC above
the CL line. After that time, the SWC fell below the con-
trol limit, and the computer program flagged the line
with triangles to indicate the need for irrigation.

Common Considerations

In all of the previous soil-based methods, some
decision must be made about the allowable range of
soil moisture. Seldom does an irrigator want to allow
the soil moisture to drop very close to the wilting
point; most trigger points are approximately 30%–
50% depletion of available water-holding capacity,
for the sake of insurance. Conversely, if irrigation fills
the soil rooting zone to field capacity, and rain falls
soon after, then the root zone can be subject to aeration
problems, and this free water (rain) is lost through run-
off or drainage. This choice of management-allowed
depletion depends on the probability of rainfall and
the likely amount that could be tolerated or used.
In this regard, humid-area management is different
than arid-area management. The range over which
the manager can control soil moisture may need to be
restricted to allow for the higher chance of rain.[2]
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These requirements, a narrow range for deficit
irrigation and inherent limits of the soil water storage,
support using frequent, small irrigations rather than
less-frequent, large ones. This can lead to a higher
fraction of water evaporated directly from the soil
surface, which is wet more frequently in the case of
sprinkler irrigation, and to increased disease incidence
when susceptible crops are frequently wetted. The
combination of these considerations brings more
interest in buried drip irrigation, which can, if so
designed, irrigate frequently, yet keep the soil surface
mostly dry.

All measurements represent the area where the
measurements are made, but spatial variation will
cause any measurement to be unrepresentative of the
entire area in most fields. Assuming the field is irri-
gated the same throughout, how many measurements
are needed to represent the entire field? There is no
simple answer to this question, nor is there one for
the trade offs when distinctly dissimilar soils exist all
in one irrigation management unit.

Comparisons

A multi-state study of irrigation scheduling methods
concluded that, if properly employed, tensiometers,
evaporation pans, and computerized water balance
methods, all could be used in the southeastern United
States. Tensiometers had one advantage in that they
were fairly universal, requiring little calibration. On
the other hand, they required significant labor for
reading and maintenance. Evaporation pans were also
labor-intensive. Computerized water balance models
were data-intensive and occasionally needed adjust-
ment of the SWC to eliminate accumulated errors,
but were much more amenable to forecasting future
irrigation needs.

TECHNICAL ABSTRACT

During the long history of irrigation, management of
irrigation systems, which includes deciding how much
irrigation to apply and when to do it, has been the sub-
ject of much study. Most of this work has been done in
primarily arid areas, where the development of irri-
gation started earlier. However, current trends include
increasing irrigated areas in humid regions, for which
the contrasting climatic conditions require correspond-
ingly different management techniques. In addition to
having higher humidity, humid areas are generally
more cloudy (lower solar radiation and thus lower
evaporative demand), receive more rainfall, and tend
to be cooler on average. However, during even short
droughts, the conditions may be quite similar to those
in arid regions. Dynamic weather complicates the man-
agement of irrigation systems in humid regions, forcing
managers to trade off the possibility of rain against the
need to leave storage space for potential rain by
controlling a relatively narrow range of management-
allowed depletion. Doing so can be achieved more
easily using frequent, light irrigations instead of less-
frequent, heavy ones commonly used in arid regions.
Case studies of irrigation management in the south-
eastern United States serve to illustrate the common
management methods, which include tensiometers,
evaporation pans, and computer-based water balances.
Continuing trends of increasing irrigated area and
increasing interest in precision agriculture may
combine to focus on spatially variable irrigation
management in humid regions.

Interpretive Summary

Irrigation management includes deciding when to
apply irrigation, and also how much to apply. Making

Fig. 1 Water balance technique illus-

trated. Source was computer-based
method in Camp and Campbell,
1988. The lines labeled UL and LL

are the upper and lower limits of
available water within the root zone.
The line CL was the irrigation control

point, here at 50% management-
allowed depletion. The line SWC is
the computed SWC, with triangles
flagging the need to irrigate. Solid

bars indicate irrigation; open bars
indicate rain.
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these choices in humid regions is somewhat more com-
plicated than in arid ones, primarily because of the
possibility of receiving rain shortly after an irrigation.
Besides being wasteful, this possibility also carries a
risk of drainage and runoff carrying nutrients to
groundwater or streams. Managing irrigation to save
some room in the soil for possible rain requires a care-
ful balance between crop needs and soil capacity,
which can be limited by sandy soils or shallow rooting
depths. Management methods leave storage space for
potential rain by controlling a relatively narrow range
of management-allowed depletion. Doing so in humid
regions can be achieved more easily using frequent,
light irrigations instead of less-frequent, heavy ones
commonly used in arid regions. Case studies of irri-
gation management in the southeastern United States
showed that common methods, which include tensi-
ometers, evaporation pans, and computer-based water
balances, can all work. Increases in irrigated area and
interest in precision agriculture may combine to focus
on spatially variable irrigation management in humid
regions.

CONCLUSION

At the current time, two trends in irrigation are appar-
ent. While they may also exist elsewhere, they are
somewhat recent in the southeastern United States.

The first is the simultaneous increase in irrigated area
and increased competition with nonfarm users for
water resources. This leads to both a less-than-optimal
water supply and higher valuation of the water
resource. Therefore, additional questions arise. If one
cannot irrigate all the land, where should the water
be used to greatest advantage? Should it be used only
on high value crops? Should it be applied suboptimally
to all the land? Or should the second trend, interest in
precision (site-specific) agriculture, be extended to irri-
gation, so that each individual soil in a field could be
irrigated optimally, or less-productive soils be left
rainfed while productive soils are irrigated optimally?
These questions are currently of increasing interest to
researchers. Should the southeastern drought of
1998–2002 continue, they will likely be of increasing
interest as well to producers.
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Irrigation Management: Tropics

R. Sakthivadivel
Hilmy Sally
International Water Management Institute (IWMI), Colombo, Sri Lanka

INTRODUCTION

The tropics refer to ‘‘that part of the world located
between 23.5 degrees north and south of the equator.’’
The tropics make up 38% of the earth’s land surface
(approximately 5 billion ha) and 45% of the world’s
population, estimated at 6.1 billion in 2000,[1] live
there. About 75 countries, most of them ‘‘developing,’’
lie wholly or mostly in the tropics.� The data and sta-
tistics that will be presented in this article are based on
entire countries. Hence, even though some parts of
southern China are within the latitudinal definition
of the tropics, China has not been included. On the
other hand, India, Bangladesh, Mexico, and Brazil
have been taken into account although parts of these
countries lie outside the boundaries. With this
provision, the major irrigated countries such as China,
Iran, Pakistan, the Russian Federation, Turkey, and
the United States of America fall outside the tropics.

This article will first present the climate and other
key features of the tropics, with special emphasis on
water, irrigation, and food production. Trends in irri-
gated agriculture and changes in land–water–people
balances are then shown. Finally, strategies and con-
ditions to promote effective and sustainable manage-
ment of irrigation and water resources are discussed.

The need to adopt a holistic approach, inte-
grating the technical, social, and institutional aspects
of irrigation and water resources management, is
highlighted.

CLIMATE AND CROPS

Tropical temperatures remain fairly constant through-
out the year with a mean monthly temperature vari-
ation of 5�C or less between the average of the three
warmest and the three coldest months.[2] Annual rain-
fall varies from 0 mm to 10,000 mm, decreasing with
increasing latitude, with a high year-to-year and
monthly variability. Indeed, the climate of the region
is largely determined by the distribution of rainfall
rather than the total amount. Three main zones can
be delimited on this basis: 1) permanent humid zone,
experiencing 9.5–12 mo of rain, located very close to
the equator, and occupying roughly one-fourth of the
tropics; 2) seasonally humid zone (4.5–9.5 mo of rain),
covering one-half of the tropics and where most crops
(including rice in the monsoon region of Asia) are
grown; 3) semiarid zone, receiving 2–4.5 mo of rainfall
and providing good growing conditions for crops such
as maize and cotton.

Although agriculture is the main economic activity
in the tropical regions, the proportion of cultivated
lands (about 10%) is virtually the same as in the tem-
perate region. But tropical soils tend to be more fragile
and failure to replace soil nutrients can ultimately
undermine their productive capacity. Rice, cassava,
corn, wheat, sorghum, and millet are among the main
crops grown in the tropics. Ninety percent of rice
production comes from tropical Asia.

IRRIGATION SYSTEMS AND
RESOURCE ENDOWMENTS

Irrigation systems in the tropics are subject to both
shortage and surplus of water at different times, posing
special problems for managing irrigation water
efficiently and productively. Differences in rainfall
regimes can have a significant impact on irrigation
management and irrigation performance. For example,
in a situation where rainfed cropping is possible, farm-
ers may cultivate extents of land beyond what the irri-
gation system had been designed to support. This
would complicate management in the event of a
drought because all the crops could need water irres-
pective of whether they were authorized for irrigation

�The main countries include: Angola, Bangladesh, Benin, Bolivia,

Brazil, Burkina Faso, Burundi, Cambodia, Cameroon, Central

African Republic, Chad, Colombia, Congo (Democratic Republic),

Congo (Republic of), Costa Rica, Côte d’Ivoire, Cuba, Djibouti,

Dominican Republic, Ecuador, El Salvador, Eritrea, Ethiopia,

Gabon, Gambia, Ghana, Guatemala, Guinea, Guinea Bissau, Haiti,

Honduras, India, Indonesia, Kenya, Korea (North), Korea (South),

Liberia, Madagascar, Malawi, Malaysia, Mali, Mauritania,

Mauritius, Mexico, Mozambique, Myanmar, Namibia, Nicaragua,

Niger, Nigeria, Oman, Panama, Papua New Guinea, Paraguay,

Peru, Philippines, Réunion, Rwanda, Sao Tome & Principe, Senegal,

Sierra Leone, Somalia, Sri Lanka, Sudan, Swaziland, Tanzania,

Thailand, Togo, Uganda, Uruguay, Venezuela, Vietnam, Yemen,

Zambia, Zimbabwe.
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or not; while in more favorable rainfall conditions,
little or no irrigation water may be needed even for
authorized crops.

In contrast, farmers in arid areas would plan their
activities in expectation of irrigation rather than
depending on rainfall. As irrigation is more predictable
and the demands relatively stable, management is sim-
plified. Producers in such low-rainfall areas know what
to expect by way of water supply in the rainy season
and would accordingly limit the extent of high-value,
water sensitive crops with the balance area under
low-value crops or kept fallow. If there is ample rain-
fall, it will benefit all the planted crops. But if the rains
fail, low-value crops would probably be lost, whereas
high-input crops would survive due to irrigation.
Access to alternate sources of water such as a well
could allow high value crops over the whole farm.
Given the costs associated with pumping, producers
would also tend to make effective use of the surface
water supply (subject to any legal constraints) and
rainfall. Indeed, how well irrigation systems make use
of rainfall will have decisive implications for water
management and for efficiency of water use.

Land and labor endowments can also affect irri-
gation development and management, and the relative
prosperity of a region. The eastern and western
Gangetic plains in India, lying in two different climatic
zones, provide a good example.

Population density in the eastern Gangetic plain has
always been higher than in the west, with most suitable
land farmed. Higher population pressure has resulted in
extension of cultivation to less favorable areas with an
attendant decline in farm size. But the persistence of
yield-limiting constraints means that even in a good
year there is little surplus. In contrast, in the western

Gangetic plain, irrigated agriculture has greatly
expanded, cropping patterns changed, and higher
yields are obtained. This illustrates the fact that favor-
able shifts in the relative endowments of land and labor
in association with technologies that improve the
reliability and predictability of agricultural conditions
can greatly enhance regional and national productivity.

TRENDS IN IRRIGATED AGRICULTURE

Population and its growth are crucial factors that drive
water development strategies whether for food pro-
duction, or for domestic or industrial purposes. In this
section we will examine the trends in irrigation, food
production and food consumption, and assess the
impacts on water availability and water use in the
tropics.

Fig. 1 shows the past and projected trends in popu-
lation growth and per capita internally renewable
water resources (IRWR) in the tropics for the 60-year
period 1965–2025. Between 1965 and 1995 the popu-
lation has nearly doubled and the per capita IRWR
halved. If population growth in the tropics follows
the United Nations (UN) medium projection path, this
will result in a further 20% decrease in IRWR. The per
capita IRWR available in 2025 is projected to be
5000 m3 (kiloliters), which is still considered enough
to meet the water needs of each person in the tropics.
However, this aggregate figure masks substantial spa-
tial and temporal variations between countries and
regions on one hand, and between different times in
the year on the other.

Table 1 shows that in 1995, the average per capita
calorie supply in the tropical countries was 2456 kcal.

Fig. 1 Trends in population and internally

renewable water resources in the tropics. Source:
Adapted from Ref.[3].
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Assuming that a calorie supply of 2700–3000 kcal per
person per day is needed to meet most of the nutri-
tional requirements of people in developing countries,
this indicates that a substantial number of poor
people in this region suffer from nutritional deficien-
cies. Table 2 shows the production and productivity
statistics for the same 30-year period between 1965
and 1995.

In 1995, the total cereal consumption was 529
million metric tons (Table 1, against a total cereal pro-
duction of only 470 million metric tons (Table 2, indi-
cating a production deficit of 59 million metric tons.
According to IWMI,[3] this shortfall would increase to
98 million metric tons to meet a targeted calorific
requirement of 2747 kcal in 2025, even though this is
still lower than the global average. The above analysis
brings to light the urgent need to increase cereal pro-
duction in the tropics in the next few decades to meet
the food and nutritional requirement of its people.

Table 1 also shows that although the total amount
of cereal consumed increased by 147% during the
30-year period 1965–1995 (at an average annual
growth rate of 3.1%), there has not been a commensur-
ate increase in per capita calorie supply, which has
recorded an overall increase of only 19% in the same
period.

From Table 2 it can be observed that cereal pro-
duction in the tropics has increased by 137% in the
30 yr since 1965 (at nearly 2.9% per year), largely as
a result of the near doubling of both irrigated area
and yield. While the cereal irrigated area in the tropics
is only 30% of the cultivated area, it provides nearly
50% of the cereal production.

In terms of the water resources situation, the total
water diverted in the tropics is 1057 km3, of which
the total primary water diverted is only 685 km3. The
rest is return flow. This 685 km3 represents only 8%
of potentially utilizable water resources (PUWR) of
the tropics. But 89% of this water is used for irrigation.
Hence, improving the productivity performance of
existing irrigation systems must be given high priority

in efforts to overcome the food and nutritional deficits
confronting the tropics. Possible irrigation manage-
ment strategies to help achieve this goal are discussed
in the following section.

STRATEGIES FOR IMPROVING AND
SUSTAINING IRRIGATED AGRICULTURE

While irrigated agriculture has made significant contri-
butions to the food security of growing populations,
concerns have also been expressed about its perfor-
mance and some of its less desirable consequences:
the poor returns to irrigation investments, the environ-
mental impacts (such as waterlogging and salinization)
brought about by poor design and operation of irri-
gation schemes, and the lack of attention paid to the
needs of the poorer sections of society. So, the chal-
lenge is to find ways of improving and sustaining food
security and livelihoods that make optimum use of
available resources and do not degrade the productive
capacity of land and water.

While increasing cropped area, either by expansion
of irrigation facilities or increasing crop intensity
remains a possibility, there must also be emphasis on
improving land and water productivity through the
adoption of appropriate agricultural and water man-
agement practices. Measures will include: developing
high yielding crop varieties, promoting innovative
low-cost techniques for water harvesting and water
application, conjunctive use of surface and ground-
water, and implementation of institutional and policy
reforms to enable integrated water resources manage-
ment at the basin level, recognizing the multiple uses
and users of water.

The Basin Perspective and Water Savings

It is generally recognized that the river basin is the
appropriate unit of analysis to assess water availability,

Table 1 Total population, calorie supply, and cereal consumption in the tropics

Population Per capita calorie supply Cereal consumption

Year Population (million) Annual growth (%) Total (kcal) Annual growth (%) Total (M Mt) Annual growth (%)

1965 1302 — 2061 — 214 —

1975 1665 2.5 2114 0.3 289 3.1

1985 2099 2.3 2277 0.7 399 3.3

1995 2574 2.1 2456 0.8 529 2.9

Growth 97.6% 2.3% 19% 0.6% 147% 3.1%

1965–1995

Source: Adapted from Ref.[3].
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water use, and thereby, the scope for water savings.
Essentially, water saving means diverting water from
non-beneficial or less beneficial uses and making it
available for other more productive uses. For example,
flows to saline sinks or unrecoverable water bodies
can be minimized through interventions that reduce
irrecoverable deep percolation and surface runoff.
Similarly, the pollution caused by the movement of
salts into recoverable irrigation return flows can be
reduced by minimizing the passage of these flows
through saline soils or saline groundwater.

Decreasing non-beneficial depletion of water can
also be achieved by: 1) reducing evaporation from
water applied to irrigated fields by adopting appropri-
ate precision irrigation technologies such as drip irri-
gation, or agronomic practices such as mulching, or
by changing the crop planting dates to match the per-
iod of lower evaporative demand; 2) reducing the evap-
oration from fallow land; 3) decreasing the area of free
water surfaces; 4) decreasing the amount of non- or
less-beneficial vegetation, and controlling weeds; and
5) by diverting saline or otherwise polluted water
directly to sinks without having to dilute it with fresh
water.

Projects are quite often justified on the basis of
water savings. But this is misleading because, the com-
monly used term ‘‘irrigation efficiency’’ ignores water
recycling and reuse, phenomena that are prevalent in
many irrigation systems. Therefore, one has to be care-
ful in assuming that apparent water savings at field
level will automatically result in real water savings.
Only proper basin-level analysis will reveal if there
are uncommitted outflows available and whether water
savings are really possible.[4]

Role of Storage

Different annual rainfall regimes result in different
levels of availability of fresh water resources. In the

permanent humid climatic zone there is water surplus
but because the rainfall distribution is regular, the
run-off is quite stable and there are few problems with
floods. In many parts of the seasonally humid and
semiarid climates, river run-off is irregularly distribu-
ted within the year. Heavy rain alternates with dry
spells resulting in alternating flood and drought peri-
ods. This is particularly serious in monsoon Asia and
in the semiarid areas of Africa and India. In such areas,
suitable measures to capture and store excess water for
irrigation, industry, and domestic use must be adopted.
In Sri Lanka and southern India, this has been done
over thousands of years through the construction of
small storage reservoirs (called ‘‘tanks’’) by building
a bund at a strategic location in a catchment area.

In fact, much of the growth in irrigation in the last
three decades has been made possible by water devel-
opment projects ranging from multipurpose storage
reservoirs to extensive groundwater extraction from
underground aquifers. Storage, whether in reservoirs,
small tanks, farm ponds, or groundwater aquifers
helps to match water demand and supply especially
in drier periods, in the face of spatial and temporal
variations in natural water supply. A recent develop-
ment in India has been the concept of ‘‘watershed-
based systems for resource conservation, management
and use,’’ which involves the optimum use of precipi-
tation through improved water, soil, and crop man-
agement. This is accomplished through improving
infiltration of rainfall into the soil, run-off collection,
and by recovery from wells after deep percolation
resulting in the improvement and stabilization of
agriculture in the watershed.

As stated in the preceding section, planning for
storage is best done on the basis of water resources
analysis in a basin perspective. One of the first steps
is to ascertain whether the basin in question is open,
closed, or semiclosed.[5] Current water use and pro-
ductivity in the basin must be assessed to determine
the extent to which increased demands for irrigated

Table 2 Cereal production, cereal harvested area, cereal yield, and net irrigated area

Cereal Production Area Yield Irrigated area

Year

Total

(M Mt)

Annual

growth (%)

Total

(Mha)

Annual

growth (%)

Average

(ton/ha)

Annual

growth (%)

Net area

(Mha)

Annual

growth (%)

1965 198 — 220 — 0.90 — 47 —

1975 269 3.1 240 0.9 1.12 2.2 60 2.5

1985 370 3.2 258 0.7 1.43 2.5 76 2.4

1995 470 2.4 279 0.8 1.68 1.7 96 2.3

Growth 137% 2.9% 27% 0.8% 87% 2.1% 104% 2.4%

1965–1995

Source: Adapted from Ref.[3].

584 Irrigation Management: Tropics

© 2008 by Taylor & Francis Group, LLC



H
yd

ro
lo

gi
c–

Ir
ri

ga
ti

on

agricultural production can be met by increasing water
productivity, and the degree to which increased
demands will require increased consumption of water.
Then plans to capture and use any uncommitted
discharge from open or semiclosed basins can be
drawn up. Combinations of small and large surface
water storage and groundwater recharge are generally
the best systems where they are feasible. In monsoon
Asia, research and development are needed on how
to manage water under monsoonal conditions, partic-
ularly on how to develop effective irrigation manage-
ment responses to rainfall.

Increasing the Productivity of Water

Not only is per capita water availability decreasing in
many developing countries but agriculture’s share of
water is also declining while water demands are
increasing from the industrial and urban sectors. When
managing water for agriculture, especially in areas
where water rather than land is the limiting resource,
it is useful to shift the focus from increasing the
productivity of land to increasing the productivity of
water. That is, to identify and adopt agricultural and
water management practices that achieve more output
per unit of water consumed. On one hand, these will
include selecting crops or crop varieties that are less
water-consuming, or which yield higher physical or
economic productivity per unit of water, and improved
land preparation and fertilization practices. On the
other hand, techniques such as deficit, supplemental,
or precision irrigation that allow better control, timing,
and reliability of water supplies will enable farmers to
apply limited amounts of water to their crops in the
time and amount that help realize optimum crop
response to water. Any water thereby freed up can, in
turn, be reallocated to other uses with potentially
dramatic increases in overall economic productivity
of water.

Such techniques do not always imply high-tech
options but will include simple bucket and drum kits
for drip irrigation, pitcher irrigation, small sprinkler
systems, level basins, as well as conventional drip and
sprinkler systems. Innovative and affordable water
management systems such as these are especially
important for small farmers in situations where rainfall
is limited and uncertain, and where one or two irri-
gation applications can have a big impact on crop
yields and household food security and income.

Sustainable Management of Groundwater

In many tropical countries with high levels of rural
poverty, groundwater development offers major oppor-
tunities for promoting food and improving livelihoods.

Affordable innovations in manual irrigation technolo-
gies such as the treadle pump (costing US$ 12–25 per
unit and which can be operated even by children)
have dramatically improved poor people’s access to
groundwater in Bangladesh, Eastern India, and
Nepal.[6] The capital requirements to develop ground-
water irrigation are generally low and its productivity
higher compared to surface irrigation. It offers farmers
irrigation water ‘‘on-demand’’ and responds slower to
drought. Farmers also tend to exercise more care in
using it because of the costs involved in lifting water,
thus maximizing application efficiencies.

The undoubted benefits of groundwater develop-
ment have to be balanced with the risks of overexploi-
tation and contamination. One of the most serious
effects of groundwater depletion is seawater intrusion
in coastal aquifers as in the Tamilnadu coast near
Madras in India and in the Saurashtra coast of the
Western Indian State of Gujarat. While there are only
rough estimates of the amount of unsustainable
groundwater use, the 1–3 m per year decline in water
tables occurring in pump intensive areas of India and
China clearly highlights the gravity and magnitude of
the problem.

While reducing pumping for irrigation is an obvious
response, this will have adverse effects on the outputs
from this highly productive form of agriculture and
ultimately affect the food security of the concerned
countries. More desirable solutions are groundwater
recharge and increasing water productivity to achieve
the same production with less water.

Regulating groundwater overdraft is a far more
complex and difficult issue compared with stimulating
groundwater use where it is abundant. Enforcing
groundwater laws in developing regions present formi-
dable difficulties given the sheer numbers involved (for
e.g., the total number of private tubewells in South
Asia is thought to exceed 20 million, largely unregis-
tered and unlicensed, and growing at a rate of 1 million
per year). The challenge therefore is to identify appro-
priate institutional and legal frameworks compatible
with the local environment through a careful learning
process approach to combat the problem of ground-
water overdraft.

Effective Irrigation Management Institutions
and Policies

Sound institutions and policies are vital for effective
irrigation management and increasing food production
while sustaining land and water quality, especially in
light of growing demands and competition for water
from other sectors. Irrigation management must there-
fore be viewed within the overall context of an inte-
grated and sustainable approach to water resources
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management that is sensitive to the requirements of all
uses and users of water. This not only entails the for-
mulation of adequate laws, institutions, and policies,
but also the development of the requisite orga-
nizational capacity and skills for enforcement and
regulation.

Key institutional attributes include the demarcation
of the roles, rights and responsibilities of the various
actors in the water sector, the promotion of new forms
of public and private partnerships for investment,
operation and maintenance, and the emergence of
financially self-reliant service delivery organizations
that are responsive and accountable to water users.
In fact, the overarching concern must be to ensure
meaningful participation of all stakeholders in the
whole gamut of planning, operation, maintenance,
and management of irrigation schemes.

Improving Irrigation Services

The level of irrigation services provided to farmers is
influenced by the physical design of the system, its
operation and maintenance, as well as the underlying
institutional environment. When farmers are provided
with reliable irrigation services, they would be more
likely to invest in improved technologies and practices,
generally resulting in increased production, higher
incomes, and improved irrigation performance. But it
is useful to remember that, in general, more flexible
and sophisticated technology will require levels of
management capability that are not always readily
available in rural environments. Thus, in seeking to
provide a stable and predictable water supply to farm-
ers, it is quite important to find ways and means of
doing so that are commensurate with the available
skills and resources. The dilemma of rigidity vs. flexi-
bility in irrigation design, and the interactions between
design and system management have been discussed in
detail by Horst.[7]

In discussing the large public irrigation schemes of
monsoon Asia, Burns[8] has pointed out that structur-
ing such systems to formalize the allocation of sporadic
wet season scarcity, while protecting the civil works
from producer damage, is a necessary task. He further
states that unless these schemes are run as regulated
and monitored public utilities, actual system perfor-
mance will bear little resemblance to design intentions
due to the rent-seeking activities of system designers,
operators, and individual farmers.

Ensuring reliable irrigation services also implies
the establishment of: 1) clear rules and agreements
between providers and users giving details of the nature
of the service and the compensation arrangements for
providing and receiving such services; 2) mechanisms
for monitoring and control of obligations; 3) modalities

for conflict-resolution; and 4) procedures for modify-
ing and updating agreements. These aspects take on
added significance in light of the progressive disen-
gagement of public agencies from irrigation manage-
ment with attendant transfer of responsibilities to
the beneficiaries.

CONCLUSION

Feeding the world’s population presents a formidable
challenge: there are more mouths to feed, less arable
land available, increasing competition for water
resources, and major concerns about deteriorating
ecosystems. Irrigated agriculture makes undeniable
contributions to the food security of people in the
tropics, providing nearly 50% of its cereal production.
But there is a gap between supply and demand and it
is urgent to find sustainable ways to improve the per-
formance of the irrigation sector and to satisfy the
nutritional requirements of a growing population.
The management of natural resources, especially
water, takes on added significance as population
increases and changes in resource utilization place
greater pressures on land and water.

With fewer opportunities to expand irrigated areas
by the development of new systems, and growing
demands and competition for water from other sectors,
the emphasis must shift to practicing more effective
methods of management with particular focus on
improving the productivity of water. A vital prerequi-
site is for irrigation management to be viewed within
an overall framework of an integrated, holistic
approach to water resources management. This is best
done on the basin scale, taking into account the needs
of all uses and users but also considering the conjunc-
tive use of surface water, groundwater, and rainfall.

Given the multiple facets of irrigation development
and management, a piecemeal and uni-dimensional
focus on individual components is bound to produce
outputs that fall short of expectations. For instance,
concentrating only on the technological aspects of an
innovation while neglecting other aspects such as
maintenance, institutional support, training, and skills
development, will yield disappointing overall results,
however, well that individual component has been
addressed. Hence, the need to take a holistic view and
move towards service-oriented irrigation management
with meaningful participation of all interested parties.
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Agronomic Research Service, Diputacio�n General de Arago�n, Zaragoza, Spain

INTRODUCTION

The return flows from irrigated agriculture (i.e., Irri-
gation Return Flows, IRF) are considered the major
diffuse or ‘‘non-point’’ contributor to the pollution of
surface and groundwater bodies.[1] This off-the-farm
discharge (‘‘off-site’’ contamination) is inevitable since
irrigated agriculture cannot survive if salts and other con-
stituents accumulate in excessive amounts in the crop’s
root zone (‘‘on-site’’ contamination), and so they must
be reached and exported with the drainage waters.[2]

Thus, the major task concerning the viability and the
long-term sustainability of irrigated agriculture is the
attainment of a proper balance for optimizing crop pro-
duction while minimizing both the ‘‘on-site’’ and the
‘‘off-site’’ environmental damages or impacts and, ulti-
mately, finding an acceptable disposal of the IRF.[3,4]

As a consequence of this increasing ‘‘off-site’’
environmental problem, water pollution standards
and emerging policies regulating the discharge of the
IRF are being implemented in developed countries. The
key policies for mitigating the negative environmental
impacts of irrigation are incorporated in the Water Pol-
lution Control Act in United States,[5] and in the Nitrates,
Habitats and Environmental Impact Assessment, and
Water Framework directives in European Union.[6]

The degree of the ‘‘off-site’’ irrigation-induced
pollution depends on the hydrogeological characteris-
tics of the irrigated land and substrata, the agricultural
production technologies used, and the water supply
and drainage conveyance systems.[1] This article
reviews these issues in IRF, describes the main compo-
nents and chemical constituents of IRF, and sum-
marizes recommended management practices aimed
at reducing the off-site water quality impact from
irrigated agriculture.

COMPONENTS OF IRF

Fig. 1 gives a schematic diagram of a typical irrigation-
crop-soil-drainage system, composed of the water
delivery, the farm, and the water removal subsystems.[2]

The water removal subsystem (i.e., the IRF) may be
divided into the surface drainage, consisting of the
overflow or bypass water and surface runoff or tail-
water, and the collected subsurface drainage compo-
nents. Since IRF are mixtures of these components,
their proportions determine the final quality of IRF.
Table 1 summarizes the expected water quality changes
of the three IRF components (overflow, tailwater, and
subsurface drainage) relative to the quality of the
applied irrigation water.

Overflow is the result of operational spill waters
from distribution conveyances that are directly dis-
charged into the drainage system and its quality is gen-
erally similar to that of the irrigation water (Table 1).

Tailwater is the portion of the applied irrigation
water that runs off over the soil and discharges from
the lower end of the field directly into the drain system.
Because of its limited contact and exposure to the soil
surface, its quality degradation is generally minor.
Even so, these waters may increase slightly in salinity
and may pick up considerable amounts of sediments
and associated nutrients (phosphorus in particular) as
well as water-applied agricultural chemicals such as
pesticides and nitrogen fertilizers (anhydrous ammonia
in particular) (Table 1).

Subsurface drainage is the portion of the infiltrating
water that flows through the soil and is collected by the
under drainage system. Because of its more intimate
contact with the soil and the dynamic soil–plant–water
interactions, its quality degradation is generally sub-
stantial. These subsurface drain waters carry any
anthropogenic chemicals present in a soluble form in
the soil water as well as any salts and other soluble
elements present in the soil and parent geologic
material and intercepted shallow groundwaters. The
salinity and agrochemicals in subsurface drainage are
the primary source of pollution associated with irri-
gated agriculture (Table 1).

WATER QUALITY CONSTITUENTS IN IRF

Irrigation return flows provide the vehicle for convey-
ing the pollutants to a receiving stream or groundwater
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reservoir. It is therefore necessary to characterize their
most important water quality constituents (namely,
inorganic salts, agrochemicals and trace elements)
and to develop management strategies aimed at allevi-
ating their detrimental effects on the receiving water
bodies.

Salts

Salts are a major quality factor since they can restrict
the municipal, industrial and agricultural uses of water
and can dramatically decrease the productivity and
sustainability of irrigated agriculture in arid zones.

The primary source of dissolved mineral salts (also
referred to as salinity) is the chemical weathering of
rocks, minerals, and soils. Salinity is reported in terms
of total dissolved solids (TDS in mg L�1) or Electrical
Conductivity (EC in dS m�1 at 25�C). The main solutes
contributing to salinity are the cations calcium (Ca),
sodium (Na), and magnesium (Mg), and the anions
chloride (Cl), sulfate (SO4), and bicarbonate (HCO3).
These solutes are reactive in waters and soil solutions
participating, among others, in cation exchange and
mineral solubility. The excessive accumulation of Na
(i.e., sodicity, generally expressed by the Sodium
Adsorption Ratio or SAR) in the soil solution and
exchange complex may impair poor soil physical

Fig. 1 Idealized sketch showing the diversion of
irrigation water through a main canal, its distri-
bution through a lateral, and its application to

croplands. The three main components of the
irrigation return flows (IRF) to the river channel
are shown. The deeper groundwater zone, a
second receiving water system, is not shown.

Table 1 Quality parameters of the three irrigation return flow (IRF) components and their expected
quality changes as related to the quality of the irrigation water

Components of IRF

Quality parameters Overflow Tailwater Subsurface drainage

General quality degradation 0 þ þþ
Salinity 0 0, þ þþ
Nitrogen 0 0, þ, þþ þþ, þ
Phosphorus 0, þ þþ 0, �, þ
Oxygen demanding organics 0 þ, 0 0, �, ��
Sediments 0, þ, � þþ ��
Pesticide residues 0 þþ 0, �, þ
Trace elements 0 0, þ 0, �, þ
Pathogenic organisms 0 0, þ �, ��
0: Negligible quality changes expected.

þ, �: Expected to be slightly higher (i.e., pick up), lower (deposition).

þþ: Expected to be significantly higher due to concentrating effects, application of agricultural chemicals, erosional

losses, pick up of natural geochemical sources, etc.

��: Expected to be significantly lower due to filtration, fixation, microbial degradation, etc.
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properties and is a critical factor in the sustainability of
irrigated soils.[7]

Growing plants extract water through evapotran-
spiration and leave behind most of the dissolved salts,
increasing its concentration in the soil water (‘‘evapo-
concentration effect’’). Irrigation also adds to the salt
load in IRF by leaching natural salts arising from
weathered minerals occurring in the soil profile, or
deposited below (‘‘weathering effect’’).[2] As a conse-
quence of both effects, it follows that the salinity and
chemical composition of IRF depend basically on the
characteristics of the irrigation water, the soil and sub-
soil, and the hydrogeology, as well as on the manage-
ment of the irrigation water or Leaching Fraction
(LF) defined as the fraction of infiltrated water that
percolates out of the root zone. Thus, high LFs pro-
mote the weathering effect and the salt load carried
out with the IRF (i.e., increased ‘‘off-site’’ pollution)
whereas low LFs promote the evapoconcentration
effect and the concentration of salts in the crop’s root
zone (i.e., increased ‘‘on-site’’ pollution).

In conclusion, the mass of salts or salt loading in
IRF depends mainly on the salinity of the irrigation
water, the minerals present in the soil and subsoil,
and the water management (LF). The salt loading
values may vary widely, from values similar to those
of the irrigation water to values one order of magni-
tude higher. Thus, typical salt loading values in IRF
from arid-land irrigated agriculture vary between
2 Mg ha�1 yr�1 and 20 Mg ha�1 yr�1.[1,2,7] The quantifi-
cation of salt loading is critical to ascertain the ‘‘off-
site’’ contamination of irrigated agriculture, since the
prediction of the resultant salt concentration in a body
of water after mixing with the IRF requires knowledge
of the mass of salts (i.e., concentration and flow) in
each contributing body.

Nitrogen

Nitrogen can be in either the organic or the inorganic
(ammonium, nitrate and nitrite) form. Organic N is
predominant in surface drainage (although it is not
usually an issue in arid areas), whereas inorganic N is
predominant in subsurface drainage water. Although
nitrite is considered more hazardous than nitrate, it is
in general a transient form of N present in small
quantities. Nitrate is thus the dominant form of N in
IRF and should be the focus of the water quality
evaluation.[3]

High nitrate (NO3) concentrations in IRF are a
major concern since they may cause eutrophication
(excessive algal growth) and hypoxia (decline in dis-
solved oxygen from decay of algae) problems. When
nitrate is ingested in substantial amounts by humans

and animals, it may cause methemoglobinemia (blue-
bay like symptoms from oxygen starvation exhibited
by infants and elderly) and certain cancers.[7] Thus,
USEPA has set the maximum allowable concentration
of nitrate in public water supplies at 45 mg L�1,[5]

whereas the European Union has limited it to
50 mg L�1.[6]

The three major sources of nitrate found in IRF are
leaching from croplands, land disposal of urban sew-
age, and concentrated animal feeding (beef feedlots,
dairies, swine, chicken houses) wastes. The potential
for nitrate leaching is a function of soil type, weather
conditions and crop management system. In general,
the higher the N application rate, the greater the
amount of N available to be lost, since fertilizer N
recovery by harvested crops averages about 50% and
tends to be even lower when high N application rates
are used. In addition, mineralization of organic N,
followed by nitrification of NH4 may also increase
the N losses.[4]

Drainage has a large influence upon losses of nitro-
gen. The N loss from poorly drained soils is generally
much less than from soils with improved drainage sys-
tems. As previously indicated, much of the N trans-
ported in surface runoff is organic N associated with
the sediment, although the amount lost is usually small
and poses little threat to the environment except in
pristine waters. On the other hand, nitrate concentra-
tions in subsurface drainage water are much higher
and variable, depending on the N fertilization rates
and time of applications, and on water and soil
management.[4]

Phosphorus

Phosphorus (P), present in both organic and inorganic
forms, is a relevant water quality constituent in IRF
because of its contribution to eutrophication of surface
waters. Most of the P in surface drainage is in particu-
late (i.e., sediment and organic matter-bound) form
whereas most of the P in subsurface drainage water
is in soluble phosphate form.

The release of P depends on such biogeochemical
processes as adsorption/desorption of phosphate,
precipitation/dissolution of inorganic P forms, and
mineralization of organic P forms.[7] Phosphorus in
subsurface drainage waters is typically low in con-
centration because of its strong adsorption in arid
zone soils. Thus, although P discharge from agricul-
tural fields vary considerably, it is usually in the range
of 0.2 kg P ha�1 yr�1 to less than 3 kg P ha�1 yr�1. Even
though P loading in IRF is minor, the P concentrations
measured in many agricultural IRF may be orders of
magnitude above the soluble (10 mg P L�1) and total
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(20 mg P L�1) critical levels assumed to accelerate the
eutrophication of freshwater aquatic ecosystems.[5]

Pesticide Residues

Pesticide contamination in IRF is of concern in some
agricultural areas, although it is in general less signifi-
cant than the salinity or nitrogen pollution problem.[3]

Pesticides used in irrigated agriculture include herbi-
cides, insecticides, fungicides, and nematicides. These
various types make it difficult to assess their potential
impacts on water quality. Pesticide concentrations in
surface drainage are usually much greater than those
in subsurface drainage due to the filtering action of
the soil. Thus, the total loss of pesticides via subsurface
drainage is usually 0.15% or less of the amount

Table 2 Summary of recommended management practices at the water delivery, farm, and water removal subsystems to

reduce off-site water quality impacts from irrigated agriculture

Water delivery subsystem

Designed to meet the farm water requirements while reducing undesirable water losses

Canal lining and/or closed conduits and reservoir lining: prevent seepage losses, phreatophyte ET losses, soil waterlogging, and
groundwater recharge; improve irrigation water quality (i.e., suspended solids).

Installation of flow measuring devices: water control; appropriate water charges and penalties; reduce bypass losses; attain high

water-conveyance efficiencies.

Construction of regulation reservoirs at the irrigation district level to increase flexibility in water delivery.

Implement an efficient institutional framework, service-oriented besides its regulatory character; scheduled maintenance
programs.

Farm subsystem

Designed to maintain or increase crop productivity while improving source control

Improve cultural practices: rate and timing of fertilizers; slow-release fertilizers; fertigation; pest control; seeding and tillage
practices.

Adopt less environmentally damaging agricultural practices: integrated management systems; mixed cropping practices; organic

farming.

Increase irrigation application efficiency and uniformity: proper design of the farm irrigation layout; choice of irrigation system;
optimum irrigation scheduling; reduce evaporation through mulching and reduced tillage.

Minimize the Leaching Fraction according to the leaching requirement of crops: reduce drainage volume; maximize mineral
precipitation; minimize pick up of salts.

Provide training and technical services to farmers; eliminate institutional constraints.

Water removal subsystem

Designed to improve sink control and minimize loading in IRF

Constraints in disposal of IRF to meet quality objectives in the receiving water body.

Reuse for irrigation drainage waters, municipal wastewaters and sewage effluents; integrated on-farm drainage management (i.e.,
on-farm cycling of drainage waters through biological materials-agroforestry systems).

Ocean and inland (i.e., evaporation ponds; solar evaporators; deep well injection) disposal of drainage waters.

Design and management of drainage systems: include water quality as a design parameter; depth and distance of placement of
drains; integrated drain flow and irrigation management; crop water use from shallow watertables (i.e., subirrigation); controlled
drainage (i.e., management of the water level in the drainage outlet); reduce nitrate effluxes by maintaining a high water table to

increase denitrification losses.

Pumping and disposal of groundwater to reduce intercepted groundwater by the drainage network.

Flowing of surface drainage water through vegetated filters and riparian vegetation (removal of sediments and sediments-
associated contaminants), flowing of subsurface drainage water through riparian zones (removal of nitrate due to plant uptake
and denitrification); flowing of drainage water through constructed wetlands (sink for sediment, nutrients, trace elements, and

pesticides).

Physical, chemical, and biological treatment of drainage waters: particle removal; adsorption, air stripping; desalination
(membrane processes and distillation); coagulation and flocculation; chemical precipitation; ion exchange; advanced oxidation
processes; biofiltration (irrigation of specific crops that accumulate large quantities of undesirable constituents such as Se,

Mo, B, NO3, etc.); algal–bacterial treatment facilities (removal of NO3 and Se).
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applied, whereas losses via surface drainage can be up
to 5% or more.[4]

The environmental fate of pesticides is quite com-
plex. Chemical-specific properties influence the reac-
tivity of pesticides. Pesticides can be degraded by
microbes, chemical and photochemical reactions,
adsorbed on to soil organic matter and clay minerals,
lost to the atmosphere through volatilization, and lost
through surface runoff and leaching.[4] Once a pesticide
enters into the soil, its fate is largely dependent on
sorption (evaluated by use of a sorption coefficient
based on the organic carbon content of soils) and per-
sistence (evaluated in terms of the half-life or the time
it takes for 50% of the chemical to be degraded or
transformed). Pesticides with low sorption coefficient
(such as atrazine, DBCP, and aldicarb) are likely to
leach readily, whereas pesticides with long half-lives
(such as DDT, lindane, and endosulfan) are so persis-
tent that many of them banned various decades ago
are still found in stream sediments or are now
being detected in the groundwaters.[7]

Trace Elements

High concentrations of trace elements in soils and
waters pose a threat to agriculture, wildlife, drinking
water, and human health. The trace elements of most
importance, documented as pollutants associated with
irrigated agriculture, are barium (Ba) and lithium
(Li) (alkali and alkali earth metals), chromium (Cr),
molybdenum (Mo), and vanadium (V) (transition
metals), arsenic (As), boron (B), and selenium (Se)
(non-metals), and cadmium (Cd), copper (Cu), lead
(Pb), mercury (Hg), nickel (Ni), and zinc (Zn) (heavy
metals).[3] Those trace elements such as As, Cd, Hg,
Pb, B, Cr, and Se are especially harmful to aquatic spe-
cies because of biological magnification.[5] Due to the
generally narrow window between deficiency and tox-
icity of trace elements, it is essential to have an adequate
information on their concentrations in soils and waters.

The sources of trace element contamination may be
divided into natural (i.e., geologic materials) and
agricultural-induced (i.e., fertilizers, irrigation waters,
soil and water amendments, animal manures, sewage
effluent and sludge, and pesticides). Increases in trace
element concentrations in surface runoff are generally
not expected, whereas the presence of trace elements
in groundwaters is influenced by the nature of the
sources, the speciation and reactivity of the trace ele-
ments, and the mobility and transport processes. Thus,
high concentrations of trace elements in subsurface
drainage water appear to be strongly associated with
the geologic setting of the irrigated area and may be
affected by the same processes that affect the soil and
groundwater salinity.[3,7]

An illustrative example of trace element con-
tamination is the selenium toxicosis of waterfowl at
Kesterson reservoir (California, U.S.A.), a terminal
evaporation pond for drainage waters high in Se
(300 ppb average) originating from the Moreno shale,
a geologic formation of the Coast Range Mountains
in the west side of the San Joaquin Valley.[7]

MANAGEMENT OPTIONS TO REDUCE
OFF-SITE WATER QUALITY IMPACTS
FROM IRRIGATED AGRICULTURE

The basic idea behind the control of irrigation-induced
environmental problems is the change in focus from a
‘‘water resource development’’ to a ‘‘water resource
management’’ approach. This new ‘‘thinking’’ involves
both policy changes, such as reducing the applied
water through economic and regulatory policies (i.e.,
water metering, water pricing, licenses and time-limited
abstraction permits), and developing farmer’s incentives
for promoting best management practices (i.e., compen-
sation and agri-environment payments for irrigated
crops), and a variety of technical measures.[5,6,8]

Since a detailed description of the technical mea-
sures is too lengthy for this article, Table 2 summarizes
some of the recommended strategies aimed at reducing
the off-site water quality impacts from irrigated agri-
culture. However, it should be cautioned that these
measures should be applied in a ‘‘case-by-case’’ basis,
since some of them could aggravate the ‘‘on-site’’ pol-
lution problems. Typical examples will be (i) the ‘‘mini-
mum leaching fraction concept,’’ that could promote
soil sodification and structural stability problems due
to the precipitation of calcium minerals such as calcite
and gypsum; (ii) the reuse of drainage water for irri-
gation, which is only sustainable if it is of sufficient
good quality; and (iii) the disposal of drainage water
in evaporation ponds, which may eventually lead to
other environmental problems.

The reader is referred to the references given at
the end of the entry for further information on the
myriad of technical management options developed
in the last decades and on details of their advantages
and limitations.
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INTRODUCTION

Throughout the Western United States, water rights
are granted for reasonable and beneficial purposes.
Engineers require an irrigation performance parameter
that embodies the reasonable and beneficial standard
to assess irrigation systems, practices, and competing
uses, whether against each other, or against benchmark
targets. Irrigation sagacity (IS), initially proposed by
Solomon,[1] is such a parameter. The term sagacity
comes from sagacious, meaning wise or prudent.

IS is fundamentally different from irrigation
efficiency (IE), long used to quantify beneficial use of
irrigation water.[2] Water is used beneficially if it con-
tributes directly to the agronomic production of the
crop. However, due to physical, economic, or mana-
gerial constraints, and various environmental require-
ments, some degree of non-beneficial use is generally
reasonable. IS goes beyond IE to incorporate quantifi-
cation of reasonable uses: those uses that may not con-
tribute to agronomic production, but are nonetheless
justified under the particular circumstances at hand.

BENEFICIAL USES

Both IE and IS credit those portions of the irrigation
water that are judged to be beneficially used. Examples
of beneficial uses include: crop evapotranspiration
(ET), water harvested with the crop, water used for
salt control (leaching), climate control, seedbed prep-
aration, softening the soil crust for seedling emergence,
and ET from beneficial plants (windbreak, cover-crop,
habitat for beneficial insects). Evaporation during reg-
ular and reclamation leaching, and evaporation during
necessary irrigations are beneficial, because an agro-
nomic objective is achieved during those events.

Examples of non-beneficial uses at the farm level
include: overirrigation due to non-uniformity, uncol-
lected tailwater, deep percolation beyond that needed
for salt removal, unnecessary evaporation from wet
soil outside cropped area, spray drift beyond field
boundaries, and evaporation associated with exces-
sively frequent irrigations. At the irrigation district
level, non-beneficial uses include: spills, seepage,

evaporation from canals or reservoirs, and ET from
non-beneficial plants such as weeds and phreatophytes.

REASONABLE USES

IS quantifies that portion of irrigation water going to
sagacious (either beneficial or reasonable) uses.[1,2]

Reasonable uses are those that, while not directly
benefiting agronomic production, are nonetheless
reasonable under prevailing economic and physical
conditions. Examples of reasonable, though not ben-
eficial, water uses include the following.

Losses that cannot be economically avoided are
considered reasonable. For example, canal seepage may
be reasonable if canal seepage rates are low and it is
not economical to line the canal to avoid that seepage.
No irrigation system can be designed to apply water
with perfect uniformity, so some deep percolation
due to non-uniformity is reasonable.

Losses tied to technical requirements may be
reasonable. Reservoirs in the distribution system add
flexibility and reduce canal spills. Evaporation from
such reservoirs constitutes a reasonable use. Microirri-
gation systems generally require filtration, and filters
need to be flushed periodically. Filter flush water
may be a reasonable use. If sprinkler irrigation is the
appropriate technology, spray evaporation and wind
drift losses are an inevitable consequence of using that
technology to irrigate, and hence are a reasonable use.

Losses due to the uncertainties associated with
many aspects of water management may be reason-
able. Exactly how much water is held in the soil?
Exactly how much crop ET since the last irrigation?
Exactly how much water is necessary for maintenance
leaching? In the face of such uncertainties, it is reason-
able for the farmers to err on the side of overapplica-
tion, so some deep percolation due to uncertainty
may be reasonable.

Losses that contribute toward environmental goals
may be reasonable. If canal seepage feeds a wetland
or wildlife habitat area in a timely manner, that seep-
age may be deemed a reasonable use. (Even though
feeding a wetlands/habitat area meets environmental
goals, it is not considered a beneficial use because it
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does not directly aid the production of the crop being
irrigated.) If tailwater blends with drainage water to
meet water quality standards in receiving waters, then
that tailwater may be a reasonable use.

Non-sagacious uses (neither beneficial nor reason-
able) are those uses without economic, practical, or
other justification. An example of a non-sagacious
use is wet soil and spray evaporation associated with
excessively frequent irrigations. No agronomic objec-
tive is served by irrigating more frequently than
needed, and it is difficult to imagine an economic justi-
fication for doing so. Hence, these losses are without
justification. They are unreasonable and non-sagacious.

CONSERVATION IMPLICATIONS

It is a common misunderstanding that (1 � IE) repre-
sents the fraction of the applied irrigation water that
is wasted, and therefore, the fraction that may be con-
served or reallocated. However, as noted above, some
degree of non-beneficial use is generally reasonable, so
the potential for conservation and reallocation consists
only of water uses that are both non-beneficial and
unreasonable.

DETERMINATION OF SAGACITY

As with other irrigation performance parameters,
application of the IS concept requires that boundaries
be specified, flows into and out of the bounded area
be quantified, fractions of the irrigation water flowing
to various destinations be estimated, and judgments be
made about whether those fractions are beneficial or
reasonable. Whereas the determination of beneficial
use involves only an agronomic criterion—direct con-
tribution to the agronomic production of the crop—
the determination of reasonable use involves more
varied criteria.

Feasibility

Identifying a particular non-beneficial water use as
unreasonable requires that an alternate practice be
identified that uses less water, and is practically, tech-
nically, economically, and environmentally feasible.

Practical feasibility considers physical constraints
such as limitations due to climate, soil, terrain, water
delivery schedules, or water travel time. Required
resources, which can include labor (sufficient quantity
and with suitable experience), infrastructure (mainte-
nance of specialized equipment, extension advice on
proposed crops, etc.), and information (precise knowl-
edge, facts, data available when needed), are available.

Even after identifying the benefits of a new practice,
there will be a lag time before implementation is possi-
ble. Decision-makers need to be convinced, approvals
obtained, plans drawn, and financing arranged. Thus,
a realistic time schedule for implementation is also
required.

Technical feasibility has not only hardware but
software and operational aspects. Equipment must be
available, affordable, and perform reliably in an agri-
cultural environment. It must satisfy requirements for
accuracy and precision of flow, time or other quantities
to be measured or controlled. Local, farm scale demon-
stration projects may be necessary to prove that equip-
ment and plans are reliable, and operations feasible.
A phased transition into any new practice should be
planned.

Economic feasibility is an obvious but complex test.
It is not enough to compare the costs of operating one
way to the costs of operating another way. The prop-
osition facing a farmer is to change from one practice
to another. The costs involved in abandoning an old
practice and adopting a new one, or converting from
the old to the new, may well be greater than the cost
if the new practice were started from scratch in a
new operation. Further, even if the annualized cost
of an alternate practice is favorable, it may not be
possible for farmers to implement it unless additional
resources such as financing and credit are available.
Economic feasibility must also consider risk. It is not
reasonable to ask farmers to undertake a large risk
to actualize the potential of a small benefit.

Economic feasibility must include plans and
mechanisms for properly allocating the costs of alter-
nate practices to those who will ultimately reap the
benefit. This may be particularly difficult in the case
of alternate practices whose ultimate beneficiary is
the environment, because it is often not clear who
‘‘ought’’ to pay on behalf of an environmental com-
mon good.

Environmental feasibility requires that the alter-
native practice must be environmentally benign or
beneficial, or that the costs of any required environ-
mental mitigation are considered.

If no alternate practice using less water meets all
four feasibility tests, the current practice is reasonable.
The current practice is unreasonable if a feasible alter-
nate using less water exists. The amount of unreason-
able (non-sagacious) use due to the current practice
is the difference between the current use and the
(reduced) use of the preferred alternate.

CONCLUSION

The results of a sagacity determination may vary with
location, geographic scale, or time. Because sagacity
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includes economics, which can change as markets and
prices do, sagacity can change with place and time.
Technology and the availability of resources are also
factors influencing sagacity that can change with place
and time.

Results of the various feasibility checks can depend
on scale. To a farmer, the district’s water delivery poli-
cies and schedule are given. At the district level, these
things may be considered adjustable. Districts can
and should consider options that individual farmers
cannot consider. Economics and the ability to absorb
risk change with scale as well. What may not be eco-
nomical to an individual farmer could be economical to
a district, region, or to another competing water user,
if there is a way for them to share in the costs as well
as the benefits. While individual farmers are less able
to bear risks due to uncertainty or reduced water use,
the shift to a district or societal level offers the poten-
tial to ‘‘average’’ individual outcomes and pool risks.

So sagacity is very much a site-, scale-, and time-
specific quantity. Therefore, a necessary preliminary to

the determination of sagacity described above is to
specify the boundaries and geographic extent of study
area, the time frame for economic and technological
determinations, and the perspective for feasibility
checks (individual farmer, district, region, or society).

For a more complete discussion of IS and its
application, the reader is referred to Ref.[3].

REFERENCES

1. Solomon, K.H. Technical memorandum; Center for
Irrigation Technology, California State University:

Fresno, CA, 1993; 1–2.
2. Burt, C.M.; Clemmens, A.J.; Strelkoff, T.S.; Solomon,

K.H.; Bliesner, R.D.; Hardy, L.A.; Howell, T.A.;

Eisenhauer, D.E. Irrigation performance measures—
efficiency and uniformity. J. Irrig. Drain. Eng. 1997,
123 (6), 423–442.

3. Solomon, K.H.; Burt, C.M. Irrigation sagacity: a mea-

sure of prudent water use. Irrig. Sci. 1999, 18, 135–140.

596 Irrigation Sagacity

© 2008 by Taylor & Francis Group, LLC



Ir
ri

ga
ti

on
–

Jo
ur

na
ls

Irrigation Scheduling: Plant Indicators (Field Application)

David A. Goldhamer
Kearney Agricultural Center, University of California,
Parlier, California, U.S.A.

INTRODUCTION

While there has been extensive research in measuring
plant water status and its impact on plant processes
and aspects of crop production, relatively little work
has been published on giving specific protocols for
using plant-based measurements in irrigation schedul-
ing. This is likely the result of plant water status being
very dynamic since the plant is coupled to both its soil
water and atmospheric surroundings. Thus, no single
value can be used to indicate the onset of water stress.
Plant water status changes diurnally and over the sea-
son, and its dynamic nature makes it difficult to iden-
tify threshold values for practical use. Plant water
measurements, by themselves, mean little if they are
not considered relative to the equivalent measurements
representing fully irrigated plants in the same environ-
ment. This has been accomplished by developing
‘‘reference’’ or ‘‘baseline’’ values, representing the
behavior of plants under non-limiting soil water supply.

APPLICATIONS OF PLANT INDICATORS FOR
THE MANAGEMENT OF WATER STRESS
IN IRRIGATION

It is well documented that virtually all plant processes
are affected by a reduction in plant water status.[1]

Plant water deficits decrease leaf growth and thus, leaf
area. With field and row crops, where the goal is to
achieve a full canopy as soon as possible, early season
water deficits translate into lower field photosynthesis
and ultimately lower total biomass production. Thus,
with crops harvested for biomass, such as alfalfa and
silage corn, any water stress will reduce yield. The lin-
ear nature of the classical production function relating
yield to crop water use illustrates this fact clearly.[2]

The effect of water deficits on production of crops
where only the reproductive organ is harvested is much
less straightforward. One example is cotton; an inde-
terminate row crop. Severe water stress can reduce leaf
area, photosynthesis, the number of fruiting sites,
and thus reduce lint yield.[3] On the other hand,
mild water stress, enough to significantly reduce veg-
etative growth, did not reduce yield.[4] There are few

documented cases of water stress increasing crop
yields. Fereres[5] reported that mild water deficits
increased yields of cotton and sorghum over those
under full irrigation. This was attributed to the
increase in harvest index due to a greater partitioning
of assimilate from vegetative to reproductive sinks.
Chalmers, Mitchell, and van Heek[6] reported that
regulated deficit irrigation (RDI) significantly reduced
unwanted vegetative growth in peach and conse-
quently, an increase in harvest fruit size, again due to
greater assimilate partitioning. It should be noted that
others have tried to reproduce these results, specifi-
cally, increased fruit size in response to water stress,
and failed.[7–9] However, these experiments occurred
under different soil and atmospheric conditions and
with different cultivars. There are far more instances
reported of water stress improving some aspect of fruit
quality than fruit size. For example, Goldhamer et al.[9]

found that RDI can significantly reduce peel creasing
in navel oranges without negatively affecting other
yield components, thus increasing grower profit.

The interactions between irrigation and pest and
disease management offer opportunities for the use
of plant indicators for beneficial purposes. While water
stress is usually associated with higher insect pressures,
there are cases where water stress had beneficial effects.
Leigh et al.[10] found that lygus bug levels in cotton
were reduced by 50% by the imposition of water stress
compared to fully irrigated plants. Goldhamer et al.[11]

found that epicarp lesion on pistachio nuts, believed to
be the result of feeding by leaf-footed plant bugs, was
significantly reduced in severely stressed trees. Reduced
insect pressures in response to water stress are usually
attributed to a less favorable feeding environment due
to higher canopy temperatures. However, high tem-
peratures are also related with greater pest pressures
due to higher insect development rates.[12] Teviotdale
et al.[13] noted that preharvest water deficits in almond
trees significantly reduced the fungal disease of hull rot
in almonds. Further work resulted in a recommen-
dation that water stress be imposed for a two-week
period about 1 mo prior to harvest not to be less than
a predawn leaf (C) water potential of �1.5 MPa.[14]

Although this approach provided a great amount of
disease control, the authors advised that water stress
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could reduce kernel size (3–5%) and thus, the grower
must decide on whether the impact of the disease
would be worse than that of water stress.

INTERPRETATION OF MEASUREMENTS FOR
IRRIGATION DECISION MAKING

The fact that plant species and plant processes differ in
their sensitivity to water stress complicates the issue of
applying indicators of plant water status to irrigation
management. For example, predawn water C of leaves
in fully irrigated pistachio tress in the central valley of
California is from �0.8 MPa to �1.0 MPa compared
with �0.15 MPa to �0.20 MPa for walnut trees in the
same environment. Mild to moderate water stress from
mid-May to early July has a little impact on any pis-
tachio yield component while it reduces the size of har-
vested walnuts. In order to use plant C in production
agriculture, it is of paramount importance that both
accurate measurements of normalized water stress
and how they impact yield be known for successful
application of any plant-based scheduling program.
This two-phase knowledge is rare. Nevertheless, some
workers have developed plant-based protocols that
have achieved varying degrees of success in on-farm
water management. Examples of the most promising
of these approaches for tree crops are highlighted in
the following discussion.

Shackel et al.[15] proposed using stem C for irri-
gation scheduling of prunes. This crop is an ideal can-
didate for plant-based scheduling that accurately
identifies stress in that it is a dried product and thus,
lower fruit hydration at harvest resulting from water
deficits during the season is actually beneficial. The
influence of evaporative demand was addressed by

providing a table showing stem C for a range of
relative humidity and air temperature conditions
(Table 1). Additional work had identified periods of
the season, which were most stress tolerant[16] resulting
in specific, recommended protocols of desired stem C
over the season (Table 2). These protocols have been
adopted by numerous prune growers in California.

One short coming of plant-based scheduling
approaches is that they do not provide quantitative
information on how much water should be applied at
each irrigation as is possible with soil water monitoring
and atmospheric-based methods. Thus, protocols for
using plant C should somehow address this issue.
Here, both measurement and irrigation frequency are
important; the more frequent the monitoring, the
greater is the opportunity to adjust the irrigation
amount. It is difficult to conduct frequent manual stem
C monitoring, and this measurement cannot be auto-
mated currently. There is little chance of coupling
these manual measurements to irrigation electronic
controllers.

Goldhamer and Fereres[17] presented protocols
based on experimental data for using trunk diameter
measurement to schedule irrigations in almond trees.
They suggested maximum daily trunk shrinkage
(MDS) as the stress indicator parameter. These data
were normalized for vapor pressure deficit (VPD) using
reference values obtaining either from fully irrigated
trees or relationships previously developed between
VPD and fully irrigated trees. They used the term ‘‘sig-
nal’’ (ratio of measured to reference value) to represent
the stress magnitude and suggested target signals
for irrigation scheduling based on how much stress
the grower desired during the season. If the measured
signal consistently exceeds the target threshold, the
irrigation rate is increased by 10% for the next cycle.

Table 1 Values of midday stem C in MPa expected for fully irrigated prune trees under different air temperature and
relative humidity conditions

Air relative humidity (RH) (%)

Temperature (�C) 10 20 30 40 50 60 70

6.9 �0.68 �0.65 �0.62 �0.59 �0.56 �0.53 �0.50

9.7 �0.73 �0.70 �0.66 �0.62 �0.59 �0.55 �0.52

12.4 �0.79 �0.75 �0.70 �0.66 �0.62 �0.58 �0.54

15.2 �0.85 �0.81 �0.76 �0.71 �0.66 �0.61 �0.56

18.0 �0.93 �0.87 �0.82 �0.76 �0.70 �0.64 �0.58

20.8 �1.02 �0.95 �0.88 �0.82 �0.75 �0.68 �0.61

23.6 �1.12 �1.04 �0.96 �0.88 �0.80 �0.72 �0.65

26.3 �1.23 �1.14 �1.05 �0.96 �0.87 �0.78 �0.68

29.1 �1.36 �1.26 �1.15 �1.04 �0.94 �0.83 �0.73

31.9 �1.51 �1.39 �1.26 �1.14 �1.02 �0.90 �0.78

Source: Adapted from Ref.[15].
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If the measured signal is below the threshold, the irri-
gation rate is lowered by 10%. Their goal was to have
the actual signal oscillate as close as possible around
the selected threshold level. This approach was recently
validated in a field study comparing different target
threshold values.

Goldhamer et al.[18] conducted an analysis of the
sensitivity of these scheduling approaches to progres-
sively greater water deficits on mature peach trees
under high-frequency irrigation. Reference values were
determined using control trees under non-limiting soil
moisture conditions (irrigation based on a weighing
lysimeter). Stem C and MDS measurements during
both the deficit irrigation period and when full irri-
gation was reintroduced to the stressed trees tracked
each other well (Fig. 1A, B). Both stem C and MDS
were equal in identifying the onset of stress but after
the first few days, the MDS signal was clearly higher
than the stem C signal for the remainder of the stress
period (Fig. 1C). Following the return to full irrigation,
both indicator signals remained well-above, 1.0, reflect-
ing the fact that the soil water reservoir was not
refilled.

In addition to signal strength, the variability of the
indicator values will determine the usefulness of the
signal in irrigation scheduling. There have been reports
that MDS is more variable than SWP in tree
crops.[17,19,20] High measurement variability (‘‘noise’’)
would require more tree measurements to decrease
the uncertainty, increasing the monitoring costs.
Goldhamer et al.[18] found that MDS variability was
higher than that of SWP under mild to moderate
stress but lower than MDS under severe water stress
(Fig. 1D, E). During the entire stress range, SWP varia-
bility remained unchanged. The signal/noise ratio,
which integrates both the indicator strength and varia-
bility, was equal for both stem C and MDS under mild
to moderate stress (Fig. 1F). In other words, even
though the MDS signal was higher than stem C in this
stress range, the increased variability reduced the
usefulness as a scheduling indicator. However, under
severe stress, the MDS signal/noise ratio was about
five times higher than the peach stem C value. This
example clearly illustrates that a multitude of factors
must be taken into account in evaluating which

plant-based monitoring technique performs best under
a given set of conditions.

OVERCOMING BARRIERS FOR
GROWER ADOPTION

While scientists may disagree over which plant-based
monitoring approach provides the most sensitive indi-
cator of water stress and how stress impact yield, on-
farm personnel responsible for irrigation scheduling
have much simpler question that requires an affir-
mative answer for method adoption to occur: ‘‘Will it
make their jobs easier?’’ A secondary issue is whether
it is cost effective and the time profitably used. It is
believed that the current state-of-the-art in plant-based
monitoring is stem C for the following reasons: 1) it is
grounded in proven scientific principles; and 2) it has
been adopted by some growers. Its primary short-
coming is that the measurement is manually taken,
requiring the technician to make trips to the field.
Moreover, the measurements must be made within a
2 hr or so period around midday. Additional negatives
are that a relatively bulky pressure chamber must be
hauled to the field (although a lighter ‘‘pump-up’’
version is now commercially available), and data pro-
cessing is manual. Continuously recorded trunk diam-
eter measurements overcome the logistical problems
and labor requirements of the stem C measurements.
Since they are electronically recorded, graphical rep-
resentation, which is a powerful incentive for grower
adoption, is relatively easy.

Electronically recorded measurements also facilitate
data analysis. One can envision algorithms in a com-
puter/controller that not only derive indicator param-
eters, such as MDS, but also generate and execute
system-operating times. Additionally, the rapid avail-
ability and ease of data transfer on from local to global
networks offer the prospect of irrigation control and
consultation from remote locations. To be sure, there
are trade-offs associated with using trunk diameter
measurements in irrigation scheduling. The data are
most variable (‘‘noisy’’) than corresponding stem C
values.[18] The special LVDT mounts currently cost

Table 2 Suggested target levels of midday stem C in MPa during the growing season in prunes

Month

Period March April May June July August September

Early- �0.6 �0.8 �0.9 �1.1 �1.2 �1.3 �1.5

Mid- �0.6 �0.8 �0.9 �1.0 �1.2 �1.3 �1.4

Late- �0.7 �0.9 �1.0 �1.1 �1.2 �1.4 �1.5

Source: Adapted from Ref.[16].
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$US 40–80 and LVDTs are $US 150–250. Repairing
electronic devices is beyond the ability of most on-farm
personnel. Additionally, dataloggers located in the
field require periodic trips by a technician to download
data unless wireless communication has been established.

The decreasing availability and increasing cost of
water for agriculture will be incentives to improve irri-
gation management that growers will be unable to
ignore in the future. Using plant-based methods to
quantify stress and adjusting irrigation schedules

accordingly should become more prevalent, especially
in high water cost areas and with high value crops.
They can be used as stand-alone methods or more
likely, to augment and fine tune the more widely avail-
able types of atmospheric-based approaches. Indeed, a
combination of scheduling techniques may prove opti-
mal, especially for cropping situations where early
season stress is desirable. For example, the quality of
wine grapes has been shown to improve with deficit
irrigation prior to veraison (berry color change).

Fig. 1 For mature peach trees under both full (Control) and deficit irrigation (Stress) through July-31 followed by a return to
full irrigation: A) stem water potential (SWP); B) maximum daily trunk shrinkage (MDS); C) MDS and SWP signal strength
(Stress/Control); D) MDS coefficient of variation (noise); E) SWP coefficient of variation (noise), and F) MDS and SWP ‘‘sig-

nal/noise’’ ratio. Vertical bars are two standard errors. Source: From Ref.[18].
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Williams (personal communication) recommend that
leaf water C be maintained at �1.0 MPa (mild stress)
early in the season and then irrigated at 60% ETc from
veraison to harvest. Imposing early season stress based
on irrigating at certain percentages of ETc is difficult
since it is necessary to accurately characterize and
account for the amount of water available in the soil
moisture reservoir. Early season plant-based monitor-
ing overcomes this problem. As growers become more
sophisticated in their irrigation programs, especially
those that utilize water stress beneficially (RDI),
plant-based monitoring, whether they taken manually
or recorded electronically, will become a more valuable
tool for use in production agriculture.
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Irrigation Scheduling: Plant Indicators (Measurement)

David A. Goldhamer
Kearney Agricultural Center, University of California,
Parlier, California, U.S.A.

INTRODUCTION

Even though optimizing plant biomass or fruit pro-
duction is the goal of irrigation, the plant is rarely
the primary focus in irrigation scheduling techniques.
Atmospheric techniques, where the plant is considered
only tangentially when evapotranspiration (ETc) is
estimated, and soil moisture monitoring with a wide
variety of instruments are by far the dominant schedul-
ing approaches in use today. The plant sits midway
in the soil, plant, and atmospheric continuum and is
the integrator of both the water status of the soil
and the atmosphere. Moreover, virtually all plant pro-
cesses that ultimately affect productivity are directly or
indirectly linked to plant water status.[1] Although
there are a variety of methods to measure or infer plant
water status, few references in the literature propose
the use of directly measured or inferred plant water
status measurements in irrigation scheduling.[2–5]

The primary reason for this may involve the difficulties
in interpreting plant water status measurements due
to their interactions with evaporative demand and
crop specific physiological factors. On-farm use of
plant-based scheduling is exceedingly low. However,
the increasing importance of agricultural water pro-
ductivity and recent advancements in equipment and
sensors for plant-based monitoring focus renewed
interest in this scheduling approach.

MEASURING PLANT WATER STATUS

The most common parameter used for characterizing
the water status of plants is the water potential (C).
There are a variety of instruments that have been used
to measure plant water potential that are covered in
detail by Hsiao.[6] The instrument that best fit the
requirements for use in irrigation programming is the
pressure chamber. In addition, there are other techni-
ques best suited for laboratory conditions such as ther-
mocouple psychrometry[7] and the Shardakov dye
method.[6]

The Pressure Chamber

The pressure chamber requires that a leaf be excised,
placed, and sealed in a chamber with the cut petiole
end sticking out, and then the chamber is pressurized
with nitrogen gas until xylem sap just appears at the
end of the petiole.[8] The ‘‘balancing pressure’’ created
by the compressed gas in the chamber is, under reason-
able assumptions, a measure of the leaf C.

There are a variety of techniques used and precau-
tions recommended when using the pressure chamber
to determine leaf C. Of particular importance is
to minimize water loss from the leaf between excision
and placement in the chamber. This can be accom-
plished by covering the leaf with damp cheesecloth or
a small plastic bag prior to excision and placing the
leaf/cloth/bag combination in the chamber. Some
pressure chamber operators blow into the plastic bag
just before placing it over the leaf in order to create
high enough humidity to minimize transpiration. The
rate that the chamber is pressurized also can influence
the reading.[9] Hsiao[6] recommends pressurizing at a
rate of less than 0.1 MPa sec�1 at the beginning of
the measurement and 0.02 MPa sec�1 as the balancing
pressure is approached. Turner[10] suggested a pressur-
ization rate of 0.025 MPa sec�1. Fast pressurization
rates can also cause adiabatic heating in the chamber.
This also can be controlled by using the aforemen-
tioned rates of pressurization and by covering the leaf
with a plastic bag.

A variant in measuring leaf C is stem C. Here, an
interior, shaded leaf is covered by a small plastic bag
overlaid with aluminum foil for a period of time prior
to excision. Shackel et al.[4] suggested that this period
be a minimum of 2 hr while Fulton et al.[11] indicate
that transpiration ceases with 15 min of bagging. The
elimination of transpiration results in an equilibrium
in C between the leaf and the adjacent stem and pre-
sumably in a tree, the trunk. Thus, stem C should be
higher than leaf C, less coupled to the aerial environ-
ment, more representative of the whole tree water sta-
tus, and less variable than leaf C measurements, that
are influenced by stomatal behavior and leaf shade
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history. Naor[12] found that stem C was a better plant
water stress indicator than predawn or midday leaf C.

Leaf and stem C change with time over the day.
Highest values occur at predawn, become more
negative during the morning, sometimes reaching a
‘‘plateau’’ for 2–3 hr just after solar noon, and then
increasing in the late afternoon and evening. Thus,
readings are usually taken during the plateau period
for day-to-day comparisons.

Indirect evaluation of plant water status may be
accomplished by numerous plant-based parameters
that are related to plant C. Many of these parameters
have logistical and operational advantages over
direct measurement techniques. Following is a descrip-
tion of those considered most relevant for irrigation
programming.

Stomatal Opening

Current models of steady-state porometers can accu-
rately measure stomatal conductance, which is directly
related to photosynthesis, and linked to plant water
status. However, water deficits need to be moderate
to severe to cause stomatal closure; thus, this param-
eter is not considered as a sensitive indicator for use
in irrigation management.

Plant Organ Size Variations

Both herbaceous and woody plant stems undergo diur-
nal oscillations in size due to both hydration and
growth.[13] In the short term, size variations due to
changing levels of hydration within various plant
tissues greatly exceed those resulting from growth.[14]

It is generally agreed that the living cells of the phloem,
cambium, and parenchyma that surround the xylem
provide most of the stored water contributing to size
variations.[15] While Irvine and Grace[16] believe that
contractions occur within the xylem in response to
varying xylem Cp, the consensus is that xylem tissues
are almost totally rigid and contribute very little
(10–30%) to daily stem size variations.[15,17] It is gener-
ally agreed that stem diameter fluctuations are directly
related to changes in plant water status.[18,19] While
most of the attention in using plant organs as indica-
tors of water status has been on stems, leaf, and fruit
size daily fluctuations also occur. However, there is
no known commercial use of these techniques. In the
case of leaves, this may be due to having to calibrate
thickness against an independent measure of C
for each leaf.[20] Recent advancements in the size-
measuring sensors and mounting hardware for large,
well attached fruits bode well for future research in

fruit size oscillations’ relations to C as well as simply
using fruit growth as a scheduling indicator.

Linear variable displacement transducers (LVDTs)
and strain gauges are the most common types of organ
size measuring devices. Since daily stem diameter oscil-
lations are very small (generally less than 300 mm in
mature fruit tree trunks), care must be taken to prevent
temperature effects on the sensors and mounting hard-
ware. Measures include shading the instruments and
using mounting materials with low thermal expansion
properties. Stem diameter oscillations are identified
by continuously recording organ size using datalog-
gers. Data are downloaded manually in the field
or transmitted by cellular phone or radio signals to
computers.

Canopy Temperature

This technique relies on the fact that water-stressed
plants undergo stomatal closure and consequently
higher canopy temperatures due to lower transpira-
tional cooling. The development of the infrared ther-
mometer (IRT) made the canopy temperature
measurement possible without physically contacting
the plant and signaled the start of a high level of
research on using the measurement in irrigation man-
agement.[21] Theoretical analysis[22] and experimental
work[23] evolved the concept of the crop water stress
index (CWSI). The CWSI is based on the temperature
difference between the canopy (Tc) and surrounding air
(Ta), normalized for the vapor pressure deficit of the
air. It is calculated based on the ratio of where the
measured Tc � Ta value falls between equivalent
values for a fully irrigated canopy (lower baseline
experimentally determined) and severely stressed can-
opy (upper baseline empirically determined) under
equivalent evaporative demand conditions. Protocols
for use involve irrigating as to not exceed CWSI
threshold values during specific periods of the season.

The CWSI method has been tested primarily on
field and row crops. The technique requires that can-
opy temperature be accurately determined with the
IRT and thus, soil within the view of the instrument
must be avoided, although a method for correcting
for soil effects has been developed.[24] This method is
not sensitive to detect water deficits so mild that do
not reduce crop transpiration.

Expansive Growth

The growth rate of leaves and stems is one of the most
sensitive of all plant processes to water stress.[1] With
indeterminate crops such as cotton, growth rate evalu-
ation is likely the most popular, and certainly the
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oldest, plant method used to time irrigations. This
is facilitated by the fact that any reduction in the dis-
tance between the growing terminal of the main stem
and the reddish color associated with mature main
stem tissue is visually very apparent. In addition to vis-
ual observations of growth, sensors may be placed on
vegetative or reproductive organs to quantify growth.
Goldhamer and Fereres[5] reported that this is a viable
technique in young peach trees. Regardless of whether
the approach is visual or mechanical, physiological and
environmental factors other than water status can
affect expansive growth. For example, growth with
determinate crops ceases shortly after the onset of
anthesis.

Sap Flow

Sensors using both heat pulse[25] and heat balance[26]

techniques have been developed to estimate transpi-
ration in individual plants. Both techniques involve a
heat source placed on the stem or trunk of the plant
and then thermocouples either inserted into the con-
ducting tissue or placed along the surface of the stem
or trunk. One major difference in the techniques is that
the heat pulse measures flow velocity and an estimate
of the cross sectional area of flow is required to calcu-
late transpiration. Quantifying flow cross sectional
area is usually done by visually evaluating conducting
tissue, which in the case of trees, requires a core taken
with a trunk boring tool. This is difficult and can result
in significant errors.[27] Nevertheless, sap flow measure-
ments can be qualitatively useful in identifying differ-
ences in transpiration between plants of similar size
and the same species. The primary drawback with
using sap flow measurement for irrigation scheduling
is the same as with stomatal conductance and canopy
temperature—transpiration is not affected under mild
stress levels likely to affect expansive growth. Many
techniques have been developed in plant physiological
research to characterize the water status of plants, but
only a few, such as those discussed above, have prom-
ise in the development of relevant applications for
irrigation scheduling.
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INTRODUCTION

Remote sensing is a method of quantifying physical
characteristics of an object through measurements that
do not require physical contact with the object. The
physical characteristics of the object are determined
from measurements of electromagnetic radiation, often
in specific wavelengths, reflected or emitted by the
object’s surface. Although we usually associate remote
sensing with satellites or aircraft, some types of remote
sensing involve measurements made with ground-
based sensors.

Researchers have suggested that there are two main
characteristics that favor the use of remote sensing as
part of a procedure for scheduling the irrigation of
agricultural crops. First, remote sensing provides a
quantification of the degree of crop water stress
derived from measurements made directly on the crop
canopy. This is in contrast to inferring crop water
stress from measurements of properties of the soil,
such as soil water content or soil water potential, in
which the crop is grown. Second, remote sensing ima-
gery can show the detailed variability of crop water
stress within a field. When field conditions are variable,
basing an irrigation strategy on a limited number of
measurements may lead to over- or underwatering
some parts of the field. Remote sensing imagery can
provide a depiction of the variability in crop water
stress across a field with a spatial resolution much
greater than what can typically be achieved through
conventional field measurements, such as water
content or leaf water potential.

APPROACHES

Attempts to use remote sensing in irrigation scheduling
have concentrated on the observation of two physical
characteristics of the plant canopy: leaf temperature
and leaf water content. Each of these characteristics
has given rise to distinct approaches in measuring
and utilizing remote sensing data in this application.

Leaf Temperature

The temperature of the leaf surfaces in a plant canopy
is the result of the balance between the energy gained

from the surrounding environment and lost to the
surrounding environment.[1] During the daytime, when
most irrigation-related remote sensing observations
are made, the energy balance of a plant canopy can
be expressed,

Rab þ C ¼ E þ Rem

In this expression, Rab is the longwave and shortwave
radiant energy absorbed by the leaf canopy from the
sun, the sky, and surrounding soil and plant surfaces.
C is the sensible heat gained or lost to the surrounding
air through convection. If the surrounding air is war-
mer than the plant canopy, the canopy will gain heat
energy from the air. The opposite is true if the sur-
rounding air is cooler than the plant canopy. E is the
latent heat energy lost by the plant canopy through
transpiration, i.e., the evaporation of water from the
leaves. Rem is the longwave radiant energy emitted by
the plant canopy, and is a function of the temperature
of the leaf surfaces,

Rem ¼ esT4

In this expression, e is the emissivity of the can-
opy (approximately 1 for leaves), s is the Stefan–
Boltzmann constant, and T is the absolute temperature
of the leaf canopy (in K). It is through this expression
that remote sensing systems can measure leaf tempera-
ture, by measuring the longwave radiant energy
emitted by the plant canopy.

In the energy balance for the plant canopy, the mag-
nitude of E is determined by the ambient micrometeo-
rological conditions (air temperature, humidity, and
wind speed) and the degree to which the leaf stomata
are open. As crop plants deplete the soil water below
the level necessary for optimum growth, the stomata
close to restrict the further loss of water from the plants
through evaporation. As the magnitude of E is reduced
through stomatal closure, the magnitude of Rem must
correspondingly increase to maintain the energy bal-
ance. This increase is observed through remote sensing
as an increase in leaf temperature.

Several different approaches have been described for
using remote sensing observations of leaf temperature
in irrigation scheduling. The most well-documented
of these are described in the following three sections.
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Thermal Kinetic Window

As in most organisms, the biochemical reactions lead-
ing to the growth of crop plants are controlled by
enzymes. The temperature dependence of enzyme func-
tion helps establish the growth rate of a crop plant in
a given environment. If the environment is too warm
or too cool, enzyme activity will be inhibited and the
potential rate of growth will be reduced. A range of
temperature has been identified for each of several
crops within which the activities of many important
enzymes are at optimum levels.[2] This range is called
the Thermal Kinetic Window (TKW). In arid and
semiarid regions, leaf temperatures may exceed the
range specified by the TKW during part of the day,
particularly if soil water is limited.[3] Under these cir-
cumstances, irrigating the crop can cause leaf tempera-
tures to fall within the TKW by increasing the loss of
heat energy from the canopy through evaporation
(Fig. 1). Maintaining leaf temperatures within the
TKW by this strategy insures that biochemical reac-
tions proceed at optimum rates.

Field studies in the Texas High Plains demonstrated
that cotton yields could be maximized by irrigating the
crop when the observed leaf canopy temperature
exceeded 28�C.[4,5] Canopy temperatures were sensed
with infrared thermometers, the signals from which
could be used to control an automated irrigation
system. A refinement of this procedure involved
using the time that the crop was above 28�C (the
Temperature–Time Threshold, or ‘‘TTT’’) to control
irrigation application.[6] Using a TTT of 4 hr resulted
in crop yields equaling those achieved with shorter
values of TTT, but with less irrigation.

This concept was commercialized in a system called
the Biologically Identified Optimal Temperature Inter-
active Console, or ‘‘BIOTIC.’’[7] In BIOTIC (Fig. 2),
the leaf canopy temperature is measured with an infra-
red thermometer, and the time that the canopy tem-
perature is above a specified threshold is accumulated
by the control unit. When this time accumulation
exceeds another predetermined threshold, and taking
into account ambient humidity conditions, a signal is
sent to turn on the irrigation system. A limitation to
BIOTIC is that, early in the growing season when
plants are small, measurements of leaf canopy tem-
perature made by the infrared thermometer may be
confounded by the higher temperature of the soil sur-
rounding the plants. This might result in the irrigation
system being turned on more often than necessary.
This problem disappears when the plants reach a size
to completely fill the field of view of the infrared ther-
mometer. Since the time accumulation used in BIOTIC
is based on essentially continuous measurements of
canopy temperature, this approach is limited to
ground-based, in-field sensor systems.

Crop Water Stress Index

In environments with a high evaporative demand, the
temperature of a fully irrigated crop canopy is typically
below the ambient air temperature during the day.
Thus, the difference between canopy and air tempera-
ture has been recognized as an indicator of crop water

Fig. 1 Diurnal air temperature and foliage temperatures of

irrigated and dryland cotton. The solid horizontal lines
delimit the TKW and the dashed line illustrates the tem-
perature providing optimum enzyme function. Source: From
Ref.[3].

Fig. 2 A BIOTIC system set up in a cotton field. (Photo
courtesy of J. Mahan, USDA-ARS.)
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stress. Theoretical and experimental work led to the
development of the Crop Water Stress Index, or
‘‘CWSI.’’[8,9] The CWSI expresses the degree to which
the evapotranspiration (ET) of the crop approaches
the maximum possible value of ET determined by
ambient environmental conditions (the potential ET,
or ‘‘PET’’),

CWSI ¼ 1 � ðET=PETÞ

In practice, PET can be calculated from ambient
meteorological conditions or estimated from measure-
ments of ET from a well-watered grass or alfalfa sur-
face. CWSI is related to the difference between the
canopy temperature Tc and air temperature Ta through
the expression,

CWSI ¼ ½ðT c � TaÞmin � ðT c � TaÞobs�
½ðT c � TaÞmin � ðT c � TaÞmax�
�

In this expression, (Tc � Ta)obs is the observed
temperature difference, and (Tc � Ta)min and (Tc �
Ta)max are the minimum and maximum differences
to be expected based on ambient environmental
conditions. Empirically derived expressions relating
(Tc � Ta)min and (Tc � Ta)max to the ambient sat-
uration vapor pressure deficit have been reported
for a number of crops.[10]

A limitation of the practical application of CWSI is
that its strict derivation does not include soil tem-
perature effects. For aircraft or satellite observing sys-
tems, which are usually pointed straight down at a
field, the measured surface temperature will be a com-
bination of plant canopy temperature and soil tem-
perature when the canopy does not completely cover
the soil surface. An adaptation of the CWSI has been
developed that accounts for incomplete vegetation
cover.[11] In this approach, called the ‘‘Vegetation
Index/Temperature(VIT) Trapezoid,’’ measured sur-
face minus air temperature is plotted vs. a measure of
ground cover derived from remote sensing obser-
vations in the visible and near-infrared wavelengths.
This point should lie within a trapezoid, the vertices of
which represent the surface–air temperatures of a well-
watered complete canopy, a severely water-stressed
complete canopy, a saturated bare soil surface, and a
completely dry bare soil surface (Fig. 3). In this figure,
the ratio of the line segments AC/AB represents a
Water Deficit Index (WDI) analogous to CWSI, but
accounting for the degree of vegetation cover. In
practice, the ordinate in the VIT Trapezoid is usually
evaluated in terms of a vegetation index, like the Soil-
Adjusted Vegetation Index,[12] that is derived from
remote sensing observations and is proportional to veg-
etation cover.

The use of WDI in detecting crop condition in sup-
port of irrigation management was demonstrated at
the Maricopa Agricultural Center in Arizona.[13,14] It
was concluded from these studies that satellite obser-
vations were too infrequent to support operational
irrigation scheduling based on WDI. Aircraft observa-
tions could be obtained with sufficient frequency for
this application.

To accommodate infrequent remote sensing obser-
vations, the VIT Trapezoid was utilized in conjunc-
tion with a mathematical model of daily crop growth
and water use. In this approach, the model (called
‘‘ProBE’’) provides a daily description of the water
status of the crop based on weather and soil con-
ditions, while the model simulation is calibrated
through the evaluation of the actual water status of
the crop on days with remote sensing observa-
tions.[15,16] A desirable feature of this approach is the
capability to predict crop water status beyond the
current day using weather forecasts or climatological
data. In this way, the onset of water stress can be
anticipated prior to its occurrence, allowing advance
preparations to be made for irrigating the crop.

Spatial Variability in Canopy Temperature

When crop plants in a field are adequately watered,
their transpiration rates are determined more by the
evaporative demand of the ambient atmosphere than
by soil conditions. As the plants deplete the soil water
in the field to the point of becoming stressed, their tran-
spiration rates become more dependent on soil con-
ditions. As soil conditions typically are more spatially
variable across a field than atmospheric conditions,
one would expect to see more spatial variability in
observed canopy temperature for a water-stressed crop
than for an adequately watered crop.

Fig. 3 The VIT Trapezoid. Source: From Ref.[11].
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Studies involving corn in the U.S. Great Plains
suggest that irrigation should be applied when the
range of six measurements of canopy temperature
made within a field exceeds 0.7�C.[17] Researchers in
Arizona have developed a ‘‘Histogram-derived Crop
Water Stress Index’’ (HCWSI) that measures the
departure of the distribution of measured canopy tem-
peratures in a field from a normal distribution.[18] This
approach is based on the observation that the distri-
bution of canopy temperature measurements becomes
skewed as the crop becomes stressed.

An advantage of scheduling irrigation based on this
approach is that the variability in observed tempera-
ture, and not the precise measurement of temperature,
is used as an indicator of the onset of stress. Thus,
uncalibrated thermal images of a field might be suf-
ficient for this application. Previous studies have been
conducted on fields where the crop completely covers
the soil surface. Observed surface temperature varia-
bility resulting from the variability in crop ground
cover might seriously confound the measurements
used in this approach.

Leaf Water Content

The interaction of electromagnetic radiation with
water contained in plant tissues provides another
mechanism for possibly detecting crop water status
using remote sensing. Leaf water content is observable
in leaf reflectance measurements particularly in near-
infrared wavelengths (0.8–2.5 mm), where a systematic
decrease in leaf reflectance is noted with decreasing leaf
water content.[19] Several strong water absorption
bands (particularly at 1.45 mm and 1.95 mm) are observ-
able in leaf reflectance spectra in the near infrared.
Radar backscatter at microwave frequencies in the
range 5–10 GHz is also affected by plant canopy and
soil water content.[20]

While leaf water content can be observed using
remote sensing, there are several factors that limit
its potential effectiveness in irrigation scheduling.
First, leaf transpiration rate is physically related to
leaf water potential, not to leaf water content. Thus,
there is no direct connection between the observed
remote sensing data and crop water status, as is the
case with leaf temperature. Second, because leaf
water is contained within plant tissue, remotely
sensed leaf water content is affected by not only the
water content of the tissue, but also how much tissue
is present in the observation. Thus, remote sensing
observations at near-infrared or microwave wave-
lengths cannot unambiguously discriminate between
the amount of vegetation and the water status of
the vegetation. In part because of these reasons, there
are currently no widely recognized approaches for

irrigation scheduling based on remotely sensed leaf
water content.

CONCLUSION

Several irrigation scheduling approaches based on
remotely sensed plant canopy temperature have been
demonstrated to be operationally feasible. The TKW
approach can be effective in maintaining crop canopy
temperatures within the range conducive to optimal
enzyme activity and growth. The WDI can compensate
for incomplete crop ground cover in remote sensing
observations of surface temperature, and can be used
with a crop model to predict the onset of water stress.
Other procedures involving spatial temperature varia-
bility and leaf water content await further development
and testing.
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INTRODUCTION

There are three methods for matching irrigation with
crop water requirements. The first is to measure how
much water the soil contains. The second is to monitor
some attribute of the plant that is related to water def-
icits. The third is to calculate how much water the
atmosphere can extract from a well-watered crop. This
article is about the first method, irrigation manage-
ment by soil water status. Successful irrigation by this
method requires more than just the ability to measure
soil water status. We need to know how to relate
measurements of soil water status to the amount and
timing of irrigation, and how this ultimately affects
crop yield.

DEFINITIONS OF SOIL WATER STATUS

Soil consists of a range of different sized particles from
fine clays (<2 mm diameter) through silts and sands to
gravels (>2 mm). Water adheres to the surface of these
particles, so soils with a finer texture (more clay) can
store more water than soils with a sandier texture.
The soil particles are also arranged so as to produce
aggregates and pores or voids, giving the soil the pro-
perty termed structure. Pores with a diameter in the
range of 0.5–50 mm are important for storing water.
Pores larger than these are normally air-filled and
water in pores smaller than this is usually not available
to plants.

For the purposes of irrigation, the water status of
the soil is usually expressed as the volume of water in
a given volume of soil. Thus, if a cubic meter of soil
contained 300 L of water the volumetric water content
would be 0.3 m3 of water per cubic meter of soil
ð0:3 m3

w m�3
s Þ or 30%. Since rain and irrigation are

measured in depths (mm) it is often easier to express
0.3 m3 m�3 as a depth equivalent, i.e., 300 mm of water
in 1-m depth of soil.

Plants can easily extract water from wet soil because
the water is held in large pores. As soil becomes drier,

water is held more strongly in smaller pores or closer to
the soil particles themselves. To obtain water, the roots
must be in contact with the water films around the soil
particles and in effect, the roots must be ‘‘drier’’ or
exert more ‘‘pull’’ on the water than the soil. The size
of this ‘‘pull’’ can be expressed in energy terms and is
called soil water or matric potential. It is usually mea-
sured in kilopascals (kPa) and this gives a measure of
the force needed to extract water from the soil matrix.
When the soil is wet, little force is needed, as it dries,
more force or pull is needed.

A soil water retention curve (SWRC) is used to
convert the amount of water in a soil (volumetric water
content) to its availability (energy status as given by
the matric potential). As the clay content of a soil
increases, the SWRC curve is displaced towards higher
water contents (Fig. 1).

MEASURING SOIL WATER STATUS

Field monitoring of soil water potential began in the
1930s with the development of the tensiometer.[2]

Routine, non-destructive measurements of soil water
content were made possible by the development of
the neutron scattering technique.[3] The last 20 yr have
seen the rapid development of new tools for measuring
soil water content, particularly measurements based on
time domain reflectometry, capacitance, and heat dissi-
pation.[4] A description of 25 commercially available
products for measuring matric potential and soil
water content and their mode of operation has been
produced.[5]

USING SOIL WATER MEASUREMENTS

During irrigation the soil water potential rises close to
0 kPa. If the application rate exceeds the infiltration
rate of the soil, then the soil water potential rises to
0 kPa and water ponds on the soil surface. Immediately
after irrigation large pores drain rapidly, so the wetted
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depth of soil increases and the average water content of
the topsoil falls. The rapid drainage phase is usually
completed within 2 days and the soil water content at
this stage is termed the drained upper limit (DUL)
(Fig. 2). In reality, drainage continues indefinitely,
although at slower and slower rates, so the DUL is
not an intrinsic property of the soil. However, the
drainage rate at the DUL is generally very much
lower than the other source of water loss from soil,

evaporation, so for practical irrigation purposes
DUL is a convenient measure of the full point.

A plant will extract water from the full profile until
the soil is so dry that the plant wilts, even if the relative
humidity around the leaves is near 100%. The soil
water content at this stage is called the lower limit
(LL). The amount of water between the DUL and
LL is called plant available water (PAW), a term first
used in 1949.[6] The main assumptions, errors, and rem-
edies in deriving these terms have been summarized.[7]

The terms ‘‘Field Capacity’’ and ‘‘Wilting Point’’ are
also used to describe the range of soil water availability.

In practice, water becomes increasingly less avail-
able to plants between the DUL and LL. Some studies
have shown that growth can be sustained until 70–80%
of the PAW has been consumed.[8] For practical pur-
poses a more conservative value of 0.5�PAW is often
recommended as the depletion amount below DUL
at which the profile should be refilled. This amount is
referred to as readily available water (RAW). The idea
of having this conservative refill point is to avoid the
possibility of growth and yield reductions from the
drying conditions in commercial crops.

The amount of water readily available to a crop
is calculated as the RAW multiplied by the rooting
depth. Table 1 gives examples of the average values
for the water contents at DUL and the LL and
the RAW over 1-m depth of soil for a range of soil
textures.

When considering the water availability, a soil water
potential of 0 kPa indicates the soil would be satur-
ated or waterlogged. Most soils have sufficient air for
root function once the soil water potential drops to

Fig. 1 Soil water retention curves for a range of soils from
A—sand, to F—heavy clay. Source: From Ref.[1].

Fig. 2 The change in water content during an irrigation event followed by 10 days of drying. The soil water content falls rapidly
immediately after irrigation when drainage dominates, and slows after the readily available water has been transpired. (Assumes
constant evapotranspiration.)
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�5 kPa. Once the soil dries to �50 kPa, many plants
will experience some water stress. By �1500 kPa, only
small amounts of water can be extracted from the soil
and most plants will wilt.

WATER DEFICIT AND PLANT GROWTH

The calculation of RAW above is a useful approxi-
mation but belies much of the complexity of soil plant
water relations. In reality the rate of water uptake
needed to sustain rapid growth is determined by the
atmospheric conditions, the leaf area, rooting distri-
bution of the crop and the soil type, and water sta-
tus.[10–12] More recently, evidence is accumulating
that chemical signals produced by roots growing in
drying soil affects plant growth. Stomata may close
and growth rates fall before there is any detectable
change in leaf water potential.[13] These signals could
also lead to the root distribution changing to exploit
wetter regions of the soil. Such adaptation may be lim-
ited by both soil strength and crop growth phase. The
majority of crops are most sensitive to water deficits at
the time of flowering and fruit set and more tolerant
during the vegetative and maturation stages.[14]

OLD VS. NEW CONCEPTS IN IRRIGATION

The calculation of readily available water represents
the maximum extraction of water before the crop yield
may decline. Such a concept has its roots in flood irri-
gation and sprinkler irrigation systems where pipes had
to be moved from field to field. Flood irrigation is best
suited to applying large volumes of water at infrequent
intervals, and the method specified how long that
interval could be. In the case of sprinkler irrigation,
a long interval cuts down the cost associated with
moving pipes.

The advent of drip and micro irrigation and center
pivot or lateral move sprinkler systems has changed
the focus away from refill points. Since these systems
allow irrigation to be performed at virtually anytime,
there is no need to approach the refill point and the

associated dangers of drying the soil out too much.
The aim is to keep the soil near the full point by apply-
ing water daily, or at most, weekly.

Drip and micro irrigation only wet part of the root
zone, so the wetted volume of soil is much smaller than
for flood or sprinkler. This means irrigation manage-
ment must be more precise, as the reduced amount of
stored water increases the risk to crop health of, for
example, equipment failure. In many cases, these
systems have been shown to produce higher yields.
Micro irrigation also entails special problems related
to the placement of soil water sensors with respect to
the emitters.[15]

Interpretation of soil water content measurement is
also more difficult for frequent irrigation, where plant
uptake, redistribution, and drainage of water can be
occurring simultaneously. Few irrigators understand
that water can be moving into a layer of soil at the
same rate as it is moving out, and make the mistake
of interpreting a flat water content vs. time trace as
evidence of no drainage.

There is also a much greater understanding of the
way in which plants respond to water stress at different
growth stages. For example, the practice of regulated
deficit irrigation (RDI) can save up to 60% of the sea-
sonal water requirement with little effect on fruit yield
or quality.[16] The deficit is allowed to develop after
flowering and fruit set at the time vegetative growth
is at its maximum, and removed when the fruit size
starts to increase. A variant of RDI is partial root zone
drying, where half the root zone of a perennial crop is
irrigated and the other half allowed to dry.[17]

Irrigation is alternated such that the previously dry
half is reirrigated and the previously wet half allowed
to dry. In this way, half the roots are well watered
and half experience drying soil. Roots in the drying soil
produce hormonal signals that reduce vegetative
growth and provide a more favorable balance between
vegetative and fruit production. Again yields are unaf-
fected by the stress or even increased. Of even greater
importance is the impact of these controlled stresses
on fruit quality, particularly in the wine industry.

ADOPTION BY IRRIGATORS

Irrigation management by soil water status is a method
that has been promoted for over 50 yr. However,
despite decades of extension work, the uptake by irri-
gators remains disappointingly low. There are several
reasons for this. In most situations water is not a major
percentage of the variable costs and many irrigators
baulk at the time and expense of collecting, interpret-
ing, and implementing the information soil water
sensors provide. In practical terms the cost to the
individual farmer of overirrigation is less than the

Table 1 Representative volumetric water contents

(m3 m�3) and the readily available water in 1 m of soil for
soils of three textures

Sand Loam Clay

Saturation 0.4 0.5 0.6

DUL 0.06 0.29 0.41

LL 0.02 0.05 0.2

RAW for 1 m root zone 20 mm 120 mm 105 mm

Source: Adapted from Ref.[9].
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penalty of under irrigating, and there is no doubt large
quantities of irrigation water are wasted as a result.[18]

Water treatment, algal bloom control, salinity are all
examples of off-site impacts of overirrigation, which
are generally not included in the cost–benefit analysis.

Point to point variability in soil water content
within a field is also a major disincentive for soil water
monitoring. This variability is due to changes in soil
properties, plant growth, and non-uniformity of water
application. To properly account for such variation
requires the installation of far more equipment than
is practicable.[19] The problem of variability makes
the atmosphere-based methods of irrigation scheduling
more attractive. However, errors in this method, parti-
cularly related to the estimation of leaf area and root
distribution, means that some combination of atmo-
spheric and soil based measurement will provide the
most robust feedback system. Irrigation scheduling
by soil water status should show further improvements
through the development of new soil water measuring
technology, and particularly the software associated
with them that simplifies the interpretation of data
for the irrigator.
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INTRODUCTION

The basic purpose of irrigation in agriculture is to sup-
ply plants with sufficient water to obtain optimum
harvestable crop yield and quality. For this purpose,
irrigation events must be scheduled to provide the right
amount of water at the appropriate time. Water stored
in the soil explored by plant roots is the main source
of water supply for crop uptake, mainly used to meet
evaporation losses from plant surfaces. Soil water
budgeting is therefore a primary irrigation scheduling
approach for agricultural crops.

Why Irrigation Scheduling?

Irrigation scheduling consists of determining when and
how much irrigation water to apply to crops growing
in the field or greenhouses. The purpose is to supply
plant water needs to meet given crop yield and quality
targets. Late and/or insufficient irrigation may lead
to undesirable crop water stress and yield/quality
reduction. Excess irrigation generates undesired water
percolation in the soil profile beyond the reach of roots.
This not only represents a loss of water otherwise
available for plant use, but percolating water also trans-
ports nutrients, pesticides, and other chemicals into
deeper soil layers, eventually reaching groundwater.

WATER BUDGETING

The approach to be used for proper irrigation schedul-
ing depends on the method of irrigation. High fre-
quency methods such as drip irrigation do not rely
much on soil storage of water. Irrigations are applied
to meet crop water use, typically on a daily basis,
utilizing a small volume of the soil potentially available
for root water extraction. Other irrigation methods
such as furrow or move-set sprinkler irrigation rely
on the soil profile explored by roots as water storage.
Plants draw water from this storage until a point
where replenishment by irrigation is required. The
speed of storage depletion by crop water uptake (and
direct soil surface evaporation), the soil water content

at any given time, and the critical soil water content
(allowable depletion) at which irrigation is required
are the central elements of irrigation scheduling by
water budgeting.

The general procedure for irrigation scheduling
based on water budgeting was summarized in the
early 1970s and can be easily implemented in a simple
computer program or an electronic spreadsheet.[1]

Irrigation scheduling decision support systems that
implement computerized water budgeting by linking
real-time weather information and soil and crop data-
bases are now commonly available.[2] The daily soil
water depletion within the soil profile effectively
explored by roots is calculated as:

Di ¼ Di�1 þ ðET � Pe � IRÞi ð1Þ

where Di is soil water depletion on day i, Di�1 is soil
water depletion on day i � 1, ET is evapotranspira-
tion (water loss by crop transpiration plus soil surface
water evaporation) on day i, Pe is effective precipi-
tation (precipitation depth that infiltrates into the soil)
on day i, and IR is net irrigation (water depth actually
stored in the root zone) on day i. All quantities are
expressed as water depth in mm or in. Fig. 1 illustrates
the water balance process described by Eq. (1).

Soil water depletion is calculated relative to the
upper limit of the soil storage of plant available water
(PAW). Soil water may fluctuate from total dryness to
saturation, where all porosity is filled with water. The
PAW soil storage encompasses a fraction within these
two water status extremes. The upper limit corre-
sponds to the water depth equivalent after the soil pro-
file has been fully irrigated and subsequently drained
until the drainage rate becomes negligible (24–72 hr
after irrigation, depending on soil texture). This is also
referred to as the soil field capacity. The lower limit
(also known as permanent wilting point) corresponds
to the soil water storage level at which plants can no
longer remove soil water. The PAW soil storage is
the difference between the upper and lower limits.

When the soil water content is equal to the upper
limit water content, Di ¼ 0. When Di ¼ Do, the
allowable depletion for a given crop, an irrigation
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event should be scheduled. Do corresponds to a water
content between the upper and lower limit of PAW.
The refill point is closer to the upper limit as the sensi-
tivity of crops to water stress and the atmospheric
demand for water evaporation increase. The value of
Do also depends on the size of the PAW soil storage.
For more information on soils and irrigation schedul-
ing see Ref.[3].

Evapotranspiration

Soil water evaporation is the process of transforma-
tion of liquid water to vapor and subsequent removal
from the soil surface. Crop transpiration consists of
the transformation of liquid water into vapor inside
the plant tissues, and the subsequent removal of vapor
to the atmosphere, mainly through stomata. For
plants growing under typical field conditions, these
two processes occur simultaneously, a phenomenon
referred to as evapotranspiration (ET). The ET rate
(mm or in per unit time) depends on the energy supply,
vapor pressure gradient, and wind as well as on
the rate of water supply to plant roots (ultimately to
the evaporation sites at the substomatal cavities) and

the topsoil. Evapotranspiration depletes the soil mois-
ture in the soil profile explored by roots.

Crop ET can be determined experimentally. How-
ever, for irrigation scheduling purposes, ET is normally
calculated from weather data. The method consists of
the use of empirical equations to calculate ET from a
reference crop (ETo), typically defined as a short healthy
grass surface, 12-cm high, fully covering the ground and
with ample water supply. Evapotranspiration for the
crop of interest (ETc) is obtained by multiplying ETo

by a crop coefficient (Kc) that fluctuates through-
out the growing season based on crop canopy character-
istics and its ability to cover the ground. A large
numberof equations to calculate ETo are available.[4] Eva-
luations performed have shown the Penman–Monteith
equation,[5] a biophysically based formulation, to be
suitable for applications across climatic conditions.[6]

A complete description of procedures to calculate
ETo, Kc, and ETc is given by Allen et al.[7]

Soil Water Content

Soil water sensors can be used in conjunction with a
water balance Eq. (1) to help schedule irrigation.
Sensors can be used to verify the soil water content
estimated from a water balance, to restart a water
balance at a known value of soil water content, or to
evaluate the upward or downward trend in soil water
content from irrigation designed to replace the loss
of water from ET. It is important to understand instru-
ment calibration when using a soil water sensor in con-
junction with a water balance. Sensor calibration can
vary in different soils types.[8,9] However, the relative
accuracy of sensors can be useful in irrigation schedul-
ing without the need for absolute accuracy via cali-
bration.[10] Irrigation scheduling is most successfully
implemented when ET driven water balances and soil
water sensors function as independent checks to com-
pensate for the inaccuracies of both methods. Fig. 2
shows how irrigation was scheduled by calculating
the soil water depletion from both a water balance
Eq. (1) and soil water sensors.

There are several methods of measuring soil water
content and how each type of sensor works is briefly
described below. The tensiometer uses a porous cer-
amic tip in direct contact with the soil to measure soil
tension. The granular matrix sensors and resistance
blocks measure the change in electrical resistance that
occurs as soil water moves in and out of the sensor
in response to the surrounding soil moisture. The
neutron probe counts the number of neutrons that col-
lide with the hydrogen in water. Tensiometers, resis-
tance sensors, and neutron scattering[11] have a fairly
long history of use in irrigation scheduling. Most of
the new sensors available on the market today measure

Fig. 1 Soil water balance in irrigation scheduling.
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the dielectric constant of the soil. The dielectric con-
stants are of air, mineral soil and water is 1, 3–7, and
80, respectively. Therefore, the overall dielectric con-
stant of bulk soil will vary predominantly in relation-
ship to soil water content. One way to determine the
soil’s dielectric constant is by measuring the change
in a radio wave’s frequency as it passes through the soil
known as frequency domain reflectometry (FDR) or
RF capacitance.[12] Another, way to determine the
dielectric constant of the soil is to measure the reflec-
tance pattern of a voltage pulse that is applied to a wire
guide known as time domain reflectometry (TDR).[13]

CONCLUSION

Crop, soil, and weather information can be used to
calculate components of the soil water balance, which
can be used for irrigation scheduling (when and how
much irrigation water to apply). Soil water budgeting
is a robust approach, widely used in irrigated agricul-
ture. Soil water calculations must be complemented
with measurements of water content in the soil profile
effectively explored by plant roots. A large array of
sensors is available to measure soil water.
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INTRODUCTION

A drip irrigation system is a form of localized irri-
gation that delivers water directly into the root zone
of a crop. When properly designed and managed, a
drip irrigation system can eliminate surface runoff,
minimize deep seepage, and achieve high uniformity of
water distribution and irrigation application efficiency.
The development of drip irrigation in the late 1960s
marked a period of tremendous improvement in irri-
gation science and technology in which water use is done
more beneficially for agricultural production.

With the increasing consequence of limited water
resources and the increasing need for environmental
protection, drip irrigation will play an even more
important role in the future. Drip irrigation systems
can be used for many different types of agricultural
crops, including fruit trees, vegetables, pastures, spe-
cialty crops such as sugarcane, ornamentals, golf
course grasses, and high economic value crops grown
in greenhouses. An understanding of drip irrigation
systems, irrigation scheduling, crop response, and
economic ramifications will encourage greater use of
drip irrigation in future agricultural production.

UNIFORMITY OF WATER APPLICATION AND
DESIGN CONSIDERATIONS

The desired uniformity of water application and
the specific crops to be grown guides the creation of
drip irrigation systems. There are two types of drip
irrigation uniformity: system uniformity and spatial
uniformity in the field. The consistency of system
distribution of water into the field describes the system
uniformity. The spatial uniformity is the regularity
of water distribution considering overlapping emitter
flow and translocation of water in the soil. For drip

irrigation systems designed for trees with large spa-
cing, the system uniformity is equal to the water appli-
cation uniformity in the field. For high-density
plantings, the emitter spacing should be designed con-
sidering overlapped wetting patterns and the spatial
uniformity in the field. The uniformity of a drip irri-
gation system depends primarily on the hydraulic
design, but must also consider the manufacturer’s vari-
ation, temperature effects, and potential emitter plug-
ging. The effect of water temperature is generally
negligible when using turbulent flow emitters. A com-
bination of proper filtration and turbulent emitters can
control emitter plugging. When grouping a number of
emitters together as a unit, such as those designed to
irrigate an individual plant’s root system, the uniform-
ity of water application with respect to the plant will
improve.

Many expressions have been used to describe uni-
formity. The system uniformity, or emitter flow uni-
formity, can be expressed as the range or variation of
water distribution in the field. This term was initially
used for hydraulic design of drip irrigation systems
given that the minimum and maximum emitter flows
could be calculated and determined.[1] When more
emitter flows are used or more samples are required
for determining variation or spatial uniformity in the
field, the Christiansen uniformity coefficient (UCC)[2]

and coefficient of variation (CV), which is the ratio
of standard deviation and the mean, are used. Each
of the uniformity expressions are highly correlated
with one other.

HYDRAULIC DESIGN OF DRIP
IRRIGATION SYSTEMS

Once selection of the type of drip irrigation emitter is
complete, the hydraulic design can be made to achieve
the expected uniformity of irrigation application.
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The hydraulic design of a drip irrigation system
involves designing both the submain and lateral lines.
Early research in drip irrigation hydraulic design con-
centrated mainly on the single lateral line approach,[1,3,4]

but in 1985 Bralts and Segerlind developed a method
to design a submain unit. The hydraulic design is based
on the energy relations in the drip tubing, the friction
drop, and energy changes due to slopes in the field.
Direct calculations of water pressures along a lateral
line or in a submain unit are made by using an energy
gradient line approach.[1] All emitter flows along a lat-
eral line and in a submain can be determined based on
their corresponding water pressures. Once the emitter
flows are determined, the emitter flow variation, qvar

is expressed by

qvar ¼
qmax � qmin

qmax
ð1Þ

where qmax is the maximum emitter flow and qmin is the
minimum emitter flow. Based on these data, other uni-
formity parameters such as UCC and CV can also be
determined. There is a strong correlation between
any two of the three uniformity parameters in the
hydraulic design of drip irrigation systems, thus any
one of the uniformity parameters can be used as a
design criterion. This correlation also justifies using
the simple emitter flow variation qvar for hydraulic
design. The emitter flow variation qvar is converted to
the CV when it is combined with the manufacturer’s
variation of emitter flow.

The total emitter flow variation caused by both
hydraulic and manufacturer’s variation can be
expressed by,[5]

CVHM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CV2

H þ CV2
M

q
ð2Þ

where CVHM is the coefficient of variation of emitter
flows caused by both hydraulic and manufacturer’s
variation; CVH and CVM are the coefficients of vari-
ation of emitter flows caused by hydraulic design and
manufacturer’s variation, respectively.

The design criterion for emitter flow variation qvar

for drip irrigation design is arbitrarily set as 10.0–
20.0%, which is equivalent to a CV, from 0.033 to
0.076, or 3.0–8.0%. Based on the research of last
30 yr, the manufacturer’s variation of turbulent emit-
ters is maintained only in a range 3.0–5.0%, expressed
by CV. When this variation is combined with emitter
flow variation caused by hydraulic design with a range
3.0–8.0% in CV, the total variation determined by the
equation above will be limited to a CV of less than
10.0%. This variation illustrates that the drip irrigation
systems are designed to achieve high uniformity and
irrigation application efficiency.

Economic return can also be the basis of design cri-
teria for drip irrigation. A new set of design criteria for
drip irrigation was developed,[6] based on achieving an
expected economic return with various water resources
and environmental considerations (Table 1).

DRIP IRRIGATION FOR OPTIMAL RETURN,
WATER CONSERVATION, AND
ENVIRONMENTAL PROTECTION

When the uniformity of a drip irrigation system is
designed with a UCC of 70.0%, 30.0% or less in CV,
the irrigation application is expressed as a straight-line
distribution,[7,8] as shown in Fig. 1. This figure was
plotted using percent of area (PA) against a relative
irrigation depth, X, which is the ratio of required irri-
gation depth to mean irrigation application. The
straight-line distribution in the dimensionless plot can
be specified by a minimum value, a, a maximum value,
(a þ b), in the X-scale and a slope b, where b specifies
the uniformity of water application.[9]

When a drip irrigation system is designed with fixed
uniformity, it is possible to determine the sloped
straight line with known value of a and b. A value
(X) can then be selected between value a and
(a þ b) and plotted (Fig. 1). The triangle formed
above the horizontal line (X) results in an irrigation
deficit and yield reduction. The triangle below the hori-
zontal line results in over-irrigation and deep seepage.

An important irrigation scheduling parameter, the
relative irrigation depth, (X) indicates how much irri-
gation water is applied. The effectiveness of drip irri-
gation is shown not only by the high uniformity of
the drip irrigation system, but also by the irrigation
requirement and the strategy of irrigation scheduling.
As illustrated in Fig. 1, the irrigation scheduling
parameter (X) affects the areas of over-irrigation and
water deficit conditions in the field and is directly

Table 1 Design criteria for uniformity of drip irrigation

system design

Design consideration CV (%) UCC (%)

Water is abundant and no
environmental pollution problems

30–20 75–85

Water is abundant but with
environmental protection

considerations

20–10 80–90

Limited water resources but
with no environmental
pollution problems

25–15 80–90

Considerations for both water

conservation and environmental
protection

15–5 85–95
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related to the economic return. Practically speaking,
the X parameter is selected in a range from a to
(a þ b), as shown in Fig. 1. Three typical irrigation
schedules can be expressed by X and are as follows:

X ¼ a This schedule is a conventional
irrigation schedule, which is based
on the minimum emitter or
minimum water application.
The field is fully irrigated and
whole field is over-irrigated except
the point of minimum irrigation
application.

X ¼ X0 For an optimal return there is a
value of X for the irrigation
scheduling parameter between a and
(a þ b).

X ¼ (a þ b) This irrigation schedule is based on
the maximum emitter flow or
maximum irrigation application.
The whole field is under deficit
condition except the point
of maximum water application.
There is no deep percolation.

An optimal irrigation schedule for maximum economic
return was determined[9] based on cost of water, price
of the yield, and damage such as environmental pol-
lution and groundwater contamination caused by over
irrigation. Different irrigation strategies require differ-

ent amounts of water application. Water conservation
and environmental protection are realized by compar-
ing any two of the irrigation strategies.[10]

CONCLUSION

Drip irrigation is an irrigation method that can distrib-
ute irrigation water uniformly and directly into the
root zone of crops. It is one of the most efficient irri-
gation methods and can be designed and scheduled
to meet the water requirement of crop and produce
maximum yield in the field.

When the drip irrigation system is designed with
high uniformity, the slope b of the straight line of water
application function (Fig. 1) can be controlled to
achieve the desired variation. In this case the conven-
tional irrigation schedule, X ¼ a, optimal irrigation
schedule, X0, which is a location between a and
(a þ b), and the irrigation schedule for environmental
protection, X ¼ a þ b, are in close proximity. This
closeness shows that the drip irrigation system can
achieve optimal economic return, water conservation,
and environmental protection.
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INTRODUCTION

Irrigation as a technology probably has existed since
6000 B.C. rather than 3000 B.C. as determined from
recorded history. Irrigation started with individual
farmers experimenting with carrying water to individ-
ual plants or cropped areas and expanded to diver-
sions from streams or building bunds for flooded
areas. Surface irrigation began the process of irri-
gation, but sprinkle and microirrigation have evolved
and expanded to present day management with com-
puter managed controls and precise application of
water to crops often on a daily basis.

Prehistoric man has survived from the food pro-
vided from fruits, grains, vegetables, and animals as
early as 10,000 B.C. Farming or crop cultivation is
believed to have started about 8000 B.C. The first irri-
gation (Table 1) in Mesopotamia and Northern Africa
is believed to have begun as early as 6000 B.C. This
early date perhaps more nearly represents the begin-
ning of irrigation rather than the beginning of large
scale irrigation.[1] These dates reflect anthropologi-
cal assessments of the beginning of irrigation rather
than the first recorded history or physical evidence of
the existence of canal irrigation. The recorded history
of large-scale irrigation is reviewed more thoroughly
by Willardson. Thailand, and the Yangtze Valley in
China are estimated to have started irrigation about
5000 B.C. while the Indus Valley in what is now
Pakistan started irrigation about 3500 B.C. Irrigation in
Europe is believed to have begun as early as 4500 B.C.

while irrigation started about 2500 B.C. in Japan at
the influence of China. North and South America,
represented by Mexico, started irrigating in about
1500 B.C. Many historians believe irrigated agriculture
supported, but also required the development of
advanced civilizations. Other historians believe that
declines in irrigated agricultural capability led to the
decline of civilizations. Others believe the decline of
civilizations caused the decline of irrigation.

INVENTING IRRIGATION

Irrigating crops likely started as a trial and process
with perhaps some container used to carry water to
individual fruit trees or small patches of grain or

vegetables. The Pueblo Indians in New Mexico are
believed to have irrigated all their corn by such a
method. Studies in Mesopotamia showed that early
irrigation efforts involved building canals that took
water from the river, which was the irrigation supply
source, to areas where trees and crops were growing.
The form that these early field units took has never
been described to my knowledge.

Irrigation from the Nile River in Egypt is believed
to have started by planting crops in the area where
flood waters had receded. Subsequently, dikes were
formed to control both entry of water to an area and
the time an area was inundated. Studies of areas where
farmers have developed small diversion canals to divert
water from streams suggest farmers used small basins
to control the water supplied to crops. Informal inspec-
tions of ancient sites in India suggest hand labor was
used to carry and apply water to small areas in a castle
when irrigation was needed.

Informal reviews of the evolution of irrigation in the
North America, South America, Asia, and Africa
suggest that initial diversions of water through canals
were used to irrigate crops by wild flooding. In the
United States, India, and Chile, wild flooding was
accomplished by spreading water over large areas with-
out the use of dikes to control the spread of the water.
For the United States and Chile, because of the larger
field equipment, larger units for farming were used.
No such goal was identified in India, but apparently
transfer of water control concepts from other irrigated
areas never occurred. In Afghanistan, Ethiopia, India,
Kenya, Nepal, Somalia, Pakistan, Sri Lanka, and
Thailand, small bunded units were constructed to con-
trol the water applied to crops. These small units used
wild flooding, not the level basins as are frequently
assumed, because lateral and longitudinal slopes, and
high and low areas occurred in each basin. Even most
rice fields are not level basins because within the basin
they often have 15 cm or more ranges in elevation.

In Egypt, small bunded units (often less than 10 m2)
are used. The sizes of the units are believed to be
related to the small, variable flow rates that are avail-
able for irrigation from Shadoofs, Archimedes’ screws,
and sakias (water wheels) using human or animal
power. Small units were also used in India where ani-
mal power was used for lifting. These units used oxen
and a water bag to lift water and supply water to
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irrigate a field. The crops were frequently opium pop-
pies and the high cash value seemed to result in more
precise leveling and greater care in growing the crop.
Studies in Pakistan have shown that farmers adjust
the size of their basin to the flow rate available. Farm-
ers changing the size of field as available flow rates
vary has also been observed in other countries.

Farmers value fields that are level. Observations
and farmer insights repeatedly find that farmers invest
considerable labor attempting to level their fields pre-
cisely. Those same observations show that precision
measuring instruments, surveying levels, or laser guided
equipment, are necessary to level basins precisely.

EVOLUTION OF IRRIGATION SYSTEMS

Surface irrigation systems were the first widely used
method of irrigation. When soils and topography lim-
ited the effectiveness of surface irrigation systems, then
sprinkle irrigation was invented. Initial sprinkle sys-
tems were pipes with holes to allow water to spray
on adjacent crops. When shortages of water and need
for precise timing and amounts of water became domi-
nant considerations, trickle irrigation systems were
developed and used in farm fields. Some equipment
for trickle irrigation was adapted from greenhouse
systems in England. Other initial trickle irrigation sys-
tems were buried pipes with holes next to the plant row
or circular pipes placed around a tree. Both sprinkle
and trickle irrigation systems have many additional
sophisticated improvements since their initial inven-
tion. Both sprinkle and trickle irrigation (drip or
microirrigation as more recently named) have the dis-
tinct advantage of being suited to non-leveled land
and to soils not suited for surface irrigation. They also
remove the soil, in a large part, as the hydraulic trans-
port media. Pipes are used to transport the water
largely eliminating seepage losses from canals and

‘‘over irrigation’’ at the ‘‘head end’’ of fields and runoff
from ‘‘tail ends’’ of fields. In addition, these newer irri-
gation technologies are better suited to applying
smaller application volumes per unit land area reducing
longer irrigation intervals typically associated with sur-
face irrigation. All pressure irrigation systems required
appropriate maintenance and management or their
advantages of higher potential performance are lost.

Evolution of Surface Irrigation Systems

As irrigation projects were observed around-the-world,
a sequence for evolvement of field surface irrigation
systems was identified. Just as irrigation development
follows a sequence, the types of field irrigation systems
often follow a sequence. This sequence of evolution of
surface systems is as follows:

Wild flooding! Border ditch

! Graded borders and furrows! Level basins

Initial irrigation efforts are focused on supplying
water when drought or lack of adequate rainfall results
in low or undependable crop yields. Providing an irri-
gation water source is initially focused on methods for
delivering water to the field. Usually delivery of water
is accomplished through a canal from a lake or river
by gravity to the field. Field application of water is
accomplished by simply diverting water from the
source onto the field. Without leveling of the field sur-
face nor dikes to guide the water across the field, wild
flooding is the result as shown in Fig. 1. When flow
rates are small and large equipment does not dictate
larger field units, small bunded units are used with
channels constructed to each bunded unit. In rice

Table 1 Beginnings of irrigated agriculture in major

areas of the world

Area Years B.C.

Middle East

Mesopotamia 6,000
Northern Africa 6,000

Asia

Yangtze Valley in China 5,000

Thailand 5,000
Indus Valley in now Pakistan 3,500

Europe 4,500

Japan 2,500

North and South America 1,500

Fig. 1 Wild flooding in surface irrigation of a field. (Water
Management Synthesis II Project, Colorado State Univ.,
Fort Collins, CO.)
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irrigation, channels are often omitted and flow is from
bunded unit to bunded unit. Rice irrigation attempts to
achieve a continuously flooded condition for weed
control not because rice plants must be continuously
flooded. Non-rice crops cannot grow with continuous
flooded conditions. Therefore, supplying water by
allowing it to flow from bunded unit to bunded unit
is usually not successful for non-rice crops. Farmers
in many countries, including the United States, often
repeatedly try to grow non-rice crops with basin to
basin flooding with no or limited success. The small
bunded unit prevalent in many countries, often incor-
rectly called level basins, are wild flooded as shown
in Fig. 2. Wild flooding is still practiced because within
the bunded unit lateral and longitudinal slopes with
high and low areas exist.

With time, the surface conditions of the field are
improved and channels are constructed to carry water
into the field to ensure water is available to all the
cropped area of the field. In the mountain west of
the United States, these field irrigation systems are
called border ditch irrigation systems. Illustrated in
Fig. 3, water is carried into the field by ditches, bunds
are constructed to guide water down the field, but
water is distributed within each bunded unit by wild
flooding. In countries with small, variable flows avail-
able for irrigation, the small basins for wild flooding
are essentially a variation of border ditch irrigation
systems.

With land leveling and smoothing, bunds are con-
structed down the prevailing slope without any lateral
slope between the bunds, and an appropriate flow of
water is introduced at the upper end (Fig. 4). These
field systems are graded border irrigation systems.
They improve the uniformity of water distribution over

the field compared with wild flooding. The flow rate
must be adjusted according to the slope and intake rate
of the soil or excessive runoff will occur. Continuous
flow must be provided until sufficient infiltration is
achieved to meet crop requirements. Thus, effective
management of graded border irrigation systems by
farmers is complex and difficult. Farmers often insist
that only trained irrigators or irrigators with experi-
ence can manage graded systems.

Graded furrows fall in the same category as graded
borders. They are the first development from wild
flooding. Furrows are directed downslope between
row crops with each furrow or alternate furrows
supplied an appropriate flow rate as shown in Fig. 5.

Fig. 3 Border ditch irrigation of larger field units using
channels to deliver water within the field by wild flooding

the field. (Water Management Synthesis II Project, Colorado
State Univ., Fort Collins, CO.)

Fig. 4 Graded border irrigation systems with bunds to guide
the water down the slope and cross slopes eliminated. (Water
Management Synthesis II Project, Colorado State Univ.,
Fort Collins, CO.)

Fig. 2 Border ditch irrigation by wild flooding of a field
using small bunded units and channels to deliver water
within the field. (Water Management Synthesis II Project,
Colorado State Univ., Fort Collins, CO.)
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Furrows may also be constructed on contour to limit
cross slopes. Flow rates must be adjusted to meet the
infiltration requirements of the furrow adequately with
sufficient remaining flow to advance down the furrow.
If the furrow flow rate is too large, erosion and excess-
ive runoff are the result. If the furrow flow rate is
too low, excessive deep percolation may occur at the
upper end of the field and the lower end of the field
may not receive enough water. Thus, management of
graded furrows is complex as are graded borders.
Furrows are more adaptable than borders in the sense
that they can be constructed on fields with cross slopes
if the furrow flow from irrigation or rainfall can be
controlled not to exceed furrow capacity. When one
furrow breaks, cross slope erosion can be a serious
and damaging condition. Furrows can also be con-
structed in level basins or fields with no slope and
result in level furrows. Furrows allow the placement
of crops on ridges such that the plants are not covered
by water. Vegetables and many field crops produce
higher yields when grown on ridges.

Level basins are the final targets of evolution in sur-
face irrigation systems (Fig. 6). They provide the man-
agement advantage that farmers add water to the basin
within a wide range of flow rates for a time such that
the target volume of water is applied. If the basins
are appropriately designed and managed, then farmers
can use advance distance criteria to apply target
amounts of water to the level basin without water
measurement. Also, advance distance criteria can be
used to shut off the water application to a field when
a target amount of water is applied. Farmers around-
the-world use advance distance criteria to apply water
to fields, but the basins are not adequately level nor
designed to apply target amounts of water to a field.
Therefore, the technology is available and farmers
are already attempting to use the technology. Using
the available technology to apply target amounts

of water to a field would achieve quantitative water
management with level basins.[3] Level basins came
into use in United States when laser leveling was
developed. The large basins, often as large as 8 ha,
require large flow rates and the very precise leveling
achieved with laser-controlled leveling equipment
(Fig. 7).

Surface irrigation systems are varied and flexible.
They are the most widely used method of irrigation.
Level basins can achieve high levels of performance
(higher than sprinkle and near the same level as trickle
systems) with advantages for farmer management and
sometimes system cost. Soils and topography limit the
applicability of surface irrigation systems because
uniform slopes (level or graded) and medium to lower
intake soils of uniform texture are required for

Fig. 5 Furrow irrigation of fields with graded furrows,

contour furrows, and level furrows. Source: From Ref.[2]. Fig. 6 Level basin irrigation of a field with all slopes
removed and precisely leveled. (Water Management Syn-

thesis II Project, Colorado State Univ., Fort Collins, CO.)

Fig. 7 Laser controlled leveling, for level basins in United

States up to 8 ha in size, is now used to accomplish precision
land leveling in surface irrigation around-the-world. (Cour-
tesy of Natural Resource Conservation Service, USDA;
www.nrcs. usda.gov.)
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effective performance. Higher intake rate soils can be
irrigated with surface irrigation, but smaller units are
required. Surface irrigation systems are applicable to
many irrigated areas and are often the most advan-
tageous systems. They often require the lowest invest-
ment to become operational, but unless automated,
may involve the highest labor costs.

Irrigation was advanced by the coming of mechan-
ical scrappers to form canals and ditches. In addition,
canal lining with various materials from concrete to
butyl rubber has attempted to reduce canal seepage
losses of water. However, canal maintenance remains
costly. Also, in the past few years, canal water level
control, through Supervisory Control and Data Acqui-
sition (SCADA) systems using computers to remotely
access data, and then control canal gates and flow
structures, has become widely used in United States
to replace less reliable manual and incremental con-
trols. Laser leveling both surveys and precisely levels
fields for level basins and other surface systems. More
recently, the use of ‘‘surge flow’’ for graded furrows,
where flow is ‘‘on and off ’’ has been used to reduce
runoff losses and provide greater uniformity in the
time for infiltration along the furrow length. Surge flow
valves are now solar powered and even provide the
ability to apply fertilizer into the ending irrigation set
times. Cablegation systems have also been developed
to automate both on-farm canal and pipeline delivery
systems.

Sprinkle Irrigation Systems

Sprinkle irrigation systems were developed to supply
water to crops independent of the transmission capa-
bilities of the soil. Higher intake soils, variable textured
soils, and uneven land surfaces limited the appropriate
use of surface irrigation systems. The first patented
sprinkle irrigation system was developed in 1884.[4]

These initial systems used controlled heads to distrib-
ute water from pipes. Many initial, key developments
in sprinkle irrigation were developed by farmers with
manufacturers taking over the development and
refining the concept. The Rain Bird impact sprinkler
was developed by a farmer and then refined by the
Rain Bird Company. These initial sprinkle systems
were moved by hand (Fig. 8). Other important devel-
opments were quick coupling thin walled pipes, rubber
gaskets that supported portable, quick coupling pipes,
and aluminum pipe that became economical and avail-
able after World War II.[4]

The first mechanical move sprinkle systems were
wheel line sprinklers of the lateral move type developed
in the 1930s. They use wheels on pipes to irrigate the
width of a field in one pass (Fig. 9). These sprinkle sys-
tems replaced the expensive solid set sprinklers and the

labor intensive hand move systems commonly used.
Mechanical move systems were also often more
efficient and required less labor than surface irrigation
systems.

Center pivots were developed first by a Colorado
farmer, Frank Zybach, that used a water drive mech-
anism. They use wheels and arches to support pipes
that travel in a circle as shown in Fig. 10 to irrigate
usually square fields. Thus, often the corners of the
field are not irrigated. Dr. William Splinter of the
University of Nebraska considered the center pivot
sprinkle system ‘‘the most significant mechanical inno-
vation since the replacement of draft animals by the
tractor.’’[4] Center pivot sprinkle systems now domi-
nate the area irrigated by sprinklers with twice as much
area irrigated compared with other sprinkle methods.
Large areas (such as shown in Fig. 11) are irrigated
in circles with center pivots. Linear move systems
provide the ability to irrigate rectangular fields with
the equipment capabilities of center pivots (Fig. 12).
System costs and management issues are the major det-
riments to sprinkle systems. Sprinkle irrigation equals
about half the area irrigated in United States.[5]

Mechanical move sprinkle systems have been
adopted because of their reduced labor requirements,

Fig. 8 Hand move sprinkler lateral for irrigation of a field.
(Courtesy of Natural Resource Conservation Service,
USDA; www.nrcs.usda.gov.)
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their adaptability for irrigating rolling topography,
and their effectiveness in fields with sandier soils or
mixed soil types. Irrigation is accomplished at a higher
level of efficiency, but design efficiencies are often mis-
leading. Duke, Heermann, and Dawson[6] found that
all the center pivot units in some 60 units evaluated
in Colorado could economically have their actual
performance improved. Management improvement
potential also existed.

Recent advances in center pivot systems include
controls that can automate system operation allowing
remote controls via radio, cell phones, or infrared (line
of sight) linkages from computers or other devices.

Currently, the ability to control individual applicators
or heads, or groups of applicators offers the potential
to use site-specific management or ‘‘prescription’’ man-
agement of small blocks (10s of m2). Each block can
be managed independently to supply water, fertilizer,
or chemicals as required while minimizing any wastes
and possibly reducing any environmental impact.
These are important developments for the future
growth of precision agriculture.

Traveling sprinkle systems use giant single gun-
type sprinklers that travel on a chassis down the length
of a field and covers an area as much as 400 ft in diam-
eter (Fig. 13). Nozzles operate at 80–100 psi. A cable

Fig. 9 Side roll sprinkler systems for

irrigation of a field. (Courtesy of Natural
Resource Conservation Service, USDA;
www.nrcs.usda.gov.)

Fig. 10 Center pivot irrigation system
for irrigation of a field. (Courtesy of
Natural Resource Conservation Service,

USDA; www.nrcs.usda.gov.)
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winds upon a drum on the self-powered chassis to
move the unit down the field. A long hose is used
to supply water to the unit from detachable hookups
to an underground supply line. Sometimes rotating

booms from 60 ft to 120 ft long are used to cover a
large area similar to a boom sprinkler. Because of
the high application rates, traveling sprinkle systems
are commonly used for supplemental irrigation on
sandy soils.

Trickle Irrigation Systems

Trickle irrigation systems include drip, spray, bubbler,
and subsurface applications of water to crops. Some
have suggested[4] that microirrigation is a more appro-
priate term. The concept is to apply or make available
at each plant or tree the required amount of water for
the root zone. Additional area is not irrigated with a
reduction in water losses from evaporation and evapo-
transpiration from weeds. A schematic diagram of a
trickle system is shown in Fig. 14.

The first known application of trickle irrigation was
in 1860, and used an underground tile line where drain-
age was accomplished during part of the year, and
water was supplied for irrigation during other times.[7]

Other major developments include the use of trickle

Fig. 11 Aerial view of an area irrigated by center pivot irri-
gation systems. (Courtesy of Natural Resource Conservation
Service, USDA; www.nrcs.usda.gov.)

Fig. 12 Linear move irrigation systems have equipment
similar to center pivots but move from one end of the field
to the other as side roll systems operate. (Courtesy of Natural
Resource Conservation Service, USDA; www.nrcs.usda.gov.)

Fig. 14 Schematic diagram of a trickle irrigation system.
(Soil Conservation Service, 1984, p. 7–8.)

Fig. 13 Traveling sprinkle systems commonly use large guns

and pull themselves across the field using a cable and winch.
(Courtesy of Dr. Harold Duke, ARS, USDA retired.)

628 Irrigation Systems: History

© 2008 by Taylor & Francis Group, LLC

http://www.nrcs.usda.gov
http://www.nrcs.usda.gov


Ir
ri

ga
ti

on
–

Jo
ur

na
ls

systems in greenhouses in England during the 1940s.[7]

Dr. Symcha Blass, according to Howell,[4] working
with greenhouses in England after the war, improved
the trickle irrigation systems. Then he transferred the
technology to Israel during the 1950s to grow crops
in the Negev desert including the use of highly saline
waters. Trickle irrigation then spread to Australia,
United States, South Africa and to other parts of the
world.

Trickle irrigation development in United States
started with avocado orchards in California after indi-
viduals observed trickle irrigation systems in Israel. A
company called Drip-Eze started the manufacturer of
emitters for use in trickle irrigation systems.[4] Row
crops, primarily vegetables, using trickle irrigation
started in New York as new plastic products became
available.[4]

Trickle irrigation systems are used for crops that
have widely spaced plants, e.g., orchards and vineyards
as shown in Fig. 15. High valued vegetable crops are
also widely adapted to trickle irrigation systems where
careful water control allows increases in yield and
improvements in the quality of the produce. Tomatoes
are irrigated with an underground trickle system in

Fig. 16. Water scarce areas often adapt to trickle irri-
gation because reduced water requirements result.
Because irrigation can be accomplished daily and soil
water can be maintained at a high level, irrigation with
saline water can also be successful.

The key component of the trickle irrigation system
is filtration system. Fine particles, and chemical and
bacterial clogging of lines and emitters can rapidly
cause irrigation system failure if not carefully man-
aged. Failure of the trickle irrigation system can be
catastrophic if the annual crop fails and even the
orchard or vineyard dies. Trickle irrigation is used to
irrigate about 1,250,000 ha or 4.9% of the irrigated area
in United States and irrigates a much higher percent-
age of the irrigated area in other countries.[8] Israel
and other countries have major areas irrigated by
trickle irrigation systems.

CRITICAL CONCEPTS IN IRRIGATION

Irrigation as a technology 6000 or more years ago
changed society. Civilizations on most continents are
considered to have flourished because food production
under irrigation allowed education, war, artisans, and
a ruling class to develop because everyone no longer
needed primarily to focus on finding his family’s food.
Labor losses from allowing individuals to attend
school, participate in a war, and build buildings,
monuments, or artistic items are major drains on the
food supply. Control of a food supply allows a ruling
class to sustain power. Critical concepts in irrigation
have supported the continuing important role of
irrigation. Water supply management is important in
irrigation.

Water Supply

Use of flood waters for irrigation was an important
step. Use of channels to divert water for irrigation
extended the area that could be irrigated and the time
when water was available. Creation of dams to control
water and make it available during periods of low flow
in the river was another important concept. Dams have
been constructed for irrigation to divert water from
streams and to store water almost from the first begin-
nings of irrigation. Dams for irrigation developed the
west starting in the late 19th century. Other countries
followed the practice with irrigation expanding by
2% per year during the 1960s and 1970s. Costs of irri-
gation development and concerns about the environ-
mental impacts of irrigation have reduced that
expansion to near 1% during the past several dec-
ades.[9] Dams also provided flood control along rivers
and a power source from early water wheels to modern

Fig. 15 Trickle irrigation system of grapes showing limited
area of water application. (Courtesy of Natural Resource
Conservation Service, USDA; www.nrcs.usda.gov.)
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hydroelectric turbines. Recently, in the northwestern
United States, dams have raised concern for stream
ecology and fish habitats. Occasionally, dams are being
removed to satisfy these environmental and societal
reasons.

Egypt expanded irrigation along the Nile River
greater than many other irrigated valleys because they
lifted water by the Archimedes’ screw and Shadoof.
Pumps provided increased water supply flexibility dur-
ing the 20th century by lifting water from streams and
pumping water from wells. Individual control of water
supply by a farmer through pumping is a major advan-
tage in many irrigated areas.

Construction of dams, diversions, and canals
became a major part of irrigation development. Man-
aging the delivery of water supplies effectively to meet
farm water requirements still needs major improve-
ments. During the 1970s, the importance of effective
farm water management facilities began to be recog-
nized. Inadequate farm water management, also
constrained by water delivery management, is still a
major constraint to effective irrigation in many projects.

Management Concepts

Irrigation scheduling[10] as part of a strategy for water
management was one of the most important concepts
developed in irrigation. Clyma[11] reviewed status of
irrigation scheduling after three decades of application
and concluded that the potential of the concept
had not been achieved. First, a major part of the tech-
nical effort had focused on accurately estimating
evapotranspiration for the growing crop. Management
decisions were also focused on when and how much to

irrigate. Processes for deciding how accurately to apply
the target amount of water, and monitoring manage-
ment decisions of when, how much, and how to irrigate
are usually not a part of the irrigation scheduling
process. Therefore, irrigation scheduling is not an
adequate management process. Perhaps the future will
define and apply irrigation scheduling as a strategy for
a complete and successful management process.

Farmers commonly do not measure the amount of
water applied to a field. Therefore, excess applications
of water, and waterlogging and salinity are the
common result. Level basins are potentially a major
part of surface irrigation systems in the future. A
design and management concept, initially defined by
Wattenburger and Clyma[12,13] and refined further
and integrated into a computer design program,[14]

allows farmers to apply a target amount of water to
a level basin when the water advances a specified dis-
tance into a field.[3] The basin must be precisely leveled
and farmers around the world already use advance dis-
tance as their criteria for irrigating a field. The tech-
nology just needs professionals to supply the needed
assistance and appropriate target amounts of water
will be applied to each field a farmer irrigates. Perhaps
this important concept will be supplied as an urgently
needed technology to farmers in the next decade.

CONCLUSION

Irrigation as a technology probably started in 6000 B.C.

rather than the 3000 B.C. suggested from recorded
history and anthropological evidence of major struc-
tures. The intervening time involved the evolution of
cities and capability to construct structures such that

Fig. 16 Trickle irrigation of tomatoes
using an underground trickle system.

(Courtesy of Agricultural Research Ser-
vice, USDA, www.ars.usda.gov.)
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evidence of irrigation and historical references to irri-
gation could evolve. Field irrigation systems used by
farmers have not been defined from anthropology to
my knowledge. Informal information suggesting that
Pueblo Indian farmers in Southwest Colorado used
pots to irrigate individual plants of corn does suggest
a starting point. Observations of field irrigation around
the world suggest that wild flooding was the initial sur-
face irrigation system used by farmers. Channels were
subsequently constructed to carry water into the field
to improve distribution and border ditch irrigation
evolved. Graded borders and graded furrows were
the next improvements with ridges to control water
flow across a field. In all the previous systems, flow
rate, infiltration rate for the soil, and slope must be
balanced to allow infiltration time for adequate irri-
gation and management was difficult. Level basins
remove all slopes and allow farmers to apply the
required amount of water to each field volumetrically.

Sprinkler irrigation systems were developed to allow
irrigation of soils with high intake rates, variable soil
textures, and uneven land surfaces. Many develop-
ments in sprinkler irrigation were invented by farmers,
but manufacturers continue to improve existing sys-
tems and develop new system components. Mechanical
move systems were developed to reduce the labor of
hand move systems and the expense of solid set
systems. Mechanical move systems were also com-
monly more efficient than surface systems and required
less labor.

Trickle irrigation systems supply water only to the
root zone of plants and greatly reduce water require-
ments for irrigation. Trickle systems also approach
100% efficiencies with good design and management.
Labor is greatly reduced because most trickle systems
are automated. Yields often increase substantially
and the quality of the produce often improves signifi-
cantly. Trickle systems are expensive, and without
good management may fail and cause the loss of the
growing crop—a financial disaster.

Water supply management by constructing dams
was an important conceptual development in irri-
gation. Pumps also added greater flexibility and access
to adequate water supplies for farmers. Irrigation
scheduling after three decades of use does not support
adequate management of irrigation systems. Perhaps
better management will increase the effectiveness of
irrigation scheduling in the future. Appropriate design,
precision land leveling of each field, and management
of level basins using advance distance criteria should
be the future of surface irrigation. Farmers already
use advance distance criteria to manage water
application. Combined with appropriate design and
construction, target amounts of water can be applied
to each field with a major improvement in water
management.
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INTRODUCTION

Subsurface drip irrigation (SDI) is generally defined as
the application of water below the soil surface through
emitters, with discharge rates in the same range as
drip irrigation.[1] While this definition is not specific
regarding depth below the soil surface, most SDI laterals
are installed at a depth sufficient to prevent interference
with surface traffic or tillage implements, and to provide
a useful life of several years as opposed to annual replace-
ment of surface or near-surface drip laterals.

Development of drip irrigation accelerated with the
availability of plastics following World War II, pri-
marily in Great Britain, Israel, and United States.
SDI was part of drip irrigation development in the
United States beginning about 1959, especially in
Hawaii and California. While early drip irrigation
products were relatively crude by modern standards,
SDI devices were being installed in both experimental
and commercial farms by the 1970s. As drip irrigation
products improved during the 1970s and early 1980s,
surface drip irrigation grew at a faster rate than SDI,
probably because of emitter plugging problems and
root intrusion. However, interest in SDI increased dur-
ing the early 1980s, increased rapidly during the last
half of the 1980s, and continues today, especially in
areas with declining water supplies, with environmen-
tal issues related to irrigation, and where wastewater
is used for irrigation. Initially, SDI was used primarily
for sugarcane, vegetables, tree crops, and pineapple in
Hawaii and California. Later, SDI use was expanded
to other geographic areas and to agronomic and vines
crops, including cotton, corn, and grapes.

SDI has the advantage of multiple-year life, reduced
interference with cultural practices, dry plant foliage,
and a dry soil surface. Multiple-year life allows amor-
tization of the entire system cost over several years,
often more than ten. If all system components are
installed below tillage depth, surface cultural practices
can be accomplished with minimal concern for system
damage. Dry soil surfaces can reduce weed growth

in arid climates and may reduce evaporation losses
of applied water. Because the plant canopy is not
irrigated, the foliage remains dry, which may reduce inci-
dence of disease. SDI is also very adaptable to irregularly
shaped fields and low-capacity water supplies that may
provide design limitation with other irrigation systems.

The major disadvantages of SDI include system cost,
difficulty in locating and repairing system leaks and
plugged emitters, and poor soil surface. Most system
components are installed below the soil surface and
are neither easy to locate nor directly observable. In a
properly designed and managed SDI system, the soil
surface should seldom be wet. Consequently, seed ger-
mination, especially for small seeds, can be very difficult.

SDI systems offer considerable flexibility, both in
design and operation. For example, SDI systems can
apply small, frequent water applications, often multi-
ple times each day, to very specific sites within the soil
profile and plant root zone. Fertilizers, pesticides, and
other chemical amendments can be applied via the irri-
gation system directly into the active root zone, often
at a modest increase in equipment cost. In many cases,
the operational cost may be less than that for applying
these chemicals via conventional surface equipment.

SYSTEM DESIGN

Site, Water Supply, and Crop

Design of subsurface drip systems is similar to that
of surface drip systems, especially with regard to
hydraulic characteristics.[2] Specific crop and soil
characteristics are used in the design process to select
emitter spacing and flow rate, lateral depth and spacing,
and the required system capacity. Emitter properties
and lateral location are influenced by soil properties
such as texture, soil compaction, and soil layering
because these affect the rate of water movement
through the soil profile and the subsequent wetting
pattern for each emitter.
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The water supply capacity directly affects the design
of a SDI system. The size of the irrigated field or zone
is often determined by the water supply capacity. For
example, in some humid areas, high-capacity wells
are not available but multiple low-capacity wells can
be distributed throughout a farm. Fortunately, the
design of SDI systems can be economically adjusted
to correspond to the field size and shape, to the avail-
able water supply capacity, and to other factors. Water
supply quality should be tested by an approved lab-
oratory before proceeding with system design. This
information is needed for the proper design and man-
agement of the water filtration and treatment system.
Some water supplies require frequent or intermittent
injection of acids and/or chlorine. Other saline and/
or sodic water supplies may require treatment or spe-
cial management. As water supplies become more
limited, treated wastewater is becoming an incre-
asingly important alternative water supply that can
be applied through SDI systems. Camp[3] listed several
reports that emphasized water supplies (saline, deficit,
and wastewater) for SDI systems.

The SDI system is usually designed to satisfy peak
crop water requirements, which vary with specific site,
soil, and crop conditions. When properly designed and
managed, SDI is one of the most efficient irrigation
methods, providing typical application efficiencies
exceeding 90%. In comparison with other methods of
irrigation, reported yields with SDI were equal to or
greater than those with other irrigation methods.
Generally, water requirements with SDI are similar
or slightly lower than those with other irrigation meth-
ods. In some cases, water savings of up to 40% have
been reported.[3] However, unless more specific infor-
mation is available, it is usually best to use standard
net water requirements for the location when designing
SDI systems.

Lateral Type, Spacing, and Depth

SDI lateral depth for various cropping systems is nor-
mally optimized for prevailing site conditions and soil
characteristics.[3] Where systems are used for multiple
years and tillage is a consideration, lateral depths vary
from 0.20 m to 0.70 m. Where tillage is not a consider-
ation (e.g., turfgrass, alfalfa) depth is sometimes less
(0.10–0.40 m). Lateral spacing also varies considerably
(0.25–5.0 m), with narrow spacing used primarily for
turfgrass and wide spacing used for vegetable, tree,
or vine crops. In uniformly spaced row crops, the
lateral is usually located under either alternate or every
third midrow area (furrow). For crops with alternating
row spacing patterns, the lateral is located about 0.8 m
from each row, usually in the narrow spacing of the
pattern.

The lateral should be installed deep enough to
prevent damage by tillage or injection equipment but
shallow enough to supply water to the crop root zone
without wetting the soil surface. Generally, laterals in
SDI systems are placed at depths of 0.1–0.5 m, at shal-
lower depths in coarse-textured soils and at slightly
deeper depths on finer-textured soils. The selection of
emitter spacing and flow rate are influenced by crop
rooting patterns, lateral depth, and soil characteristics.
It is also desirable to select an emitter spacing that pro-
vides overlapping subsurface wetted zones along the
lateral for most row crops. For wider spaced crops
such as trees and vines, emitters are normally located
near each plant and may have wider spacings that do
not provide overlapping patterns. Lateral spacing is
determined primarily by the soil, crop, and cultural
practice, and should be narrow enough to provide a
uniform supply of water to all plants.

Special Requirements

Site topography must be considered in system design
and selection of components as with any irrigation
system, but SDI is suitable for most sites, ranging
from flat to hilly. For sites with considerable eleva-
tion change, especially along the lateral, pressure-
compensating emitters should be used.

Two special design requirements for SDI systems,
which are significantly different from those for surface
drip systems, are the needs for flushing manifolds and
air entry valves. Flushing manifolds are needed to
allow frequent flushing of particulate matter that
may accumulate in laterals. Air relief valves are needed
to prevent aspiration of soil particles into emitter open-
ings when the system is depressurized. These valves
must be located in sufficient number and at the higher
elevations for each lateral or zone to prevent negative
pressures within the laterals.

Emitter plugging caused by root intrusion is a major
problem with some SDI systems, but can be minimized
by chemicals, emitter design, and irrigation manage-
ment. Chemical controls include the use of herbicides,
either slow-release compounds embedded into emitters
and filters or periodic injection of other chemical solu-
tions (concentrated and/or diluted) into the irrigation
supply. Periodic injection of acid and chlorine for
general system maintenance can also modify the soil
solution immediately adjacent to emitters and reduce
root intrusion. In some cases, emitters plugged by roots
may be cleared via injection of higher concentrations
of chemicals, such as acids and chlorine.

Emitter design may also affect root intrusion. Smal-
ler orifices tend to have less root intrusion but are more
susceptible to plugging by particulate matter. Some
emitters are constructed with physical barriers to root
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intrusion. Root intrusion appears to be more severe
when emitters are located along dripline seams, which
can be an area of preferential root growth. However,
root intrusion problems appear to be greater for
emitters, driplines, and porous tubes that are not
chemically treated.

Irrigation management can also be used to influence
root intrusion by controlling the environment immedi-
ately adjacent to the emitter. High frequency pulsing
that frequently saturates the soil immediately surround-
ing the emitter can discourage root growth in that area
for some crops but not others. Conversely, deficit irri-
gation sometimes practiced to increase quality or
maturity, or to control vegetative growth, can increase
root intrusion in lower rainfall areas because of high
root concentrations in the soil zone near emitters.

SYSTEM COMPONENTS

Pumps, Filtration, and Pressure Regulation

Pump requirements for SDI are similar to those for
other drip irrigation systems, meaning water must be
supplied at a relatively low pressure (170–275 kPa)
and flow rate in comparison to other irrigation meth-
ods. Because of the flushing requirement for SDI
systems, a flow velocity of about 0.3 m sec�1 must be
achievable, either by reducing the zone size while using
the same pumping rate or by increasing the pumping
rate without changing the zone size.

Water filtration is more critical for SDI systems
than for surface drip systems because the consequences
of emitter plugging are more severe and more costly.
Generally, the better the water quality, the less com-
plex the filtration system required. Surface and
recycled or wastewater supplies require the most elab-
orate filtration systems. However, good filtration is
the key to good system performance and long life,
and should be a major emphasis in system design.
Filtration systems range from simple screen filters for
relatively clean water to more elaborate and complex
disc and sand media filters for poorer quality water.

The pressure regulation requirement in SDI systems
is similar to that in surface drip systems. When non-
pressure-compensating emitters are used on relatively
flat areas, pressure is typically regulated within the system
supply lines (main and/or submain) using pressure-
regulating valves. When pressure-compensating emit-
ters are used, typically on more hilly terrain, the
pressure within the system supply lines is controlled
at a higher, but more variable, pressure that is within
the recommended input pressure range for the emit-
ters used. Water pressure should be monitored on a
regular basis at the pump or supply port and at

various locations throughout the SDI system, espe-
cially at the both ends of laterals.

Laterals and Emitters

Many types of driplines have been used successfully for
SDI and most have emitters installed as an integral
part of the dripline. This is accomplished by one of
three methods: 1) molded indentions created during
the fusing of dripline seams; 2) prefabricated emit-
ters welded inside the dripline; or 3) circular prefabri-
cated in-line emitters installed during extrusion.
Regardless of the emitter used, dripline wall thickness
and expected longevity must be considered along with
other design factors in selecting the lateral depth.
Flexible, thin-walled driplines typically are installed
at shallow depths and normally have a shorter
expected life. Thicker-walled, flexible driplines have
been used successfully for several years provided they
are installed deep enough to avoid tillage, cultivating,
and harvesting machinery, but shallow enough to pre-
vent excessive deformation or permanent collapse of
the dripline by machinery or soil weight. Rigid tubing
with thicker walls can be installed at deeper depths
without deformation, and is often used on perennial
crops or on annual crops for longer time periods
(>10 yr). Some driplines are impregnated with bacteri-
cides or other chemicals to reduce the formation of
sludge or other material that could plug emitters.

Chemical Injection

Subsurface drip systems offer the potential for precise
management of water, nutrients, and pesticides if the
system is properly designed and managed. The
marginal cost to add chemical injection equipment is
generally competitive with other, more conventional
application methods. Water and fertilizers can be
applied in a variety of modes, varying from multiple
continuous or pulsed applications each day to one
application in several days. Choice of application fre-
quency depends upon several factors, including soil
characteristics, crop requirements, water supply, sys-
tem design, and management strategies. If labeled for
the purpose, some systemic pesticides and soil fumi-
gants can be safely injected via SDI systems. Use
of the SDI system for chemical applications has the
potential to minimize exposure to workers and the
environment, to reduce the cost of pesticide rinse water
disposal, and improve precision of application to the
desired target (root pests). Injection of other chemicals,
such as acids and chlorine, is often required to clean
and maintain emitters in optimum condition. How-
ever, a high level of management with system
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automation and feedback control is required to mini-
mize chemical movement to the ground water when
chemicals are used.

Air Entry and Flushing

Air entry valves must be installed at higher elevations
in SDI systems to prevent the emitter from ingesting
soil particles that could plug emitters when the system
is depressurized. Typically, air entry valves are located
in water supply lines near the head works or control
station, and in both the supply and flushing manifolds.
In some cases, such as turf or pasture, air entry valves
may be installed below the soil surface and enclosed
within a protective box. Flushing valves installed on
the flushing manifold are required to control periodic
system flushing.

OPERATION AND MAINTENANCE

Operation

SDI systems can be operated in several modes, varying
from manual to fully automated. Overall, SDI systems
are probably more easily automated than many other
types of irrigation. One reason is that most are con-
trolled from a central point using electrical or pneu-
matic valves and controllers that vary from a simple
clock system to microprocessor systems, which are
capable of receiving external inputs to initiate and/or
terminate irrigation events.

Irrigation scheduling is as important for SDI sys-
tems as for any other type of irrigation. Choosing to
initiate an irrigation event and how much water to
apply during each event depends on crop, soil, and irri-
gation system type and design. Factors that affect
those decisions include soil water storage volume, sen-
sitivity of the crop to water stress, irrigation appli-
cation rate, weather conditions, and water supply
capacity. Camp[3] discussed several irrigation schedul-
ing methods that have been used successfully with
SDI. However, the important point is that a science-
based scheduling method can conserve the water
supply and increase profit.

If seed germination and seedling establishment and
growth are critical, especially in arid climates when
initial soil water content is not adequate, either sprin-
kler or surface irrigation is often used for germination.
However, the need for two systems increases cost and
decreases economic return. If subsurface drip is used
for germination, an excessive amount of irrigation is
often required to wet the seed zone for germination,
which could result in excessive leaching and off-site

environmental effects as well as increased cost. Surface
wetting can also occur when the emitter flow rate
exceeds the hydraulic conductivity of the soil sur-
rounding the emitter, but wetted areas are often not
uniform.

Because salts tend to accumulate above the lateral,
high salt concentrations may occur between the lateral
and soil surface in arid areas where rainfall is not avail-
able to leach the salts downward. Salts may also be
moved under the row when laterals are placed under
the furrow.[4] Supplemental sprinkler irrigation may
be required in some areas to control salinity if precipi-
tation is inadequate for leaching during several con-
secutive years.

Maintenance

Often, SDI systems must have a long life (>10 yr) to be
economical for lower value crops. Thus, appropriate
management strategies are required to prevent emitter
plugging and protect other system components to
ensure proper system operation. Locating and repair-
ing/replacing failed components is much more difficult
and more expensive with SDI systems than with sur-
face systems because most system components are bur-
ied, difficult to locate, and cannot be directly observed
by managers. Consequently, operational parameters
such as flow rate and pressure must be measured fre-
quently and used as indicators of system performance.
Good system performance requires constant attention
to maintain good water quality, proper filtration, and
periodic system flushing to remove particulate matter
that could plug emitters. Periodic evaluation of SDI
system performance in relation to design performance
can identify problems before they become serious and
significantly affect crop yield and quality.

CONCLUSION

Although there is general consensus that use of SDI
is increasing, this growth is difficult to document. A
recent survey of irrigation in the United States
reported 156,070 ha of SDI, which is about 0.6% of
the total irrigated area of 25,501,831 ha.[5] Use of
SDI should increase in the future, depending primarily
upon the economic and water conservation benefits in
comparison to other irrigation methods. As water
supplies become more limited, the high application
efficiency and water conserving features of SDI should
increase its application. Also, SDI offers potential
advantages such as reduced odors and exposure to
pathogens when using recycled domestic and animal
wastewater. The SDI technology offers the capability
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to precisely place water, nutrients, and other chemicals
in the plant root zone at the time and frequency needed
for optimum crop production. With proper design,
installation, and management, SDI systems can pro-
vide excellent irrigation efficiency and reliable perfor-
mance with a system life of 10–20 yr.
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INTRODUCTION

Water is the most precious environmental resource
and is increasingly in demand mainly because of
population growth, increased industrialization, and
deterioration of water quality. Because irrigation of
agricultural lands uses at least 75% of the world’s fresh
water,[1] even a relatively minor reduction in irrigation
water could substantially increase its availability for
other purposes. Managing demand rather than trying
to explore new supplies seems to be a realistic goal
for irrigated agriculture. Deficit irrigation (DI) and
partial rootzone drying (PRD), which is a variation
of DI, are two water-saving irrigation strategies that
could be employed for various crops with varying
measures of success depending on the circumstances.
In this presentation, I define both DI and PRD and
briefly explore their potential for irrigated agriculture.

EXPLORING DI

Deficit irrigation is a system of managing soil water
supply to impose periods of predetermined plant or
soil water deficit that can result in some economic
benefit. It involves giving less water to the plant than
the prevailing evapotranspiration (ET) demand at
selected times during the growing season. ET is a com-
bination of evaporation (E) from the soil and tran-
spiration (T) from the plant. Irrigation attempts to
replace either all or part of ET. The term regulated
DI (RDI) is normally used in the literature to denote
DI of trees early in the season, before rapid fruit
growth starts. Late-season RDI has also been used in
some occasions to improve fruit quality.[2] The term
DI is used by some authors to mean ‘‘no irrigation.’’
Here we take DI to be synonymous with RDI because
it implies partial replacement of ET for achieving a
predetermined plant/soil water deficit. Irrigation water
in DI is given to the entire rootzone.

The concept of RDI was first introduced in Australia
and was used as a management strategy to control
vigor in high-density plantings of ‘‘Golden Queen’’
peach[3] and ‘‘Bartlet’’ pear.[4] In these experiments,
controlled water deficit was established in the plant
during the period of rapid shoot and slow fruit growth.
During RDI, trees were irrigated with less water than

ET with sufficient water being made available to the
plant just as the fruit started their rapid growth phase.
The concept of RDI was subsequently explored in coun-
tries other than Australia including the United States.

Application of DI is more feasible in fruit trees,
especially in deciduous fruit trees, than in herbaceous
plants. The physiological basis of this application rests
on three concepts: functional equilibrium between
roots and shoots, the phenological separation of shoot
and fruit growth, and the ability of fruit to restart
rapid growth once irrigation is resumed. A functional
equilibrium exists between growth of roots and shoots.
For example, in peach trees in a given environment
there is a constant relationship between the relative
growth rates of the top and of the roots even though
the allocation of dry matter toward the above- and
below-ground portions of the tree changes markedly.
This suggests that a particular ratio of roots to shoots
is developed in a given environment. Restricting root
development in fully grown trees by orchard manage-
ment techniques, such as DI, can thus be used to
reduce vegetative vigor, which has the secondary bene-
fit of increasing flower production, bloom density, and
allocation of dry matter to fruit. The phenological
separation of shoot and fruit growth that occurs in cer-
tain cultivars of some deciduous fruit crops is another
important factor allowing the application of DI. This
separation allows the timely application of DI to check
undesired vegetative growth through a reduction of
plant water status. Fruit are assumed to be less affected
by water deficit than are shoots because fruit are stron-
ger sinks and accumulate large quantities of soluble
solids over the season. This should therefore make
feasible the use of DI in species whose shoot and fruit
growth overlap. The third physiological concept form-
ing the basis of DI is the ability of fruit to restart rapid
growth once irrigation is resumed. Sometimes the pre-
viously irrigated fruit may briefly grow at a faster rate
than well-watered fruit as shown for peach.[3] This
compensatory growth has been attributed to active
osmotic adjustment during DI.

Deficit irrigation will have the following advantages
if applied judiciously. It will have a positive impact on
environmental quality. Although well-drained soils are
suitable for establishment of orchards, they also
tend to facilitate the leaching into groundwater. Of
special concern is leaching beyond rootzone of nitrates,
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biocides, and dissolved mineral salts. Deficit irrigation
in conjunction with a reduced use of biocides and
nutrients may help prevent groundwater contami-
nation and it will adhere to the environmental protec-
tion legislation that exists in some countries. Deficit
irrigation will also save water and decreases irrigation
cost and total cost of crop production considering the
lesser input of fertilizers that are often applied with
irrigation water (fertigation). Early-season application
of DI in deciduous orchards will decrease vegetative
growth resulting in reduced costs of summer and win-
ter pruning. Except for possible reduction of fruit size,
research on deciduous trees and herbaceous plants has
indicated an improvement in fruit quality that can be
listed as another advantage of DI. The possible
reduction of fruit size, and yield, has led to the explo-
ration of another DI technique, PRD, which is dis-
cussed below.

PARTIAL ROOTZONE DRYING

Partial rootzone drying is an irrigation protocol where
at each turn of irrigation only a part of the rootzone
receives water and the other part would be allowed
to dry to a predetermined level. This has proven effec-
tive in inducing regulated deficit in several horticul-
tural crops including grapevine.[5] In theory, this
system works because roots are only active in moist
soil. Therefore by inducing ‘‘dry spots’’ within the
rootzone the effective rooting volume is reduced. The
theory behind PRD centers on the role that chemical
signals, primarily abscisic acid, originating from roots
in the drying soil play in the control of shoot growth
and transpiration. Stimulation of these signals through
PRD can result in reduced stomatal conductance and
therefore less transpiration. Photosynthesis will be
reduced less than transpiration does. Ideally, vegetative
growth and total plant water use will be reduced while
maintaining crop yield and improving fruit quality as
shown in a number of studies.[6,7] However, the theo-
retical potential of PRD will still have to be realized
with further experimentation in the field.

The PRD may be effective in limiting leaching and
also reducing evaporation of irrigation water from
the soil surface. It can also realize the other advantages
mentioned for DI in the above. Partial rootzone dry-
ing can be achieved by the use of trickle irrigation or
by careful placement of other water emitters. Dry and
Loveys,[5] who introduced PRD for the first time on
grapevine in Australia, showed its effectiveness in the
control of vegetative growth and the enhancement of
berry quality.

Research has generally shown that DI improves
fruit quality in comparison to full irrigation. For apple,
this has been in terms of higher fruit concentrations

of soluble solids, sugars, some aroma volatiles; brighter
color in red cultivars; higher firmness; better storability;
and lower weight loss in storage. There has been less
research on PRD and some results are available for
apple, tomato, and hot pepper carried out in this labo-
ratory. Apple under PRD has not shown significant
improvement in fruit quality compared to fully irrigated
fruits[8], while both DI and PRD have shown to improve
some fruit quality attributes in processing tomato
including higher concentration of soluble solids.[7] For
PRD in hot pepper, water balance and fruit volume
improved compared to DI, but the opposite was true
for total soluble solid concentration and skin color.[6]

CONCLUSION

Reduced irrigation (RI) is a necessity now given the
dwindling water supplies and increasing demand for
water worldwide. Deficit irrigation is a better-known
RI technology whose advantages have been realized
for various crops especially for deciduous fruits. Par-
tial rootzone drying is a more recently applied RI tech-
nology and has been tried on only a few crops so far.
Future prospects call for more research on the appli-
cation of DI, and especially of PRD, particularly in
areas where water is either scarce or too expensive
for crop production.
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INTRODUCTION

Irrigation efficiency is a critical measure of irrigation
performance in terms of the water required to irrigate
a field, farm, basin, irrigation district, or an entire
watershed. The value of irrigation efficiency and its
definition are important to the societal views of irri-
gated agriculture and its benefit in supplying the high
quality, abundant food supply required to meet our
growing world’s population. ‘‘Irrigation efficiency’’ is
a basic engineering term used in irrigation science to
characterize irrigation performance, evaluate irrigation
water use, and to promote better or improved use of
water resources, particularly those used in agriculture
and turf/landscape management.[1–4] Irrigation effi-
ciency is defined in terms of: 1) the irrigation system
performance, 2) the uniformity of the water appli-
cation, and 3) the response of the crop to irrigation.
Each of these irrigation efficiency measures is inter-
related and will vary with scale and time. Fig. 1 illus-
trates several of the water transport components
involved in defining various irrigation performance
measures. The spatial scale can vary from a single
irrigation application device (a siphon tube, a gated
pipe gate, a sprinkler, a microirrigation emitter) to an
irrigation set (basin plot, a furrow set, a single sprink-
ler lateral, or a microirrigation lateral) to broader land
scales (field, farm, an irrigation canal lateral, a whole
irrigation district, a basin or watershed, a river system,
or an aquifer). The timescale can vary from a single
application (or irrigation set), a part of the crop season
(preplanting, emergence to bloom or pollination, or
reproduction to maturity), the irrigation season, to a
crop season, or a year, partial year (premonsoon sea-
son, summer, etc.), or a water year (typically from
the beginning of spring snow melt through the end of

irrigation diversion, or a rainy or monsoon season),
or a period of years (a drought or a ‘‘wet’’ cycle).
Irrigation efficiency affects the economics of irriga-
tion, the amount of water needed to irrigate a specific
land area, the spatial uniformity of the crop and its
yield, the amount of water that might percolate
beneath the crop root zone, the amount of water that
can return to surface sources for downstream uses or
to groundwater aquifers that might supply other water
uses, and the amount of water lost to unrecoverable
sources (salt sink, saline aquifer, ocean, or unsaturated
vadose zone).

The volumes of the water for the various irrigation
components are typically given in units of depth
(volume per unit area) or simply the volume for the
area being evaluated. Irrigation water application vol-
ume is difficult to measure, so it is usually computed as
the product of water flow rate and time. This places
emphasis on accurately measuring the flow rate. It
remains difficult to accurately measure water perco-
lation volumes groundwater flow volumes, and water
uptake from shallow groundwater.

IRRIGATION SYSTEM PERFORMANCE
EFFICIENCY

Irrigation water can be diverted from a storage reser-
voir and transported to the field or farm through a sys-
tem of canals or pipelines; it can be pumped from a
reservoir on the farm and transported through a sys-
tem of farm canals or pipelines; or it might be pumped
from a single well or a series of wells through farm
canals or pipelines. Irrigation districts often include
small to moderate size reservoirs to regulate flow and
to provide short-term storage to manage the diverted
water with the on-farm demand. Some on-farm sys-
tems include reservoirs for storage or regulation of
flows from multiple wells.

Water Conveyance Efficiency

The conveyance efficiency is typically defined as the
ratio between the water that reaches a farm or field
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and that diverted from the irrigation water source.[1,3,4]

It is defined as

Ec ¼ 100
VF

V t
ð1Þ

where Ec is the conveyance efficiency (%), Vf is the vol-
ume of water that reaches the farm or field (m3), and Vt

is the volume of water diverted (m3) from the source.
Ec also applies to segments of canals or pipelines,
where the water losses include canal seepage or leaks
in pipelines. The global Ec can be computed as the
product of the individual component efficiencies, Eci,
where i represents the segment number. Conveyance
losses include any canal spills (operational or acciden-
tal) and reservoir seepage and evaporation that might
result from management as well as losses resulting
from the physical configuration or condition of the irri-
gation system. Typically, conveyance losses are much
lower for closed conduits or pipelines[4] compared with
unlined or lined canals. Even the conveyance efficiency
of lined canals may decline over time due to material
deterioration or poor maintenance.

Application Efficiency

Application efficiency relates to the actual storage of
water in the root zone to meet the crop water needs
in relation to the water applied to the field. It might
be defined for individual irrigation or parts of

irrigations (irrigation sets). Application efficiency
includes any application losses to evaporation or seep-
age from surface water channels or furrows, any leaks
from sprinkler or drip pipelines, percolation beneath
the root zone, drift from sprinklers, evaporation of
droplets in the air, or runoff from the field. Application
efficiency is defined as

Ea ¼ 100
V s

VF
ð2Þ

where Ea is the application efficiency (%), Vs is the
irrigation needed by the crop (m3), and Vf is the water
delivered to the field or farm (m3). The root zone may
not need to be fully refilled, particularly if some root
zone water-holding capacity is needed to store possible
or likely rainfall. Often, Vs is characterized as the vol-
ume of water stored in the root zone from the irri-
gation application. Some irrigations may be applied
for reasons other than meeting the crop water require-
ment (germination, frost control, crop cooling, chemi-
gation, fertigation, or weed germination). The crop
need is often based on the ‘‘beneficial water needs.’’[5]

In some surface irrigation systems, the runoff water that
is necessary to achieve good uniformity across the field
can be recovered in a ‘‘tailwater pit’’ and recirculated
with the current irrigation or used for later irrigations,
and Vf should be adjusted to account for the ‘‘net’’ recov-
ered tailwater. Efficiency values are typically site speci-
fic. Table 1 provides a range of typical farm and field
irrigation application efficiencies[6–8] and potential or
attainable efficiencies for different irrigation methods that
assumes irrigations are applied to meet the crop need.

Storage Efficiency

Since the crop root zone may not need to be refilled
with each irrigation, the storage efficiency has been
defined.[4] The storage efficiency is given as

Es ¼ 100
V s

V rz
ð3Þ

where Es is the storage efficiency (%) and Vrz is the root
zone storage capacity (m3). The root zone depth and
the water-holding capacity of the root zone determine
Vrz. The storage efficiency has little utility for sprinkler
or microirrigation because these irrigation methods
seldom refill the root zone, while it is more often
applied to surface irrigation methods.[4]

Seasonal Irrigation Efficiency

The seasonal irrigation efficiency is defined as

Ei ¼ 100
Vb

VF
ð4Þ

Fig. 1 Illustration of the various water transport compo-
nents needed to characterize irrigation efficiency.
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where Ei is the seasonal irrigation efficiency (%) and Vb

is the water volume beneficially used by the crop (m3).
Vb is somewhat subjective,[4,5] but it basically includes
the required crop evapotranspiration (ETc) plus any
required leaching water (Vl) for salinity management
of the crop root zone.

Leaching requirement (or the leaching fraction)

The leaching requirement,[9] also called the leaching
fraction, is defined as

Lr ¼
Vd

VF
¼ ECi

ECd
ð5Þ

where Lr is the leaching requirement, Vd is the volume
of drainage water (m3), Vf is the volume of irrigation
(m3) applied to the farm or field, ECi is the electrical
conductivity of the irrigation water (dS m�1), and
ECd is the electrical conductivity of the drainage water
(dS m�1). The Lr is related to the irrigation application
efficiency, particularly when drainage is the primary

irrigation loss component. The Lr would be required
‘‘beneficial’’ irrigation use (Vl � LrVi), so only Vd

greater than the minimum required leaching should
reduce irrigation efficiency. Then, the irrigation effi-
ciency can be determined by combining Eqs. (4) and (5)

Ei ¼ 100
Vb

VF
þ Lr

� �
ð6Þ

Burt et al.[5] defined the ‘‘beneficial’’ water use to
include possible off-site needs to benefit society
(riparian needs or wildlife or fishery needs). They also
indicated that Vf should not include the change in the
field or farm storage of water, principally soil water
but it could include field (tailwater pits) or farm water
storage (a reservoir) that wasn’t used within the time
frame that was used to define Ei.

IRRIGATION UNIFORMITY

The fraction of water used efficiently and beneficially
is important for improved irrigation practice.

Table 1 Example of farm and field irrigation application efficiency and attainable efficiencies

Field efficiency (%) Farm efficiency (%)

Irrigation method Attainable Range Average Attainable Range Average

Surface

Graded furrow 75 50–80 65 70 40–70 65

w/tailwater reuse 85 60–90 75 85 — —
Level furrow 85 65–95 80 85 — —
Graded border 80 50–80 65 75 — —
Level basins 90 80–95 85 80 — —

Sprinkler

Periodic move 80 60–85 75 80 60–90 80
Side roll 80 60–85 75 80 60–85 80
Moving big gun 75 55–75 65 80 60–80 70

Center pivot

Impact heads w/end gun 85 75–90 80 85 75–90 80
Spray heads wo/end gun 95 75–95 90 85 75–95 90

LEPAa wo/end gun 98 80–98 95 95 80–98 92

Lateral move

Spray heads w/hose feed 95 75–95 90 85 80–98 90
Spray heads w/canal feed 90 70–95 85 90 75–95 85

Microirrigation

Trickle 95 70–95 85 95 75–95 85
Subsurface drip 95 75–95 90 95 75–95 90

Microspray 95 70–95 85 95 70–95 85

Water table control

Surface ditch 80 50–80 65 80 50–80 60
Subsurface drain lines 85 60–80 75 85 65–85 70

aLEPA is low energy precision application.

Source: From Refs.[6,7,11].
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The uniformity of the applied water significantly
affects irrigation efficiency. The uniformity is a statisti-
cal property of the applied water’s distribution. This
distribution depends on many factors that are related
to the method of irrigation, soil topography, soil
hydraulic or infiltration characteristics, and hydraulic
characteristics (pressure, flow rate, etc.) of the irri-
gation system. Irrigation application distributions are
usually based on depths of water (volume per unit
area); however, for microirrigation systems they are
usually based on emitter flow volumes because the
entire land area is not typically wetted.

Christiansen’s Uniformity Coefficient

Christiansen[10] proposed a coefficient intended mainly
for sprinkler system based on the catch volumes given as

CU ¼ 100
1 � ð

P
jX � �xxjÞP
X

� �
ð7Þ

where CU is the Christiansen’s uniformity coefficient
in percent, X is the depth (or volume) of water in
each of the equally spaced catch containers in mm
or ml, and �xx is the mean depth (volume) of the catch
(mm or ml). For CU values >70%, Hart[11] and Keller
and Bliesner[8] presented

CU ¼ 100 1 � s
x

� � 2

p

� �0:5
" #

ð8Þ

where s is the standard deviation of the catch depth
(mm) or volume (ml). Eq. (8) approximates the nor-
mal distribution for the catch amounts.

The CU should be weighted by the area represented
by the container[12] when the sprinkler catch containers
intentionally represent unequal land areas, as is the
case for catch containers beneath a center pivot.
Heermann and Hein[12] revised the CU formula
[Eq. (8)] to reflect the weighted area, particularly
intended for a center pivot sprinkler, as follows:

CUðH&HÞ ¼ 100 1 �

P
Si V i �

P
ViSiP
Si

� �����
����

� �
P
ðViSiÞ

2
664

3
775

8>><
>>:

9>>=
>>;
ð9Þ

where Si is the distance (m) from the pivot to the ith
equally spaced catch container and Vi is the volume
of the catch in the ith container (mm or ml).

Low-Quarter Distribution Uniformity

The distribution uniformity represents the spatial even-
ness of the applied water across a field or a farm as well
as within a field or farm. The general form of the
distribution uniformity can be given as

DUp
¼ 100

�VVp

�VV f

� �
ð10Þ

where DUp
is the distribution uniformity (%) for the

lowest p fraction of the field or farm (lowest one-half
p ¼ 1/2, lowest one-quarter p ¼ 1/4), �VVp is the mean
application volume (m3), and �VVf is the mean appli-
cation volume (m3) for the whole field or farm. When
p ¼ 1/2 and CU > 70%, then the DU and CU are
essentially equal.[13] The USDA-NRCS (formerly, the
Soil Conservation Service) has widely used DUlq

(p ¼ 1/4) for surface irrigation to access the unifor-
mity applied to a field, i.e., by the irrigation volume
(amount) received by the lowest one-quarter of the
field from applications for the whole field. Typically,
DUp

is based on the postirrigation measurement[5] of
water volume that infiltrates the soil because it can
more easily be measured and better represents the
water available to the crop. However, the postirriga-
tion infiltrated water ignores any water intercepted
by the crop and evaporated and any soil water evapo-
ration that occurs before the measurement. Any water
that percolates beneath the root zone or the sampling
depth will also be ignored.

The DU and CU coefficients are mathematically
interrelated through the statistical variation (coef-
ficient of variation, s=�xx, Cv) and the type of distri-
bution. Warrick[13] presented relationships between
DU and CU for normal, log-normal, uniform, specia-
lized power, beta- and gamma-distributions of applied
irrigations.

Emission Uniformity

For microirrigation systems, both the CU and DU con-
cepts are impractical because the entire soil surface is
not wetted. Keller and Karmeli[14] developed an equa-
tion for microirrigation design as follows

EU ¼ 100½1 � 1:27ðCvmÞn�1=2� qm

�qq

� �
ð11Þ

where EU is the design emission uniformity (%), Cvm is
the manufacturer’s coefficient of variability in emission
device flow rate (1/h), n is the number of emitters per
plant, qm is the minimum emission device flow rate
(1/h) at the minimum system pressure, and �qq is the
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mean emission device flow rate (1/h). This equation is
based on the DUlq concept,[4] and includes the influence
of multiple emitters per plant that each may have a
flow rate from a population of random flow rates
based on the emission device manufacturing variation.
Nakayama, Bucks, and Clemmens[15] developed a
design coefficient based more closely on the CU

concept for emission device flow rates from a normal
distribution given as

CUd ¼ 100ð1 � 0:798ðCvmÞn�1=2Þ ð12Þ

where CUd is the coefficient of design uniformity in
percent and the numerical value, 0.798, is

2

p

� �0:5

from Eq. (8).
Many additional factors affect microirrigation

uniformity including hydraulic factors, topographic
factors, and emitter plugging or clogging.

WATER USE EFFICIENCY

The previous sections discussed the engineering aspects
of irrigation efficiency. Irrigation efficiency is clearly
influenced by the amount of water used in relation to
the irrigation water applied to the crop and the uni-
formity of the applied water. These efficiency factors
impact irrigation costs, irrigation design, and more
important, in some cases, the crop productivity. Water
use efficiency (WUE) has been the most widely used
parameter to describe irrigation effectiveness in terms
of crop yield. Viets[16] defined WUE as

WUE ¼ Y g

ET
ð13Þ

where WUE is water use efficiency (kg m�3), Yg is
the economic yield (g m�2), and ET is the crop water
use (mm). Water use efficiency is usually expressed
by the economic yield, but it has been historically
expressed as well in terms of the crop dry matter
yield (either total biomass or aboveground dry
matter). These two WUE bases (economic yield or
dry matter yield) have led to some inconsistencies in
the use of the WUE concept. The transpiration ratio
(transpiration per unit dry matter) is a more consistent
value that depends primarily on crop species and the
environmental evaporative demand,[17] and it is simply
the inverse of WUE expressed on a dry matter basis.

Irrigation Water Use Efficiency

The previous discussion of WUE does not explicitly
explain the crop yield response to irrigation. Water
use efficiency is influenced by the crop water use
(ET). Bos[3] defined a term for WUE to characterize
the influence of irrigation on WUE as

WUE ¼ ðY gi � Y gdÞ
ðETi � ETdÞ

ð14Þ

where WUE is irrigation water use efficiency (kg m�3),
Ygi is the economic yield (g m�2) for irrigation level i,
Ygd is the dryland yield (g m�2; actually, the crop yield
without irrigation), ETi is the evapotranspiration
(mm) for irrigation level i, and ETd is the evapotran-
spiration of the dryland crops (or of the ET without
irrigation). Although Eq. (14) seems easy to use, both
Ygd and ETd are difficult to evaluate. If the purpose
is to compare irrigation and dryland production sys-
tems, then dryland rather than non-irrigated con-
ditions should be used. If the purpose is to compare
irrigated regimes with an unirrigated regime, then
appropriate values for Ygd and ETd should be used.
Often, in most semiarid to arid locations, Ygd may be
zero. Bos[3] defined irrigation WUE as

IWUE ¼ ðY gi � Y gdÞ
IRRi

ð15Þ

where IWUE is the irrigation efficiency (kg m�3) and IRRi

is the irrigation water applied (mm) for irrigation level i.
In Eq. (15), Ygd may be often zero in many arid situations.

CONCLUSION

Irrigation efficiency is an important engineering term
that involves understanding soil and agronomic
sciences to achieve the greatest benefit from irrigation.
The enhanced understanding of irrigation efficiency
can improve the beneficial use of limited and declining
water resources needed to enhance crop and food
production from irrigated lands.
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Irrigation: Frost Protection and Bloom Delay
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INTRODUCTION

Warm weather in the early spring initiates fruit tree
bud development and blossoming. In many fruit-
producing areas of the world, subsequent cold, frosty
nights may kill the buds or blossoms because of ice
crystals forming in the plant tissues. This leads to
reduction in harvestable fruit or even total loss of the
crop. Irrigation can be used to offset the detrimental
effects of freezing fruit through freeze protection or
sprinkling for bloom delay.

Winter Rest

In the fall, a deciduous tree loses its leaves and
enters a condition known as winter rest. The tree is
incapable of growth during this period and fruit buds
cannot grow until the rest period has been completed.
After rest is completed, which occurs sometime between
mid-winter and early spring, depending upon the
climate, changes begin occurring in the buds that will
eventually cause blossoming and leafing of the tree.

When the required accumulation of chill units has
been achieved for a particular fruit variety, trees are
ready to begin their normal spring growth. (Chill units
accumulate when the temperature is below a set thresh-
old temperature measured in �C-days.) From this time
on, the growth of the tree and development of the fruit
is a function of temperature (measured in growing
degree hours). The most critical time from a standpoint
of freeze damage is from end of rest to full bloom.

The rate of bud development depends upon the tem-
perature environment of the buds after the completion
of rest. If the early spring temperatures are consistently
cool, blossoming is delayed. However, when spring tem-
peratures are considerably above normal, bud develop-
ment accelerates and the trees blossom early. An
average temperature of 1.7�C (3�F) above normal for
1 week will decrease the time to bloom by about 1 day.

If early bud development is followed by a sudden
cold period, the freeze damage to fruit can be very
serious. The extent of damage depends on how cold
the temperature gets and how long it stays cold.

The critical or lethal temperature is also a function of
the development state of the fruit buds. Fruit growers
have attempted to heat their orchards as a means of
combating the cold, damaging temperatures. Heating
is costly, may pollute the air, and is not always effective.

TYPES OF FROST EVENTS (FROM REF.[1])

Advection Frost

An advection frost occurs when cold air blows into
an area to replace warmer air that was present before
the weather change. It is associated with moderate
to strong winds, no temperature inversion, and low
humidity. Often, temperatures will drop below 32�F
(0�C) and stay there all day. Advection frosts are
difficult to protect against.

Radiation Frost

Radiation frosts are characterized by clear skies, calm
winds, and temperature inversions. Radiation frosts
occur because of heat losses in the form of radiant energy.
Under clear, nighttime skies, more heat is radiated away
from an orchard than it receives, so the temperature
drops. The temperature falls faster near the radiating
surface causing a temperature inversion to form (tem-
perature increases with height above the ground).

If you measure high enough, the temperature will
reach the point where it begins to decrease with height
(a lapse condition). The level where the temperature
profile changes from an inversion to a lapse condition is
called the ceiling. A weak inversion (high ceiling) occurs
when the temperatures aloft are only slightly higher than
near the surface. When there is a strong inversion
(low ceiling), temperature increases rapidly with height.
Most frost protection methods are more effective during
low-ceiling, strong-inversion conditions.

Energy Transfer

Energy or heat transfer determines how cold it will get
and the effectiveness of protection. The four methods
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of energy transfer are radiation, conduction, con-
vection, and latent heat. Understanding these heat
transfer mechanisms is extremely important for good
frost protection management.

Radiation

Radiation is electromagnetic energy transfer. A good
example of radiation is sunlight. Because it is very
hot, considerable energy is radiated from the sun to
Earth. Although much cooler object on Earth also
radiates energy to its surroundings. Normally, if an
object radiates more energy than it receives from other
sources, it will cool.

Conduction

Conduction is heat transfer through matter where the
objects do not move. A good example is the transfer
of heat through a metal rod of one end placed in a fire.
The heat is transferred by conduction to the other end
of the rod. Conduction is important in soil heat trans-
fer and hence frost protection.

Convection

Convection is the process where heated matter physi-
cally moves from one place to another and takes heat
with it. Air heated by smudge pots is an example of
convection because the air, warmed by the heaters,
rises and mixes with colder air in the orchard to raise
the temperature. Smudge pots also radiate heat to
nearby trees but the main protection comes from
convection.

Latent Heat

When water condenses, cools, or freezes, the tempera-
ture of the environment around the water rises because
latent heat is changed to sensible heat. Latent heat is
chemical energy stored in the bonds that join water
molecules together and sensible heat is heat you mea-
sure with a thermometer. When latent heat is changed
to sensible heat, the air temperature rises.[2] When ice
melts, water warms, or water evaporates, sensible heat
is changed to latent heat and the air temperature falls.

IRRIGATIONS FOR FRUIT BUD PROTECTION
FROM COLD TEMPERATURES

Irrigation water can be used for warming the fruit bud
environment to mitigate the potential damaging effects
of cold temperatures.[3] Strawberries have also been

protected from frost by irrigation.[4] Flooding involves
the distribution of large amounts of relative warm
water throughout the orchard. This warms the air
through radiant energy from water. The costs of
flooding may be similar to sprinkling.

‘‘The major drawbacks to this method (flooding) is
the large amount of water needed, the reduction of
the quality of this water during use and the lack of tol-
erance by the crop to being inundated by water for
long periods of time. The volume of water needed is
large because the field must be covered as much as pos-
sible to achieve maximum radiation. In averaging this
over the ditches, furrows, and growing surfaces, the
minimum would be about 0.3 ha-m (one acre foot per
acre). Plants usually can tolerate standing water for
short periods of time, but the periods of time required
for protection during freezes usually far exceeds this
tolerance. The time of inundation is much longer than
the actual period of freezing temperatures due to the
time it takes to totally inundate the field prior to freez-
ing temperatures and remove the water after the freeze.
The reduction in water quality can be high depending
on the recent applications of herbicides, fertilizers,
fungicides, etc. These three factors have led to the reduced
use of flooding for freeze protection in most crops.’’

Sprinkler for Blossom Delay

Sprinkling for blossom delay, developed at Utah State
University, retards the time of fruit bud development
until the major danger of spring freeze is past. This is
accomplished with overhead sprinklers that utilize
evaporative cooling to delay bud development and
growth. The system requires an overhead sprinkling
system with automatic controls to turn the system on
and off at the desired temperature.

If springtime comes early, after the tree has com-
pleted its winter rest, the system is activated on warm
afternoons whenever the air temperature rises above
7.3�C (45�F). The water strikes the buds and then eva-
porates and this evaporation process keeps the buds
cool and delays their development.

Along the Wasatch Front of Northern Utah, where
the tests were first conducted,[5] it was found that apple
tree bloom could be delayed 2 to 3 weeks, and prevent
over 80% of the major freeze damage that has occurred
in the past. If the bud delay is combined with ice-
encasement freeze protection the chances for crop fail-
ure due to late spring freezes is even less. Sprinkling as
a method of bloom delay for freeze protection has
other advantages: it reduces fuel consumption and pol-
lution of the environment. The same sprinkling system
can be used to protect the trees against the late spring
freezes and can also be used for irrigation during the
summer growing season.
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The amount of evaporative cooling that takes place
on bare limbs depends upon 1) the temperature of the
tree buds; 2) the difference in vapor pressure between
the bud surface and the air; and 3) the rate at which
evaporated water is removed from the boundary layer
by diffusion or wind currents. Therefore, for maximum
cooling, with the least amount of water application, it is
necessary to completely wet the buds periodically and
allow most of the water to evaporate before rewetting.

Sprinkling for Freeze Protection
(Ice-Encasement)

Sprinkling for freeze protection differs from sprink-
ling for bud delay in that the sprinkling takes place
during cold temperatures.[6–8] A combination of the
two methods can considerably decrease the chances
for late spring freeze damage.

Freeze protection is provided by overhead sprink-
ling when water turns to ice. This change in its phase
is accompanied by the release of heat from the freezing
ice-water film. As long as there is a mixture of ice and
water on the buds, its temperature will remain near 0�C
and it will not freeze.

There are several decisions that must be made when
considering whether sprinkling can be used as a
method of freeze protection. They are:

1. Can the trees withstand the potential ice load?
2. If yes, when should I begin sprinkling to insure

protection?
3. When can I safely discontinue?

The determination of whether the trees can with-
stand the ice load or not depends on:

1. How the trees have been pruned.
2. The duration of the time trees must be

sprinkled.
3. The amount of water that must be applied to

maintain a mixture of ice and water on the buds.
4. The amount of wind and the depression of

the wet bulb below the expected minimum
temperature.

Sprinkling must begin at least by the time the wet
bulb temperature drops to within 2�C (4�F) above
the lethal temperature of the buds. The wet bulb tem-
perature is the controlling temperature in sprinkling
for freeze protection. Sprinkling must continue until
the wet bulb temperature is back above the lethal tem-
perature by the same amount. This 2�C (4�F) limit is
required at the time of beginning sprinkling to allow
the buds time to get thoroughly wet before the critical
temperature is reached. On the discontinuing phase,

the threshold is a safety factor because changing winds
may bring in drier air and drop the wet bulb a few
degrees after sprinkling has been discontinued and
cause damage to the buds. This plus safety factor is a
must on both ends of the sprinkling program. Even a
higher margin may be advisable if the predicted mini-
mum temperature is below �7�C (20�F).

If the required amount of water cannot be made
available, then it is better not to begin sprinkling at
all. Insufficient water will allow bud temperatures to
drop to the wet bulb, which will be below the expected
minimum and cause additional damage to the buds.

There are several considerations in the design of
sprinkler systems for freeze protection which are differ-
ent from installations used for bloom delay, irrigation,
or both. The requirements for freeze protection are:

1. Capability of varying the sprinkler output over
a wider range than is required for either of the
other applications.

2. Capability of supplying different amounts of
water in various parts of the orchard at the
same time.

3. Capability of operating the sprinklers at below
freezing temperatures without the sprinklers
icing up. (Once sprinkling is begun it must be
continued at an adequate rate until the wet bulb
temperature is at least 1�C (2�F) above the
lethal temperature of the buds.)

Variable Water Requirements for Protection in a
Windy Orchard

Water requirements for freeze protection in a windy
orchard are quite different than protection under rela-
tively calm conditions. In the latter case, the water
requirements are relatively uniform over the entire
orchard, but under windy conditions, the wind is con-
tinually bringing air with a low wet bulb temperature
into the upwind portion of the orchard. This dry air
requires more water to maintain the mixture of ice
and water on the buds of the trees than the air further
downwind where the evaporated moisture has been
added to the air to increase the wet bulb temperature
and thus decrease the moisture requirements for
protection.

Sprinkler Application Rates

When sprinklers are used for freeze protection, the two
main factors to consider are 1) the application rate
required for protection and 2) the proper time to start
and stop the sprinklers.

Considerably more energy is removed by evapo-
ration than is supplied by cooling and freezing of an
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equal quantity of water. Actually, in order to break
even, about six times as much water must be cooled
and frozen than evaporated. Fortunately, evaporation
rates are relatively low during freeze nights, and suf-
ficient water can usually be frozen to supply more heat
from cooling and freezing than is lost to evaporation.
However, a higher application rate is needed to com-
pensate for greater evaporation on nights with stronger
wind speeds and lower humidity.

Application Rate Requirements

The application rate required for overplant sprinkling
depends on the sprinkler rotation rate, wind speed,
and the dew point temperature.[1] The wind speed
and dew point temperatures are important because
the evaporation rate increases with the wind speed
and with decreasing dew point temperatures (a mea-
sure of water vapor content of the air). Sprinkler
rotation rates are important because the temperature
of wet plant parts initially rises as the water freezes
and releases heat, but then it falls to near the wet-bulb
temperature due to evaporation before the plant is hit
again with another pulse of water. Often the wet-bulb
temperature is below the critical damage temperate, so
damage can result if there is too much time between
hitting the plants with a pulse of water. The idea is
to rewet the plants frequently so that the interval of
time when the plant temperature is below the critical
damage temperature is short. Generally, the rotation
rate should not be longer than 60 sec; and 30 seconds
is better. Sprinkler application rate recommendations
for grapevines are given in Table 1. Application
rates for other tall crops are similar. Distribution

uniformity and good coverage of the plants with water
are important. Application rates are somewhat lower
for low-growing crops because it is easier to obtain
good wetting of the vegetation when it is shorter.
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Table 1 Application rates for overhead sprinklers for frost protection of grapevines

Temperature

(�C)

Wind speed

(m/sec)

30-sec rotation

(mm/hr)

60-sec rotation

(mm/hr)

30-sec rotation

(l m�1 ha�1)

60-sec rotation

(l m�1 ha�1)

�1.7 0.0–0.5 2.0 2.5 334 418

�3.3 0.0–0.5 2.8 3.3 468 551

�5.0 0.0–0.5 3.8 4.3 635 718

�1.7 0.9–1.4 2.5 3.0 418 501

�3.3 0.9–1.4 3.3 3.8 551 635

�5.0 0.9–1.4 4.6 5.1 768 852

Source: From Ref.[1].
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INTRODUCTION

The practice of irrigation necessitates developing a
water source, conveying the water to the field, appli-
cation of the water to the soil and collection and reuse
or disposal of tailwater and subsurface drainage. These
processes alter river basin hydrology and water quality
in space and time. To sum up the effect of irrigation on
a watershed in a word, it would be: DEPLETION.

In hydrologic studies it is common engineering
practice to quantify the impact upon the stream(s)
from which the irrigation water is diverted. The impact
upon the stream is actually of two kinds: 1) diversions
that decrease the streamflow and 2) return flows
that increase the streamflow. The engineering term
used to describe the overall impact is ‘‘streamflow
depletion’’ which means the net reduction in stream-
flow resulting from diversion to irrigation uses. Actual
stream depletions are a function of many factors
including the amount and timing of diversions, the
type of diversion structure (well vs. ditch), crops
grown, soil type, depth to groundwater, irrigation
method, irrigation efficiency, properties of the alluvial
aquifer, area irrigated, and evapotranspiration of
precipitation, groundwater, and irrigation water.

Depletion

Depletion, in this context, is the consumptive abstrac-
tion of water from the hydrologic system as a result of
irrigation. It is in addition to consumptive water
use that would have occurred in the unmodified natu-
ral situation. As an example, waters of the Bear
River Basin of Southern Idaho, Northern Utah, and
Western Wyoming, because it is an interstate system,
are administered by a federally established commission
under the authority of the Bear River Compact.[1]

Depletion is the basis, in the compact, for allocating
Bear River water use among the three states. It is
defined by a ‘‘Commission Approved Procedure’’
which includes consideration of land use and incorpo-
rates an equation for estimating depletion based on
evapotranspiration. In a study for the commission,

Hill[5] defined crop depletion as:

Dpl ¼ Et � SMco � Pef ð1Þ

where Dpl is estimated depletion for a given site or
sub-basin; Et is calculated crop water use; SMco is
moisture which is ‘‘carried over’’ from the previous
non-growing season (October 1–April 30) as stored soil
water in the root zone available for crop water use sub-
sequent to May 1; and Pef is an estimate of that por-
tion of precipitation measured at an NWS station
during May–September, which could be used by crops.

The carry-over soil moisture (SMco) was estimated
by assuming that 67% of adjusted precipitation from
October through April could be stored in the root
zone. If this exceeded 75% of the available soil water-
holding capacity of the average root zone in the sub-
basin, the excess was considered as lost to drainage
or runoff and not available for crop use. Growing sea-
son precipitation was considered to be 80% effective in
contributing to crop water use. The effectiveness factor
of 80% allowed for precipitation depths throughout a
sub-basin that might differ from NWS rain–gage
amounts. It also included a reduction for mismatches in
timing between rainfall events and irrigation scheduling.

HYDROGRAPH MODIFICATION

Diversion of significant amounts of water from rivers
and streams for irrigation and subsequent return flows
alters the shape and timing of downstream hydro-
graphs. In watersheds where mountain snowmelt pro-
vides the irrigation supply, such as in the Western
United States, diversion during the spring runoff
attenuates the peak flow rate while later return
flows extend the flow duration into late summer and
early fall.

Reservoir Storage

Storage of water in reservoirs can significantly modify
the natural stream hydrograph depending on the
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timing and quantity of the storage right. Irrigators
with junior rights may only be able to store during time
periods with low irrigation demand, such as during
the winter, or during peak flow periods. Reductions of
stream flow during the winter time may have consider-
able impact on downstream in-stream flows. Whereas,
storage during periods of peak runoff may not affect
minimum in-stream flow needs, but could deposit
considerable amounts of sediment in the reservoir.

Irrigation Return Flows

Irrigation return flows are comprised of surface runoff
and/or subsurface drainage that becomes available for
subsequent rediversion from either a surface stream or
a groundwater aquifer downstream (hydrologically) of
the initial use. Reusable return flow can be estimated as
irrigation diversion minus crop related depletions

minus additional abstractions. Additional abstractions
include incidental consumptive use from water surfaces
as in open drains, along with non-crop vegetation. The
timing of return flow varies from nearly instantaneous
(recaptured tailwater) to delays of weeks and months
or perhaps longer with deep percolation subsurface
drainage. In a hydrologic model study of the Bear
River Basin[4] delay times between diversion and sub-
sequent appearance of the return flow at the next
downstream river gage varied from 1.5 months to as
long as 6 months. The delay appeared to be related
to sub-basin shape and size.

Irrigation Methods

Four general irrigation methods are used: surface, sub-
surface, sprinkler, and trickle (also known as low flow
or drip). Surface methods include wild or controlled

Fig. 1 Comparison of basin efficien-
cies between surface and sprinkler
irrigation methods with four return

flow reuse cycles.
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flooding, furrow, border-strip, and ponded water
(basin, paddy, or low-head bubbler). Hand move,
wheel move, and center pivot are examples of sprinkler
irrigation. Trickle irrigation includes point source
emitters, microspray, bubbler, and linesource drip tape
(above or below ground). Whereas the efficiency of
surface irrigation is dependent upon the skills and
experience of the irrigator, the performance of trickle
and sprinkler systems is more dependent on the design.
Generally, the more control that the system design
(hardware) has on the irrigation system performance,
the higher the application efficiency (Ea) can be. Thus,
typical wheel move sprinklers have higher Ea values
than surface irrigation, but lower values than for center
pivots or trickle, assuming better than average man-
agement practices for each method.

The impact on river flows can be quite different
among the various irrigation methods. The nature of
furrow and border surface irrigation generally
produces tail water runoff, which can be immediately
recaptured and reused, as well as deep percolation,
which may not be available for reuse until after a
period of time. Tailwater is essentially eliminated and
deep percolation reduced with sprinklers (Fig. 1)
compared to conventional surface irrigation. Whereas,
with drip methods, deep percolation can be further
reduced. The reduction of deep percolation implies
increased salt concentration in the root zone leachate,
but, perhaps significant reduction in salt pick-up
potential from geologic conditions.

Irrigation Efficiencies

Although a full discussion of the several variations of
irrigation efficiency is beyond the scope herein, two
terms will be defined and discussed. More complete
discussions relating to irrigation efficiencies and water
requirements are given elsewhere.[6–9,13] Keller and
Bliesner[9] give a particularly thorough presentation
of distribution uniformity and efficiencies.

Application efficiency (Ea):

Ea ¼ 100

� Volume of water stored in the root zoneðVsÞ
Volume of water delivered to farm or fieldðVfÞ

Distribution uniformity:
The distribution uniformity is a measure of how

evenly the on-farm irrigation system distributes the
water across the field. The definition of DU is:

DU ¼100

� Average of the lowest 25% of infiltrated water depth

Average of all infiltrated water depths across the field

On-farm or field application efficiencies can be affected
by the distribution uniformity and vary widely for
both surface and sprinkle irrigation methods. This is
largely due to difference in management practices,
appropriateness of design in matching the site con-
ditions (slope, soils, and wind), and the degree of main-
tenance. In addition, for a given system uniformity, the
higher the proportion of the field that is adequately
irrigated (i.e., infiltrated water refills the soil water defi-
cit) the lower will be the application efficiency. This is
due to greater deep percolation losses in the overirri-
gated portions of the distribution pattern. Some values
determined in recent Utah field evaluations are:

Observed

Method High (%) Low (%) Typical (%)

Surface irrigation

Ea 72 24 50
Tailwater 55 5 20
Deep percolation 65 20 30

Sprinkler irrigation

Ea 84 52 70
Evaporation 45 8 12
Deep percolation 37 8 18

The Ea for a particular field may vary greatly during
the season. Cultivation practices, microconsolidation
of the soil surface and vegetation will alter surface irri-
gation efficiency both up and down from the seasonal
average. Seasonal and diurnal variations in wind,
humidity, and temperature will also affect sprinkle
application efficiencies.

BASIN IRRIGATION EFFICIENCY

The actual irrigation efficiency realized for several suc-
cessive downstream fields where capture and reuse of
return flows is experienced is higher than the Ea of
an individual field. This notion of ‘‘Basin Irrigation
Efficiency’’[12,13] is illustrated in Fig. 1. This simple
example comparison of surface and sprinkle methods
assumes four reuse cycles. In each of the five ‘‘fields’’
Et is assumed to be 50 units. The surface runoff is cap-
tured for reuse on the next field. All of the irrigation-
related evaporation is assumed ‘‘lost’’ as well as 5 units
of deep percolation. After the fifth field, all surface and
subsurface flows are lost. The basin efficiency for sur-
face is 78%, which is the same as for sprinkle. The sur-
face irrigation basin efficiency increase is dependent
upon the surface return flow reuse, which is 20 units
in this example. However, the depletion is greater for
sprinkler due to the extra evaporation. In a Colorado
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field study, Walter and Altenhofen[11] found a
progressive increase in irrigation efficiencies from field
(average Ea of 45%), to farm, to efficiency of ditch or
sectors (average of 83%). This was due to the reuse
of tailwater (10–20% of delivery) and deep percolation
(46% of delivery).

ENVIRONMENTAL CONCERNS

The process of evapotranspiration, or crop water use,
extracts pure water from the soil water reservoir, which
leaves behind the dissolved solids (salts) contained in
the applied irrigation water. The ‘‘evapoconcentra-
tion’’ of salts is an inevitable result of irrigation for
crop production. As stated by Bishop and Peterson:[2]

‘‘ . . . Other uses add something to the water, but irri-
gation basically takes some of the water away, concen-

trating the residual salts. Irrigation may also add
substances by leaching natural salts or other materials
from the soil or washing them from the surface. Irri-

gation return flow is a process by which the concen-
trated salts and other substances are conveyed from
agricultural lands to the common stream or the under-
ground water supply . . . ’’

Water Quality Implications for Agriculture

Irrigated agriculture is dependent upon adequate,
reasonably good quality water supplies. As the level
of salt increases in an irrigation source, the quality of
water for plant growth decreases. Since all irrigation
waters contain a mixture of natural salt, irrigated soils
will contain a similar mix to that in the applied water,
but generally at a higher concentration. This necessi-
tates applying extra irrigation water, or taking advan-
tage of non-growing season precipitation, to leach the
salts below the root zone.

Salt Loading Pick-Up

Water percolating below the root zone or leaking from
canals and ditches may ‘‘pick-up’’ additional salts
from mineral weathering or from salt–bearing geologic
formations (such as the Mancos shale of Western
Colorado and Eastern Utah). This salt pick-up will
increase the salt load of return flows and consequently
increase the salinity of receiving waters.

In the Colorado River Basin in the United States
and Mexico salinity is a concern because of its adverse
effects on agricultural, municipal, and industrial
users.[10] The Salinity Control Act of 1974 (Public
Law 93-320) created the Colorado River Basin Salinity

Control Program to develop projects to reduce salt
loading to the Colorado River. Salinity control
projects include lining open canals and laterals (or
replacing with pipe) and installing sprinklers in place
of surface irrigation for the purpose of decreasing salt
loading caused by canal leakage and irrigated crop
deep percolation. Recently selenium in irrigation
return flow has become a concern[3] and may also be
reduced by salinity reduction projects.

In-Stream Flow Requirements

Diversions in some reaches in some Western United
States streams are ‘‘dried up’’ immediately down-
stream of diversion structures during times of peak irri-
gation demand. This condition eliminates any use of
the reach for fisheries and other uses which depend
on in-stream flow. In some instances, negotiated agree-
ments with senior water rights users have allowed for
bypass of minimal amounts of water to sustain the
fishery or habitat, and for control of tailwater runoff
to reduce agricultural related chemicals in the receiv-
ing water.
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INTRODUCTION

The measurement of applied irrigation water is one of
the major links in efforts to achieve effective water
management worldwide. Measurement of flow for irri-
gation differs from most municipal and industrial
water metering requirements because the water is
spread over very large areas. This usually results in
the need to measure both very large flows in canals
near water supply sources and small flows spread over
very large areas, perhaps in small trickle irrigation lines
near the points of use. Irrigation was often done with
waters that were not needed by other uses, although
competition by these other uses is increasing, causing
much controversy in water-use planning, policy, and
development; therefore enhancing the need for accu-
rate flow metering. Traditionally, flow meters have
been classified according to the physical principle or
property exploited, such as those related to sound;
magnetism; electricity; chemical reactions; mixing;
and volume, mass, and energy relations.[1] The device
that exploits these properties to interact with the water
is called the primary element, and produces an indi-
cation that can be detected with a secondary element
for the user to observe, or otherwise use. This classi-
fication of meters according to exploited properties
can be broadly grouped into flow-rate meters or quan-
tity meters, according to the effect that is first observ-
able. For example, a weir is a flow-rate meter, and a
bucket is a simple quantity meter. Not all meters are
currently practical for use in irrigated agriculture.
Major restrictions to irrigation applications are often
the lack of electric power at the metering site, capital
cost, and poor maintenance support. Thus, practical
irrigation metering emphasizes low cost, reasonable
accuracy, and simplicity and the ability to meter waters
with high sediment and/or trash loads. Meters that
meet these criteria for the irrigation setting are dis-
cussed later. A wide variety of meters are discussed
in more detail in Refs.[2,3].

OPEN-CHANNEL FLOW METERING

The most common measurement methods for open
channels are: current metering, weirs, and flumes. A

few additional metering methods will be discussed,
but they represent a small portion of irrigation
meters.

Current Metering

Current metering is a common method for the
measurement of flow in rivers, streams, and large irri-
gation canals. In this method, a series of velocity mea-
surements are made at many selected points across the
channel, usually with a small propeller meter or a cup-
type meter similar in concept to the cup-anemometer
used for wind velocity. Other types of velocity meters
are entering the market that are based on electro-
magnetic and ultrasonic concepts. The large number
of velocity measurements, and their statistical aver-
aging, helps to compensate for odd-shaped channels
and the various flow velocities that may exist across
the channel.

Details of current metering methods are given in
Ref.[4]. Current meter measurements are labor inten-
sive and represent only a sample of flow at a particular
time. Thus, to be useful for continuous monitoring of
flow, a relationship between water depth and flow is
used to estimate flow during times between current
meter measurements. This adds additional error to
the measurement of flow volume over time.[4] For these
large flows, measurements with flumes and weirs, dis-
cussed later, can be difficult due to the large size of
the channel and the need for a drop in water surface
as the water passes over the weir or flume.

More recently, ultrasonic meters have been used for
stream gauging. Transit-time ultrasonic stream gaug-
ing is based on detecting stream flow velocity by using
the difference in time for sound transmissions sent
obliquely across the stream in opposite directions.
This difference is translated into average velocity in
the sound path that was sampled. Setting these meters
so that the average velocity sampled is related to the
average flow velocity is a limitation. Improved Dop-
pler ultrasonic meters depend on reflected sound waves
from flowing particles in the flow, rather similar to the
action of the familiar Police-Radar units, and they are
able to sample a series of locations within the flow pro-
file. These meters are becoming more accurate and
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less expensive. Both types of ultrasonic meters are also
applicable to pipelines.

Weirs and Flumes

Flumes and weirs work on the principal of critical flow,
which means that the flow rate is a maximum for a
given energy (combination of depth and velocity func-
tions). However, in order to cause critical flow, there
must be a drop in water level through the flume or
weir. A wide variety of flumes and weirs have been
developed since the late 1800s. Most of these are
gradually being replaced by a family of flumes and
weirs that can be calibrated using computer techniques
rather than relying on laboratory calibration. They are
called long-throated flumes and broad-crested weirs.
For these flumes and weirs, the channel size is reduced
by contracting the sides or raising the floor to form
what is called a throat section that is long relative to
the flow depth, producing nearly parallel flow that
can be treated mathematically; hence, these flumes are
also called the ‘‘computable flumes.’’ Additionally, the

amount of water surface drop across the flume or weir
needed to provide a measurement is not large, typically
about 15% of the depth in the throat. Because they can
be calibrated by computer, they can be made of essen-
tially any prismatic shape and can be calibrated to as-
built dimensions (Fig. 1). A number of portable and
adjustable flumes have been developed for flow survey
work, as opposed to permanent installation, and are
available commercially (Fig. 2). Further details on these
flumes and weirs can be found in Ref.[5]. Software for
design and calibration is also available free-of-
charge on the web: http://www.usbr.gov/wrrl/winflume/

Long-throated flumes and broad-crested weirs are
often the simplest and most cost-effective method for
measuring flow rates in open channels. They are used
worldwide. However, in order to obtain flow volume,
the instantaneous flow-rate measurements must be
totaled over time. This requires either periodic obser-
vation or continuous recording. Devices for accom-
plishing this often cost more than the flume or weir
itself. Also, there are locations where the opportunity
for sufficient water surface drop is not available to pro-
duce flow measurements over the full range of desired
discharges.

PIPELINE FLOW METERING

While advances in canal flow measurements have
significantly aided irrigation water management
worldwide, developments in pipe flow measurements
have also impacted irrigation flow measurements. A
common method for irrigation flow measurement in
pipelines, and often the least expensive, has been the
propeller meter. Similar to the current meter, the velo-
city of the turning propeller is related to the average
velocity of flow in the pipe. Early meters used mechan-
ical gears to turn a cumulative volume meter, while
magnetic indicators of propeller rotation and digital
electronics are now common. The biggest problem with

Fig. 1 Flume in large canal. Note stilling well
and the region of wavy water surface. Sill crest
is located about midway between these two fea-

tures. Canal flow depth is about 2.4 m (8 ft) and
sill crest is about 1.4 m (4.5 ft) high.

Fig. 2 Adjustable flume being installed while channel
continues to flow. Capacity 56 L/sec (2 cfs).
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these meters continues to be bearing wear from sand
that is often in pumped wells, as well as errors in flow
caused by poor approaching flow conditions. Pipe
bends, elbows, valves, etc., can cause most pipeline
flow meters to be inaccurate if they are closer than
about 10 pipe diameters upstream and 2 pipe diameters
downstream.[1,6]

Modern electronics have greatly improved the abil-
ity of secondary devices to monitor primary devices
based on well-known primary elements, for example,
the differential pressure across a Venturi meter or ori-
fice meter, or the speed of sonic waves across a pipe.
These electronic advances have resulted in lower-cost
metering systems, often with improved accuracy. Many
metering techniques depend heavily on these advances
in electronics, such as vortex-shedding meters, ultra-
sonic Doppler flow meters, and the ultrasonic transit-
time flow meters. Many of the older, popular meters
are described in a number of references.[6] Vortex-
shedding meters are becoming more common because
of their relatively low cost. However, like propeller
meters, they obstruct the flow and are not suitable
where debris can enter the pipeline. Multipath ultra-
sonic meters are being used for large irrigation flows,
and single path ultrasonic meters are used for smaller

flows in a few locations. These meters are relatively
immune to debris in the pipeline and so can be used
in culverts or short pipe sections that are supplied by
trash-filled open canals. However, they tend to
have high cost and/or high maintenance. Doppler
ultrasonic meters that measure point velocities are
advancing and may prove more accurate and cost
effective in the near future. Irrigation applications
often require one-time flow surveys rather than perma-
nent installations, and portable Doppler ultrasonic
meters, portable transonic meters, and pitot-tube
systems are useful for such surveys[7] (Fig. 3).

Sometimes the suggested 10 pipe diameters upstream
from a meter are not available to assure proper meter
functioning. It is sometimes more practical to attempt
to modify the flow profile approaching the meter than
to increase pipe length. Flow-conditioning devices, such
as vanes to keep the flow from swirling and wall
obstruction in the form of large-opening orifice to
break up wall jetting have proven effective.
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Fig. 3 Portable ultrasonic flow meter on outlet pipe of an
irrigation well. Sensors are usually mounted on the side of

pipe to avoid air bubbles that may be in the pipe.
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INTRODUCTION

Irrigation is the process of supplying supplemental
water necessary for plant growth and development by
several application techniques, e.g., microirrigation,
surface irrigation, sprinkler irrigation, subirrigation
(by raising a shallow water table), and subsurface irri-
gation. It is used not only in arid and semiarid areas of
the world, but also in humid areas to supplement rain-
fall during periods of drought. In this context, water is
applied after the crop has been planted and growth has
begun. The depth and timing of the application are
based on the crop water requirement, the irrigation
water quality, the crop salt tolerance, and the available
soil water storage capacity. These topics are discussed
fully in other parts of the encyclopedia.

Preplant irrigation is the application of water to a
field during a fallow period between crops to accom-
plish a goal to replenish soil water that is anticipated
for future requirements for plant growth and develop-
ment. Identified uses of preplant irrigation include
germination, salinity management, soil water manage-
ment, fumigation, weed control, and fertilizer place-
ment. Preplant irrigation is used in arid, semiarid,
and humid areas throughout the world with the largest
applications being in arid and semiarid areas. The
depth and timing of the application will depend on
the following: the irrigation purpose, the irrigation
water quality, the existing stored soil water, the soil sal-
inity, the crop rotation, the crop salt tolerance, and the
depth to shallow groundwater.

USES

Germination

Plant establishment and development are critical to
achieving yield and production goals in annual crop-
ping systems. Germination of the seed is the first step
in this process followed by plant and root development
and extension. An adequate supply of soil water is
required in the zone of seed placement to assure that
these processes occur and are sustained. In humid
areas, rainfall is generally adequate for these purposes,
but in arid and semiarid areas rainfall is insufficient to

supply the necessary water either due lack of water or
poor timing.

The San Joaquin Valley of California is typical of
this situation. Rainfall occurs primarily during the
winter months with the total varying from 150 mm to
over 600 mm during this period. The effectiveness
of the rainfall as a future water supply is a function
of the depth and timing of the occurrences. Most of
the rainfall can be lost to evaporation when only small
2–3 mm amounts occur. If the rainfall is in excess of
about 12 mm, some of this water will be stored and
be available later to meet plant water requirements.
If a crop is being planted in the fall after either a period
of summer fallow or the harvest of a summer crop,
there will be little or no soil water stored and available
for germination. As a result, it is necessary to irrigate
the field to provide the water necessary for germination
and early plant growth.

When a crop is planted in the fall immediately fol-
lowing a summer crop, irrigation will probably be
withheld until after the crop has been planted. If the
crop is planted in the fall following a summer fallow,
the field will be irrigated prior to planting, and the
crop planted into soil water allowing the producer to
schedule operations in a timely fashion.

Spring planted crops generally follow a winter fal-
low period that is used to prepare fields for planting
by creating seed beds and preplant irrigating to restore
soil water. After irrigation, the seedbed is tilled to pro-
vide a mulched surface and prevent further evapo-
ration. At planting, the seed is placed in the soil and
allowed to germinate. After germination has been com-
pleted, the soil over the seed is removed mechanically,
and the seed can sprout and continue to grow. This
process is called planting to soil water and is used
extensively in cotton production in California. Organic
producers often use this method to germinate and
sprout direct seeded crops. Usually, care is required
in the dry soil layer mechanical removal process and
must be applied soon after germination before seedling
elongation begins.

Weed Control

Preplant irrigation plays an important role in weed
management in both conventional and organic farming
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practices. In sugar beet production, preplant irrigation
is used to germinate weed seed and carryover crop
seeds (barley, wheat, and oats) prior to planting the
sugar beet seeds. Sugar beet is not a very competitive
crop and significant production can be lost to excessive
growth of other plants. Once the weed or volunteer
seed has germinated, it can be destroyed by using either
chemicals (paraquat or glyphosate) or cultivation.
When pre-emergence herbicides are used, preplant irri-
gation with sprinklers has improved the selectivity and
activity of the chemicals because less water is used and
less chemical is lost to leaching.

Organic producers use preplant irrigation to germi-
nate weed seeds and then eliminate them either
through cultivation or by burning. Another technique
for weed control uses large amounts of compost
applied prior to bed preparation. The compost is pre-
plant irrigated to speed the composting process, which
generates large amounts of heat that kills the existing
weed seed. This process has to be completed prior to
planting to prevent damage to the crop.

Salinity Management

Managing soil salinity is critical to successful agricul-
ture in arid and semiarid areas of the world. Salts nat-
urally occur in the soil, in the water used for irrigation,
and in the fertilizers used for production. Crop growth
and production will be reduced and eventually elimi-
nated unless salinity in the root zone is controlled.
Plants have a wide range of salt tolerance,[1] ranging
from sensitive to salt tolerant. In addition to the basic
tolerance, plant tolerance varies depending on growth
stage with germination being the most sensitive time
and maturity being the least sensitive.

Salt accumulates in the root zone as crops extract
essentially pure water from the stored soil water; thus,
leaving salt in the soil. In addition to salt applied by
the irrigation water, salt can be transported up to the
root zone from a shallow saline water table as the crop
uses this water for plant growth. Evaporation from the
soil surface also moves salt up into the soil profile and
often to the soil surface. This accumulation of salt
can have a significant negative impact on germination
unless it is removed prior to planting. Leaching is the
term used for removal of salt from the soil profile,
and it is accomplished by irrigating in excess of the
total water needed simply to meet the water require-
ments of the crop. The leaching requirement is the term
used to describe the excess water needed to control the
accumulation of salt in the soil profile. This require-
ment can be met incrementally with each irrigation
or once a season.

Preplant irrigation is an effective method of manag-
ing salt in the profile. Generally, the large application

made to replenish the stored soil water in the profile
is adequate to transport the salt beneath the upper
part of the soil profile, critical for germination and
early crop development. Data in Fig. 1 show the salt
mass in sprinkler irrigated and furrow irrigated plots
to a depth of 120 cm for December 1997 and June
1998. In both cases, the salinity was higher at each
depth increment in December than in June. The
reductions in salinity through the profile was a result
of deep percolation and salinity leaching from the
preplant irrigation and rainfall.

In arid areas, there is generally inadequate rainfall
to accomplish the necessary leaching, and preplant irri-
gation is required.

Soil Water Management

Crop yield and biomass are directly related to total
crop water use. Soil is the reservoir that stores water
for plant use, and rainfall and irrigation are the sources
of supply of the stored soil water. Soil water holding
capacity is a function of soil type with sandy soils being
able to store small amounts of water and loams, silty
clay loams, and clays storing larger amounts.

During the growing season, plants remove water
from the stored soil water and irrigation replenishes
the depleted water supply. Irrigation scheduling is
used to determine when to irrigate and how much to
irrigate. It is not a precise science because of the vari-
ability in climate, soils, and crop stand and develop-
ment. The stored soil water acts as a buffer and

Fig. 1 Salt mass as a function of depth in sprinkler and
furrow irrigated field.
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reduces the impacts on plant growth due to water
stress from errors in the scheduling process.

The total water available increases over the growing
season as the root system extends and explores deeper
into the soil profile. If water extracted by deep-rooted
crops is not replaced by irrigation or rainfall prior to
planting the next crop, the following crop might suffer
water stress late in the growing season. Preplant irri-
gation is an effective means to refill the soil profile
and to store water for late season plant use in soils with
large storage capacity.

Fertilizer Placement

Microirrigation systems are sometimes used to apply
fertilizers in the seedbed prior to planting. This is
accomplished by injecting fertilizers into the water
and only applying a small amount of water. This is
possible with microirrigation and not with other sys-
tems. Applying fertilizers with surface irrigation can
result in excessive losses due to the operational charac-
teristics of these systems.

Fumigation

When fumigants are applied with preplant irrigation it
has to be done well in advance of planting to ensure no
damage is done to the crop. Fumigants are applied by
sprinkler and microirrigation systems during preplant
irrigation to minimize the losses due to deep perco-
lation. Subsurface drip irrigation is being used to apply
fumigants prior to planting strawberries.

MANAGEMENT

Depth of Application

The depth of application will be determined by the
intended use. If weed control was the intent, the irri-
gation has to be small enough to provide water to ger-
minate the weed seed and still permit timely cultivation
or create a situation where the weeds subsequently die
from lack of water. This might require only 5–10 mm
of water. The same would be true with fumigation
and fertilization applications. Only enough water
would be applied to transport the chemical into the soil
and position it in the correct portion of the crop root
zone but not enough to transport it out of the root
zone. The amount will be determined based on the
existing soil water status, the irrigation system, and
the size of the plot being irrigated.

Leaching and soil water management are often
accomplished with a single application of water based
on the existing soil water content. In arid areas with

deep-rooted crops, the root zone often extends to a
depth of 1m–2 m below the soil surface. The soil water
depletion can be in excess of 200 mm in loams to clay
soils, and replenishing the water is adequate to trans-
port the salt from the soil surface well into the profile.
This occurs in part because of the inefficiency of the
irrigation systems. Surface irrigation systems and
sprinkler systems have efficiencies of application in
the range of 75–85%. This means that for the field to
receive at least 200 mm of water, an additional
15–25% more water has to be applied. This inefficiency
is generally adequate to provide the necessary leaching
fraction when the water quality being used is con-
sidered. The depth of application can be determined
by measuring the soil water content by soil sampling
and a gravimetric determination, by neutron attenu-
ation, by time domain reflectrometry, and by capaci-
tance methods. The method selected will be a
function of the crop, soils, and manager preference
and experience. The closer the application is made to
the time of planting, the more opportunity there is
for rainfall to provide part of the water needed to
replenish the root zone.

Timing of Application

Timing for the preplant irrigation will be determined
by the intended use. For weed control, water has to
be applied such that the weed will be dead prior to
emergence of the crop and any irrigation associated
with emergence. Fumigation has to occur early enough
that the residual effect of the fumigants has dissipated
prior to planting. This will be a function of the fumi-
gant, the climate at the time of fumigation, the soil
type, and the crop being grown following fumigation,
whether it will be direct seeded or transplanted. Some
crops, i.e., cotton, require a minimum soil temperature
prior to planting to ensure good germination and stand
establishment. In this instance, preplant irrigation
needs to be done early to allow time for soil heating
prior to the optimum planting date for the crop.

Managing soil water and leaching has to be done
early enough that the soil has time to drain and return
to a soil water content that is acceptable for culti-
vation. In large irrigated areas, this application of
preplant irrigation occurs for several months prior to
planting. This is possible because of the some of the
planting techniques described in a previous section.

Water Quality Impacts

Improper management of preplant irrigation can have
a significant negative impact on shallow groundwater
quality and ultimately drainage water quality. This
occurs primarily when preplant irrigation is used for
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soil water management, germination, and salinity con-
trol. Large amounts of water are applied in a single
application during these operations and if the amount
applied is significantly greater than what is required,
deep percolation occurs. Deep percolation is the move-
ment of water below the root zone and it is lost to crop
production. This water carries along salt, fertilizers,
and fumigants that are in the soil profile and mixes
with the existing ground water. Depending on the
chemical, this can create problems many years into
the future.

Method of Application

Preplant irrigation can be done with any available irri-
gation system. The system normally used for irrigation
during the season is the one that is most often used for
preplant. Surface irrigation methods (furrow, flood,
and basin) and sprinkler irrigation are the most com-
mon application methods when soil water management

and salinity control are the goals. While surface sys-
tems are effective, they often have poor irrigation
efficiency because the high infiltration rate as result
of tillage following the crop. This inefficiency is mani-
fested by excessive deep percolation losses and poor
distribution uniformity. Surface systems and sprinklers
cover the entire surface area and are thus very effective
on large areas. Microirrigation systems are used when
fumigation and fertilization are important because of
the ability to apply small depths of water and to pre-
cisely place the water and chemical.

REFERENCE
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Irrigation: Saline Water

B. A. Stewart
Dryland Agriculture Institute, West Texas A&M University,
Canyon, Texas, U.S.A.

INTRODUCTION

As water becomes more limited, there is increasing use
of saline waters for irrigation that were previously con-
sidered unsuitable. Rhoades, Kandiah, and Marshali[1]

classified saline waters as shown in Table 1. Electrical
conductivity is a convenient and practical method for
classifying saline waters because there is a direct relation-
ship between the salt content of the water and the conduc-
tance of an electrical current through water containing
salts. Electrical conductivity values are expressed in
siemens (S) at a standard temperature of 25�C.

Most waters used for irrigation have electrical con-
ductivities less than 2 dS m�1.[1] When water higher
than this level is used, there can be serious negative
effects on both plants and soils. As salinity in the root
zone increases, the osmotic potential of the soil solu-
tion decreases and therefore reduces the availability
of water to plants. At some point, the concentration
of salts in the root zone can become so great that water
will actually move from the plant cells to the root zone
because of the osmotic effect. Salts containing ions
such as boron, chloride, and sodium can also be toxic
to plants when accumulated in large quantities in the
leaves. The extent that plant growth is affected by
saline water is dependent on the crop species. Some
plants, such as barley and cotton, are much more
resistant to salt than crops like beans. Rhoades,
Kandiah, and Marshali[1] list the tolerance levels of a
wide range of fiber, grain, and special crops; grasses
and forage crops; vegetable and fruit crops; woody
crops; and ornamental shrubs, trees, and ground cover.
Soils are also negatively impacted by salt, particularly
sodium salts. Sodium ions tend to disperse clay parti-
cles and this has deleterious effects on infiltration rate,
structure, and other soil physical properties.

IRRIGATING WITH SALINE WATERS

Water limitations and the need to increase food and
fiber production in many parts of the world have
resulted in the use of water for irrigation containing
increasing levels of salts. The United States, Israel,
Tunisia, India, and Egypt have been particularly active

in irrigating with saline waters.[1] Rhoades, Kandiah,
and Marshali[1] published an extensive paper on the
use of saline waters for crop production and it is a
valuable guide for anyone interested in the subject.
They reported that many drainage waters, including
shallow ground waters underlying irrigated lands,
fall in the range of 2 dS m�1 to 10 dS m�1 in electrical
conductivity. Such waters are in ample supply in
many developed irrigated lands and have good potential
even though they are often discharged to better quality
surface waters or to waste outlets. These waters can
be successfully used in many cases with proper
management. Reuse of second-generation drainage
waters with electrical conductivity values of 10 dS m�1

to 25 dS m�1 is also sometimes possible but to a much
lesser degree because the crops that can be grown with
these waters are atypical and much less experience exists
upon which to base management recommendations.

Miller and Gardiner[2] suggest that successful irri-
gation with saline water requires three principles. First,
the soil should be maintained near field capacity to
keep the salt concentration as low as possible. Second,
application techniques should avoid any wetting of the
foliage. Third, salts accumulating in the soil should be
periodically leached. To accomplish these objectives,
Miller and Gardiner[2] recommend the following
general rules:

� Apply water at or below soil surface. Sprinklers
should be used only if they avoid wilting the foli-
age (such as sprinkling before plant emergence or
below-canopy to avoid salt-burn damage).

� Keep water additions almost continuous, but at or
below field capacity so that most flow is unsatu-
rated. This maintains adequate aeration.

� Enough water should be added to keep salts
moving downward, thus avoiding salt buildup in
the root zone.

Miller and Gardiner[2] stress that these rules are dif-
ficult to meet and are best satisfied by some form of
drip irrigation. They also state that due to the need
for high water levels and because of high sodium ratios
that sandy soils are more adaptable to the use of
saline waters than soils containing high percentages
of silt and clay particles.
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Rhoades, Kandiah, and Marshali[1] also list specific
management practices for producing crops with salty
waters. Their list includes the following guidelines:

� Selection of crops or crop varieties that will
produce satisfactory yields under the existing or
predicted conditions of salinity or sodicity.

� Special planting procedures that minimize or
compensate for salt accumulation in the vicinity
of the seed.

� Irrigation to maintain a relatively high level of soil
moisture and to achieve periodic leaching of the soil.

� Use of land preparation to increase the uniformity
of water distribution and infiltration, leaching and
removal of salinity.

� Special treatments (such as tillage and additions of
chemical amendments, organic matter and growing
green manure crops) to maintain soil permeability
and tilth. The crop grown, the quality of water used
for irrigation, the rainfall pattern and climate, and
the soil properties determine to a large degree the
kind and extent of management practices needed.

BLENDING LOW-SALT AND SALTY WATERS

Miller and Gardiner[2] reported that countries such
as Israel have developed extensive canal and reservoir
systems where both low-salt and salty waters are mixed
to obtain usable water. Rhoades, Kandiah, and
Marshali,[1] however, state that blending or diluting
excessively saline waters with good quality water sup-
plies should only be undertaken after consideration is
given to how this affects the volumes of consumable
water in the combined and separate supplies. They sug-
gest that blending or diluting drainage waters with
good quality waters in order to increase water supplies

or to meet discharge standards may be inappropriate
under certain situations. More crop production can
usually be achieved from the total water supply by
keeping the water components separated. Serious con-
sideration should be given for keeping saline drainage
waters separate from the good quality water, especially
when the good quality waters are used for irrigation of
salt-sensitive crops. The saline waters can be used more
effectively by substituting them for good quality water
to irrigate certain crops grown in the rotation after
seeding establishment.

CONCLUSION

There is ample evidence that saline waters once con-
sidered unacceptable for irrigation can be used success-
fully provided that they are properly managed. There
is also ample evidence, however, to show that these
waters can be highly damaging to the environment
and to the soil resource base when improperly man-
aged. Therefore, saline waters should be only used
for irrigation after careful study and considering as
many factors as possible. Then, when the waters are
used for irrigation, a careful monitoring program
should be implemented of both the crops produced
and of the resulting soil and environmental changes.

REFERENCES
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Table 1 Classification of saline waters

Water class Electrical conductivity (dS m�1) Salt concentration (mg L�1) Type of water

Non-saline <0.7 <500 Drinking and irrigation

Slightly saline 0.7–2 500–1500 Irrigation

Moderately saline 2–10 1500–7000 Primary drainage and groundwater

Highly saline 10–25 7000–15,000 Secondary drainage and groundwater

Very highly saline 25–45 15,000–35,000 Very saline groundwater

Brine >45 >45,000 Seawater

Source: From Ref.[1].
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Irrigation: Sewage Effluent Use

B. A. Stewart
Dryland Agriculture Institute, West Texas A&M University, Canyon, Texas, U.S.A.

INTRODUCTION

One of the primary functions of soil is to buffer
environmental change. This is the result of the biologi-
cal, chemical, and physical processes that occur in soils.
The soil matrix serves as an incubation chamber for
decomposing organic wastes including pesticides, sew-
age, solid wastes, and many other wastes. Soils store,
decompose, or immobilize nitrates, phosphorus, pesti-
cides, and other substances that can become pollutants
in air or water. Consequently, soil has, for centuries,
been used for the application of sewage effluents. Sew-
age effluent provides farmers with a nutrient-enriched
water supply and society with a reliable and inexpen-
sive means of wastewater treatment and disposal. It
should not, however, be assumed that irrigation is
always the best solution for wastewater disposal.
Disposal by irrigation should always be compared
with alternative options based on environmental,
social, and economic costs and benefits.

While disposal is the primary objective in many
cases, the need of water for irrigation is becoming more
often the driver for using sewage effluent on land.
This is particularly true in areas like the Middle East
where population growth is resulting in severe water
shortages. The guidelines for using effluent for irri-
gation vary considerably among countries and other
governing bodies. Cameron[1] conducted a literature
review and found wide differences of guidelines for
effluent irrigation projects being used throughout the
world. In general, however, sustainable and environ-
mentally sound systems can be developed in most
situations provided proper management practices are
followed.

CONCERNS OF IRRIGATING WITH
SEWAGE EFFLUENT

In spite of the documented benefits associated with the
use of sewage effluent for irrigation, there are numer-
ous concerns. Many industrial wastewaters have been
routinely dumped into municipal sewage lines. While
this issue has been addressed in some jurisdictions,
it has not in many others. In the United States,
the Environmental Protection Agency requires that

wastewaters be treated prior to disposal into municipal
treatment plants or back into groundwater. Irrigating
with wastewaters partially cleans water by percolation
through the soil, but soluble salts and some inorganic
and organic chemicals may continue to flow with the
water to groundwater or surface supplies. In general,
the Environmental Protection Agency allows sewage
effluents to be used for irrigation only if it does not
cause: 1) extensive groundwater pollution; 2) a direct
public health hazard; 3) an accumulation in the soil
or water of hazardous substances that can get into
the food chain; 4) an accumulation of pollutants such
as odors into the atmosphere; and 5) other aesthetic
losses, within the limits.[2]

Bouwer[3] has also expressed concerns about the
use of sewage effluent for irrigation. He is particularly
concerned with pathogens and warns that complete
removal of viruses, bacteria, and protozoa and other
parasites should be required before the effluent can
be used to irrigate fruits/vegetables consumed raw or
brought into the kitchen, or parks, playgrounds and
other areas with free public access. Bouwer also stresses
that long-term effects of sewage effluent irrigation
on underlying groundwater should be considered in
addition to the changes in nitrate and salinity. Ground
water in low rainfall regions can be highly affected by
percolating sewage effluent because much of the water
is used by the growing crops and this greatly concen-
trates the chemicals in the small amounts of water
that actually percolate to the groundwater. These che-
micals can include disinfection byproducts, pharma-
ceutically active chemicals, and compounds derived
from humic and fulvic acids formed by the decompo-
sition of plant material. Bouwer claims that many of
these chemicals are suspected carcinogens or toxic.
Therefore, Bouwer concludes that while sewage irri-
gation looks good on the surface, a more extensive
look reveals a potential for serious contamination of
groundwater. He states that municipalities and other
entities responsible for irrigation with sewage effluent
should do a groundwater impact analysis to develop
management protocols and be prepared for liability
actions. Those who benefit are local and state institu-
tions in water resources, environmental quality pro-
tection, public health, consultants, and operators of
effluent irrigation projects.
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REUSE STANDARDS

The standards for using sewage effluent for irriga-
tion of agricultural crops vary widely among different
countries of the world. Mexico and many South
American countries, e.g., use untreated wastewater
for irrigation.[4] Most of these countries do not have
the resources or capital to treat sewage effluents.
Wastewater is utilized after little or no treatment,
and health risks are minimized by crop selection.
Mexico does not allow wastewater to be used to irrigate
lettuce, cabbage, beets, coriander, radishes, carrots,
spinach, and parsley. Acceptable crops include alfalfa,
cereals, beans, chili, and green tomatoes. In contrast,
Israel has very stringent water reuse requirements.
Effluent water requires a high level of treatment (large
soil-aquifer recharge systems with dewatering) before
the water can be reused for irrigation of vegetables to
be consumed raw.[5] Health guidelines for irrigation
with treated wastewater developed in California
indicate that effluent waters used on food crops must
be disinfected, oxidized, coagulated, clarified, and fil-
tered.[6] Total coliform counts cannot exceed a median
value of 2.2/100 ml or a single sample value of 25/
100 ml. Total coliforms must be monitored daily and
turbidity cannot exceed 2 nephelometric turbidity units
and must be monitored continuously. Less restrictive
guidelines developed by Shuval et al.,[7] and adopted
by most of the international agencies, suggested that
effluent water reuse was relatively safe to use if it
contained less than 1 helminth egg L�1, and less than
1000 fecal coliforms/100 ml.

MONITORING GUIDELINES

Site selection is a critical and necessary step in initiat-
ing a sewage effluent irrigation system. The U.S.
Environmental Protection Agency[8] published detailed
information on site characterization and evaluation.
Information was provided on the design of systems,
site characteristics, expected quality of the effluent
water after land treatment, and typical permeabilities

and textural classes suitable for each land treatment
process. Information was provided for designing and
monitoring site characteristics for slow rate processes
(sprinkler and other typical farm irrigation systems),
rapid infiltration basins, and overland flow systems.
Monitoring requirements will vary considerably
among projects depending on the cropping patterns,
soil characteristics, and specific environmental con-
cerns. In most cases, monitoring procedures and cri-
teria will be site specific. In all cases, however, the
objectives should be to use the resources effectively,
protect the land, protect the groundwater, protect the
surface water, and protect the community amenity.
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Irrigation: Site-Specific

Dennis C. Kincaid
Northwest Irrigation and Soils Research Laboratory, Pacific West Area, Agricultural Research
Service (USDA-ARS), U.S. Department of Agriculture, Kimberly, Idaho, U.S.A.

Gerald W. Buchleiter
Water Management Research, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Fort Collins, Colorado, U.S.A.

INTRODUCTION

Irrigation systems have evolved from flood systems to
pressurized sprinkler and trickle systems. In flood irri-
gation, water is applied to a field in a controlled stream
and allowed to flow over the soil surface by gravity, the
final distribution being affected by variations in surface
slope and water infiltration rates. Well-designed pres-
surized irrigation systems apply water at sufficiently
low rates that it infiltrates with little or no surface
movement, thus providing a greater degree of control
and improved uniformity of application.

The primary objective of irrigation system design
is to apply water (and dissolved chemicals) uniformly
over a field planted with a uniform crop, the water
requirement being determined primarily by the crop
and climate. In recent years, sophisticated control sys-
tems have been developed that enable water and
chemical application to be tailored to smaller areas if
and when it is desirable to do so. The term site-specific
irrigation (also known as precision-variable irrigation)
refers to the practice of intentionally applying different
amounts of water to different areas of a field to opti-
mize crop production, minimize chemical and water
use, or reduce environmental concerns. Although
site-specific irrigation can be applied with any type of
pressurized irrigation system, most of the potential
application is with continuous-move sprinkler laterals,
primarily center pivots.[1–5]

DESIGN AND MANAGEMENT OBJECTIVES

Some of the main reasons for site-specific irrigation are
the following:

� Avoid watering non-productive areas such as roads,
rock outcrops, canals, ditches, and ponds. Center
pivots often traverse these areas that lie within a
generally circular area.

� Apply different amounts of water and nutrients
to different zones according to crop production

capability. Soil depth, salinity, or other soil-related
factors may limit the potential yield and the total
water requirement on some soil types.

� Apply reduced amounts of water to steep slopes or
zones of low infiltration where runoff is difficult to
control. A permanent cover crop may be planted in
these areas.

� Variable soil types within a field may benefit from
different amounts of water during certain time peri-
ods. Under water-short scenarios, crops on coarse-
textured soils having low water holding capacity
need small, frequent water applications to avoid
water stress, while the crop on finer-textured soils
may be able to withdraw stored soil water.

SCALE CONSIDERATIONS

One of the main considerations is determining the
minimum size area that must be treated individually.[6]

The cost and complexity of the system escalate rapidly
as the treatment area decreases. The wetted radius of
the individual sprinkler patterns, the start–stop move-
ment of the lateral, and the accuracy with which the
lateral position can be determined all affect the mini-
mum practical differential area. Typically, a 300-m2

area is about the smallest desirable unit.
Maps defining soil types, unproductive areas, crop-

ping and fertility patterns are used to define manage-
ment zones (Fig. 1) requiring different water amounts.
These zones should be created from the intersecting
areas of only the map parameters that affect the water
or chemical requirements.

EQUIPMENT FOR SITE-SPECIFIC IRRIGATION

Sprinkler Laterals

Continuous-move laterals that move in a straight line
are called ‘‘linears’’ and those that rotate about a fixed
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pivot at one end are called ‘‘center pivots.’’ These
laterals consist of several rigid spans, typically 40–50 m
in length with a total length of about 400 m, although

longer laterals are used. The outermost tower controls
the rotation speed. The entire lateral is maintained in a
nearly straight line by switches at intermediate towers
that start and stop the drive motors according to the
flex angle between adjacent spans. Center pivots use
a transducer (pivot resolver) to determine the position
of the first span with an accuracy of about 1� of rota-
tion and a radial coordinate system to determine the
position of any point on the lateral relative to the field
map at any time. Recently, differential global position-
ing system (DGPS) units placed on the outer end of the
lateral have been used to improve the positioning accu-
racy of center pivots.

Linear laterals use a guidance system to travel on a
predetermined (normally straight) path. A calibrated
ground wheel, fixed ground stakes with a trip switch
on the lateral, or with a DGPS unit, can determine
the lateral position along the travel path. Both end
towers control the travel speed and guidance.
Additional error is introduced by the guidance system
that ‘‘steers’’ the lateral by adjusting the relative speed
of the end towers, thus changing the angle of the lateral
relative to the travel path. Therefore the positioning
accuracy of linears is usually less than that of pivots.

Sprinkler Equipment and Controls

Traveling laterals use sprinkler equipment designed to
discharge a desired amount of water per unit length of
lateral. For pivots, the discharge rate increases with
distance from the pivot. Sprinklers or spray heads
are placed at fixed or variable spacing such that their

water application patterns overlap, resulting in nearly
uniform water distribution along the lateral. The
pattern radii of the most popular spray heads are
about 5–8 m. The travel speed of the lateral can be
varied to change the water application depth in pie-
shaped differential areas under a pivot or in rectangular
differential areas under a linear. However, for all other
differential areas, sprinkler flows must be varied
along the lateral. There are three main methods of
accomplishing this:

1. A variable flow rate sprinkler head uses a fixed
nozzle with an insertable pin to produce either
a high or low flow rate.[7] The pin can be cycled
in or out to produce an effective flow rate
anywhere between the high and low flow.

2. Automatic valves can be placed on individual
sprinklers or groups of sprinklers on manifolds
(Fig. 2). Manifold length is usually a fourth to
half the span length. One-directional check

Fig. 2 An on–off spray manifold on a span of a traveling
lateral. Note black automatic valve above manifold (photo
by Kincaid).

Fig. 1 Schematic of a field irrigated by a
7-span center pivot, with each span sub-
divided into three segments. Crosshatched

areas are special water management zones
(photo by Dennis C. Kincaid).
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valves are used on the individual heads to
prevent the manifold from draining when the
manifold valve is off. The manifold valve can
be cycled on and off at different time intervals
to produce effective application rates between
0% and 100% of the maximum rate. The cycle
interval must be much less than the time it takes
the full sprinkler pattern to traverse a point on
the ground.

3. Two or three complete sets of sprinklers
designed with different unit flow rates are
mounted on the lateral (Figs. 3 and 4). Any
combination of the sprinkler sets can be turned
on one at a time, resulting in several distinct
rates. Two sets provide four possible rates
(e.g., 0, 1/3, 2/3, and 1), and three sets provide
eight possible rates.

The variable flow sprinkler (method 1) has not yet
been commercially developed. At the present time,
the on–off manifold (Fig. 2) is likely the most cost-
effective configuration, as this involves the least
additional equipment.

The computerized control system is normally
located at the pivot or inlet end of the lateral.[8] The
computer determines the location of the lateral, adjusts

the travel speed, and turns sprinkler control valves on
or off according to a predetermined program as the
lateral passes over each subarea of the field. Valves are
usually electric-solenoid-operated and each requires a
separate control wire. Optionally, a code-based control
system can send signals to individual valves through a
single wire.[9]

CONCLUSION

New technologies have made precision variable water
application technically feasible. Many different sce-
narios of variable soils, different crops, limited water
supplies, and environmental concerns may make site-
specific irrigation desirable. Because of the cost and
complexity of these systems, economic feasibility will
be highly case-dependent.

ARTICLE OF FURTHER INTEREST

Irrigation: Sprinklers (Mechanical), p. 670.
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Irrigation: Sprinklers (Mechanical)

Dennis C. Kincaid
Northwest Irrigation and Soils Research Laboratory, Pacific West Area, Agricultural Research
Service (USDA-ARS), U.S. Department of Agriculture, Kimberly, Idaho, U.S.A.

INTRODUCTION

Sprinkler irrigation can be defined as the controlled
distribution of water as discrete droplets through air.
Sprinkler devices were first invented during the late
19th and early 20th centuries, primarily for lawns
and gardens.[1] Their widespread use for agricultural
crops did not come about until the availability of
lightweight aluminum pipe and low cost electricity
following World War II. Sprinkler irrigation is parti-
cularly well suited to rolling topography, shallow soils,
and sandy soils, which are difficult to irrigate effi-
ciently with gravity flow surface irrigation systems.
Sprinkler systems are now used on one-half of the
50 million irrigated acres in the United States.[2]

Early sprinkler systems used manually moved pipe
and fixed or portable pumps and mainlines. Hand-
move lines are relatively low cost in terms of equip-
ment investment, but are labor intensive. Labor costs
provided the primary incentive to develop mechani-
cally moved sprinkler systems. Another factor has been
the increase in farm size and the desire to create auto-
mated irrigation systems so that one person can irri-
gate more land. This article describes the mechanics
of the various systems. Special sprinklers, mounting
devices, and pressure regulators have been developed
for these systems. Information on the sprinklers, sys-
tem design and management, etc. can be found in the
listed references.[3–6]

STATIONARY OR PERIODIC-MOVE LATERALS

A sprinkler lateral is a continuous length of pipe upon
which sprinklers are mounted, usually equally spaced.
Mechanically moved or hand-moved stationary lat-
erals remain in a fixed position while irrigating, which
are then drained and moved to a new predetermined
position. They normally irrigate rectangular fields
and require several sets to completely irrigate the field.

Sideroll Wheeline

The sideroll wheeline lateral consists of an aluminum
pipe that serves as an axle for a series of rigidly
attached wheels, the whole of which is rolled sideways

to move the entire lateral simultaneously when
drained (Fig. 1). The pipe is a special high-strength
alloy tubing, 100–125 mm in diameter, capable of with-
standing considerable torque. The wheel spacing is
usually about 12 m, with sprinklers located midway
between the wheels. These laterals are typically 400 m
in length, but may be as long as 800 m. The wheel
radius must be at least as large as the height of the
crops to be grown, typically about 0.75–1.0 m. Sideroll
laterals are not used to irrigate tall crops such as corn.
A powered mover unit located near the center of the
lateral provides torque to roll the lateral. Some longer
laterals use two movers located approximately one-
fourth of the distance from each end and connected
by a small rotating shaft to coordinate the movement.
The movers are powered by a small gas engine, electric
motors, or hydraulic motors. The lateral is moved 2–4
complete revolutions between sets (12–15 m). For con-
venience, some sideroll laterals can be moved by an
operator standing at the inlet end of the lateral. A
short flexible hose is used to connect the lateral to a
water supply outlet. Water is supplied from a fixed
mainline with outlets spaced at some unit multiple of
the wheel circumference.

Trail-Line Lateral

The trail-line system, also called a movable solid-set,
consists of a lateral mounted on two-wheel support
towers (see section ‘‘Continuous-Move Laterals’’), which
serves as a movable mainline for a set of trailing
sublaterals. The trail-lines are lightweight aluminum
sprinkler sublaterals typically spaced about 12–16 m
apart and up to 120 m in length. The powered lateral
drags the trail-lines between sets. When one irrigation
event is complete, the trail-lines are disconnected, and
the lateral is moved to the opposite end of the trail-
lines, which are then reconnected to the lateral. The
whole system is then moved back across the field dry
to the first position, or can irrigate each set in turn
as it is moved back to the initial position.

CONTINUOUS-MOVE LATERALS

Continuous-move laterals are those which travel while
irrigating, either smoothly or intermittently in small
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increments. There are two main types: those called
linears that travel in a nearly straight line path, irrigat-
ing rectangular areas; and pivoting laterals that rotate
about one fixed end, and thus irrigate circular areas.
Both types use the same hardware and differ mainly
in the way they are controlled and supplied with water.
Continuous-move laterals have been built in many
variations and styles over the years, but the most
common type in use today is shown in Figs. 2 and 3.
The lateral pipe is steel or aluminum (100–250 mm

diameter) and is usually supported 3–4 m above
ground to provide sufficient clearance for most crops.
The lateral is made up of several 30–55 m long spans,
where each span pipe is integrated into a rigid truss.
The pipe joints between spans are flexible, and one
end of each span is supported by a two-wheeled tower,
both wheels being powered. The wheels are typically
powered by electric motors, but fluid motors (oil or
water) are also used. The movement of the wheels on
intermediate towers is controlled by switches or valves,

Fig. 1 Sideroll lateral with mover unit in
foreground. Note the small driveshaft par-
allel to the lateral pipe on the right, which

transfers power to the mover mechanism.

Fig. 2 Center-pivot lateral with swingspan

corner system partly extended. Sprinklers
are mounted on drop tubes below the
lateral.

Irrigation: Sprinklers (Mechanical) 671

© 2008 by Taylor & Francis Group, LLC



Irrigation–

Journals

which automatically function to keep the entire lateral
in a nearly straight line. Travel speed determines the
water application depth.

Linear-Move Laterals

Linear-move laterals are usually supplied with water
through a flexible drag hose (Fig. 3), or alternatively
through a suction pipe moving in an open canal. In
addition, automatic coupling systems have been built.
The hose-drag system can travel twice the length of
hose in one set. An on-board diesel powered generator
or drag cable provides electricity. The wheels normally
follow the same track each pass to minimize crop dam-
age. The outermost towers determine travel speed and
travel direction. Special guidance systems must be used
to keep the wheels traveling in the same path each pass.
One method uses radio antennas to follow a buried
cable, while another type follows an aboveground
cable or small guide trench. Recently, Global Position-
ing System receivers have been employed to guide tra-
veling laterals and swingspan pivots (Fig. 2). Traveling
laterals up to 800 m in length have been built.

Center-Pivot Laterals

The pivoting lateral or center-pivot system is supplied
with water and electrical power through simple swivel
couplings at the fixed end. The lateral can rotate con-
tinuously about the pivot, so that when the first irri-
gation is completed the lateral is in position to begin
the next irrigation. They require no coupling or uncou-
pling of hoses or pipes and a pivot without a swingspan
requires no guidance system. The low labor require-
ment of this system has made it very popular, and they
are used on about 50% of the sprinkler irrigated land.

The major disadvantage of the center-pivot is the
circular irrigated area, which leaves the corners of a
square field unirrigated. In large developments, the
circles can be nested to minimize the unirrigated area.
Where the economics of the situation dictate that the
corners must be irrigated, several options exist. A large
sprinkler mounted on the outer end of the lateral and
controlled to turn only in the corner areas can irrigate
a portion of the corners.

Another option is the swingspan corner system
(Fig. 2) consisting of an additional span up to 70 m
in length that pivots about the outer end of the lateral.
As the lateral moves into a corner area, the swingspan
pivots outward, effectively extending the length of the
lateral. The swingspan wheels are steerable, and a
buried cable or GPS guidance system similar to the
linear-move controls its movement. Sprinklers on the
swingspan are automatically sequenced on or off as
the swingspan moves outward or retracts, thus main-
taining a nearly equal water application per unit area.
A center-pivot equipped with a swingspan can irrigate
up to 97% of a square field.

Recently, manufacturers have developed traveling
laterals that can operate both as linears or pivoting
laterals, making it possible to irrigate odd-shaped fields
and cover more area with a given length of lateral
(Fig. 3). Pivot laterals can also be made towable so that
they can irrigate more than one field.

TRAVELING SPRINKLERS

Large traveling sprinklers, called big guns, can throw
water up to 70 m, and can irrigate large areas. They
require relatively high-pressure (up to 1000 kPa) water
supplies, so operating costs can be quite high.

Fig. 3 Linear-traveling lateral, hose-drag
type, with on-board engine. This lateral
can also pivot about the inlet structure.

Sprinklers are mounted on drop tubes.

672 Irrigation: Sprinklers (Mechanical)

© 2008 by Taylor & Francis Group, LLC



Ir
ri

ga
ti

on
–

Jo
ur

na
ls

Hard-Hose Travelers

The most popular traveler, called a hard-hose traveler,
consists of a big-gun sprinkler mounted on a cart and
supplied by a semirigid hose, which retains its round
shape when wound upon a reel (Fig. 4). Water is sup-
plied through the center of the reel from a mainline
outlet. Initially, the hose is pulled out along the travel
path by a tractor. The reel remains in a fixed position
while irrigating and slowly rotates, dragging the hose
and sprinkler across the field as the hose is reeled in.
A water turbine, reciprocating cylinder, or small gas
engine provides power to turn the reel. Reel speed is
automatically adjusted to account for the change in

diameter due to hose wrap. The hose can be up to
400 m in length and 115 mm diameter. The hose reel
is mounted on a trailer for transport by a small tractor.

Soft-Hose Travelers

A similar traveling sprinkler uses a soft, collapsible
hose (Fig. 5). The sprinkler cart is pulled by a cable
and winch, usually mounted on the cart itself,
and powered by a water turbine or reciprocating cylin-
der. Initially, the hose is laid out alongside the travel
path and the cable is reeled out and attached to a fixed
anchor. The sprinkler can travel twice the hose length

Fig. 5 Soft-hose traveler beginning a pass.
The sprinkler cart is towed by a cable (not

visible).

Fig. 4 Hard-hose traveler completing a

pass. Note inlet supply hose lower right.
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in one set. The hose must be drained and reeled up
between sets.

Boom Travelers

Boom travelers are similar to big-gun travelers except
that the gun sprinkler is replaced by a horizontal boom
structure extending perpendicular to the travel path,
and high enough to clear the crop. This in effect creates
a traveling lateral upon which sprinklers or spray
heads are mounted. The advantage of this system is
that it requires much less water pressure than the large
gun sprinklers, and water application uniformity is
improved.

CONCLUSION

Mechanically moved sprinkler systems will increase in
sophistication as computerized controls are developed,
particularly for precision variable water and chemical
application. Center-pivot systems will likely predominate

because of their inherent advantages, including ease
of automation and continuous rotation capability.
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Irrigation: Supplemental

Phillipe Debaeke
Unite d’Agronomie, Institut National de la Recherche Agronomique (INRA),
Castanet-Tolosan, France

INTRODUCTION

The main objective of irrigation consists of supplying
water to crops when soil-stored water at planting and
seasonal rainfall are too erratic or limited to satisfy
the plant transpiration demand with enough regularity,
at a level defined by the farmer.

Supplemental (or supplementary) irrigation (SI) was
defined as follows: ‘‘In an area where a crop can be
grown by natural rainfall alone but additional water
by irrigation stabilizes and improves yield, this irri-
gation is termed supplemental, the additional water
alone being insufficient to produce a crop.’’[1] SI is
applied to complete a deficient or uneven precipitation
regime, enhancing and securing crop production, both
in quantity and quality, in such pedoclimatic con-
ditions where rainfed production is still feasible
although less profitable.

AREAS AND CROPPING
SYSTEMS CONCERNED

When natural contributions by rainfall or groundwater
are too scarce to satisfy full crop water requirements
only occasionally (amount and distribution within
the season), the continuous optimal water regime can
be obtained through SI, i.e., by a temporary and dis-
continuous irrigation regime.[2] Such situations are fre-
quently observed in humid and subhumid regions,
generally for spring-sown crops such as soyabean,
maize, sugarbeet, potatoes, and for some tree crops.
For instance, in southwestern France, most of the
maize is grown under SI (up to 250–300 mm).

In the regions where both natural and irrigation
resources are too limited for ensuring a permanent
optimal water regime to crops, SI is mainly supplied
at the critical periods of the crop-growth cycle, in order
to maintain or improve crop production.[2] This is the
case in arid and semiarid regions of the Mediterranean
basin where SI is practiced for species generally grown
profitably without irrigation but their yields are sub-
jected to great variations over the years because of
rainfall variability. These species are: winter cereals
(mostly durum and bread wheat), autumn-sown
legumes (faba bean, peas), spring-sown crops having a

dense and deep rooting system (sorghum, sunflower,
cotton, etc.), and tree crops (olive, almond, peach, vine,
etc.). In those regions, spring-sown crops (such as
maize or sugarbeet) with high water requirements
but restricted rooting system are only grown under
intensively-irrigated systems, irrigation amounts (until
800–1000 mm) exceed the contribution of natural
resources (rain and stored soil water).

Surprisingly, SI is also widely practiced in Northern
Europe, such as United Kingdom and Scandinavia.[3]

In most years, spring-sown crops (potatoes, sugarbeet,
horticultural crops) have their growth restricted and
yields reduced by water shortage, the extent of this
depending very much on soil type (e.g., shallow soils,
low water holding capacity), weather conditions, and
the timing and duration of stress periods. Although
rainfall is fairly evenly distributed throughout the year,
potential evaporation rates exceed rainfall throughout
most of the summer months. In Scandinavia, the grow-
ing season is much shorter and so early sowing cannot
be practiced to moderate the effects of summer
drought periods. In Denmark, SI is needed nearly
every year on sandy soils to maintain a stable pro-
duction and 15% of the agricultural land is grown
under irrigation.[4]

In temperate humid and subhumid environments,
where water deficit is occasional, generally terminal
and/or of short duration, SI is used by farmers to sta-
bilize yield and quality at higher levels (to improve
profits), and to maintain crop uniformity. In drier
environments, SI can be considered to be more a dry
farming technique since it contributes to optimize the
use of limited water resources:[2] its purpose is to pre-
vent complete yield loss (through irrigation at sowing,
in exceptionally dry years) or to improve yield in years
not excessively dry (by irrigation during shooting).
In every case, SI is a means of insuring farmers against
climatic risks.

SI SCHEDULING

The strategy of applying restricted amounts of water
based on the amount and distribution of rainfall in
addition to the incremental effect of water on crop
yield is the essence of the SI concept.[5]

675

© 2008 by Taylor & Francis Group, LLC



Irrigation–

Journals

Either because irrigation volume (or discharge) is
limited (dry winter season, low storage capacity of
reservoirs, equipment not available, etc.) or because
soil-water deficit is moderate, SI generally results in a
limited number of water applications. The goal of these
applications is either to save crop life but more gener-
ally to improve the efficiency of the other inputs.[5]

Positive impacts are expected such as: sowing in due
time, assurance of an uneven and minimum plant
emergence, more efficient placement and use of fertili-
zers, thus limiting soil N leaching and residue at har-
vest, use of high-yielding cultivars and avoidance of
moisture stress for plant, particularly during the initial
stages of its development in semiarid regions, later
(around flowering) in wetter regions.

For instance, in the West Asia–North Africa
(WANA) region, with a Mediterranean-type climate,
wheat production is increasingly declining. Cereal
yields are low and variable in response to inadequate
and erratic seasonal rainfall (350 mm rainfall and
above) and related management factors, such as lack
of nitrogen and late sowing. It is clear that small
amounts of SI water can make up for the deficits in
seasonal rain and produce satisfactory yields.[6] A
minimum yield of more than 3.5 Mg/ha is guaranteed
for wheat with an amount of irrigation varying from
50 mm to 200 mm depending on the root zone soil
water and the amount and distribution of the seasonal
rainfall, whereas the average yield is below 1.5 Mg/ha
under rainfed management.[1] An addition of only lim-
ited irrigation (1/3 full irrigation) may achieve over
60% of the potential increase in yield with full SI. In
addition, use efficiency for both soil water and nitrogen
is greatly increased by SI. Oweis, Pala, and Ryan[6]

observed a wheat yield increase up to a fertilizer input
of 100 kg N/ha under SI management in Syria, while
optimum response for rainfed conditions was with
50 kg N/ha.

In southwestern France, under a temperate subhu-
mid climate, grain yield was increased by 17%, 27%,
37%, and 70% for sunflower, sorghum, soybean, and
maize respectively, with an irrigation amount of
120 mm (supplied around flowering) when compared
to rainfed management during nine years on a deep
silty-clay soil.[7] This shows the differential sensitivity
of spring-sown crops to SI as related to ecophysiologi-
cal traits such as depth and extraction efficacy of root-
ing system, drought tolerance mechanisms (sunflower
and sorghum), indeterminate reproductive period (for
soybean) acting as an escaping strategy.

With limited available water, the challenge is to
satisfy crop water demand at the critical (and most
responsive) stages. An extensive review of specific peri-
ods for optimizing irrigation was made by FAO.[8] For
instance, the most sensitive stages of wheat to water
stress are the booting and the early earing stage from

some research, and the preflowering and ear formation
stages according to other research, whereas seed germi-
nation and crop emergence periods are only exception-
ally considered to be sensitive to water stress.[2] The
decision of irrigation at a given growth stage depends
on the crop sensitivity to water stress, on the climatic
pattern and on the need to exploit natural water
resources. Irrigation on cereals in autumn during dry
sequences aims at ensuring an optimal plant density
and a satisfactory root establishment in order to fully
use soil water reserves later but also to cover rapidly
the soil surface for controlling soil evaporation and
maximizing early radiation interception and biomass
accumulation.

In semiarid regions, when a single application is
available for sunflower, it should be placed either at
presowing (soil refillment, crop establishment) or
between flower bud appearance and flowering (to
increase leaf area index) while in wetter areas, one irri-
gation is generally recommended after anthesis to
enhance the leaf area duration and favor oil production.

SI METHODS

The irrigation methods usable for SI must satisfy the
following specifications:[2] low equipment cost per ha
of irrigated land, high degree of transferability from
one field to another, limited labor to set up the irri-
gation system, high water distribution efficiency, possi-
bility to bring limited water amounts (20–50 mm)
timely and accurately at specific growth stages.

For these reasons, in rainfed systems, sprinkler irri-
gation (travelling rainguns, for instance) seem to be
the most flexible for field crops while, for vegetables
and fruit trees, drip irrigation may be more suitable.
The source of water is generally small reservoirs
(run-off and rainwater harvesting) but deep ground-
water is also used.

NEED FOR MODELS

In the last 15 years, on the basis of ecophysiological
studies, numerous soil-plant models (either crop-
specific or generic) have been developed to simulate
the response of major crops to water use. By running
on long-term weather records, these mechanistic mod-
els, more or less complex, are useful to determine a
probabilistic response of grain yield to SI, in interac-
tion with crop management (sowing date, cultivar,
crop density, N-fertilization), and to define at field or
farm level the optimal irrigation schedules under lim-
ited water management (e.g., Refs.[4,9–11]).

At farm level, linear programming models have
been developed to optimize the crop planning and to
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allocate scarce water between competing fields, accord-
ing to the response of yield relatively to crop water
requirements (resulting from mechanistic models or
from simple production functions), to stochastic distri-
bution of rainfall, to input availability (labor, equip-
ment, water), to cost of production (water, other
inputs), and to crop value.[12,13] Such models can be
used to test if limited amounts of irrigation water can
be used more efficiently by applying small amounts
to more land than by fully irrigating less land, or to
predict the optimal cropping pattern under SI.

To conclude, SI cannot be restricted to a simple
problem of tactical decision at field level (‘‘when and
how much water to apply on this field?’’) but has to
be considered also as a major strategical decision at
farm level (‘‘which fields and which crops to irrigate
using what type of equipment?’’).
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Irrigation: Surface

Wynn R. Walker
Biological and Irrigation Engineering Department, Utah State University,
Logan, Utah, U.S.A.

INTRODUCTION

Surface irrigation, also referred to as ‘‘flood irri-
gation,’’ is the oldest and most common method of
applying water to croplands. There are three broad
classifications: 1) basin irrigation; 2) border irrigation;
and 3) furrow irrigation. Each classification can be
distinguished on the basis of shape, slope, and field
boundaries. It is important to understand that refer-
ences to the ‘‘surface irrigation system’’ may include
more than the individually irrigated field. Specifically,
the irrigation system may consist of four subsystems,
as illustrated in Fig. 1. These are: 1) the water supply
subsystem; 2) the water delivery subsystem; 3) the
water use subsystem (field); and 4) the water removal
(drainage) subsystem.[1] Thus, the terms basin, border,
and furrow irrigation are specific configurations of the
water use subsystem. Optimizing basin, border, or fur-
row irrigation practices requires that each component
of the irrigation system be designed, constructed, main-
tained, and operated effectively.

TYPES OF SURFACE IRRIGATION SYSTEMS

The advantages and disadvantages of a specific surface
irrigation configuration depend on a number of fac-
tors. For example, the need and extent of land leveling
for furrow irrigation are much less than for basin irri-
gation. Very small or irregularly shaped fields are more
easily irrigated with basins than furrows. The infil-
tration characteristics of the soil combined with the
nature and availability of the water supply in terms
of flow rate and duration may favor one method over
another. The density and arrangement of the crop as
well as the season-to-season cropping pattern will
impact the method of applying water; and, the histori-
cal traditions of the irrigators may suggest one method
over another.

Basin Irrigation

Two typical examples of basin irrigation are shown
in Fig. 2. Basins are level fields with perimeter
dikes to prevent runoff. To distinguish them from level
borders (discussed in ‘‘Border Irrigation’’), basins tend

to be squarer in shape while level borders are more
rectangular.

The most important design parameter for basins is
the inflow rate per unit width of the basin (unit dis-
charge). Basins require a high unit discharge. Most
soils can be irrigated by basin systems although
soils with a moderate to low infiltration rate result in
the best efficiency and uniformity. Basin systems typi-
cally apply a relatively large depth of water during
irrigation and thus deep-rooted, closely spaced crops
are best suited for this type of irrigation. Crops, which
cannot be inundated for extended periods, should be
planted on raised beds or furrows.

There are three important advantages of basins:
1) they are effective and efficient methods of leaching
salts from the soil profile; 2) they are easily automated
with relatively simple flow controls at the basin inlet;
and 3) they can achieve efficiencies and uniformities
which equal or exceed those of sprinkle systems with-
out the corresponding investment in energy.

Border Irrigation

Borders are somewhat like basins though they are
rectangular or contoured fields. They typically have a
longitudinal but cannot have a lateral slope. They may
be free draining or blocked at the lower end. Fig. 3
illustrates three typical border irrigation systems.

Borders are suited for most crops and perform well
on soils with moderately low to moderately high infil-
tration characteristics. If the soil crusts easily, borders
can be furrowed, so, plants are grown on raised beds.
If the border is not diked at the lower end, substan-
tial tailwater losses may occur as illustrated in Fig. 4.
Free-draining borders exhibit high application unifor-
mities but generally are less efficient than sprinkle
systems. Blocked-end borders enjoy the same high uni-
formities and efficiencies as basins and have further
advantage of better field drainage in cases of excess
rainfall or errors in irrigation duration.

Furrow Irrigation

By ‘‘furrowing,’’ ‘‘creasing,’’ or ‘‘corrugating’’ a field
surface and then regulating a flow to each furrow,
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a field can be watered with substantially less flow and
can have slopes in both the longitudinal and transverse
directions. Water flowing in the furrow infiltrates
through the wetted perimeter and moves vertically
and laterally thereafter to refill the soil reservoir. As
noted above, furrows can be used in conjunction with
basins and borders, which should be referred to as
‘‘furrowed’’ borders or basins. A typical furrow irri-
gation system is shown in Fig. 5.

Furrows provide somewhat better flexibility in on-
farm water management, achieve the same high unifor-
mities as basins and borders, and require less land
leveling to implement. Furrow systems require more
farm labor and thus tend to be less efficient than basins
and borders. Flow rates per unit width can be substan-
tially reduced and topographical conditions can be
more severe and variable. Furrows provide operational
flexibility important for achieving high efficiencies for
each irrigation throughout a season by regulating the
flow into each furrow. It is a simple (although labor
intensive) matter to adjust the furrow stream size
to changing intake characteristics by simply changing
the number of simultaneously supplied furrows. Two
of the more common ways in which water is intro-
duced to furrows are shown in Fig. 6.

In a general situation, furrows are less efficient that
either basins or borders, primarily because of the

difficulty in setting the proper flow rate into each
furrow and thus causing either too much deep per-
colation or too much tailwater. Salts can accumulate
between furrows, which are used for a long period of
time. The additional tillage associated with construc-
tion of the furrows adds costs to the farm operation.
Finally, the danger of erosion from furrow irrigation
is higher than with either basins or borders.

IMPROVING THE OPERATION AND
MANAGEMENT OF SURFACE SYSTEMS

Walker and Skogerboe[2] describe the surface irrigation
water management in the following terms.

Even though it is the oldest and most common method
of irrigation, surface irrigation is the least amenable to
consistently high levels of performance. Of all the rea-

sons why this is so, probably none have the significance
that is associated with the uncertainty of soil infiltra-
tion rates. The rate at which water will be absorbed
through the soil surface is a non-linear process which

Fig. 1 Typical elements of a surface irrigation system.
Source: From Ref.[1].

Fig. 2 Two illustrations of common basin irrigation sys-
tems: (A) a basin in Southeast Asia; and (B) A basin in cen-

tral Utah. (Utah State University Irrigation Photo Archives.)
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varies both temporally and spatially. It is affected by

year-to-year changes in cropping patterns, cultivation,
the weathering due to climate, and many other
unknown influences. As a result, neither the irrigator
nor the engineer can accurately predict the uniformity

and efficiency of an irrigation before it occurs, parti-
cularly the first water application following planting.

There are other factors limiting surface irrigation sys-

tem performance, such as a relative lack of standar-
dized equipment for regulation and automation.
These and the intake variability noted above place
particular emphasis on the management practices

applied to surface irrigation, and the art of surface irri-
gation management is very important.

Fig. 3 Examples of border irri-
gation systems: (A) Typical

graded border irrigation system;
(B) typical level border irrigation
system; and (C) typical contour
levee or border irrigation system.

Source: From Ref.[1].

Fig. 4 Tailwater runoff under border
irrigation. (Bureau of Reclamation
Photo: www.yao.lc.usbr.gov/WaterConser/

ConservationDefined.htm.)
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There are four ways in which the operation and
management of basins, borders, and furrows can be
improved: 1) improving the management of flow and
time of cutoff; 2) precision leveling of the field surface;
3) blocking the end of the field; and 4) water recovery
and reuse.

Regulating Inflow and Time of Cutoff

The irrigator of a free-draining surface irrigation sys-
tem must balance the need for a high inflow to achieve
uniform water application against a low inflow to
minimize tailwater losses. The intake opportunity time
at the end of the field plus the time required for the
inflow to reach the end of the field dictate a unique

time of cutoff. If the inflow can be reduced (cutback)
when the water has advanced to the end of the field,
then the advantages of both a high flow during
advance and a low flow to reduce tailwater can be
met. One of the most promising ‘‘cutback’’ practices
is surge flow in which the inflow is rapidly cycled on
and off to create a ‘‘time-averaged’’ reduction in
inflow.

Precision Land Leveling

There are few practices as important to surface irriga-
tion performance as precision land leveling, grading,
or smoothing. The advent of laser guided equipment
as shown in Fig. 7 has improved land surface prep-
aration by at least an order of magnitude over historical

Fig. 6 A common method of supplying
water to furrows using siphon tubes.
(Utah State University Irrigation Photo

Archives.)

Fig. 5 A typical furrow irrigation system.
(Utah State University Irrigation Photo
Archives.)
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practices. The impact on surface irrigation uniformity
and efficiency has been very high. It is not unusual to
hear an irrigator state that the most important part of
surface irrigation is ‘‘lasering.’’

Blocked-End Systems

An alternative to reducing the inflow at the end of the
advance period as a way to reduce tailwater losses is
simply to block the end of the field and prevent the
runoff from occurring. This is a common feature of
basins and the reason for their high performance. It
is less common in borders and furrows because of
the risk of crop damage at the lower end of the field
due to lengthy ponding. With proper regulation of
inflow and time of cutoff, excessive ponding can be

prevented or an emergency drain may be necessary
to remove excessive ponding. In any event, the appli-
cation efficiency of blocked-end systems is usually
15–20% higher than free-draining systems. Blocked-
end systems should have fairly low field slopes if
ponding is a problem.

Wastewater Recovery and Reuse

In some areas, the tailwater problem can be resolved
by constructing a small reservoir at the end of the
field, capturing the runoff, and then reusing it else-
where on the farm. This is a particularly useful practice
where irrigators must control sediments, pesticides,
and fertilizer runoff as well. Fig. 8 shows a typical
tailwater pond.

Fig. 8 A typical tailwater recovery and
reuse facility. (Utah State University Irri-
gation Photo Archives.)

Fig. 7 Laser guided land leveling equip-

ment. (Utah State University Irrigation
Photo Archives.)
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CONCLUSION

Surface irrigation is critically important to the pro-
duction of the world’s food and fiber. Advances in
design, management, and field preparation have made
surface irrigation systems as efficient as alternatives
such as sprinkle irrigation. Surface irrigation is labor
intensive, but requires low energy inputs making this
method of watering crops more advantageous in devel-
oping countries than in countries like the United
States. As the world population increases over the next
two or three decades, improving the efficiency of sur-
face irrigation systems to their potential will be one

of the most important water management tasks that
arid and semiarid regions will face.
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INTRODUCTION

The substance we know as water (H2O) is actually
comprised of a number of isotopes of O and H. Iso-
topes are atoms that have the same number of protons
and electrons, and therefore the same basic chemical
properties, but differ in their mass. Their differences
in mass arise due to different numbers of neutrons
within their nucleus. Isotopes can be stable or radioac-
tive, and can be both naturally occurring and man-
made. Six different isotopes of hydrogen and oxygen
are found in nature (Table 1).

BACKGROUND

The heavy isotopes of oxygen (17O and 18O) were dis-
covered by Giaugue and Johnston.[2] Shortly there-
after, an isotope of hydrogen (2H) was discovered by
Urey, Brickwedde, and Murphy[3] for which Urey
received the Nobel prize. The isotope was called deu-
terium and is often written as D. A third isotope of
hydrogen (3H, tritium), postulated to exist in 1931,
was detected in natural waters in 1950.[4,5]

All of the above isotopes are stable, except for tri-
tium (3H), which is radioactive and decays yielding a
b� particle to form 3He. The half-life of tritium is
12.43 yr. Tritium is produced naturally in the upper
atmosphere by reaction with cosmic radiation to
produce�0.25 atoms cm�2 sec�1.[6] Substantially higher
amounts of 3H were released to the atmosphere with the
above-ground nuclear weapons testing of 1953–1962
that ended with the nuclear test ban treaty ratified in
1963. The peak concentration of 3H in precipitation
reached levels shortly before the treaty as high as
10�12% or 1000 � higher than concentrations from
natural cosmogenically produced 3H.[7]

The above isotopes can form a total of 18 different
species of water, with the natural abundance of the 4
major species given in Table 2.

While the above isotopes of water are chemically
essentially the same, there are nevertheless subtle dif-
ferences in their physical and chemical properties.
For example, the density of water is influenced by
its isotopic composition. ‘‘Light’’ or normal water
(1H2

16O) has a lower atomic weight, and therefore also

a lower liquid density than ‘‘heavy water’’ (2H2
16O or,

more simply, D2O) (Table 3). The temperature at
maximum density, boiling point, vapor pressure, and
freezing point are also dependent upon the isotopic
composition and mass of water (Table 3).

Viscosity is also higher for the heavier isotopes of
water (e.g., the viscosity of D2O at 25�C is 1.095 cP,
while that for 1H2

16O is 0.890 cP). Moreover, intramo-
lecular vibrational frequencies, which are influenced
by mass of the atoms forming a chemical bond, are
also sensitive to the isotopic composition of water.
Thus, ‘‘heavy water’’ (2H2

16O or, more simply, D2O)
exhibits lower frequencies of vibration than ‘‘light
water’’ (1H2

16O).
The above noted differences in vapor pressure

between different isotopes of water have implications
for the partitioning of isotopes between the gas and
liquid phases. That is, since ‘‘light’’ molecules of water
(1H2

16O) are more volatile than those containing a
heavy isotope, molecules evaporating from water are
enriched in ‘‘light’’ isotopes and depleted in the heavier
isotopes. The relative enrichment or depletion in heavy
isotopes is commonly expressed as a d-value (in F or
parts per thousand/per mil), defined as:

dðFÞ ¼ Rx

Rref
� 1

� �
� 1000

where R denotes the abundance ratio of the heavy to
light isotope (e.g., 2H/1H), and Rx and Rref are the
ratios in the sample and the reference standard. The
reference for oxygen and hydrogen isotopes in water
is taken to be the so-called VSMOW or Vienna Stan-
dard Mean Ocean Water. As a result, water evaporated
from the ocean is depleted by �12F–15F in 18O
(denoted d18O) and by �80F–120F in 2H relative to
the source ocean water.

Subsequent cooling and condensation of water
vapor evaporated from the ocean preferentially
removes the less volatile, heavy isotopes of water.
Thus, clouds and precipitation are enriched in the
heavy isotopes of water, while the remaining vapor is
depleted in 2H and 18O. Moreover, the temperature
of formation of droplets and precipitation also influ-
ences the isotopic composition of rain.[8] Thus, winter
precipitation is depleted in heavy isotopes relative to
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summer, high latitude precipitation is depleted relative
to that formed at lower latitudes, and high altitude pre-
cipitation is depleted in heavy water relative to that
formed at lower altitudes. These differences have been
exploited in a wide range of hydrological, geological,
and environmental studies.

ENVIRONMENTAL APPLICATIONS OF
ISOTOPE ANALYSES

Hydrological Studies

The history, age, and pathway of water within the
hydrologic cycle can be inferred from the relative
abundance of 2H, 3H, and 18O in water. The isotopic
composition of groundwater can be used to determine
recharge to an aquifer, including the source area and
rate of recharge. The source area can be identified by
the 2H and 18O concentrations in the groundwater
and correlating them with the altitude at which precipi-
tation infiltrated the soil. For example, Friedman and
Smith[9] reported an �40F decrease in 2H for every
1000 m increase in altitude on the west slope of the
Sierra Nevada range in California. This trend, along
with the so-called ‘‘Continental Effect’’ is shown for
the western United States in Fig. 1.[10]

The mechanism for the ‘‘Continental Effect’’ is the
same as that for altitudinal effects, that is, the raining
out of heavier isotopes, leaving vapor and subsequent
precipitation isotopically lighter as one moves inland.

In a somewhat different way, the rate of recharge
can be estimated by quantifying the tritium concen-
trations in the subsurface. Specifically, a peak 3H

concentration associated with nuclear weapons test-
ing would correspond to �1962, and thus its location
beneath the land surface would yield a travel distance
over approximately 40 yr. For example, Cook et al.[11]

have used observed 3H transport to estimate effective
unsaturated hydraulic conductivities and recharge
rates within arid zone soils in Australia.

The rate of movement of nutrients, pesticides, and
other chemicals within the subsurface has also been
quantified in laboratory and field experiments through
co-application of 3H2O. The breakthrough or trans-
port of the chemical relative to that of tritiated water
provides a direct measure of chemical transport and
the extent of reaction and retardation within the soil.
For example, Gupta, Destouni, and Jensen[12] recently
compared phosphorus and tritium transport in struc-
tured soil and found that 60%–100% of the water flow
was associated with 25%–40% available flow paths.
Moreover, preferential flow increased phosphorus
mass transport by 2–3 � than without preferential
flow. It should be noted, however, that such studies
require careful consideration of safety and other issues.

Paleoclimate and Climate Change Studies

The relative differences in vapor pressure of heavy and
light water and the temperature induced differences
in isotopic composition of water referred to above
make it possible to infer past climatic conditions. For
example, Johnsen et al.[13] used 18O composition of
ice cores from Antarctica and Greenland to estimate
climatic conditions over the past �100,000 yr. Their
study clearly shows colder temperatures from about
70,000 yr to 12,000 yr before present (B.P.), corre-
sponding with the Wisconsin glaciation (Fig. 2).

Table 1 Isotopes of hydrogen and oxygen

Isotope Weight (amu) Natural abundance (wt %)

1H 1.0078 99.970
2H 2.0141 0.030
3H 3.0160 10�15

16O 15.9949 99.732
17O 16.9991 0.039
18O 17.9992 0.229

Source: From Ref.[1].

Table 2 Natural abundance of isotopes of water

Species Natural abundance (%)

1H2
16O 99.728

1H2
18O 0.200

1H2
17O 0.040

1H2H16O 0.032

Source: From Ref.[1].

Table 3 Some properties of different isotopes of water

Species Densitymax (kg m�3) Temperature at densitymax (�C) Boiling point (�C) Freezing point (�C)

1H2
16O 999.97 3.984 100.0 0.0

2H2
16O 1106.00 11.185 101.4 3.8

1H2
18O 1112.49 4.211 NA NA

3H2
16O 1215.01 13.403 NA NA

Source: From Ref.[1].
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The paleotemperatures of the ancient oceans have
been estimated from the oxygen isotope distribution
between CaCO3 and water.[14] That is, CaCO3 is
enriched in 18O relative to ocean water. Moreover,
the relative enrichment, as with other isotopic fraction-
ation reactions, is dependent upon the temperature at
which it formed. Thus, the 18O content of CaCO3 pro-
vides a record of the ocean temperature at the time
it was laid down. Such analyses have demonstrated
significant variations in the ocean temperature over
the past 700,000 yr.[15] Analyses by Woodruff, Savin,
and Douglas[16] show greater variations over the past
�20 million yr.

Paleoclimatic information on the continents is avail-
able from the 18O signature of biogenic apatite[17] and
CaCO3 deposits in caves.[18] The d18O values of snail
shells have also been used.[19]

The isotopic composition of rocks and minerals also
provides important information about the conditions
at the time of their formation or alteration. For
example, the clay minerals in soils over large regions
of the United States formed during the Tertiary period
under warmer conditions than those of the present.[20]

Furthermore, limestone deposited in freshwater envi-
ronments is depleted in 18O relative to those formed

in marine settings, reflecting differences in the 18O
status of the two types of waters.
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INTRODUCTION

To understand a field of study, you must read its litera-
ture, including the bulwark of any discipline, its schol-
arly journals. Capturing the breadth of hydrologic
sciences literature that addresses agricultural issues
requires exploring a variety of journals. While there
may be overlap in topical coverage, each journal fills
a particular subject matter and readership niche. This
article focuses on key journals in the hydrologic
sciences, especially those covering agricultural issues.

OVERVIEW OF JOURNALS

Scholarly journals are a means of sharing information
in a given field. Journals serve to expand the knowl-
edge base of a subject. Journal articles in hydrologic
science—a multidisciplinary field that focuses upon
the occurrence, movement, and properties of water—
describe experimental studies and their implications,
discuss theoretical approaches or analyze the rami-
fications of public policy. A special type of journal
article—the literature review—synthesizes the find-
ings of seminal publications on a given topic. A lit-
erature review, like other journal articles, includes a
list of publications referenced in the article. Journals
may also publish commentaries or letters to the editor
on issues relevant to the field or on previously pub-
lished articles.

Journal articles are written by researchers from
academia, government, and the private sector. Published
articles are often viewed as a measure of professional
productivity. Institutions gain prestige when their
employees’ articles are published in respected scholarly
journals.

People who need to stay abreast of developments in
their fields read or review scholarly journals and arti-
cles of interest. Researchers learn about advancements
in experimental techniques or theories. Reported find-
ings and methodologies influence how researchers
approach their own scientific inquiries. Educators

acquire information to keep their courses current.
Decision makers obtain unbiased scientific bases for
recommending or implementing actions. Undergrad-
uate and graduate students gain knowledge in their
fields by reading and studying scholarly articles.

Most journals in the hydrologic sciences are pub-
lished by either commercial scientific publishers or
professional societies. Publication schedules vary, as
do subscription prices. Online versions of journals
are increasingly available. Publishers often allow non-
subscribers online access to tables of contents,
abstracts, or sample issues. Libraries at institutions with
departments involved with hydrologic sciences have
print and/or online subscriptions to relevant journals.

SPECIFIC HYDROLOGIC SCIENCE JOURNALS

Table 1 lists hydrologic science journals that are
important for the agricultural sector. These journals
cover hydrologic science issues beyond agriculture,
but they publish many agriculturally related articles.
There are journals for hydrologic sciences in addition
to those listed in Table 1, but they have less relevance to
agriculture.

Relevant articles concerning water resources and
agriculture can also be found in broader environmental
publications and in the agricultural literature. See
Tables 2 and 3 for a sampling of germane journals in
these fields. In addition, journals in fields such as
meteorology, climatology, limnology, aquatic biology,
and forestry are sources of related information.

Tables 1–3 also provide the World-Wide-Web
address of each journal’s publisher. Visit the Web sites
of the respective journals to obtain detailed infor-
mation about each journal, including frequency of
publication, subscription cost, and scope of coverage.
Most journals also provide this information in each
issue. Indexes to journal articles are usually published
in the last issue of a volume. Articles can also be
located by using abstracting and indexing services such
as the Water Resources Abstracts and AGRICOLA
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databases. There is a trend for online indexes to
hyperlink directly to journal articles when those
articles are available electronically.

Reference directories, such as Ulrich’s Interna-
tional Periodicals Directory and the Serials Direc-
tory: An International Reference Book, available in
paper or online at many libraries, are other good
sources of information on particular journals. These
directories are also useful for finding information
about journal name or publisher changes.

Additional information about several journals rep-
resentative of the literature is provided below. These
journals were recommended by knowledgeable profes-
sionals working in various areas of water resources and
agriculture. The brief descriptions are based on reviews
of recent issues and information published in the jour-
nals and their respective Web sites. See these sources
for additional information.

Examples of Journals for Hydrologic Sciences
Covering Agricultural Issues

Agricultural Water Management: an international
journal. 1977–present. 15/yr. Elsevier Science BV,
P.O. Box 211, 1000 AE Amsterdam, Netherlands.
http://www.elsevier.com/. ISSN: 0378-3774.

Readers of this international journal include agri-
cultural engineers, agricultural hydrologists, and
agronomists. Research articles on various aspects of

irrigation are a major theme of the journal. Other areas
covered include drainage, erosion, and water quality.
Theme issues, such as ‘‘The Use of Water in Sustain-
able Agriculture,’’ are occasionally published.

Journal of the American Water Resources Association.
1965–present. Bi-monthly. American Water Resources
Association, P. O. Box 1626, Middleburg, VA 20118-
1626. http://www.awra.org/. ISSN: 0043-1370.

Formerly known as the Water Resources Bulletin,
the main focus of this journal is on water resources
management issues of broad interest. The journal orga-
nizes articles under one of three categories: ‘‘Dialogue
on Water Issues,’’ ‘‘Technical Papers,’’ and ‘‘Discus-
sion Papers’’ (and replies). Articles in the ‘‘Dialogue’’
section cover policy and critical management issues.
The ‘‘Technical’’ section contains articles on subjects
such as phosphorus and wetlands, stream channel
instability, and artificial neural networks for subirri-
gation systems. Comments on earlier articles are
published in the ‘‘Discussion’’ section, along with
replies from the original author(s). Special issues,
such as ‘‘Water Resources and Climate Change,’’ are
sometimes published. Impact is a sister publication of
the journal that focuses on a single theme for each
issue. Articles address timely issues for water resource
professionals.

Journal of Hydrology. 1963–present. 56/yr. Elsevier
Science BV, P.O. Box 211, 1000 AE Amsterdam,
Netherlands. http://www.elsevier.com/. ISSN: 0022-1694.

Table 1 Journals for hydrologic sciences (important for agriculture) with web addresses of publishers

Journal title Publisher Web address

Advances in Water Resources www.elsevier.com/

Agricultural Water Management www.elsevier.com/

Groundwater www.ngwa.org/

Groundwater Monitoring and Remediation www.ngwa.org/

Hydrological Processes www.interscience.wiley.com/

Journal of the American Water Resources Association www.awra.org/

Journal of Contaminant Hydrology www.elsevier.com/

Journal of Geophysical Research-Atmosphere www.agu.org/

Journal of Great Lakes Research www.iaglr.org/

Journal of Hydraulic Research www.iahr.org/

Journal of Hydrologic Engineering www.pubs.asce.org/

Journal of Hydrology www.elsevier.com/

Journal of Soil and Water Conservation www.swcs.org/

Journal of Water Resources Planning and Management www.pubs.asce.org/

Water Environment Research www.wef.org/

Water Research www.elsevier.com/

Water Resources Research www.agu.org/

Water Science and Technology www.iwap.co.uk/

Wetlands www.sws.org/
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This journal, with U.S. and international editors,
publishes highly technical research papers, and com-
prehensive reviews in the hydrologic sciences. Topics
include the ‘‘physical, chemical, biogeochemical, sto-
chastic and system aspects of surface and groundwater
hydrology, hydrometeorology, and hydrogeology.’’
Articles may be of an empirical, theoretical, or applied
focus. Theme issues are sometimes published.

Journal of Soil and Water Conservation. 1946–
present. Quarterly. Soil and Water Conservation
Society, 7515 N. E. Ankeny Rd., Ankeny, IA 50021.
http://www.swcs.org/. ISSN: 0022-4561.

Published by a professional society whose members
include soil and water conservation professionals,
researchers, planners, educators, administrators, and
others, this journal focuses on the conservation,
improvement and sustainable use of soil, water and
related natural resources worldwide.

Journal issues contain primarily ‘‘Features’’ and
‘‘Research’’ articles. The former are overview and

synthesis articles, including literature reviews, while
the latter report on specific research studies. Articles
in both sections address a broad range of soil and water
conservation topics and include articles focussing on
social sciences and economics. The general emphasis
of the journal is on agricultural and other rural lands.
The journal also publishes commentaries from readers,
a listing of future conferences and some advertise-
ments, including employment opportunities. A less tech-
nical, magazine-style sister publication, Conservation
Voices, also covers soil and water conservation topics.
In January 2002, Conservation Voices and the Journal
of Soil and Water Conservation will be merged into a
single journal published six times a year.

Water Resources Research. 1965–present. Monthly.
American Geophysical Union, 2000 Florida Ave.
N. W., Washington, DC 20009. http://www.agu.org/.
ISSN: 0043-1397.

This is an interdisciplinary journal that covers
research in the social and natural sciences related to

Table 2 Environmental journals covering water-related topics (important to agriculture) with web addresses of publishers

Journal title Publisher Web address

Agriculture, Ecosystems and Environment www.elsevier.com/

AMBIO ambio.allenpress.com/

Aquatic Toxicology www.elsevier.com/

Archives of Environmental Contamination and Toxicology www.springer-ny.com/

Bulletin of Environmental Contamination and Toxicology www.springer-ny.com/

Chemosphere www.elsevier.com/

Critical Reviews in Environmental Science and Technology www.crcpress.com/

Ecotoxicology www.wkap.nl/

Ecotoxicology and Environmental Safety www.academicpress.com/

Environmental Management www.springer-ny.com/

Environmental Monitoring and Assessment www.wkap.nl/

Environmental Pollution www.elsevier.com/

Environmental Science and Technology www.pubs.acs.org/

Environmental Toxicology www.interscience.wiley.com/

Journal of Environmental Economics and Management www.academicpress.com/

Journal of Environmental Engineering www.pubs.asce.org/

Journal of Environmental Management www.academicpress.com/

Journal of Environmental Quality www.agronomy.org/

Journal of Environmental Science and Health, Part A-Toxic/Hazardous
Substances and Environmental Engineering

www.dekker.com/

Journal of Environmental Science and Health, Part B-Pesticides,
Food Contaminants, and Agricultural Wastes

www.dekker.com/

Journal of Range Management www.srm.org/

Journal of Toxicology and Environmental Health—Part A www.tandf.co.uk/

Journal of Toxicology and Environmental Health—Part B: Critical Reviews www.tandf.co.uk/

Nature www.nature.com/

Science of the Total Environment www.elsevier.com/

Water, Air and Soil Pollution www.wkap.nl/
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water. The journal publishes articles in scientific
hydrology covering the biological, chemical, and
physical sciences as well as economics, sociology,
and law.

There are deputy editors for erosion, sedimentation,
and geomorphology; geochemistry and geobiology;
groundwater; surface water; vadose zone; and water
policy, economics and systems analysis. Many articles
are theoretical.

Examples of Environmental Journals that
Cover Water and Agriculture

Agriculture, Ecosystems and Environment. 1974–
present. 15/yr. Elsevier Science BV, P.O. Box 211,
1000 AE Amsterdam, Netherlands. http://www.
elsevier.com/. ISSN: 0167-8809.

Covering the interface between agriculture and the
environment, Agriculture, Ecosystems and Environ-
ment promotes interdisciplinary approaches to
research. The journal is aimed at scientists studying
many aspects of agricultural ecosystems. Papers in this
journal have covered topics such as water availability
and use, non-point-source pollution, and seasonal
flooding. Special issues are occasionally published,
including an issue on sustainable land management.

Agriculture, Ecosystems and Environment is an
amalgamation of two earlier journals, Agro-Ecosystems
and Agriculture and Environment. A section of
Agriculture, Ecosystems and Environment is currently
published as Applied Soil Ecology. Both journals are
included in the same subscription.

Journal of Environmental Quality. 1972–present.
Bi-monthly. American Society of Agronomy, 677 S.
Segoe Rd., Madison, WI 53711. http://www.agronomy.
org/. ISSN: 0047-2425.

The professional societies, American Society of
Agronomy, Crop Science Society of America and
Soil Science Society of America, cooperatively publish
the Journal of Environmental Quality. The journal
contains research and review articles on topics cover-
ing agricultural and natural ecosystems. A section of
the journal, headed ‘‘Environmental Issues,’’ contains
articles from ‘‘a combination of scientific, political,
legislative, and regulatory perspectives.’’

Water, Air, and Soil Pollution: An International
Journal of Environmental Pollution. 1971–present.
32/yr. Kluwer Academic Publishers, P.O. Box 17,
Dordrecht, 3300 AA, Netherlands. http://www.wkap.nl/.
ISSN: 0049-6979.

All aspects of the biological, chemical, and physical
processes of environmental pollution are covered by
this interdisciplinary journal. Water, Air, and Soil Pol-
lution includes articles on wastewater irrigation, forest
management, and nitrate depletion. Other papers
published in the journal include those describing
methods used to study and measure environmental
pollutants.

Examples of Agricultural Journals that Cover
Hydrologic Sciences

Journal of Irrigation and Drainage Engineering.
1956–present. Bi-monthly. American Society of Civil

Table 3 Agricultural journals that often cover water-related topics with web addresses of publishers

Journal title Publisher Web address

Advances in Agronomy www.academicpress.com/

Agronomy Journal www.agronomy.org/

American Journal of Agricultural Economics www.aaea.org/

American Journal of Alternative Agriculture www.winrock.org/

Applied Engineering in Agriculture www.asae.org/

Irrigation and Drainage www.interscience.wiley.com/

Irrigation Science www.springer-ny.com/

The Journal of Agricultural Science www.journals.cambridge.org/

Journal of Irrigation and Drainage Engineering www.pubs.asce.org/

Nutrient Cycling in Agroecosystems www.wkap.nl/

Poultry Science www.poultryscience.org/

Soil Science Society of America Journal www.soils.org/

Soil and Tillage Research www.elsevier.com/

Swedish Journal of Agricultural Researcha N/A

Transactions of the ASAE www.asae.org/
aNote: Ceased publication in 1998.
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Engineers, 1801 Alexander Graham Bell Dr., Reston, VA
20191. http://www.pubs.asce.org/. ISSN: 0733-9437.

This journal covers research on ‘‘engineering
hydrology, irrigation, drainage, and related water
management subjects, such as watershed manage-
ment, weather modification, water quality, ground-
water, and surface water.’’ Articles appear in three
categories: ‘‘Technical Papers’’ discuss experimental
results and conclusions or analytical approaches to
water management problems. Shorter articles, or
reports of preliminary research results, are published
in ‘‘Technical Notes.’’ The ‘‘Discussion’’ section con-
tains short pieces that offer substantive comments on
previously published papers and includes a closure
response from the original author(s). The journal was
formerly known as the Journal of the Irrigation and
Drainage Division, Proceedings of the American
Society of Civil Engineers.

Soil Science Society of America Journal. 1936–
present. Bi-monthly. Soil Science Society of America,
677 S. Segoe Rd., Madison, WI 53711. http://
www.soils.org/. ISSN: 0361-5995.

The table of contents for this journal, formerly Soil
Science Society of America Proceedings, divides the
articles into several different subject categories. While
the section on ‘‘Soil and Water Management and
Conservation’’ contains articles most relevant to
hydrologic science, other sections may also contain
water-related articles.

Articles primarily describe and discuss different
aspects of soil science research. Comments on specific
articles or other soil science topics are also published,
as are the occasional invited essay or review. A list of
new soil science books is sometimes published.

Transactions of the ASAE. 1958. Bi-monthly.
American Society of Agricultural Engineers, 2950
Niles Rd., St. Joseph, MI 49085-9659. http://www.
asae.org/. ISSN: 0001-2351.

Each issue in this journal, from ASAE—the pro-
fessional society for engineering in agricultural, food,
and biological systems—contains a soil and water sec-
tion. Articles cover a range of water-related topics such
as water flow in riparian areas, irrigation efficiency,
and nitrate leaching. Topics are approached from vari-
ous perspectives including computer modeling, engi-
neering design, and scientific investigation. Resource
is a magazine by ASAE that occasionally publishes
articles or short news pieces covering water and agri-
culture issues.
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Karst Aquifers

John Van Brahana
Division of Geology, Department of Geosciences, University of Arkansas,
Fayetteville, Arkansas, U.S.A.

INTRODUCTION

Karst aquifers are water-bearing, soluble rock layers at
or near the earth’s surface in which groundwater flow
is concentrated along secondarily enlarged fractures,
fissures, conduits, and other interconnected openings.
They are formed by the chemical dissolving action of
slightly acidic water on highly soluble rocks, most
notably limestone and dolomite, and to a lesser degree,
gypsum, anhydrite, and halite. For the processes of
karst to be active, water must dynamically circulate
through these soluble rocks—exposing the rock to
interaction with water and enabling transport of
solutes, and the water must be undersaturated with
respect to the chemical constituents of the rock—
enabling dissolution to occur. This interplay of flow
(hydrology) and dissolution (geochemistry) removes
rock, creating increasingly larger voids along the path-
ways the water follows through time. Karst aquifer
development commonly results in distinctive land-
forms, but visible surface features are not an essential
attribute of karst, because in many instances, the sur-
face features may be covered by soil or regolith.
Although karst and karst aquifers most commonly
are recognized as having distinctive landforms and top-
ography (e.g., closed depressions, sinkholes, sinking
streams, dry valleys, caves, dissolutionally enlarged
joints or bedding planes, grikes, karren, and springs),
these are indicators of karst rather than definitive
elements. Whereas most karst areas express part or
all of these features, the key essential element of the
karst definition must include ‘‘distinctive subsurface
hydrology,’’[1] characterized by secondarily enlarged
flow pathways. Other distinctive hydrology compo-
nents include a high degree of interconnectivity
between surface and groundwater, relatively rapid
groundwater flow, great areal and temporal variability
of aquifer properties, numerous springs, great suscep-
tibility for contamination from human and natural
activities at the land surface, and lack of filtration
and attenuation of contamination. Water-bearing
rocks with these attributes are likely karst aquifers if
they are highly soluble, even if no karst landforms
are present.[1]

Karst aquifers are widespread and intensively uti-
lized. Their worldwide occurrence ranges from 12%

to 25% of the earth’s surface.[1–4] About 25% of the
world’s population is estimated to rely on freshwater
supplies from these aquifers.[3] Fig. 1 shows the domi-
nant regional karst aquifers in the United States in
terms of water use, well yields, and spring discharge.[4]

Globally, karst aquifers comprise important water
resources in, e.g., southern China, southeast Asia,
western Europe and the Mediterranean basin, and
the Caribbean islands.

MAJOR SOURCES OF KARST INFORMATION

Karst-forming processes can be some of the most
dynamic, erosive forces that counterbalance the uplift-
ing forces of tectonics.[5] Karst can be responsible for
the most active surface water/groundwater interac-
tions of all aquifer types.[6] Coupled with more than
60 controlling influences (e.g., lithologic, structural,
hydrologic, geochemical, and geomorphic), these pro-
cesses result in the most variable hydrogeology within
a single aquifer type of all the earth’s rocks.[7] These
facts notwithstanding, the hydrology of these aquifers
is not unpredictable. Refs.[2,3,8–20] synthesize the cur-
rent state of understanding of the hydrology of karst
aquifers as well as numerical simulation as a hydroge-
ologic tool. Websites include the National Speleological
Society,[21] the Karst Waters Institute,[22] and the Karst
Commission of the International Association of
Hydrogeologists.[23,24]

UNIQUE ATTRIBUTES OF KARST AQUIFERS

Notable differences between karst and porous media
aquifers are: groundwater flow is commonly turbulent
in karst, and Darcy’s law is not appropriate for quanti-
fication in a karst aquifer, except at large scales exceed-
ing several kilometers; groundwater in karst aquifers
contains multiple components of flow types, a mix of
fastflow and slowflow conditions from the epikarst,
the vadose zone, and the phreatic zone; fastflow in
karst aquifers dominates advective transport; fastflow
paths in karst aquifers are difficult to predict without
tracing studies; the interaction between surface water
and groundwater in karst lands is more pronounced
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than in non-karst terrane; allogenic recharge to karst
aquifers by subsurface capture of streamflow derived
outside of the groundwater basin is common in karst;
spring recharge boundaries in karst commonly do not
coincide with surface water boundaries; karst aquifers
generally exhibit a much wider range of variability of
hydraulic characteristics than porous media aquifers
(Table 1); hydraulic characteristics can vary areally,
in orientation, and temporally, increasing as dis-
solution progresses, and decreasing as deposition of
insoluble sediments occur or chemical precipitation
occludes zones of enhanced permeability; karst aqui-
fers commonly have greater hydraulic conductivity
but lower storativity than comparably sized non-karst
aquifers; water quality in karst aquifers varies tempo-
rally, a result of mixing from the different flow compo-
nents; karst aquifers typically have more permeable,
open flow systems, and less chance for filtration and

solute retardation; karst aquifers are generally more
prone to contamination; karst aquifers tend to con-
centrate and accumulate flow, whereas porous-media
aquifers tend to retain diffusive conditions; springs
integrate flow from all parts of a karst aquifer; springs
and cave streams are excellent locations to sample
characteristic water quality from a karst aquifer; and
wells are not a representative way to sample karst
aquifers, unless it has been documented that the wells
intersect the zones of fastflow.

FACTORS CONTROLLING THE FLOW OF
GROUNDWATER IN KARST AQUIFERS

The laws of physics that govern the flow of ground-
water in other aquifers apply equally to karst (water
flows from areas of high energy to areas of low energy).
Groundwater obeys the laws of thermodynamics,
always following the path of least resistance.

While all factors responsible for the creation of a
karst aquifer are important (Table 2), there is a general
hierarchy of relative importance of geologic factors as
they affect karst aquifer formation. From most impor-
tant to less important, one version of this ranking
follows.[7] Lithology of the hydrogeologic framework
of aquifers and confining beds, including bulk chem-
ical purity, grain size, original porosity and permea-
bility inherited from early diagenesis, layer thickness,
sequence thickness, caprock integrity and strength,
and vertical variability in permeability, plays an essen-
tial role in karst aquifer formation. Simply stated, if no
soluble rocks exist, there is no karst. As well as defining
the aquifer potential of the rock matrix to be dissolved,

Table 1 Comparison of typical flow and hydraulic characteristics of karst aquifers

Rock type

Primary porosity

and permeability

Secondary porosity

and permeability Flow regime Discharge from large springs

Cavernous
limestone

Low porosity low
average but highly
variable permeability

Low porosity anisotropic;
huge permeability in
conduits, very low
permeability in rock mass

Laminar to turbulent,
if deeply buried, may
be stagnant

Regional aquifers > 103 L sec�1

at major springs

Chalk High porosity, low

permeability,
intergranular

Usually not significant,

usually undeveloped
regionally, jointing can
be important

Usually stagnant, very

sluggish, commonly only
local if at all

Commonly confining layers—

>103 L sec�1 or less; 0 L sec�1

is common, may be local
aquifer if fractured

Dolomite Low porosity, low

to moderate
permeability

Variable from diagenetic

pin-point porosity to
conduit flow. Joints and
faults can be important

Variable usually laminar,

can be turbulent to
sluggish

Vary from confining layers to

regional aquifers: 101 to
102 L sec�1

Marble Very low, essentially

none

Significant if jointed or

fractured, solution conduits
can develop if flow system
complete

Usually laminar where

secondary permeability
developed—can be variable,
turbulent to sluggish

Typically local aquifers yield

102 to 101 L sec�1, 0 is common

Source: Adapted from Ref.[7].

Fig. 1 Distribution of karst aquifers in the U.S. Source:
From Ref.[4].
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lithologic factors influence the anisotropy and hetero-
geneity of the rock mass, and define zones potentially
more permeable and therefore more favorable for
flow. For given groundwater conditions, there is a pre-
ferential pathway of flow, one that successfully captures
increasingly large volumes of flow in the karst system
at the expense of other competing pathways. Structural
and tectonic factors, including brittle fracture and fold-
ing processes, uplift, tilting, and metamorphism, can be
very important in karst aquifer development.[2,3,7,9]

Structural processes not only influence the orientation
of preexisting permeability zones through folding, tilt-
ing, and uplift, they also create new pathways in the
form of secondary rock fractures (such as joints and
faults), both in confining beds and aquifers. Under
the extreme conditions of metamorphism, structural
processes can obliterate previous permeability by
recrystallizing carbonate aquifers into marble. The
role of structure in creating vertical short circuits
along subsurface flowpaths is almost as important as

Table 2 Geologic factors, processes and controls that affect porosity and permeability of karst aquifers

Factor Processes Controls General influence

Diagenetic Compaction Original porosity and permeability;
original mineralogy; grain size/
surface area; proximity to sea
level (uplift or burial); volume and

rate of water movement; fluid
chemistry: pH, pCO2 salts in
solution; temperature, pressure

Influences initial distribution of
porosity and permeability of
indurated rock mass. Many of these
are geochemical in nature; they occur

very early in the history of the rock

Cementation
Pressure solution
Solution (includes
recrystallization,

inversion,
micritization)

Geochemical Solution

(dissolution)

Groundwater flux; original porosity

and permeability; mineralogy; fluid
chemistry: pH, pCO2, salts in solution,
temperature, pressure, mineral-water
saturation

Influences later development of

porosity and permeability; influences
water chemistryDolomitization

Dedolomitization
Precipitation
Sulfate reduction

Redox

Lithologic-
stratigraphic

Layer thickness; sequence thickness;
variability in texture (vertical);
variability in permeability (vertical);
original porosity and permeability

inherited from diagensis; bulk
chemical purity; grain size

Influences anisotropy of rock mass,
thereby resulting in zones potentially
more permeable if other geologic
factors are favorable

Structural-
tectonic

Uplift Fracture density; openness of fractures;
layer (permeability) orientation

Influences orientation of
permeability zones.Tilting

Influences integrity of confining

layers. In extreme instances
(metamorphism), influences
existence of permeability zones

Folding

Jointing
Faulting
Metamorphism

Hydrologic Dynamic
groundwater

Climatic—temperature; climatic—
precipitation; depth of circulation;

location of boundaries; existence
of complete flow systems; flux; initial
anisotropy–vertical variation; springs;
surface water/groundwater relation;

recharge; hydraulic gradient; size of
groundwater basin

Influences existence of flow
systems. Influences rate of flow

system evolution

Weathering
geomorphic

Infilling (fluvial
and glacial)

Topography; relief; soil development
by sedimentation; cap rock; degree of

karstification; base level; surface slope

Influences development of flow
systems.

Unloading Influences destruction of permeability.
Influences shallow porosity–
permeability development

Historical geologic–

chronologic

Sequence of events; duration

of events

Influences stage of development of

specific permeability zones

Source: From Ref.[7].
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lithology, but the dimensions are typically smaller by
several orders of magnitude, and structure is ranked
lower only for this reason. Other factors (Table 2), includ-
ing hydrologic, geochemical, diagenetic, weathering-
geomorphic, and historical geologic–chronologic
influences,[7] can be important at a local scale, but owing
to the extensive variability of karst aquifers, their role
and influence is not ubiquitous regionally.

SINKHOLE FLOODING

Sinkhole flooding is a common problem around karst
aquifers, especially in areas where there is rapid devel-
opment by humans. Construction in a watershed
locally modifies the hydrologic budget, inhibiting infil-
tration in some areas, diverting infiltration to overland
flow which is in turn pirated underground at focused
recharge points elsewhere. When storms generate more
discharge than the karst aquifer can transmit, water
levels in the aquifer rise rapidly. Unlike surface streams
that have wide flood plains, karst aquifers have rela-
tively narrow, confined boundaries within the rock.
The water level of these aquifers reflects the least-
constrained dimension, and when more flow is intro-
duced than can pass, water levels rise precipitously
(>100 ft), and flood low-lying areas of the karst flow
system. Some flood-prone sinkholes are miles from
the nearest surface stream or flood plain, and property
owners may not realize they are at risk until a flood
occurs.[20]

CAVITY COLLAPSE, SUBSIDENCE, AND
OTHER ENGINEERING AND
CONSTRUCTION PROBLEMS

Collapse of cave passages, underground voids, and
more commonly, collapse of the soils and sediments
overlying karst bedrock is a natural process that occurs
in response to the continual evolution of the enlarging
karst ground water-flow system. This process is exacer-
bated by human activity, including rapid lowering or
raising of the water level, changes in runoff chemistry
(pH), increased vibrations, and loading the land above
the aquifer with buildings and other massive struc-
tures. Highways, bridges, dams, buildings, cars, and
homes have been lost as karst rocks equilibrate to
the loads they support. Millions of dollars in construc-
tion have been spent repairing cracks, filling openings,
grouting leaks, and otherwise restoring the structures.
The most catastrophic sinkhole event in recorded his-
tory occurred in December 1962 in West Driefontein,
South Africa. Twenty-nine lives were lost by the sud-
den disappearance of a building into a huge sinkhole
that measured more than 180 ft across.[4] Loss of life

is not common, but this incident reflects the dynamic,
rapid changes that are associated with water resources
and hydrogeologic framework in areas underlain by
soluble rocks.

CONCLUSION

Karst aquifers occur beneath a significant portion of
the earth’s surface (from 12% to 25%, depending on
one’s definition of karst). Karst aquifers are more
highly soluble than other rock types, and most com-
monly include limestones, dolomites, marbles, and
evaporites. In fact, given enough time, karst-like dissol-
ution features have been observed in most lithologies.
Karst aquifers are unique compared to porous media
aquifers in that they are highly variable in water trans-
mission properties, and if flow is concentrated along
focused pathways, and the water in the aquifer is
aggressive, these aquifers evolve, flowpaths become
enlarged, and rapid movement of groundwater
becomes the norm. Karst aquifers are more easily con-
taminated than porous media aquifers; attenuation of
contamination in these aquifers typically is minimal,
owing to significantly reduced surface area of solid
aquifer/water contact Collapse of the cave passages,
underground voids, and more commonly, collapse of
the soils and sediments overlying the soluble bedrock
is a natural process, and the resulting topography
that overlies these aquifers typically is characterized
by internally drained depressions called sinkholes
(dolines).
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Karst Aquifers: Water Quality and Water Resource Problems

John Van Brahana
Division of Geology, Department of Geosciences, University of Arkansas,
Fayetteville, Arkansas, U.S.A.

INTRODUCTION

Owing to the rapid flow, the open nature of the flow
paths, and the general lack of aquifer surface area
for water/rock interaction, karst aquifers are more
at risk to contamination than porous-media aquifers.
Problems typically include lack of attenuation, little
or no response time, and unexpected flow directions
and plume transport. In addition to water quality pro-
blems, catastrophic subsidence and flooding are com-
mon problems where soluble rocks occur near land
surface.

FACTORS CONTROLLING GROUNDWATER
QUALITY IN KARST AQUIFERS

Dissolution is the dominant chemical process in karst
aquifers, and water type is controlled by the inorganic
reactions of the recharge water and the aquifer
matrix.[1–5] In carbonate aquifers, bicarbonate (HCO3

�)
is the dominant anion. Where limestone is the domi-
nant lithology, calcium (Caþ2) is the prevailing cation.
Where dolomite aquifers predominate, magnesium
(Mgþ2) and Caþ2 are the dominant cations, typically
in a ratio of about 1 : 3, respectively. Carbonate aquifers
yield hard water, hardness being a measure of the
soap-consuming properties of water, a function of
the concentration of Mgþ2 and Caþ2 ions in solution.
The chemistry of meteoric recharge water to the aqui-
fer is predominantly a weak (pH 5–7) carbonic acid
(H2CO3), formed from H2O mixing with carbon diox-
ide (CO2) in the atmosphere and from soil gas picked
up in solution during recharge through organic-rich
soil and regolith. At some locations, however, such as
the area of the Pecos River in west Texas and eastern
New Mexico (see Fig. 1) in the vicinity of Carlsbad
Caverns, meteoric H2O has mixed with hydrogen sul-
fide gas (H2S) generated by organic matter degradation
and oil formation from basins to the east. This reaction
formed sulfuric acid (H2SO4), resulting in groundwater
of a mixed sulfate/bicarbonate type.

Karst aquifers formed in evaporite rocks are much
less common than karst aquifers in carbonate rocks,
primarily because their solubility is much greater than
carbonates, and in humid climates the chemical rates

of erosion are extremely rapid. Evaporite karst is pre-
served in arid and semiarid climates of the western
United States (see Fig. 1) and other areas of the world,
but these aquifers typically yield highly-mineralized,
non-potable water and are seldom used for water sup-
ply. Gypsum and anhydrite yield calcium sulfate type
waters (Caþ2, SO4

�2), and halite produces brines of
sodium chloride (Naþ, Cl�) character.[1]

The overall water quality of karst aquifers is a
reflection of the geochemistry of all the sources of
recharge, weighted by the proportion of the percentage
contribution of that source to the total hydrologic
budget, coupled with water/rock reactions within soils
and rocks upgradient from the aquifer.[1–5] Mixing of
karst waters is a major chemistry-controlling process.
If land use in the recharge area of the aquifer allows
undesirable constituents, water quality in the aquifer
will be degraded, as elaborated under the pollution sec-
tion that follows.[6–11]

Sediment is an important part of water quality of
karst aquifers. Turbulent flow, coupled with open flow
systems allows clay-sized particles of soil to be trans-
ported through these groundwater systems.[12] The
importance of sediment to water quality is that these
particles have huge surface areas, and they typically
have electrical charges that attract and hold potentially
hazardous substances, such as trace metals and organic
chemicals. Sediments also provide a substrate for the
preservation and transport of bacteria, virus, and other
pathogens. Therefore, contaminants that otherwise
would not be present within the aquifer may be mobi-
lized and attached to sediment particles. Contaminants
here are sorbed to particles in suspension, and are not
in solution; they are in transit through the aquifer just
the same, and are available for reaction. If these are
ingested in any form by organisms (such as mercury
attached to clay may be ingested by bottom-feeding
fish) the contaminant may become biologically active
(methylated) and bioaccumulated.

WATER-RESOURCE PROBLEMS IN
KARST AQUIFERS

The most recurring problems humans experience when
dealing with karst aquifers are those related to
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pollution,[6–11] flooding,[3,4,6] and subsidence.[3,4,6] This
is because human activity creates disequilibrium.
Changes within the aquifer occur rapidly in response
to changes at the surface, flow velocities can typically
transport sediment and other potentially large
conduit-plugging debris into the aquifer, and there is
less chance for filtration or sorption of unwanted
solutes and constituents in karst. Thus, land use in
the area contributing recharge to a karst aquifer needs
to be closely monitored to minimize negative impacts.

Pollution

Pollution is common in karst aquifers near areas with
high human or animal population densities. Unwanted
constituents can move into an aquifer and mix with the
native ground water, polluting the aquifer, rendering
it unsuitable for further use. Many pollutants move
through fast-flow karst aquifers rapidly, and the dur-
ation of the impact is short, a matter of days, weeks,
or months. Some contaminants, however, such as
dense, non-aqueous phase liquids (DNAPLs), sink to
the bottom of flow zones in karst aquifers and remain
until decomposed by natural processes; the duration
of pollution of this sort may be hundreds of years or
more. Manufacturing spills, illegal dumping in sink-
holes, spills from transporting hazardous wastes, leak-
age from underground storage tanks, leachate plumes
from landfills, excess nutrients from animal manure
and inorganic fertilizers, pharmaceuticals and endo-
crine disruptors from water-treatment facilities, and
microbial pathogens from leaky sewers, improperly
functioning septic systems, and confined animal
feeding operations (CAFOs) are but a few of the
well-documented pollution problems found in karst
aquifers.[4,6–11] Wherever concentrations of consti-
tuents exist at the surface in karst terrane, the chance

for movement into the subsurface is great.[13] These
risks, combined with the susceptibility of this type of
aquifer to contamination, call for vigilance in conduct-
ing most human activities in all karst areas, and long-
term planning and zoning for those areas that are
particularly susceptible. Websites include the the Karst
Waters Institute,[14] and the Karst Commisssion of
the International Association of Hydrogeologists.[15]
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La Niña

David E. Stooksbury
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Athens, Georgia, U.S.A.

INTRODUCTION

La Niña is a change in global weather patterns associa-
ted with colder than normal sea surface water tempera-
tures in the equatorial Pacific Ocean (see Fig. 1). La
Niña is the cool phase of the best known example of
interannual variation in the earth’s weather and cli-
mate patterns, El Niño-Southern Oscillation (ENSO).
Since El Niño, which means boy in Spanish, is the
warm phase of ENSO, the cool phase of ENSO is
called La Niña, which means girl in Spanish. Another
term for La Niña is El Viejo, which means old man in
Spanish.

The La Niña pattern leads to changes in positions of
jet streams, the steering currents for weather systems.
Changes in the polar jet streams cause changes in
weather patterns across North America during the
winter. While the change in weather patterns associa-
ted with La Niña can be dramatic, most regions experi-
ence minimal to no direct impact from La Niña. La
Niña events occur every three to seven years lasting a
few months to a year or more.

IMPACTS

In the United States, La Niña weather patterns usually
mean a dry to very dry winter for the coastal plain of
Georgia and the Carolinas as well as Florida (see
Fig. 2). While the Southeast is experiencing a dry winter,
the lower Mississippi River and the Ohio River Valleys
normally experience a wet winter. Much of the remain-
der of the United States experience very little winter
time precipitation impacts associated with La Niña.
During La Niña winters, the polar jet stream is
positioned such that most storms move from the lower
Mississippi River to the Ohio River Valleys exiting
the Northeast coast. Compared to a normal winter, the
southeastern United States experiences fewer storms
during a La Niña winter.

During the summer and fall, La Niña events
are associated with increased tropical weather activity
in the Gulf of Mexico and Atlantic Ocean. This
increase in tropical weather makes the east coast more

vulnerable to tropical storms and hurricanes during
La Niña years. The increase in tropical weather activity
associated with La Niña events, usually causes the
Southeast to experience wetter than normal falls
during La Niña years.

Not all regions impacted by La Niña have decrease
in precipitation. The La Niña weather pattern usually
brings wetter than normal conditions to northern
Australia, Indonesia, and the Philippines.

The impacts of La Niña weather patterns vary from
one event to another. The impacts depend on the cool-
ness of the surface water, the exact location of the cool
surface water, the areal extent of the cool surface
water, and other regional and global weather patterns.

Mechanism

The oceans and the atmosphere are linked. The dis-
covery of the ocean–atmosphere linkage is one of the
most important breakthroughs in modern environmen-
tal research. The linkage between the equatorial Pacific
Ocean and the atmosphere helps to determine weather
patterns across much of the earth. The variation in
atmospheric pressure patterns over the Pacific Ocean
that are linked to the equatorial Pacific Ocean tempera-
ture patterns is called the Southern Oscillation, SO.

The strength of SO is calculated by the surface
atmospheric pressure anomaly differences between
Tahiti and Darwin, Australia (Tahiti anomaly minus
Darwin anomaly). This measure of SO strength is
called the Southern Oscillation Index, SOI. A surface
atmospheric pressure anomaly is calculated by sub-
tracting the mean atmospheric surface pressure from
the observed atmospheric surface pressure. Thus, if the
observed atmospheric surface pressure is more than
the mean, the anomaly has a positive value. When the
SOI has a positive value, it means that the surface
atmospheric pressure difference between Tahiti and
Darwin is greater than normal. A positive SOI is corre-
lated with a cooler than normal surface water in the
eastern and central equatorial Pacific Ocean.

The linkage between the SO and La Niña is com-
plex. At the most basic level, sea surface temperature
patterns influence atmospheric pressure patterns, and
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atmospheric pressure patterns influence wind speed
and direction and thus the sea surface temperature
patterns.

Under neutral conditions (climatologists prefer the
term ‘‘neutral’’ instead of ‘‘normal’’) the normal cold
surface water of the eastern Pacific Ocean is associated
with relatively high surface atmospheric pressure over
the region. Air moves (wind) from areas of high
atmospheric pressure to areas of low atmospheric
pressure. The greater the pressure gradient (pressure
difference between two locations divided by the dis-
tance between the two locations), the greater the wind
speed. The moving air in contact with the ocean sur-
face causes ocean surface currents, which redistribute
the ocean surface temperature pattern. The stronger
the wind, the more the redistribution of surface water
temperatures.

With ENSO (either the cool phase, La Niña or the
warm phase El Niño), the linkage between the ocean
and the atmosphere results in decreasing or increasing
easterly trade-wind (wind from the east to the west)
speeds over the equatorial Pacific Ocean. When the
SOI is positive (La Niña phase), the pressure gradient
across the eastern and western Pacific Ocean is
increased. With an increased pressure gradient, the
speed of the easterly trade-winds increases, and allows
cold upwelled water from the eastern equatorial Pacific
Ocean to cool the central equatorial Pacific Ocean thus
producing a La Niña event.

Since La Niña and neutral phases of ENSO have the
same atmospheric pressure and wind patterns, many
climatologists consider a La Niña event ‘‘an extreme
case of normal.’’ While the atmospheric pressure and
wind patterns are the same for La Niña and neutral
phases, the pressure gradient and thus the easterly
winds are much more pronounced during La Niña
events. The stronger easterly winds cause a major

expansion of cold sea surface temperatures across the
central equatorial Pacific Ocean and the associated
changes in global weather patterns.

Since the 1990s scientists have used Pacific Ocean
surface temperature data and computer models to pre-
dict the occurrence of a La Niña event months in
advance. While these predictions are not perfect, they
allow for planning to mitigate or take advantage of a
shift in weather patterns. Thus, regions that normally
experience drought during a La Niña event can plan
to mitigate the impacts. For regions like the southeast-
ern United States, drought mitigation plans can be
activated months in advance.

For more detailed information about La Niña,
see Ref.[1].
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Fig. 1 Atmospheric and oceanic patterns during a La Niña.
(From the National Weather Service Climate Prediction
Center, Camp Springs, MD.)

Fig. 2 Typical jet stream and climate patterns during an
El Niño (top) and a La Niña (bottom). (From the National

Weather Service Climate Prediction Center, Camp Springs, MD.)
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Land Drainage: Subsurface

Stephen R. Workman
University of Kentucky, Lexington, Kentucky, U.S.A.

INTRODUCTION

Subsurface land drainage is the removal of excess soil
water through the use of ditches or buried perforated
pipe. Ideally, the excess water is removed quickly
enough to allow timely field operations to occur or
to limit crop damage if a crop is present. This chapter
presents the design of subsurface drainage systems
using knowledge of soil physical properties, crop sus-
ceptibility to excess water, and the flow of water in pipe
systems.

The water table (saturated soil conditions) is present
near the soil surface in many places. Soils located near
streams, lakes, and oceans are familiar examples. Other
cases might include areas where an impermeable or
slowly permeable layer exists in the soil profile that
causes a perched water table to exist. The primary limi-
tation for effectively using these soils for recreation,
construction, or agriculture is the high water table.

SYSTEM LAYOUT

The drains in a subsurface land drainage system can
either be placed in a systematic pattern if a large area
is to be drained or randomly placed near hard-to-drain
areas. A random layout of drains is used to remove
excess water from localized depressions in a field.
The primary design considerations are to maintain
adequate slope to the outlet and to ensure that
adequate cover over the drain is maintained. A random
layout is typically used as the drainage system under
rolling topography, constructed grass waterways, and
the greens of golf courses.

For most cases where the entire field is poorly
drained, a system of parallel drains or laterals is
installed throughout the entire field. The laterals are
connected to a series of sub-mains and mains that
transport the water to the outlet. The spacing between
the parallel drains is important to the cost of the
system and can result in considerable savings if an
optimal design is chosen.

Besides random or parallel layouts, an interceptor
drain may be used near seepage or overland flow areas.
These drains are typically installed at locations of
water seeps and excess runoff such as at the bottom
of a hill.[1]

SUBSURFACE LAND DRAINAGE DESIGN

A combination of factors influences the depth and
spacing of laterals within a drainage system. These
factors include hydraulic conductivity, drainable
porosity, thickness of soil layers, depth to a restrictive
layer, and quality of surface drainage. The single most
important soil property affecting the design of drain-
age systems is hydraulic conductivity.[2] Hydraulic
conductivity (K) is spatially variable and should be
determined at numerous positions across the site. In
the design of large systems where large differences in
conductivity may occur, the spacing may be wider or
narrower in some regions of the field. From a construc-
tion standpoint, however, it is best to maintain
uniform drain spacing for as large an area as possible.

Whereas the hydraulic conductivity indicates the
rate that water can move through the soil, another
parameter called the drainage coefficient (DC) has
been defined to represent the rate of water to be
removed by the drainage system. The DC is the depth
of water to be removed in 24 hr by the drainage system
and has the same units as hydraulic conductivity (L/t).
In humid areas where uniform, low-intensity rainfall
events are common, the DC depends largely on a
design rainfall event. The DC should be selected to
remove excess water rapidly enough to prevent serious
damage to the crop. Loss of crop will generally occur if
the soil profile is allowed to remain saturated for more
than 24 hr.[3,4] Typical values of DC are 10–20 mm/
day.[5] The DC should be increased for high value
crops or special soil conditions.[5]

Steady-State Design

One method of designing a subsurface drainage sys-
tem is to assume that a uniform rainfall occurs on
the soil surface over a long period of time. At steady
state, all inflows (rate of groundwater recharge) must
equal outflows (discharges through the drainage sys-
tem). These steady-state conditions can be computed
by the Hooghoudt equation where S is drain spacing
(L), R is the drainage coefficient or rainfall rate per
unit area (L/t), K is the hydraulic conductivity (L/t),
d is the depth of the drain to the restrictive layer
(L), and b is the vertical distance from the drain to
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the water table position at the midpoint between
drains (L).[3]

S ¼ 8Kdb þ 4Kb2

R

� �1=2

ð1Þ

The primary limitation of the earlier equation is that flow
is assumed to move horizontally towards a ditch.[4] For
the case of flow to drain pipes, convergence losses near
the drain must be included. The effect of the convergence
is to reduce the amount of flow because there are vertical
and horizontal components of flow, conceptually similar
to reducing the thickness of the soil profile. An effective
depth (de) can be computed by the equation,

de ¼
pS

8 ln S
pre

� �
þ FðxÞ

� � for x ¼ 2pd

S
ð2Þ

FðxÞ ¼
X1
n ¼ 1

2 ln coth ðnxÞ ¼
X1
i ¼ 1

4e�2ix

ið1� e�2ixÞ ;

ðn ¼ 1; 2; 3; . . .Þ; ði ¼ 1; 3; 5; . . .Þ
ð3Þ

for x < 0.5, F(x) may be closely approximated by,

FðxÞ ¼ p2

4x
þ ln

x

2p

� �
ð4Þ

where re is the effective radius for the drain that accounts
for the fact the drain has a limited amount of openings
for water entry. In the design process for steady-state
analysis, the drainage coefficient is considered to be the
design rainfall amount.

Transient Methods

In areas where frequent, high-intensity storms occur
during the growing season, a transient analysis should
be conducted to assure that the water table falls
quickly enough to maintain a well-aerated root zone.
Mathematical analysis of the falling water table case
is far more difficult than for the steady-state case. If
the assumptions of horizontal flow, vertical equipoten-
tials in the saturated zone, and instantaneous release/
addition of water at the water table can be imposed,
then the unsaturated zone can be neglected. In the
transient case, the drainage coefficient is related to
the water table drop over a period of a day. The drain-
age rate is then the amount of water released as the
water table drops

DC ¼ ðb0 � bÞ24 hr � f ð5Þ

where (b0 � b)24 hr is the prescribed drop in the water
table in 24 hr and f is the drainable porosity (L3/L3).

Note that the drainable porosity is much smaller than
the porosity of the soil because only the pores that
drain as the water table falls from b0 to b are included.

For the falling water table case the drain spacing
can be computed as,[2]

S ¼ 9Ktde

f ln boð2de þ bÞ
bð2de þ boÞ

� �
2
4

3
5

1=2

ð6Þ

where the effective depth to the impermeable layer (de)
has been included to account for convergence losses
to the drain, t is the time period for the water table to
drop from b0 to b, and all other parameters are as
defined earlier. Both the steady state and the transient
methods involve the determination of S and de through
the process of iteration.

SYSTEM DESIGN

Layout

The subsurface drainage system is designed to trans-
port excess water to the outlet. The outlet has to have
the capacity of carrying the excess water away from
the site. The outlet may be a drainage channel, an exist-
ing main, or a stream channel. After the outlet location
is chosen and checked for capacity, the layout of the
system in the field is determined. Some key character-
istics of an efficiently designed system include making
the laterals as long as possible, placing the laterals par-
allel to the topographic contour of the field, and mini-
mizing lengths of sub-mains, mains, connections, and
fittings.[6]

Design Flow

The design flow for the system is related to the drain-
age coefficient used to compute the drain spacing and
can be computed from the equation,

Q ¼ DC � Ad ð7Þ

where Q is the flow rate (L3/t), DC is the drainage
coefficient (L/t), and Ad is the area-drained (L2).

Grades

Maximum grades are limiting only where pipes are
designed for near-maximum capacity or where pipes
are placed in unstable soil. For nearly level areas, the
drain should be as steep as possible while maintaining
adequate depth at all locations to reduce the size of the
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mains and sub-mains. Drains should not be placed at a
grade less than 0.2% under most conditions. If fine
sand or silt is present, then larger grades may be neces-
sary to keep the pipe clean.

Pipe Size

The following equation can be used to size the pipe
needed to carry the drainage water.

d ¼ 51:7ðDC � A � nÞ3=8
s�3=16 ð8Þ

where A is the drainage area entering the drain (ha),
d is the pipe diameter for a pipe flowing full (mm),
n is Manning’s roughness coefficient, s is the drain
slope (m/m), and DC is the drainage coefficient
(mm/day). Typical Manning’s roughness values for
corrugated plastic pipe are 0.015 for 75–200 mm
diameter pipe, 0.017 for 250–300 mm diameter pipe,
and 0.2 for pipes greater than 300 mm.

ACCESSORIES

Accessories for subsurface drainage systems include
surface inlets, blind inlets, sedimentation basins, and
control structures.[2] A surface inlet, sometimes called
an open inlet structure, is used to remove surface water
from potholes, road ditches, or other depressions.
Blind inlets may be used where the amount of surface
water to remove is small or the amount of sediment is
too great to permit surface inlets. Sedimentation basins
are any type of structure that provides for sediment
accumulation, reducing deposition in the drain.
Finally, control structures are placed in the drainage
system to maintain the water table at a specified level.

INSTALLATION CONSIDERATIONS

During installation, several factors such as machinery,
grade control, corrections, and documentation must be
considered. Examples of machinery used in the instal-
lation process include a trencher or backhoe to install
the mains, a backhoe to clear enough soil away at junc-
tions to make a connection and insert a plow or tren-
cher boot, a drain plow or trencher to install the
laterals, and pipe feeders to reduce stretch in pipe.
For grade control, the bottom of the trench should
be shaped with a supporting groove to provide good
alignment and bottom support. Laser or manual meth-
ods may be used to establish grade.[6,7] Connections, an
essential part of the drain system, should be made with

a T- or a Y-manufactured junction. Manufactured
connections should be used when changing pipe size,
and end caps or plugs are required for preventing soil
from entering the end of the lateral. Finally, the neces-
sary documentation includes a map of the drainage
system filed with the deed to the property. The use of
GPS and GIS technologies is encouraged for correct
identification of the drainage system.[8]

CONDUIT LOADS

Loads on underground conduits include those caused
by the weight of the soil and by concentrated loads
resulting from the passage of equipment or vehicles.
At shallow depths, concentrated loads from field
machinery largely determine the strength requirements
of conduits; at greater depths, the load from the soil
is the most significant factor.[6,9]
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INTRODUCTION

Land drainage is the removal of excess surface and
subsurface water from the land to enhance crop
growth, including the removal of soluble salts from
the soil.[1] In a more scientific sense, drainage can also
be defined as the techniques or methods employed to
lower and control the elevation of shallow water table
depths at such a depth within the root zone where
maximum crop productivity can be achieved.[2] Drain-
age increases the depth of soil free of water for plants
to develop their rooting system, absorb more nutrients
and, therefore, sustain yields over a longer period of
time.[3] Drainage can be either natural or artificial.
Artificial drainage usually supplements and enhances
the natural drainage capability of the soils to keep a
favorable balance of water, salts, and air in the root
zone for optimum plant growth. The man-made land-
scape changes, however, not only increase crop pro-
duction by bringing more area under cultivation but
also alter the natural drainage ways. Moreover, the
construction of roads, highways, and installation of
irrigation sources/practices and land-forming opera-
tions also affect the natural drainage capability of the
soils. Under these conditions, the long-term benefits
and productivity of the poorly drained soils and
mitigation of the irrigation effects can only be sus-
tained by providing and maintaining the adequate
surface and subsurface drainage systems for poorly
drained soils.

Benefits

The main objective of land drainage is to provide
and maintain a healthy root zone environment that is
suitable for maximum crop productivity with the
following benefits:

1. Drainage helps maintain a balance of air, water,
and salts in the root zone and also increases root
growth and crop yields by increasing uptake of
plant nutrients.

2. Drainage increases biological activities in the
root zone and, therefore, improves the nitrogen
availability to plants.

3. Drainage removes excess water from the soil
profile and improves the soil structure,
workability, and other related field operations
such as cultivation, planting, and harvesting
practices.

4. Drainage improves soil temperature that is
important for seed germination and plant
growth processes.

5. Drainage helps reclaim the salt-affected soils.
6. The other associated benefits include mosquito

control, improvement, and maintenance of
roads, easy movement of farm machinery, wider
selection of crops, longer growing season, better
crop yields, and overall lower operational costs.

Primarily, there are two types of drainage systems.
One is horizontal drainage by means of surface ditches
or subsurface buried field drains and the other is verti-
cal drainage that is performed using wells. This article
is mainly concerned with the vertical drainage and the
subsequent discussion is limited to drainage with wells.

OPEN WELLS

The open wells consist of a pit, dug to the groundwater
level so that enough water can be collected. The depth
of the well also depends on the soil formation and
aquifer yield. The dug wells are mostly shallow because
of the difficulty in their digging deeper through high
water table soils and, therefore, have relatively lesser
water yields. The dug wells are sometimes lined with
masonry, gravel, rocks, or stone to avoid caving prob-
lems. After construction of these wells, water is lifted
from wells at a faster rate to remove the fine soil par-
ticles in the adjacent area of the wells. This practice
is called ‘‘well development,’’ which opens the pores
of the soil formation and increases flow of water
to the wells. Larger diameter open wells are also
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constructed to increase the flow area to the wells and
also to increase the storage volume of water in the
wells. At some places, tile drains discharge into shal-
low wells called ‘‘sumps’’ and water is lifted from these
wells into nearby canals, reservoirs, or natural streams
for its use in irrigation or disposal purposes. This
method is well illustrated in a number of places in
California, e.g., Sutter Basin.[4] These conditions, how-
ever, may vary from site to site. Higher well yields
are not possible as sand can start slipping into the
well when water depth is lowered to a certain level in
the well. Adding stones or gravel at the bed of the
well can help stop slipping of sand and increase water
yield at some places. Water yields of open wells, how-
ever, can be increased by installing strainers at the
bottom of the wells to tap groundwater from the deep
layers, depending on the local hydrogeological con-
ditions. Persian wheels are also used to lift water from
such wells.

PERSIAN WHEELS

Persian wheels lift water from open wells by means of
small buckets tied with flexible rope or chains on a
rotating drum or wheel. Power to this rotating wheel
is provided through the shaft coming from another
rotating drum driven by a pair of bullocks. The
rotation of rope or chain brings the buckets up, full
of water, from the well and empties them automatically
as the buckets descend over the rotating drum. This
mechanism provides continuous lifting of water from
the well. Water lifted from open wells was mostly used
for irrigation purposes, but at the same time it was
providing drainage to the surrounding area because
of its wide diameter and sizable capacity to store the
groundwater seeping from the water bearing forma-
tions. A Persian wheel can yield water between 0.1
and 0.2 ft3/s, and can command an area of about
5–15 acres.[5] The use of the Persian wheel is feasible
where groundwater is shallow and of good quality
for usable purposes. These wells, in addition to their
use for supplying water, have also been used as a
source to drain the excess water from the soil surface
as well as from the root zone called ‘‘drainage wells.’’

DRAINAGE WELLS

The drainage of low lands or field pockets, which have
no gravity outlet, was usually made possible by drilling
sinkholes or wells into the water absorbing formations
at a certain depth below the ground surface. The excess
water was used to drain into these wells where it
can flow into the coarse formations below the ground

surface. Such vertical drainage through holes or wells
can fall in two categories, depending on the depth of
the wells, i.e., shallow and deep. Both these conditions
are site-specific and depend on the local hydrogeology
of the area and the amount of drainage water to be dis-
posed of. When the water bearing formation of suf-
ficient thickness is available at a shallow depth of
about 6 –10 m below the ground surface, it is termed
as the shallow vertical drainage. When a deep well is
drilled, it transports the surface or subsurface drainage
water into the deep layers called deep vertical drains.
The functions of such drainage wells, however, depend
on the transmissivity characteristics of the geologic
formations. Both shallow and deep wells serve the
same purpose of removing excess water from the root
zone by flowing it into the main groundwater body
of the area. These wells have also been called ‘‘agri-
cultural drainage wells.’’

AGRICULTURAL DRAINAGE WELLS (ADWs)

When the state of Iowa in the United States was first
inhabited by Europeans, the North Central part of the
state was covered with wetlands and depressions were
scattered. The lands were waterlogged with standing
water, especially in the low-lying areas. Subsurface tile
lines were laid and a drainage network was established
to drain the excessive water from the surface as well
as from the root zone. Meanwhile, agricultural drain-
age wells were also constructed to drain the surface
as well as subsurface water from those depressions that
otherwise were not drained. The collected water was
guided downward to the bedrock aquifer through
ADWs. Of the estimated 400–500 ADWs in Iowa,
359 were registered in four counties.[6]

These ADWs have been used to provide outlets for
removal of excessive soil moisture from the areas
where other drainage systems were not feasible. These
wells allow injection of surface or subsurface water
using surface outlets down to the aquifer. Agricultural
drainage wells help manage soil moisture so that
crops can grow better. Depending on the local condi-
tions, these wells are also used to recharge the aquifers.
These wells include buried collection basins, one or
more tile drainage lines to collect water, and a drilled
or dug well in the low-lying areas of the fields
(Fig. 1). The design of this system should consider
the aquifer capabilities to handle such large quantities
of water generated through thunderstorms.

The United States Environmental Protection
Agency has reported that there are more than 2842
agricultural drainage wells in the nation, including
359 in Iowa.[6] These ADWs, however, have been
reported to be a concern of aquifer pollution with
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agricultural chemicals such as fertilizers, pesticides,
or bacteria and other microorganisms. These wells
short-circuit the drainage water from the surface or
root zone directly into the aquifer without passing
through the soil matrix. The quality of drainage water
improves when it goes through the soil filtering process
and chemical degradation before joining the main
groundwater body.

TUBEWELL DRAINAGE

This method of drainage uses wells to control the water
table levels in the root zone. These wells can be shallow
or deep depending on the hydrogeologic conditions of
the area. The suitability of this system, however, is gov-
erned by the hydraulic properties of the soil horizons
or aquifer. The shallow wells will directly lower the
water table in the root zone whereas deep wells may
tap the confined aquifers. Proper design and instal-
lation of wells can quickly lower the water levels
depending on the local conditions. Vertical drainage
or tubewell drainage can be performed using different
types and methods related to pumping groundwater
from the aquifer under different hydrogeological con-
ditions, such as confined and unconfined aquifers.

Tubewell drainage is a technique of removing excess
water from the root zone by lowering the ground-
water level of the waterlogged area using a single well
or a series of wells.[7] To maintain the water table at a
certain depth below the ground surface, tubewell dis-
charge is usually equal to the drainable surplus of the
area being drained. The success of tubewell drainage
lies in pumping enough water from the aquifer so that
the root zone can provide a favorable environment for
crop productivity on a sustainable basis. The rate of

lowering the water table depends on many factors such
as hydrogeological conditions of the area, physical
properties of the aquifer, and the physical properties
of the overlying soil layers of the earth profile.

The earth profile can basically be divided into two
zones: fractured rock zone and the rock flowage
zone. From a groundwater point of view, the fractured
rock zone is of interest and is further composed of
the saturated and unsaturated zones. The unsaturated
zone has no free drainage of water but may contain
perched water table depending on the soil horizon
properties of the area. The saturated zone, however,
contains the main groundwater body in the unconfined
or confined soil layers depending on the geologic for-
mation of the area and the sources of recharge of
the aquifers. The wells, based on the availability of
water from these soil layers, can be divided into grav-
ity, artesian, or both types, depending on the soil con-
ditions and the aquifer characteristics. Tubes or pipes
in combination with the pumping set equipment can
be used to pump groundwater for irrigation or drainage
purposes. The pumping set increases the flow energy of
groundwater by creating an artificial sink within the
saturated zone called ‘‘drawdown.’’ This drawdown
extends to the crop root zone and controls the water
table at the desired depth within a desired area, depend-
ing on the well spacing and aquifer conditions.

The tubewell or pumped well drainage system is
also characterized by its higher initial and operating
costs. This high cost, however, is balanced with the
benefits obtained from tubewell drainage in compari-
son with other drainage systems that are described as
follows:

1. Tubewell drainage is a quick and effective
method to lower the water table at a faster rate
than any other method.

Fig. 1 A schematic diagram of ADW installation. Source: From Ref.[6].

Land Drainage: Wells 707

© 2008 by Taylor & Francis Group, LLC



K
arst–N

euse

2. Water table can be lowered to a greater depth
and can also be maintained at a desired level
within the root zone because of the flexible
control of its operational schedule.

3. The deeper installation of tubewell perforated
pipes also offers an option to select the more
permeable sandy layers from the soil horizon
data ‘‘well log.’’

4. The productive land is saved from construction
of open ditches and farm machinery movements
become easy.

5. Depending on the undulating topography and
landscape features, sometimes tubewell drainage
is the only option left to avoid digging long
channels through hilly ridges.

6. The maintenance cost is less when compared
with other drainage systems and its easy oper-
ation offers advantages over the others. The
water-borne diseases are also preventable.

7. The pumped drainage water can also be used to
supplement the irrigation water depending on
its quality and would be available at the time
when crops need it.

The feasibility of the well drainage method, how-
ever, depends on the hydrogeological character-
istics of the area, sources of excess water, aquifer
properties, well spacing, energy charges, groundwater
quality, and also the feasibility to dispose the drainage
effluents.

DRAINAGE EFFLUENTS’ DISPOSAL
PROBLEMS

The cost-effective and environmentally safe disposal of
drainage effluents is a real problem both in the humid
and arid regions, although characteristics of the drain-
age effluents can vary for both the regions. In humid
areas, soil salinity is not the problem because of the
availability of fresh water from rainfall, but at the
same time, studies have shown that drainage effluents
are a potential carrier of nutrients, pesticides, and
herbicides from the agricultural fields to surface and
groundwater bodies. Although application rates of
agrochemicals are high in some humid zones of the
world because of high cropping intensity to obtain
higher crop yields, drainage of these agricultural lands
has played a significant role in transporting these
chemicals to lakes, streams, reservoirs, and oceans.
Therefore, disposal of drainage effluents from humid
areas needs treatments to reduce nutrient loads to
minimize eutrophication problems causing low oxygen
levels that are preventable. Similarly, the drainage
water from an arid zone carries significant amounts

of salts and can neither be used for irrigation nor
be found suitable for wild habitat and aquatic life.
The disposal of salty drainage water is a serious issue,
particularly in the arid zones where enough water is
not available for its dilution.

CONCLUSIONS

In arid regions, irrigated agriculture has increased
agricultural production, but at the same time, it has
disturbed the ecosystem from the construction of dif-
ferent size reservoirs, canals, and irrigation and drain-
age ditches. The irrigation network usually increases
seepage, percolation, and ultimately contributes to
the rise of groundwater levels as well as salt accumu-
lation in the root zone. To mitigate the effects of irri-
gation and sustain the productivity of irrigated fields,
drainage of irrigated lands becomes essential to keep
a favorable balance of salts, air, and water in the root
zone. Besides overcoming the irrigation effects, drain-
age also helps in bringing more areas under cultivation,
which were earlier waterlogged, under depressions
and potholes, or in swamps. Drainage of agricultural
land not only maintains productivity of the poorly
drained soils but also induces transport of nutrients
and chemicals from the agricultural fields to as near
as lakes and as far as oceans.[8]

According to Newton’s third law of motion, every
action has a reaction. The same is true in the sense
of our ecosystem. The man-made structures and
human activities exploited the natural resources to
grow more and more food by increasing the crop
yields, from increased use of chemical inputs, and by
bringing more area under cultivation at the cost of los-
ing forest lands, wetlands, or other places of wildlife
habitat, which had devastating effects on the environ-
ment. The development of society in the early 1900s
did not recognize the long-term effects of development
but now conditions are reaching to such a level where
global warming, glacier melting, sea level rising, more
floods, hurricanes, and El-Nino effects could be the
reaction of disturbing the nature in response to the
human actions. Depending on the climate, hydrogeol-
ogy, soil characteristics, topography, and farming
practices, drainage effluents and their chemical char-
acteristics and their effects on agroecology during
transport of drainage effluents need to be managed.
In humid regions, reducing drainage effluents by using
wetlands as ecological filters can help in reducing the
adverse effects of the drainage waters on the soil and
water quality. Similarly in arid regions, improving irri-
gation efficiency, identifying, and checking the sources
of excess water and salts need to be identified and
managed accordingly. The disposal and management
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of drainage effluents require effective practices
to minimize their offsite effects on the environment.
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INTRODUCTION

Leaf water potential is the thermodynamic expression
of the water status of leaves, which is widely used in
plant science research in the last 40 years. In this arti-
cle, a description of the physical principles leading to
the definition of the leaf water potential and its compo-
nent potentials is initially given. Then, the way of
development of water deficits in leaves and the com-
partmentation of the water and its component poten-
tials in leaf cells and tissues subjected to different
degrees of water shortage are presented. Some useful
implications for the development of adaptive mecha-
nisms to drought result from this analysis. Finally,
the existing methods for the determination of leaf
water potential are presented and classified in groups
according to their basic principles.

DEFINITIONS

According to Slatyer and Taylor,[1] the state of water in
any system is expressed thermodynamically in terms of
its chemical potential (mw) or the partial molal Gibbs
free energy ð�GGwÞ as follows:

mw ¼ �GGw ¼
@G

@nw

� �
T ;P;ns

ð1Þ

where G is the Gibbs free energy of the system (a func-
tion of its internal energy) and nw the number of water
moles. Thus, mw or ð�GGwÞ are defined more simply as the
change that occurs in the energy content of a system
for a given change in the number of moles of water
in the system at constant temperature (T), pressure
(P), and solute content (ns).

The water potential of a system (W) is defined as:

W ¼ mw � m0
w

�VVw
ð2Þ

where m0
w is the chemical potential of pure free water

and �VVw the partial molal volume of water
(18 cm3 mole�1). W is expressed as energy per unit vol-
ume, which is dimensionally equivalent to pressure.

Thus, traditional pressure units (e.g., bar, MPa, etc.)
are used for the expression of W. The concept of water
potential can be realized as a measure of the capacity
of water at a point in the system to do work in com-
parison with the work capacity of pure free water
ðm0

wÞ which is taken arbitrarily as zero. Accordingly,
W provides a unified measure for the energy status of
water at any place within the soil–plant–atmosphere
continuum.

Since the energy status of water results from the
interaction of forces of different origin exerted on
water molecules, W is thought to consist of several
components each one representing a different kind of
the forces involved. The effect of solutes, which are
very common in any aqueous system, is expressed as
the osmotic component of W, the osmotic or solute
potential (Cs). The solutes lower the vapor pressure,
and, hence, the potential energy of water in the system.
Thus, Cs takes values below zero, which are pro-
portional to the concentration of osmotic substances
(cs ¼ n/V, where n ¼ number of moles and
V ¼ volume):

Cs ¼ �RTcs ¼ �p ð3Þ

where R is the gas constant, T the absolute tempera-
ture, and p the osmotic pressure.

External pressure, either above or below the value
of the local atmosphere, increases or decreases, respec-
tively, the water potential. Its effect is described in
terms of the pressure potential (cp), which usually
takes values above zero.

Forces arising both at the liquid–air and at the
solid–liquid interfaces are responsible for another
component of W, the matric potential (cm). They are
considered to arise in systems rich in matrix, i.e., with
large surface to volume ratios (e.g., soils, plant cell
walls, gels, and colloids). Water is bound by matrix
with forces related to its water content. Thus, the
capacity of water to do work is reduced, and, hence,
cm takes negative values.

It follows that, at any time, W is a function of cs,
cp, and cm:

W ¼ fðcs;cp;cmÞ ð4Þ
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However, Eq. (4) is usually described, in a simplified
way, as an algebraic sum:

W ¼ cp þ cs þ cm ð5Þ

A further component due to gravity, called gravi-
tational potential (cg) might also be added to Eqs. (4)
and (5) only in specific cases (e.g., in tall trees or when
reverse water flow is considered).

WATER IN THE LEAVES

Water enters the leaves via the vascular system of the
petiole and it flows through the veins of the lamina
down to the vein endings which are embedded in the
mesophyll. Lateral water movement towards neighbor-
ing mesophyll tissue along the xylem tissue of the veins
also occurs to a substantial extent. The specific impor-
tant characteristic of the vascular system of the leaf is
its close spatial relation to the mesophyll.[2] According
to Kramer,[3] the actual distribution of water in the
mesophyll occurs chiefly from the smaller veins, which
are so numerous that most cells of a leaf are only a few
cells away from a vein or vein ending.

Fig. 1 shows diagrammatically the pathway of water
from a xylem vessel to the evaporating surfaces in a
substomatal cavity through a mesophyll cell. Water
moves mainly through the apoplast (cell walls and
intercellular spaces) where the resistance (rw) is mini-
mal. Water exchanges (f) from and to the vacuole
(symplastic pathway) are more difficult because of

the resistance of the two cell membranes (plasma-
lemma and tonoplast) to be crossed (rv). The water flux
can be represented by an electric analog [Fig. 1(B)]
where the apoplast exhibits mainly conductive proper-
ties (appearing as the resistance rw), whereas the sym-
plast both conductive (rv) and storage properties
represented as the capacitance cv.

At any time, leaf water balance results from the rela-
tive magnitudes of the water supply through the roots
and stem and the water loss through transpiration. To
understand the mode of development of leaf water def-
icits we can consider the simple physical model pro-
posed by Dixon in 1938 as quoted by Weatherley[4]

(Fig. 2). In this model, the plant is regarded as consist-
ing of two porous pots filled with water and connected
by a tube through a manometer. The lower pot repre-
senting the root is semipermeable and buried into the
soil. The upper pot indicates the transpiring leaf sur-
face; the manometer represents the vacuoles of the
mesophyll cells, which are off the main pathway since
water moves mainly through the apoplast. Once tran-
spiration starts, water evaporates quickly from the
upper pot and a negative tension is transmitted
through the tube to the lower pot resulting in water
absorption from the soil. The existence of a consider-
able root resistance induces a lag of absorption behind
transpiration, and water absorption cannot meet
instantaneously transpirational fluctuations. Thus,

Fig. 1 (A) Schematic representation of the water pathway
from a xylem vessel (X) to the evaporating surfaces at the
substomatal cavity (SC) through a mesophyll cell. (B) A sim-

plified electric analog of the water movement in (a). F: main
flow through the cell wall (W), f: secondary flow from the
vacuole (V), rw: apoplast resistance, rv: symplast resistance,
cv: symplast capacitance.

Fig. 2 Dixon’s simplified model of a transpiring plant. The

upper and lower porous pots represent the leaves and roots,
respectively, while the manometer (m) represents the meso-
phyll cells. The negative pressure registered by the manom-

eter is equivalent to the leaf water potential (Wl) which
fluctuates in response to lateral water movement (fc) from
and to the cells. F denotes the main transpiration stream.
Source: From Ref.[4].
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water will be drawn from the vacuoles of the mesophyll
cells and the manometer will register the tension in the
system. The leaf water potential (Wl) is equivalent to
the tension registered by the manometer and pro-
portional to the amount of water drawn from the
cells. Accordingly, the fluctuations in Wl arise from
mesophyll-water exchanges with the main transpira-
tion stream.

WATER POTENTIAL AND ITS COMPONENTS
IN LEAVES

The Osmometer Concept

In order to study leaf water relations, it is necessary to
consider a leaf as consisting of mature parenchyma
cells. Mature cells consist of three distinct phases: an
elastic cell wall, the parietal cytoplasm with the nucleus
and the organelles, and a central vacuole containing
a dilute aqueous solution of sugars, ions, organic
acids etc. [Fig. 3(B)]. The vacuole occupies about
80–90% of the cell volume and is surrounded by a
semipermeable membrane, the tonoplast. It is, therefore,

reasonable to consider, as a first approximation, that
cell water exchanges are controlled by the vacuole,
which behaves as an osmometer. The adoption of
the osmometer-concept for mature leaf parenchyma
cells presupposes that the contribution of matrix to
Wl is negligible (i.e., cm ¼ 0). Thus, Eq. (5) becomes:

W1 ¼ cp þ cs ð6Þ

The solute potential (cs) is determined by the con-
centration of the osmotically active substances in
the vacuole. In leaf cells, cs always takes negative
values which vary with cell volume: they are least
negative in fully hydrated cells (maximum volume)
and more negative in dehydrated ones (smaller vol-
ume) and they are supposed to follow the Boyle–van’t
Hoff relationship:

csV ¼ constant ð7Þ

It follows that a linear relationship is expected either
between cs and 1/V or between 1/cs and V.

The changes in cell volume are also responsible
for the development of the pressure potential (cp).
When water enters the cell, the vacuolar volume
increases, and a pressure, called turgor pressure, is
exerted on cell wall. At the same time, a pressure equal
to turgor pressure is developed at the opposite direc-
tion, namely, from the wall to cell interior. This latter
pressure, called wall pressure, acts like a hydrostatic
pressure, increases the energy status of water in the
cell by raising the pressure exerted on it above the local
atmosphere, and represents the cell pressure potential
(cp). Obviously, cp takes positive values as long as
the vacuole exerts a pressure on the surrounding wall.
When cells lose water, the vacuole shrinks progres-
sively with a concomitant fall in cell turgor and cp.
The relationship between cell volume and cp is cur-
vilinear and depends on the elastic properties of the
cell wall.

Fig. 4 shows the relationship between W and its
component potentials and the changes in cell volume
(Hoefler diagram). When the cell achieves its maximum
hydration (full turgor) W bears its maximum value
(zero) because jcpj ¼ jcsj. As cell hydration falls, W
drops curvilinearly to more negative values, and at
incipient plasmolysis cp ¼ 0 and W ¼ cs. From this
point onwards W is exclusively determined from the
changes in cs: it falls linearly with any further dehy-
dration according to Eq. (7).

Fig. 5 shows the relations between 1/Wl against
water deficit, known as pressure–volume curves[7] for
leaves from different plant species. The curvilinear
(turgor component) and the straight line (solute
component) portions of the relationship are evident
in all cases.

Fig. 3 Diagrammatic representation of (A) a meristematic,
and (B) a mature parenchyma cell from higher plants. The

large vacuole of the mature cell controls its water exchanges
in a manner close to that of an ideal osmometer. The same
may not apply to the meristematic cell where vacuolation is
small. Source: From Ref.[5], p. 129.
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The diagram of Fig. 4 leads to two ecologically
important conclusions. First, in view of the great
significance of cell turgor to many physiological pro-
cesses,[8] the maintenance of cp above zero at relatively

high levels of leaf dehydration should be beneficial for
plants growing in arid regions. This can be achieved by
means of a more elastic cell wall, which makes the fall
of cp with increasing dehydration less abrupt. Sec-
ondly, it is possible that an accumulation of osmoti-
cally active substances takes place in the vacuole.
This leads to a drop of cs to values more negative than
those expected by a simple volume reduction caused by
cell dehydration. This solute accumulation in cells
subjected to water stress constitutes an adaptive mech-
anism known as osmotic adjustment or osmoregula-
tion. Osmotic adjustment has been detected in many
plant species[9] and acts in two ways: 1) it enables cells
to lose more water before their turgor drops to zero; 2)
it increases the ability of cells to absorb water under
dry conditions by lowering the cell water potential
and thus maintaining a potential gradient between
plant cells and their medium, necessary for water
absorption.

The Effects of Cell Matrix

As stated before, matric effects arise in systems rich in
substances with large surface to volume ratios. At the
cellular level, matrix is present in the cell walls in
the form of interwoven cellulose microfibrils, and in
the cytoplasm as the various gels and colloids. The real
nature of cm has been the subject of many discussions
among specialists. Initially, cm was thought to be
the result of forces retaining water molecules by capil-
larity, adsorption, and hydration.[5,10] Tyree and

Fig. 5 The relationship between the inverse of the leaf water potential (1/Wl) and the leaf water saturation deficit (WSD)
(pressure–volume curves) for leaves of wheat and cotton plants. No obvious deviations in the straight-line portions of the curves
at high levels of dehydration are detectable.

Fig. 4 The relationship between the volume of water lost
(DV) and the water (W) and its component potentials, solute
(cs), and pressure potential (cp) for a cell or tissue showing

ideal osmotic behavior. The dashed line indicates the point
of zero turgor (incipient plasmolysis). Source: From Ref.[6].
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Karamanos,[11] based on a physicochemical study of
the forces arising near solid phases with substantial
surface charge densities, identified cm as the energy
of interaction of the water dipoles with the electric field
in the double layer,[12] and separated the effects of sur-
face tension within the micropores as belonging to
forces of a different nature (i.e., negative pressure).
On this account, cm exerts its major impact in cell
walls within a very short distance from the charged
surfaces and its contribution is minor in comparison
to both cp and cs.

The osmometer approach assumes that the effects of
cell matrix on tissue water exchanges are negligible
and, thus, cm equals zero. This assumption might be
almost true in fully vacuolated parenchyma cells
[Fig. 3(B)], because the vacuole contains no matrix.
In meristematic cells, however, the situation could
not be so clear because of the poor vacuolation and
the large volume fraction of cytoplasm [Fig. 3(A)].
Within the cytoplasm cm is important only in the
matrix double layers which are expected to be less
abundant in comparison with the cell wall. Since we
have already concluded that cm influences the state
of only a small fraction of the total cell wall water,
the overall effect in the cytoplasm is probably even
smaller.[11] Nevertheless, no data on water exchanges
of growing leaves are available to test this hypothesis.

A further complication to the osmometer approach
is the question concerning the role of the apoplast as a
water reservoir of cells and tissues. There is evidence
that a high apoplastic water content is a common fea-
ture of xerophytes.[13,14] On this account, apoplastic

water could compensate for any water loss from the
symplasm. Such an assumption does not seem to be
valid for several reasons. First, no systematic devia-
tions along the pressure–volume curves were detected,
even in drought adapted species[15] and at high levels of
dehydration (Fig. 5), an indication that the osmometer
model holds satisfactorily. Secondly, the values of leaf
relative water content seldom fall below 50% in the
most severe cases of natural dehydration. Accordingly,
significant amounts of not easily extractable water are
still retained in leaves suffering from intense water
stress. Thirdly, the rate of net water loss from leaves
accounts for less than 5% of the evapotranspiration
rate of plants during daylight hours.[16] Thus, no part
of the leaf water content could ever act as an effective
reservoir for water, especially cell apoplast which func-
tions as the pathway for free water movement from the
xylem to the evaporating surfaces when leaf is transpir-
ing (Fig. 1).

In conclusion, cell matrix does not seem to play a
detectable role in leaf water relations. The osmometer
concept holds satisfactorily, an indication that the cell
vacuole is the key-site which regulates the water status
of mature leaves.

METHODS OF MEASURING LEAF
WATER POTENTIAL

A relatively large number of methods for determining
leaf water potential have been used. The existing
methods can be classified into three basic groups:

Fig. 6 Determination of the leaf water potential of fava bean leaves by the change in length of leaf strips floated on a series of
mannitol solutions of different osmotic potentials (Cs). The leaf water potential (W) coincides with the Cs of the solution where
the initial length of the strip (214 grid units) remained unchanged. The osmotic potential at zero turgor (Cs0) can also be traced
on the axis of mannitol osmotic potentials from the point E of intersection of lines AB and CD. Source: From Ref.[20].
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1) compensation methods; 2) psychrometric methods;
and 3) pressure chamber method. A thorough descrip-
tion of these techniques is given in the works of
Slavı̀k[17] and Wiebe et al.[18]

Compensation Methods

In the compensation methods, we search for the solu-
tion of a known osmotic potential which is isotonic
to the leaf water potential of the sample. A set of uni-
form parallel leaf tissue samples (discs, strips, etc.) are
floated in a series of graded test solutions of known
osmotic potential and left for equilibration.[19] The
net water transfer between the tissue and the solution
depends on the relative magnitudes of Wl and the cs

of the solution and is manifested as a change either
in the weight or the size (length, thickness, or area)
of the sample. The isotonic solution is usually detected
by interpolation. Fig. 6 shows the determination of Wl

by the change in length of leaf strips. This technique
can also give the cs of the tissue at zero turgor.

The test solutions to be used must not: 1) be harm-
ful to the tissues; 2) penetrate through cell membranes;
and 3) be metabolized by plants. Mannitol, polyethyl-
ene glycol, and sucrose are the most common osmo-
tica, but none of them completely fulfils all the
requirements set above.

An alternative method is the equilibration of the
leaf samples in the gaseous phase. A parallel set of
samples is left to equilibrate in closed vessels over a
series of graded test solutions.[21] The direction and
relative rate of the water vapor transfer between the
sample and the solution is then determined by measur-
ing either the sample weight or the volume of the
osmotic solution.

All compensation methods are time-consuming,
temperature-dependent, laborious, and of relatively
low accuracy (from 1 MPa to 0.3 MPa).

Fig. 7 Different types of thermocouple psychrometers. (A) A type. 1: wires, 2: copper rods, 3: rubber stopper, 4: measuring
chamber, 5 and 6: chromel–constantan wires, 7: copper wires. (B) B type. 1: wire, 2: single wire, 3: brass flange, 4 and 5:

chromel–constantan wires, 6: silver ring, 7: brass tube, 8: stainless steel cap, 9: brass rod closing the measuring chamber during
equilibration, 10: brass piston with O-rings. (C) C type. 1: glass vessel, 2: rubber cap, 3: copper net cylinders with insulation, 4:
rubber stopper, 5: glass tube, 6: thermistor, 7: plastic ‘‘spoon’’ filled with water, 8: holder of the plastic ‘‘spoon,’’ 9: wetting
thread, Pb: copper plate Pb—lead weight. Source: From Ref.[17], Figs. 1.14, 1.18, and 1.21.
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Psychrometric Methods

These methods measure water potential by determin-
ing the wet bulb depression in a closed gaseous system
which is in equilibrium with the leaf sample. The wet
bulb depression depends on the relative humidity of
the air in the system, which in turn is related to W as
follows:

W ¼ RT

�VVw

� �
ln

e

eo
ð8Þ

where e/eo is the relative humidity.
There are three kinds of psychrometers for measur-

ing the wet bulb depression. In the first (type A,
[Fig. 7(A)], a thermocouple junction (chromel and con-
stantan wires) is used alternatively as wet and dry: the
output of the thermocouple is read first when the junc-
tion is dry, then condensation of a fine water droplet is
achieved by Peltier cooling.[22] The thermocouple func-
tions as a wet junction as long as water remains on its
surface, and the difference between the two readings is
equivalent to the wet bulb depression.

In the second type (type B, Fig. 7(B)), the output of
a thermocouple with the thermojunction permanently
wetted by a small drop of pure water is measured.[23]

The droplet of water is held on a small silver ring sup-
ported by thin chromel and constantan wires. The dif-
fusion flux of water from the junction to the leaf-tissue
sample serving as a vapor sink is measured. In another
version of this type, an additional similar dry thermo-
couple is included in the sample chamber and mea-
sured as reference.[24]

In the third type (type C, Fig. 7(C)), temperature
sensitive resistance units (thermistors) are used instead

of thermocouples.[25] The dry bulb temperature is mea-
sured with a thermistor to which a miniature chamber
filled with water or wetted filter paper can be tightly
attached. The wet bulb temperature is then measured
by the same thermistor after temporarily lowering the
wet chamber: water starts evaporating from the therm-
istor at a rate depending on the vapor pressure in the
sample chamber, which is in equilibrium with the water
potential of the plant material.

The readings from all types of psychrometers are
calibrated against salt or sucrose solutions of known
cs. Leaf tissue segments (punched discs or strips) are
used as samples. However, specially designed psy-
chrometers or hygrometers are also used for the in situ
measurement of the water potential of attached leaves
(see Ref.[18] for a review).

Psychrometric techniques are extremely temperature-
sensitive. Nevertheless, their mean accuracy is very
high (up to � 0.01 MPa).

The Pressure Chamber Method

The pressure chamber (or pressure bomb) was first
used extensively by Schollander et al.[26] A cut leaf is
inserted within a cylinder with its petiole protruding
from the lid, so that it can be observed for sap exu-
dation (Fig. 8). The chamber is then hermetically
sealed and the pressure inside is gradually increased
by compressed air or nitrogen until sap appears at
the xylem vessels on the cut surface. According to the
theoretical analysis of the technique,[7,27,28] the water
potential in the xylem vessel (Wx) is dominated by
the negative hydrostatic pressure (tension) cp,x caused
by the transpiration stream. Both solute (cs,x) and

Fig. 8 Diagrammatic representation
of a pressure chamber apparatus. 1:

cylinder, 2: lower cover, 3: upper
cover, 4: O-rings, 5: insertion held
with four screws (6) used to seal the

stem by means of an O-ring (7), 8:
rubber stopper, 9: binocular micro-
scope, 10: pressure gauge, 11: inlet

valve, 12: outlet valve. Source: From
Ref.[17], Fig. 1.33.
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matric components (cm,x) in the xylem are negli-
gible.[26] It follows that:

Wx ffi cp;x ð9Þ

The pressure required to force the sap to the cut pet-
iole (P) compensates the original negative pressure in
the intact xylem vessels (cp,x), so that:

�P ¼ cp;x ¼ Wx ð10Þ

Wx then equals Wl when single leaves are used.
The technique is quick, easy, and quite accurate

(�0.02 MPa) provided that some precautions are
taken: 1) an appropriate rate of pressure increase is
applied; 2) the water loss from the leaf during determi-
nation is minimal; 3) the pressure gauge is as accurate
as possible.

In addition, this technique is very useful for produc-
ing pressure–volume curves[7] which offer useful and
reliable information on the mechanisms involved in
the regulation of leaf water status.

THE WATER POTENTIAL INDEX

At any time, leaf water potential is the combined result
of interactions of soil water availability, evaporative
demand, and plant responses. Accordingly, it can be
considered as a reliable indicator of leaf water balance.
Karamanos and Papatheohari[29] suggested a method
to assess the water stress history experienced by a plant
or crop by using serial values of Wl over an observation
period (Fig. 9).

The integral of the course of Wl over time (i.e., the
shaded area in Fig. 9) describes the ‘‘duration’’ of Wl

[water potential duration (WPD), in MPa days]:

WPD ¼
Z v

i ¼ 1

Wl;idt ð11Þ

where Wl,i is the leaf water potential at day t within the
observation period, i.e., from days 1 to v. In order to
make the values of WPD comparable among obser-
vation periods of different duration, the Water Poten-
tial Index (WPI) is derived by dividing WPD by the
length of the period of study:

WPI ¼ WPD=n ð12Þ

where n is the length of a period in days.
The use of the WPI as an objective indicator of the

total water stress experienced by plants in a given
environment looks promising in genotype evaluation
studies for drought stress resistance.[29]
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Library Resources

Robert Teeter
Library, Santa Clara Valley Water District, San Jose, California, U.S.A.

INTRODUCTION

This article describes some representative water
libraries in different kinds of institutions, both in the
United States and internationally. It also describes
the major databases available for finding journal arti-
cles and other literatures about water and related
fields.

LIBRARIES: UNITED STATES

The U.S. Geological Survey’s library system claims
to be ‘‘the largest earth-science library in the world.’’
Just as water is a major part of the Survey’s mission,
so too is it a major subject in its libraries. The USGS
libraries collect materials in water resources, water
quality, hydrology, surface water, groundwater, mete-
orology, glaciology, aquatic ecology, and aquaculture.
The libraries hold more than 450,000 maps and
350,000 photographs, as well as more than 1.2 million
scientific books and a comprehensive collection of the
USGS’s own publications. The USGS has its main
library in Reston, Va., with regional libraries in
Denver, Colorado; Flagstaff, Arizona; and Menlo
Park, California. These libraries are open to the public
as well as USGS staff. There are also smaller ‘‘science
center libraries’’ around the country, such as the Water
Resources Division library in New Cumberland,
Pennsylvania, and the National Wetlands Research
Center library in Lafayette, Louisiana.[1]

As part of the National Agricultural Library in
Beltsville, Maryland, the Water Quality Information
Center (WQIC) focuses on water management issues
as they relate to farming and animal husbandry. In
order to serve users nationwide, many of WQIC’s pro-
ducts are provided through its Website. These include
a database of electronic publications on water and
agriculture and bibliographies on water-related sub-
jects. Some of the bibliographies are automatically
updated as the National Agricultural Library’s catalog
is updated.[2]

Agencies like the Illinois State Water Survey per-
form research and disseminate information on their
state resources, just as the USGS does at the national
level. The library of the ISWS, in Champaign, Ilinois,
collects materials on groundwater, hydrology, water

supply and treatment, water-use planning, and climate
change. In addition to its own survey publications, the
library has significant collections of reports from the
University of Illinois Water Resources Center, U.S.
Environmental Protection Agency, and other state
and federal agencies.[3]

The University of Wisconsin Water Resources
Library, in Madison, has a collection of about 30,000
volumes focusing on the water resources of Wisconsin
and the other Great Lakes states. Unlike many aca-
demic libraries, this one lends materials to the general
public (as long as they are Wisconsin residents) and
even has services for children. Its Website features
research guides, advice on finding a water-related job,
a directory of water experts, and links to water Web-
sites.[4] The library is affiliated with the university’s
Water Resources Institute, one of 54 such state
institutes, many of which have libraries.[5]

Many other universities have extensive archives
from local water agencies and officials. A product of
12 universities, the Western Waters Digital Library
provides online access to records concerning the
major watersheds of the Western United States.[6] The
Everglades Digital Library, a service of Florida Inter-
national University and other organizations, presents
scientific reports, maps, data sets, photos, and other
materials related to the wetlands of south Florida.[7]

The Water Resources Center Archives at the University
of California, Berkeley, has an important collection of
documents and archives relevant to its state.[8]

The StreamNet Library, in Portland, Oregon, serves
scientists and the general public interested in the fisheries
(especially salmon) and ecosystems of the Columbia
River Basin in the Pacific Northwest. The library has
approximately 20,000 items—books, technical reports,
journals, computer files, and other formats.[9]

The Rivers Institute at Hanover College in Hanover,
Indiana, maintains a physical collection in the college’s
library and an online learning center on the Web.
Among the online resources are an extensive directory
of Web links, resources for K-12 teachers, a list of water
dates and events, and lists of publications and presenta-
tions by institute staff.[10]

The Santa Clara Valley Water District manages the
wholesale water supplies of Santa Clara County,
California (Silicon Valley), while providing flood
protection to its 1.7 million residents and serving as
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stewards of the county’s more than 800 miles of
streams. The district’s library, in San Jose, consists of
approximately 18,000 books, reports, government
documents, electronic databases, and audio-visual
materials. The collection includes the areas of engineer-
ing, environmental and earth sciences, and manage-
ment. The library also serves the general public by
making available district reports and by interlibrary
lending.[11]

St. Johns River Water Management District, based
in Palatka, Florida, provides regional water supply,
surface water protection, and flood protection to the
residents of 18 counties in northwestern Florida. The
library covers water resources (surface and ground-
water), civil engineering, environmental and life
sciences, earth sciences, and Florida local and natural
history. The library contains about 20,000 books,
government documents, and technical reports. Check-
out privileges are for staff only, but members of the
public are welcome to visit.[12]

LIBRARIES: INTERNATIONAL

The Centre for Ecology and Hydrology, a research
institute in the United Kingdom, maintains libraries
at its eight locations. The libraries hold 50,000 books
and reports on hydrology, aquatic ecology, climate
change, and related subjects. Access is restricted to
staff and approved external researchers.[13]

Natural Resources Canada’s library covers all
aspects of earth sciences, including water resources.
Its main library is in Ottawa, but a branch in Quebec
City specializes in groundwater; there are branches
elsewhere in the country. The library serves Canadian
government staff, scientists, and the general public.[14]

The Bundesanstalt für Gewässerkunde (German
Federal Institute of Hydrology), a government agency
in Koblenz, Germany, holds 85,000 publications in
hydrology, water conservation, water resources man-
agement, aquatic biology, and related topics. It directly
circulates materials to residents of the region and to
others via interlibrary loan.[15]

The Water Reference Library, University of New
South Wales, Australia, is part of the university’s
library, but also serves the Water Resource Labora-
tory. Its collection numbers 21,000 items in the fields
of hydraulics, hydrology, coastal engineering, ground-
water, irrigation, water quality, and oceanography.[16]

The library serving WaterCare Services, Ltd, in
Auckland, New Zealand, has a collection in the areas
of water supply, water resources planning, water qual-
ity, sewage treatment, engineering, and financial and
asset management. Librarian Sarah Knight provides
research and current awareness for staff in these
subjects.[17]

Sydney Water, a utility serving Australia’s largest
city, has a library serving staff and the general public
(by appointment). Its collection focuses on water,
wastewater, environment, and engineering. Library
staff provide books, reports, internal documents,
audiovisual material, and online and CD-ROM data-
bases. Library staff members also offer current aware-
ness, journal alert, and interlibrary loan services.[18]

The Winnipeg (Manitoba) Water and Waste Depart-
ment’s library contains civil engineering references and
standards, department reports, manufacturers’ catalogs,
and archival material. The library primarily serves
department staff, but other city staff and engineering
students also use it.[19]

DATABASES: SUBSCRIPTION

The following databases are available by subscription
only. Many academic libraries, as well as special water
libraries, have access to one or more of them. Except
for the Water Library, all of these databases contain
citations and abstracts rather than full text.

Water Resources Abstracts, published by Proquest
CSA, indexes journals, conference proceedings, books,
and reports in the areas of groundwater, surface water,
water supply, water quality, watersheds, water engin-
eering, and desalination. Coverage dates from 1967.
A complementary database from Proquest CSA,
Aquatic Sciences and Fisheries Abstracts (ASFA)
focuses on aquatic biology.[20]

Aqualine covers a similar range of subjects as Water
Resources Abstracts, but with a British emphasis. Its
index goes back to 1960. It is jointly produced by Pro-
quest CSA and the Water Research Centre (WRc).[21]

The American Water Works Association’s database
Waternet indexes journals, books, reports, and confer-
ence proceedings from the AWWA and other publish-
ers. It covers water infrastructure, water treatment,
water utility management, water conservation, water
law, and water security from 1971 on. It is sold on
CD-ROM from AWWA and is also available through
the Dialog database service. The Water Library, an
online service of AWWA, provides the full text of
articles (for a fee) from the association’s journal back
to 1971.[22]

DATABASES: FREE

The American Society of Civil Engineers offers a
database of its publications (many water related)—
the CE Database. Citations and abstracts are free; full
articles may be purchased for a fee.[23]
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Similarly, the National Ground Water Association
permits free searching of its Ground Water Online
database. Abstracts and articles are free to NGWA
members; nonmembers must pay a fee for articles.[24]

Researchers worldwide post abstracts of their cur-
rent and recent work at the Water Research Network,
based in Norway.[25]

The University of Florida Center for Aquatic and
Invasive Plants makes available a database known
as APIRS, which indexes the literature of aquatic,
wetland, and invasive plants.[26]

CONCLUSION

Water libraries exist wherever scientists and engineers
need the support a good library (and librarians) can
provide to do their research. However, if there is not
one near you, check to see what your nearest university
or research institution can offer.
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Livestock and Poultry Production: Water Consumption

David B. Parker
Michael S. Brown
Division of Agriculture, West Texas A&M University, Canyon, Texas, U.S.A.

INTRODUCTION

Competition for drinking water has increased in many
locations across the world. Groundwater continues to
decline in many areas. Water once used for agriculture
is now being directed to municipal and industrial uses.
There is a trend away from the family-sized farm or
ranch to fewer large-sized animal production opera-
tions called concentrated animal feeding operations
(CAFOs). Water consumption data are a necessary
component in the design of a drinking water supply
system for new livestock and poultry production
operations.

Water is the primary constituent in the body of
livestock and poultry, constituting 50–80% of the live
weight of the animal. Water serves as an essential
solvent and plays a vital role in regulation of body
temperature, lactation, digestion, elimination of
waste products of digestion and metabolism,
regulation of osmotic pressure, reproduction, trans-
portation of sound, and vision.[1,2] Livestock and
poultry fulfill their water needs by drinking or eating
snow and/or ice, ingesting water contained in feed,
and in minor amounts through metabolism (water
produced by the oxidation of carbohydrate, fat, and
protein). The primary avenues of water loss are
urinary excretion, fecal excretion, perspiration, and
respiration.[1]

When evaluating water requirements of livestock
and poultry, it is important to distinguish between free
water intake (FWI), which is water consumed by the
animal by drinking, and total water intake (TWI),
which is the sum of FWI and any water ingested in
the feed. The amount of water ingested in processed
feed and grazed forage can be substantial. For
example, many ‘‘dry’’ feedstuffs contain 10–14%
water, while grazed forages and silages contain 60–
80% water. Free water intake is usually measured as
the amount of water disappearance from a water
trough. Because of spillage by ‘‘leisure’’ activities,
water disappearance does not always equal the amount
of water ingested or actual water requirement. How-
ever, water disappearance and FWI are assumed to
be equal in most production situations.

WATER CONSUMPTION FOR LIVESTOCK

Cattle

Cattle can be divided into three groups: feedlot cattle,
range cattle, and dairy cattle. Within these groups, a
variety of factors may affect water consumption,
including species or breed, type of diet, feed intake, rate
and composition of gain, pregnancy, lactation, activity,
and environmental conditions. One of the first refer-
ences for daily water intake by dairy and beef cattle
was published by Winchester and Morris.[3] Although
the water intake values presented in this publication
are often referenced, there are many things that have
changed to alter water intake in cattle today, most
notably breed characteristics, feeding management,
and dietary ingredients. In this chapter, we have
attempted to provide a concise summary of the latest
in water consumption data available for current feeding
and management conditions.

Feedlot cattle

Most commercially fed cattle in the United States are
housed in open, earthen-surfaced lots with 50–200 ani-
mals per pen. Until recently, few data were available
from which to establish water requirements for feedlot
cattle.[1] Parker et al.[4] monitored total water usage
over a two-year period at a 50,000 animal beef cattle
feedlot. Average daily water usage over the two year
period was 40.9 L per animal, which included all water
used for drinking, in the feedmill for steam flaking grain,
and water used in overflow water troughs in the winter
to prevent ice formation. In the winter, 66% of total
usage was for drinking and in the summer 89% was used
for drinking. A regression equation was developed to
predict daily water usage for the entire feedlot:

DFWU ¼ 39:2 � 0:648MaxT þ 0:0421MaxT2

� 0:0717MinRH

R2 ¼ 0:60

ð1Þ

where DFWU is the daily feedlot water use (L per ani-
mal), MaxT, the maximum daily temperature (�C), and
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MinRH, the minimum daily relative humidity (%).
Jeter[5] measured FWI by feedlot steers and developed
the following equation:

DFWI ¼ 40:61 þ 0:46MinT � 0:45MinRH

R2 ¼ 0:93
ð2Þ

where DFWI is the daily free water intake (L/day),
MinT, the minimum daily temperature (�C), and
MinRH, the minimum daily relative humidity (%).

Range cattle

The livestock category of range cattle describes both
diverse classes of cattle (non-lactating and lactating
cows, growing steers and heifers, and mature bulls)
and diverse types of grazing conditions (e.g., intro-
duced forages and winter or spring cereal grains, native
range) in which forage quality varies. The potential
relationships between climatologic variables and the
distance animals must travel to obtain forage and
drinking water are poorly understood for grazing
cattle. Although the majority of data available do
not consider the water consumed in forage, it is well
recognized that forage dry matter concentration is
dynamic and dependent on environmental influences.

Winchester and Morris[3] summarized total water
intake data from six studies generally involving various
classes of cattle that were individually fed and housed
in environmental chambers for periods of 7–14 day
(Table 1). Although these data were primarily derived
under ‘‘laboratory’’ conditions, few data from pro-
duction studies are available. Kattnig et al.[6] reported
that FWI by 234 kg Holstein steers fed hay in individ-
ual pens was 91 mL/kg of body weight; average daily
maximum temperature was 20.7�C. Ojowi et al.[7] con-
ducted an 84 day grazing study by using growing steers
(308 kg) gaining 0.9 kg/day and indicated that FWI
averaged 94 mL/kg of body weight. Ali, Goonewar-
dene, and Basarab[8] monitored ambient temperature,
relative humidity, and FWI of grazing cattle (cows
with calves, heifers, and a mature bull) during an 84
day grazing period. The average daily maximum tem-
perature was 22.2�C, and FWI averaged 108 mL/kg
of body weight.

Dairy cattle

Water is the most important dietary component for
dairy cattle, as insufficient water can limit milk pro-
duction.[3] Lactating dairy cows require about 4 L of
water for each kg of milk produced.[9] Many regression
equations have been developed to predict the amount
of water consumed by dairy cows.[10] Dahlborn,

Akerlind, and Gustafson[11] developed the following
equation:

DFWI ¼ 14:3 þ 1:28 MP þ 0:32 DM ð3Þ

where DFWI is the daily free water intake (drinking
only), MP, the milk production (kg/day), and DM,
the dry matter (% of diet). A summary of estimated
water requirements for various classes of dairy cattle
is presented in Table 2.

Swine

Weanling pigs age (3–6 weeks) will drink about 0.5 L/
day in the first week after weaning and 1.5 L at age 6
weeks.[13,14] Growing swine will consume about 2.5–
3.0 L of water for each kg of feed consumed.[14] Pigs
drink about the same at temperatures of 7–22�C, but
the amount of water consumed increases considerably
at 30�C.[15] A summary of estimated water requirements
for various classes of swine is presented in Table 3.

Horses

Horses consume about 8.4 L per 100 kg of body weight.
Horses need 2–3 L of water per kg of dry matter
intake.[18] Fonnesbeck[19] determined that horses
fed an all-hay diet resulted in a water-to-feed ratio
of 3.6:1, while horses fed a hay–grain diet had a

Table 1 Total water intake by beef cattle with an ambient

temperature of 4.4–32.2�C

Daily total water intake

Class of cattle L/day

mL/kg of

body weight

Bulls

544 kg 28–66 51–121
816 kg 33–78 40–96

Non-lactating, pregnant cowsa

408 kg 25–37 61–91

500 kg 23–33 46–66

Lactation adjustment [added for each 1 kg of
milk produced (4% milk fat)]b

2.1–2.7

Growing heifers and steers (average daily body
weight gain of 0.4–0.7 kg/day)

180 kg 15–22 83–122

360 kg 24–35 67–97

Total water intake was determined to be constant below 4.4�C.
aData were not determined above an ambient temperature of 21.1�C.
bData were derived from lactating dairy cows with an ambient

temperature of 4.4–32.2�C.

Source: From Ref.[3].
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water-to-feed ratio of 2.9 : 1. Working horses may
drink 20–300% more water than horses at rest.[18] A
summary of estimated water requirements for various
classes of horses is presented in Table 4.

Sheep

The water required for sheep depends on the same fac-
tors as other livestock. In addition, the water require-
ments may vary with wool covering.[20] A summary
of estimated water requirements for various classes of
sheep is presented in Table 5.

Goats

A high proportion of the world’s goat population lives
in arid areas where water requirements are not easily

met. Goats are one of the most efficient animals in
the use of water, having one of the lowest rates of
water turnover per unit of body weight.[21] Data for
water consumption by dairy and meat goats is limited.
Dairy goats require about 1.43–3.5 L of water per kg
of milk, significantly less than dairy cattle.[21] Penned
meat goats drink about 0.7 L of water per day.

WATER CONSUMPTION FOR POULTRY

Chickens

Xin[22] developed the following equation for broilers
between 1 day and 56 day of age:

DFWI ¼ 2:78 þ 4:70D þ 0:128D2 � 0:00217D3

R2 ¼ 0:999 ð4Þ

where DFWI is the daily free water intake (L per 1000
birds) and D, the age in days. A summary of estimated
water requirements for various classes of chickens is
presented in Table 6.

Turkeys

Parker, Boone, and Knechtges[24] monitored water
intake in tom turkeys at temperatures ranging from

Table 3 Water requirements for various classes of swine

Class Estimated water consumption (L/day)

Weanling pig 0.5–1.5

11 kg pig 1.9

27 kg pig 5.7

45 kg pig 6.6

90 kg pig 9.5

Gestating sow 17.0

Pregnant gilt 20.8

Sow plus litter 22.7

Boar 10–15

Source: From Refs.[16,17].

Table 2 Water requirements for various classes of

dairy cattle

Class

Production

(kg milk/day)

Estimated water

consumption (L/day)

Holstein calves —
(1 mo) — 5–8

(2 mo) — 6–9
(3 mo) — 8–11
(4 mo) — 11–13

Holstein heifers —

(5 mo) — 14–17
(15–18 mo) — 22–27
(18–24 mo) — 28–36

Dry cows (pregnant) — 26–49

Jersey cows 13.6 49–59

Guernsey cows 13.6 52–61

Ayrshire, Brown Swiss,

and Holstein cows

13.6 55–64

22.7 91–102
36.3 144–159

45.4 182–197

Source: From Refs.[10,12].

Table 4 Water requirements for various classes of horses

Class

Estimated water

consumption

(L/day)

Maintenance, 500 kg, thermoneutral
environment

23–30

Maintenance, 500 kg, warm environment 30–57

Lactating mare, 500 kg 38–57

Working horse, 500 kg, moderate work 38–45

Working horse, 500 kg, moderate work,
warm environment

45–68

Weanling, 300, thermoneutral
environment

23–30

Source: From Ref.[16].

Table 5 Water consumption of various classes of sheep

Class Water requirement (L/day)

Rams 7.6

Dry ewes 7.6

Ewes with lambs 11.3

5–20 lb lambs 0.4–1.1

Feeder lambs 5.7

Source: From Ref.[16].
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10.0 to 37.8�C, with water consumption of 0.3 L/day
and 1.3 L/day, respectively. A summary of estimated
water requirements for various classes of turkeys as
reported at commercial turkey production companies
is presented in Table 6.

Ducks

Veltman and Sharlin[25] evaluated water consumption
in White Pekin ducks between 14 day and 42 day of
age. Ducks that were allowed access to water 24 hr
per day consumed 0.8 L/day, while ducks provided
access to water only 4 hr/day consumed 0.6 L/day.
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1 0.22 0.20 0.20 0.38 0.38

2 0.48 0.30 0.40 0.75 0.69

4 0.10 0.50 0.70 1.65 1.27

6 0.15 0.70 0.80 2.87 2.15

8 0.20 0.80 0.90 4.02 3.18

10 — 0.90 1.00 5.34 4.40

12 — 1.00 1.10 6.22 4.66

14 — 1.10 1.10 6.68 4.70

16 — 1.20 1.20 6.92 4.74

18 — 1.30 1.30 7.00 —

20 — 1.60 1.50 7.04 —

Source: From Ref.[23].
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INTRODUCTION

A plentiful and consistent supply of high-quality water
is essential for optimal production and health of
feedlot cattle. Water of inadequate quality can result
in decreased gains, poor feed conversion, and adverse
affects on animal health. The greatest losses to live-
stock producers from low-water quality are often
through undetected production inefficiencies and
hidden but considerable influences on profitability.

WATER REQUIREMENTS

Water constitutes 60–70% of the body of livestock.
Water consumption is critical for animal maintenance.
Animals that do not drink sufficient water may suffer
stress or even dehydration.

The amount consumed depends on the species,
weather, and characteristics of feedstuffs consumed.
For instance, dry beef cows need about 8–10 gal of
water daily, whereas beef cows in their last 3 mo of
pregnancy may drink up to 15 gal a day. Those in
milk need about five times as much water as the vol-
ume of milk produced. Also, calves require much
more water after weaning than before. Ignoring this
fact may irreversibly retard growth of calves from
which they may never fully recover.

WATER QUALITY

Safe supplies of water are absolutely essential for live-
stock. Livestock may suffer health problems or below-
normal consumptions resulting from substandard
quality water. Ingestion of mineral or organic contami-
nants can cause poor performance or non-specific

disease conditions. Major livestock health problems
associated with water quality are seldom reported
except in site-specific instances. When evaluating the
quality of water for livestock, one has to consider
whether livestock performance will be affected;
whether water could serve as a carrier to spread dis-
ease; and whether the acceptability or safety of animal
products for human consumption will be affected.

The most common water quality problems affecting
livestock production are the following.

� Excess salinity—high concentration of minerals,
measured as total dissolved solids (TDS).

� High nitrates or nitrites.
� Bacterial contamination.
� Blue-green algae.
� Accidental spills of petroleum, pesticides, or

fertilizers into water supply.

The importance of nitrate, nitrite, sulfate, and TDS
as factors influencing water quality for livestock has
been recognized. Concentrations generally considered
safe for consumption by cattle have been established
(Table 1). However, these values may vary slightly
depending on type and formulation of rations fed to
cattle.

In 1999, the USDA’s National Animal Health
Monitoring System[1] conducted a water sampling
study on beef feedlots with 1000 head or more capa-
city in the 12 leading cattle feeding states. These
feedlots accounted for 96.1% of U.S. cattle feedlot
inventory (January 1, 2000) and 84.9% of feedlots
with 1000 head or more capacity.[1]

One representative water sample per feedlot was
analyzed for nitrate, nitrite, sulfate, and TDS. A
total of 263 feedlots from 10 states (all west of the
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Mississippi River) supplied a water sample for analysis.
(No water samples were submitted from Arizona or
Oklahoma.) The majority of samples (89.7%) were
drawn from a well. Other sources included munici-
pal/city (4.6% of samples), spring/river (2.3%), and
pond/lake (2.3%).

Only 1.7% of samples came from shallow wells (less
than 30 ft deep), while 45.3% of samples were from
wells that were 101 ft–300 ft deep, and 22.5% were from
wells deeper than 300 ft.

The mean nitrate concentration was 33.6 mg L�1 �
3.5 mg L�1 NO3 (or 7.6 mg L�1 � 0.8 mg L�1 NO3-N)
while sulfate averaged 205 mg L�1 � 24 mg L�1 SO4.
Both these values are considered safe levels (See
Table 1). Nitrite was detectable in only 0.4% of the
samples. No water samples exceeded the recommended
nitrate limit and only 23% exceeded the sulfate limit.

MINERALS AND SALINITY

Livestock tolerance of minerals in water depends on
many factors: kind, age, diet, and physiological con-
dition of the animal; season; climate; and kind of salt
ions in the water. Livestock may drink less if the water
tastes bad. Livestock restricted to waters with high
salt content may suffer physiological upset or death.

Several mineral elements found in water seldom
offer problems to livestock because they do not occur
at high levels in soluble form, or because they are toxic
only in excessive concentrations. Examples are iron,
copper, cobalt, zinc, iodide, and manganese. These
elements do not seem to accumulate in meat or milk
to the extent that they would cause problems.

Common compounds found in waters with excess
salinity include sodium, chloride, calcium, magnesium,
sulfate, and bicarbonate. Bicarbonates and carbonates
may contribute to alkalinity (pH) levels. When feed
also is high in salt, lower water salinity would be desir-
able. Moreover, animals consuming high-moisture

forage can tolerate more saline waters than those graz-
ing dry grain rations, dry brush, or scrub. Hard water
without high salinity does not harm animals.

NITRATE AND NITRITE

Sources of nitrates and nitrites include decaying animal
or plant protein, animal metabolic waste, nitrogen fer-
tilizers, silage leachate, and soil high in nitrogen-fixing
bacteria. Nitrates and nitrites are water soluble and
may be leached away to the water table or into ponded
water.

Nitrate is important in livestock health. Although
nitrate is not a particularly potent toxin, it is readily
reduced to highly toxic nitrite within the rumen. Nitrite
is about 10 times more toxic than nitrate. Nitrite
is absorbed where it interacts with red blood cells by
inhibiting their ability to effectively transport oxygen.
Moderate nitrate intake may not cause any notice-
able effect on animal health but may result in
decreased animal gains and poorer feed conversion.
Intake of large amounts of nitrate may result in death.

SULFATE

Sulfur is required by all animals. The recommended
sulfur intake for beef cattle is 0.15% of the ration and
the maximum tolerable limit is 0.4% of the ration on
a dry matter basis. Water can contribute significant
quantities of sulfur, as sulfate, towards total sulfur con-
sumption. Sulfur and sulfate are relatively non-toxic in
these forms, but sulfate/sulfur is readily reduced in the
rumen to highly toxic sulfide products. Excessive total
sulfur consumption through feed and water can result
in decreased water consumption, feed intake, and
reduced average daily gains feed conversion.[2]

Cattle on pasture can tolerate up to a maximum of
2000 mg L�1 sulfate (SO4). However, cattle on full feed
with a heavy proportion of concentrate in the diet
should have water containing 300 mg L�1 sulfate or less.

If native cattle are moved onto water with a
high sulfate level during a hot, dry period, there
may be problems with adequate consumption. The
same water may be well tolerated and consump-
tion increased as needed in animals that were intro-
duced to the water source in a cooler season, when
demand was initially low (due to sufficient time for
adaptation/acclimatization).

BIOLOGICAL ORGANISMS

All surface waters must be assumed to carry bacteria.
Livestock should be kept away from contaminated

Table 1 Concentrations of nitrate, nitrite, sulfate, and

total dissolved solids in water typically considered
safe for livestock usage

Measurement

Concentration considered

safea (mg L�1)

Nitrate, NO3 Less than 440

Nitrate, NO3-N Less than 100

Nitrite, NO2 Less than 33

Nitrite, NO2-N Less than 10

Sulfate, SO4 Less than 300

Total dissolved solids, TDS Less than 3000
amg/L is equivalent to parts per million (ppm).

Source: From Ref.[1] and National Research Council, National Acad-

emy of Sciences, Washington, DC.
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water that has not been adequately aerated (oxygen-
ated) because of the likelihood of excessive levels of
bacterial pathogens that may be present. Surface water
sources may have problems with algae growth as a
result of high-nutrient loading in runoff water. Avoid
using waters bearing heavy growths of blue-green
algae, as several species can produce animal toxins
(poisons). To control algae in storage tanks, reduce
the introduced organic pollution and exclude light.
Water storage tanks can be disinfected by adding
1 oz of chlorine bleach per 30 gal of water, holding
for 12 hr before draining, and then refilling with clean
water. Chlorination can also control certain bacteria.

WATER QUALITY CRITERIA

There are no regulations regarding livestock water
quality. Suggested limits of concentrations of specific
substances in water for livestock, where these have
been established, are shown in Table 2, which shows
that suggested upper limits for livestock are generally
higher than for humans, with the exception of copper
and fluoride. Generally, salinity is more restrictive for
young animals, pregnant, or lactating animals. Also,
monogastic animals (poultry and swine) are less toler-
ant to salinity than ruminant animals (cattle or sheep).

WATER QUALITY EVALUATION

To evaluate water quality in relation to livestock
health problems, it is imperative to obtain a thorough
history, make accurate observations, ask intelligent
questions, and submit suspected water and properly
prepared tissue specimens without delay to a qualified
laboratory.[7] Obtain assistance from a local veteri-
narian, county Extension agent, or state veterinary
medical diagnostic laboratories, usually affiliated with
the land grant university in each state.

SOURCES OF WATER QUALITY
CONTAMINATION

Contaminant levels may be affected by runoff from
surrounding lands and by concentration caused by
water evaporation from a pond or storage tank.[8]

Salinity is of special concern in the western half of
the United States where naturally occurring salinity
in watersheds or geological formations can restrict live-
stock water uses (Table 3). Livestock grazing opera-
tions may influence stream water quality where cattle
are watered in or along the streams or drainage fea-
tures. Potential sources of localized groundwater con-
tamination include: livestock manure accumulations

around water wells, ponds and stock pens, and agricul-
tural chemicals or containers at spray pens, dipping
vats, and disposal sites. Other potential non-point
pollution sources that require careful site selection

Table 2 Recommended limits of concentration of some

potentially toxic substances in drinking water for
livestock vs. comparable values for humans

Selected

inorganic

constituents

Comparable U.S.

EPAa criteria

(for humans)

Safe concentration

(upper limit) for

livestock, (mg L�1)[3]

NAS[5] CAST[6]

Primary

Inorganic

chemicals

(MCL), mg L�1

Antimony 0.006

Arsenic 0.05 0.2 0.5

Asbestos 7 MFL

Barium 2.0 N.E.

Beryllium 0.004

Boron N.A. 5.0

Cadmium 0.005 0.05 0.5

Chromium 0.1 1.0 5.0

Chloride N.A.

Cobalt N.A. 1.0 1.0

Copper 1.3 0.5 0.5

Cyanide, free 0.2

Fluoride 4.0 2.0 3.0

Iron N.A. N.E. No limitb

Lead 0.015 0.1 0.1

Manganese N.A. N.E. No limit

Mercury 0.002 0.01 0.01

Nickel N.A. 1.0

Nitrate-N 10.0 100 300

Nitrite-N 1.0 10 10

Salinity N.A. See Table 3

Selenium 0.05

Sulfate N.A.

Thallium 0.002

Total dissolved

solids

N.A.

Vanadium N.A. 1.0

Zinc N.A. 25.0

MCL ¼ Maximum contaminant level, highest level allowed in

drinking water, an enforceable standard for public drinking water

supply; MFL ¼ million fibers per liter; N.A. ¼ Not applicable;

N.E. ¼ Not established.
aPrimary standards only, not including current human drinking

water quality standards for micro-organisms; disinfectants or dis-

infection byproducts; organic chemicals; or radionuclides.[4]

bAvailable data are not sufficient to warrant definite recommendations.
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and management include:[9] concentrated animal feed-
ing operations; wastewater holding ponds; lagoons;
manure stockpiles; silos; dead animal disposal sites;
and onsite sewage treatment systems.

Fertilizers, including manure and wastewater,
should be carefully selected and applied to land in
accordance with soil and crop requirements or nutrient
management plans. This will help prevent contaminat-
ing underlying aquifers and with nutrients or salts.
Always handle and apply pesticides in strict accord-
ance with the recommendations on the label. Do not
apply pesticides around a water supply or other vulner-
able sites.

Wellhead protection measures are specified in water
well drillers’ guidelines in most states. Locate wells
at least 150–300 ft from livestock corrals, septic tanks,
manure treatment lagoons, and runoff holding
ponds.[8] To prevent infiltration, case, and grout wells
down to a restrictive layer or to the water table, and
seal around the wellhead with a concrete pad.

CONCLUSION

Livestock producers should provide sufficient safe
water for animals by preventing contamination and
providing adequate sources of year-round, high-
quality drinking water supply. Livestock should be
protected from unsafe drinking water by providing
alternative sources of acceptable quality water.

Water-related health problems in livestock are
usually caused by stress conditions that may include

inadequate water supply or unpalatable water with a
high level of dissolved substances.
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Table 3 Guide to using saline waters for livestock

Total soluble salts content

of waters (mg L�1) Comments—livestock water use

Less than 1,000 Relatively low level of salinity, no serious problem expected

1,000–2,999 Considered satisfactory; may cause temporary mild diarrhea in livestock unaccustomed to
them, but should not affect animal health or performance

3,000–4,999 Should be satisfactory; may cause temporary diarrhea or be refused at first by animal

unaccustomed to them

5,000–6,999 Can be used with reasonable safety; avoid using those approaching the higher limits for
pregnant or lactating animal

7,000–10,000 Use should be avoided; considerable risk for pregnant or lactating livestock, young animals,
or for any animals subjected to heavy heat stress or water loss; older livestock may subsist
under conditions of low stress

More than 10,000 Excessive risks; cannot be recommended for use under any conditions

Source: From Ref.[5].
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INTRODUCTION

Approximately, 40% of the world’s land area is classi-
fied as rangeland with over 80% in the arid and semi-
arid zones.[1] In these rangeland areas, there is usually
sufficient water, primarily as precipitation, for plant
growth in the form of grasses and small shrubs which
are the primary foodstock for herbivores, both wild-
life and domestic. While there is sufficient forage for
the animals, many of these rangelands cannot be used
for livestock production because of inadequate drink-
ing water sources such as streams and springs.
Traditionally, supplemental animal drinking water
has been supplied by wells, ponds, and in some
instances physical water transport. There are areas
where even these supplemental water techniques are
not available or otherwise unsuitable. One technique
of water supply that can be used in most places in
the world when other sources are unavailable is a
process called water harvesting.

DEFINITION AND BACKGROUND

Water harvesting is defined as the collection of precipi-
tation from a prepared area for some beneficial use.
Water harvesting for livestock and human drinking
water supplies is an ancient practice dating back to
the first-half of the Bronze Age, about 4000 yr ago.[2]

It is probable that the first water harvesting system
for drinking water was nothing more than a simple
depression that filled with water running off a rock sur-
face. Even today, in many arid regions, we can find
rain-filled depressions in rock outcroppings that pro-
vide drinking water for wildlife.

In the past 40 yr, there has been a renewed interest
in water harvesting as a means of water supply for
both livestock and domestic uses. There is no univer-
sally ‘‘best’’ method of water harvesting, since each site
has its own unique characteristic features: soil type and
topography; precipitation quantities and intensities;
and water needs, timing, and quantities. The designer,
installer, and ultimate user of a water harvesting
facility should become as familiar as possible with
the available techniques and adapt one that is best
suited to the local environment, social, and economic
conditions and site features. Many of the elements

of a water harvesting facility are interrelated and must
be considered simultaneously.

There is a considerable amount of technical litera-
ture, which describes or presents information con-
cerning the various techniques of water harvesting.
Unfortunately, much of this information is scattered
in scientific or technical journals and proceedings of
various meetings, and is written in a manner that is dif-
ficult to interpret for direct field application by farmers
and technicians.[3]

WATER HARVESTING SYSTEM

All water harvesting facilities for livestock watering
have the same basic components (Fig. 1). The collec-
tion area (catchment area) can be a natural hillside, a
smoothed soil area, an area treated or covered to
reduce water infiltration and increase surface runoff,
or even the roofs of buildings. The collected water is
stored in some container, pond, or tank until it is
needed.

There are many ways the catchment area can be
modified to reduce water loss by infiltration and
increase the quantity of precipitation runoff. These
can be separated into three general categories: 1) top-
ography modification; 2) soil modifications; and
3) impermeable coverings or membranes. Table 1
presents a list of some of the more common catchment
treatments with their estimated runoff efficiency and
life expectancy. Generally, the lower runoff efficiency
treatments require storms of higher intensities and
total volume to produce significant quantities of run-
off. For example, a sheet metal roof will have runoff
from storms of lower rainfall intensities and quantities
than a catchment of compacted earth. It is usually
necessary to increase the size of catchments which have
low runoff efficiency treatments compared with the size
of a catchment with an impervious surface.

Storage techniques for animal drinking water
usually involve some form of container, tank, or lined
pond. Unlined earthen pits or ponds are not usually
satisfactory methods for water harvesting unless seep-
age losses are low or can be controlled. There are many
types, shapes, and sizes of wooden, metal, and rein-
forced plastic or concrete storage containers. Costs
and availability are primary factors for determining
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the suitability of these containers. Containers con-
structed from concrete wand plaster are relatively inex-
pensive, but their construction requires a significant
amount of hand labor. One common type of storage
is a steel rim tank with a concrete bottom.

Because water harvesting is a relatively expensive
method of water supply, controlling evaporation losses
is an important factor and should be an integral
component of all water storage facilities. Although
relatively expensive, roofs over the storage are com-
monly used. Evaporation control on sloping-sided pits
or ponds is more difficult because the water-surface
area varies with depth.

SOCIOECONOMIC CONSIDERATIONS

Water harvesting techniques are practical methods of
water supply for most parts of the world, but they are
also a relatively expensive method of water supply.
During the past few decades, there have been numerous
water harvesting systems constructed worldwide. While
many of the systems have been outstanding successes,
others have failed. Some systems failed despite exten-
sive efforts because of material and/or design deficien-
cies. Others have failed because of personnel changes,
communication failures, or because the water was not
perceived as needed by the local user. Word-of-mouth
publicity of one failure will often spread more widely
than all the publicity of 10 successful systems.

Fig. 1 Typical water harvesting system for livestock water. Source: From Ref.[4].

Table 1 Potential water harvesting catchment treatments

Treatment

Runoff

efficiency (%)

Estimated

life (yr)

Topography modification

Land smoothing
and clearing

20–35 5–10

Soil modification
Sodium salts 50–80 5–10

Water repellents
and paraffin wax

60–95 5–8

Bitumen 50–80 2–5

Impermeable coverings

Gravel-covered
sheeting

75–95 10–20

Asphalt-fabric

membrane

85–95 10–20

Concrete, sheet metal,
and artificial rubber

60–95 10–20

Source: Adapted from Ref.[5].
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INTRODUCTION

Low-Impact Development (LID) is a strategy for
storm-water management that uses on-site natural
features integrated with engineered, small-scale hydro-
logic controls to manage runoff by maintaining or clo-
sely mimicking predevelopment watershed hydrologic
functions.[1] Planning for LID is most effective at the
scale of an entire subdivision or watershed; engineering
and site design elements, however, are implemented at
the scale of individual parcels, lots, or structures. In
combination, these actions seek to store, infiltrate,
evaporate, or otherwise slowly release storm-water
runoff in a close approximation of the rates and pro-
cesses of the predevelopment hydrologic regime.

TYPICAL CHACTERISTICS OF LOW-IMPACT
DEVELOPMENT

Most applications of LID have several common
components (Fig. 1):

� Preserving elements of the natural hydrologic sys-
tem that are already achieving effective storm-water
management, recognized by assessment of a site’s
watercourses and soils; channels and wetlands,
particularly with areas of overbank inundation;
highly infiltrative soils with undisturbed vegetative
cover; and intact mature forest canopy.

� Minimizing the generation of overland flow by lim-
iting areas of vegetation clearing and soil compac-
tion; incorporating elements of urban design such
as narrowed streets, structures with small footprints
(and greater height, as needed), use of permeable
pavements as a substitution for asphalt/concrete
surfaces for vehicles or pedestrians;[3] and using soil
amendments in disturbed areas to increase infil-
tration capacity.

� Storing runoff with slow or delayed release, such as
in cisterns or distributed bioretention cells, across
intentionally roughened landscaped areas or on

vegetated roofing systems (‘‘green roofs’’).[4,5]

Runoff storage in LID differs from traditional
storm-water management, notably the latter’s use
of detention ponds, primarily by its scale—small
and distributed in LID, large and centralized in
traditional approaches.

Native soils play a critical role in storage and con-
veyance of runoff, particularly in humid regions. In
such regions, one to several meters of soil, generally
high in organic material and relatively permeable,
overlay less permeable substrates of largely unweath-
ered geologic materials. While water is held in this soil
layer, solar radiation and air movement provide energy
to evaporate surface soil moisture and contribute
to the overall evapotranspiration component of the
water balance. Water not evaporated, transpired, or held
interstitially moves slowly downslope or down gradi-
ent as shallow subsurface flow (also called interflow)
over many hours, days, or weeks before discharg-
ing to streams or other surface-water bodies. In arid
regions with relatively lower organic content soils
and vegetation cover, precipitation events can produce
rapid overland flow response naturally; however, the
principles of LID remain—retain native soils, vegeta-
tion, topography, and hydrologic regime to preserve
aquatic ecosystem structure and function.

The transition from a native landscape to a built
environment increases the coverage of impervious
surface from roads, parking areas, sidewalk, rooftops,
and landscaping. The upper soil layers that evapo-
rate, store, or infiltrate storm water are compacted or
covered altogether. As a result, the watershed area
contributing direct overland flow to streams, lakes,
and wetlands increases; hence, precipitation will reach
receiving waters much more rapidly and in greater
volumes.[6]

Typical storm-water management focuses on flood
control and thus emphasizes the efficient collection
and rapid conveyance of precipitation away from resi-
dential and commercial development, commonly to
central control ponds. Several factors have led to this
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approach: Storm water has been perceived as a liability
and applications have evolved from wastewater tech-
nology, hard conveyance structures and central con-
trol ponds are considered reliable and relatively
simple to maintain, and the conveyance and collection
approach is relatively simple to model for regulatory
requirements. Although newer conveyance and pond
strategies, if properly designed and maintained, can
manage predevelopment peak flows under some con-
ditions, a number of problems (e.g., increased runoff
volume and extended flow durations, conversion of
dispersed flow to point discharges) will continue to
challenge this traditional strategy of storm-water
management.[7]

LIMITATIONS

Although the goal of LID to mimic the predevelop-
ment hydrologic regime is laudable, it cannot feasibly
be achieved everywhere or at all times. The hydrologic
system evolved from, and is dependent on, the charac-
teristics of undisturbed watersheds—mature vegetative
cover, uncompacted soils, ungullied hillslopes—whose
function cannot be expected to remain unchanged
where half or more of the landscape has been appropri-
ated for human uses. Thus the objectives of any given
LID must be strategically chosen, recognizing both the
opportunities and the limitations of any given site. The
limitations are not simply those of subdivision design
and development density; they are also limitations
of site topography, soil permeability and depth, and
groundwater movement. They are likely to be most
prominent during periods of extended rainfall, where
the distributed on-site infiltration reservoirs common
to most LID designs will experience their highest water
levels and soil layers approach or reach full saturation.
Under such conditions, the downstream impacts of
uncontrolled runoff—be it flooding, channel erosion,

or aquatic habitat disruption—could be as severe as
with conventional storm-water control. Regulatory
requirements, typical zoning and housing type, and
costs of sophisticated control technology required on
sites with higher development density and soils with
low infiltration rates also create significant challenges
for reducing or eliminating hydrologic impacts from
development sites.

The potential failure of LID to control all flows from
all storms, no matter how severe, is not an indictment of
the approach as a whole. Indeed, LID probably repre-
sents the best opportunity to maintain a ‘‘natural,’’ or
at least minimally disrupted, flow regime in an urban
watershed. Where downstream flooding or channel
erosion are concerns, however, a comprehensive drain-
age design will need to consider more traditional storm-
water management approaches (such as detention ponds
or bypass pipelines) in addition to LID applications.
Although such ponds would be smaller, they may still
be required to achieve human or ecosystem protection
at storm recurrence intervals that may be relatively long
but still fall within regulatory thresholds.

SITE DESIGN AND MANAGEMENT
OBJECTIVES FOR LOW-IMPACT
DEVELOPMENT

The goals for LID are achieved through the following
site objectives:

� Maximize retention of mature vegetation cover and
restore disturbed vegetation to intercept, evaporate,
and transpire precipitation.

� Preserve permeable, native soil and enhance dis-
turbed soils to store and infiltrate storm flows.

� Retain and incorporate topographic site features
that slow, store, and infiltrate storm water.

� Retain and incorporate natural drainage features
and patterns.

� Locate buildings and roads away from critical areas
and soils that provide effective infiltration.

� Minimize total impervious area and eliminate effec-
tive impervious surfaces (‘‘effective’’ impervious
surfaces are the subset of the total imperviousness
that has a direct hydraulic connection to the stream
or wetland).

� Manage storm water as close to its origin as possi-
ble by utilizing small-scale, distributed hydrologic
controls.

� Create a hydrologically rough landscape that slows
storm flows and increases the time of concentration.

� Increase reliability of the storm-water management
system by providing multiple or redundant points
of control.

Fig. 1 Schematic of typical LID applications at the scale of
a residential building lot. Source: Modified from Ref.[2].
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� Integrate storm-water controls into the develop-
ment design and utilize the controls as amenities,
creating a multifunctional landscape.

� Utilize an interdisciplinary approach that incorpo-
rates planners, engineers, landscape architects, and
architects working together from the initial phases
of the project.

� Reduce the reliance on traditional conveyance and
pond technologies.

� Provide community education and promote com-
munity participation in the protection of LID sys-
tems and receiving waters.

These objectives can be grouped into five basic
elements that constitute a ‘‘complete’’ LID design:[8]

1. Conservation measures.
2. Minimization techniques.
3. Flow attenuation.
4. Distributed integrated management practices.
5. Pollution prevention measures.

Although these five elements can be applied to any
development, the manner in which they are used must
be determined by the local climate and soils.

Conservation Measures

Conservation measures maintain as much of the natu-
ral landscape as possible. This includes retaining for-
ests and other native vegetation, not filling wetlands,
and providing buffers around wetlands and streams.
These natural areas can then provide passive storm-
water management opportunities, and they also double
as open space.

Minimization Techniques

Minimization techniques reduce impacts of develop-
ment on the hydrologic regime by reducing the amount
of disturbance when preparing a site for development.
Instead of grading an entire development site, only the
lots and roads are graded while the rest of the ground
is left undisturbed. Impervious surfaces are limited
to areas where they are absolutely required. Cluster
design is used to decrease the amount of the site
developed and increase the amount of open space.
Graded soils with high infiltration-capacity soils are
stockpiled and reused.

Flow Attenuation

By slowing runoff velocity, the opportunity for storm-
water infiltration increases and the magnitude of peak
discharges decline. Whereas traditional storm-water
management directs water from a site as quickly
as possible, LID holds runoff on-site as long as
possible without causing flooding or other potential
problems.

Distributed Integrated Management Practices

LID incorporates a range of integrated best manage-
ment practices throughout a site, commonly in
sequence. An example of this is connecting a bioreten-
tion area to a natural area by conveyance through a
grass swale. During high flow events, excess storm
water is given the opportunity to continue to infiltrate
while flowing from the site.

Fig. 2 Retrofitted residential block in

north Seattle, displaying a variety of
LID techniques: limited impervious area,
amended soils, rain gardens, and bioswales.

(Photo courtesy of Seattle Public Utilities.)
Source: From Ref.[9].
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Pollution Prevention Measures

Pollution prevention measures are accomplished
through a variety of source control, rather than treat-
ment, approaches. For example, community outreach
activities, such as the publication of educational
materials, can control pollution by not allowing
contaminants to enter the watershed or to be released
in the first place. This strategy complements other
elements of LID design that also reduce the down-
stream delivery of pollutants by minimizing storm-
water runoff volumes and by promoting filtration
through soil.

CONCLUSION

Low-Impact Development uses on-site natural features
and small-scale hydrologic controls to manage runoff,
closely mimicking predevelopment watershed hydro-
logic functions. Challenges for more widespread use
of this approach include uncertainty in its application
on relatively non-infiltrative soils, its role in mitigating
high-intensity and (or) large-volume storms, and its
construction in new or previously developed areas
where high urban densities are desired or already
present (Fig. 2). Although additional research will be
needed to characterize fully the performance of LID
practices across different physical settings and develop-
ment scenarios, available information indicates that
LID can fully control flows associated with low-
intensity storms, improve water-quality treatment by
increasing storm-water contact with soils and veg-
etation, and significantly reduce flows from larger-
volume storms on sites with relatively permeable soils.
LID is a significant conceptual shift from conventional
storm-water management; its broader application
should encourage designers to incorporate native

hydrologic processes as important organizing princi-
ples in the development of the urban and suburban
landscape.
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Manure Management: Beef Cattle Industry Requirements

Brent W. Auvermann
Texas A&M System Agriculture Research and Extension Center, Amarillo, Texas, U.S.A.

John M. Sweeten
Agricultural Research and Extension Center, Texas Agricultural Experiment Station (TAES),
Amarillo, Texas, U.S.A.

INTRODUCTION

Although cattle drinking water requirements are sig-
nificant, averaging 10.8 gal hd�1day�1,[1] the beef cattle
sector of America’s $100 billion yr�1 animal agricul-
ture industry uses relatively little water for manure
management. The vast majority (perhaps 98%) of the
nation’s average of 10.3 million head of cattle on feed
for slaughter and beef processing are fed in open, soil-
surfaced feedyards. As a result, nearly all feedyard
manure is collected in solid form. With an average
turnover rate of 2–2.3 times per year, over 20 million
head of cattle are fed in this manner, generating
roughly a ton of as-collected manure per head fed
and harvested. In the typical beef cattle feedyard, all
manure deposited on the feedlot surface undergoes
concurrent processes of: a) partial evaporative drying
(from 75 þ % wet basis as-excreted down to 20–50%
wet basis as-collected); b) partial decomposition of
volatile organic solids; and c) atmospheric release of
gaseous compounds that include carbon dioxide,
volatile organic compounds, and ammonia.

MANURE COLLECTION AND HANDLING

Manure collection practices from open feedyards
include use of wheel loaders, box scrapers, dozers,
or elevating scrapers.[2] Transportation of collected
manure is provided in open top manure spreader
trucks to farmland. Intermediate storage may be
needed in temporary stacks within feedpens or in
stockpiles adjacent to the cattle feedpens. This intermedi-
ate storage should be located within the envelope of
containment of storm water runoff in accordance with
state and federal requirements. The manure mechanically
collected in air-dry form is in its least voluminous state
and usually has good cash market demand from
nearby farmers for use as bulk fertilizer.

Collection, marketing, and/or distribution to farm-
ers are handled by contractors in most cases. Most
manure is sold and applied within 10–20 mi of the feed-
yard. Consequently, there is no incentive to add water

to liquefy manure from beef cattle feedlots during
collection, storage, treatment, and/or distribution.
Because the limiting factor for marketing manure is
usually the hauling cost, added water lowers the
manure’s net fertilizer value.

WATER USE IN MANURE HANDLING

Exceptions to the normal practice of handling of cattle
feedlot manure in solid form may include these situa-
tions or considerations:

1. Intermittent water additions to compost wind-
rows to raise moisture content to approximately
50% wet basis to initiate or restore active
composting.

2. Spillage or leakage of water trough overflow
onto a feedyard surface (e.g., water line leaks
or trough overflow), which can carry very small
quantities of manure solids (e.g., <1%) into run-
off collection channels or basins.

3. Rainfall runoff, which can carry a small per-
centage (<5–10%) of the manure solids from
the pen surfaces into runoff settling basins,
holding ponds, or evaporation basins, as
required by federal (EPA) and state water pol-
lution abatement regulations.[3,4]

4. Water application onto a feedyard surface for
dust control in dry weather, with requirements
as high as 2–5 times the normal daily drinking
water requirement of 10–12 gal day�1 for feedlot
cattle, with amount for sprinkling depending on
cattle spacing, animal liveweight, depth of
manure pack, frequency of manure harvesting,
evaporation rate, and precipitation.[5]

5. Instances where beef cattle are fed in confine-
ment barns or concrete floors with manure
collection by flushing using fresh or recycled
effluent.[6] In these instances, water require-
ments for flushing generally follow a ‘‘rule of
thumb’’ of approximately 12 gal of water
(100 lbs) required for gravity-flushing of one

738

© 2008 by Taylor & Francis Group, LLC



K
ar

st
–N

eu
se

pound of manure total solids. These water
requirements can be met by fresh water usage
(surface or groundwater) or recycled wastewater
from treatment lagoons or runoff holding ponds.

6. Anaerobic digestion under mesophilic, thermo-
philic, or ambient temperature conditions, in
which a manure slurry of 8–12% total solids
serves as an energy feedstock. The digested
slurry, containing all the original nutrients
following carbohydrate conversion to methane
and carbon dioxide, must be handled and
land-applied as a wastewater including storage,
conveyance, and irrigation.

CONCLUSION

Of the above scenarios, dust control is undoubtedly the
greatest use of fresh water where needed by climatic
circumstances, including prolonged seasonal dry
weather and/or proximity to neighbors. Feedyard dust
consists of relatively coarse particulate matter (PM)
generated from the manure surface by cattle hoof
action, which intensifies during early evening hours,
especially in warm weather. Many factors, as yet not
fully defined, can interact to generate feedlot dust. In
terms of water use, evaporative demand with contin-
ual hoof shear and churning action can be 0.25–
0.50 in. day�1 in hot, dry weather.[5] This evaporative
demand can be met by a) increasing stocking density
to focus excreted moisture in feces and urine onto a
smaller area; b) frequent removal of accumulated dry
manure; c) intermittent rainfall; or d) water application
with water tankers with spray nozzles or sprinkler irri-
gation.[7] Water additions by the latter method can be
expected to be on the order of 25–50 gal hd�1 day�1 as

fresh water or recycled water during a typical 6-month
dust season.
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Manure Management: Dairy

D. R. Bray
H. H. Van Horn
Department of Animal Sciences, University of Florida, Gainesville, Florida, U.S.A.

INTRODUCTION

Water use is essential for all dairies. Drinking water is
indispensable for cattlelife; some amount of water is
necessary for cleaning and sanitation procedures; mod-
erate amounts are important during periods of heat
stress for evaporative cooling of cows to improve ani-
mal production and health; additional amounts can be
used in labor-saving methods to move manure and
clean barns by flushing in properly designed facilities;
and the recovered wastewater can be recycled to sup-
plement water requirements of forage crops grown to
meet roughage requirements of the dairy herd. Exten-
sive water use, however, increases the potential of sur-
face runoff and its penetration into the ground with
possible environmental impacts offsite. Heightened
environmental concerns and the need for resource con-
servation, in many cases, have caused implementation
of water-use permits. Thus, it is important to determine
various essential uses of water, other uses that are
important to management, and also consider whether
reuse of some water is possible and if it is necessary
to do so.

Some of the useful unit conversions are listed as
follows:

1 gal of water ¼ 8.346 lb.
1 ft3 of water ¼ 7.48 gal.
1 acre ¼ 43,560 ft2.
1 acre in. of water ¼ 27,152 gal.

Calibration methods to estimate use: Water flow
meters should be installed on major water supply lines.
If water meters are not in place to measure gallons
pumped, it becomes necessary to estimate the usage.
This can be achieved by capturing flow through vari-
ous water lines for specified times and multiplying by
the time the water flows through these lines every day.

DRINKING

Table 1 provides estimates of drinking water require-
ments in gallons per cow per day. Consumption of
25–30 gal of water per day by lactating cows is

common, which varies depending on milk yield, dry
matter intake (DMI), temperature, and other environ-
mental conditions.[1]

COW WASHING

Presently most dairies, in warm climates, bring cows to
be milked into a holding area equipped with floor-level
sprinklers, which spray water upward to wash cows.
Each cow usually has a holding area of about 15 ft2

and are typically washed for 3 min. Amount of water
used per cow should be calculated for each dairy. An
estimate for conservative use is that a holding area
for 300 cows is 30 � 150 ft2 (15 ft2 per cow) and is
equipped with sprinklers with 5-ft spacing (say 7 across
and 30 rows) having 210 sprinklers. If each sprinkler
applies 5 gal min�1, total usage is 1050 gal min�1 or
3150 gal for 3 min, the average consumption per cow
would be 3150/300 ¼ 10.5 gal per cow per wash cycle.
If cows are milked three times this would require
31.5 gal per cow per day.

The washing system previously described also helps
in cooling of cows while they are crowded together
waiting to be milked. However, the cooling effect could
be achieved by sprinkling a little amount of water from
above, alternatively with fans to give evaporative
cooling, if cows were clean enough so that extensive
washing was not required and water conservation
was necessary.

WASHING MILKING EQUIPMENT AND
MILKING PARLOR

Use of water for these purposes is not as directly
related to the number of cows as for other uses. For
washing milking equipment, a common wash vat vol-
ume is 75 gal. If this is filled for rinse, wash, acid rinse,
and sanitizing at each of three milkings, this amounts
to 900 gal for the herd, e.g., with 300 cows, only 3 gal
per cow per day. This is an extremely small component
of the total water budget. The amount used to wash
out the milking parlor varies largely. If only hoses
are used, the amount may be as little as 2 gal per
cow per milking or 6 gal per cow per day if cows are
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milked three times daily. If flush tanks are used, the
amount may be more, i.e., nearly 3000 gal per milking
or 9000 gal day�1 for three times, equivalent to 30 gal
per cow per day for a 300-cow system.

SPRINKLING AND COOLING

Sprinklers along with fans are used for evaporative
cooling to relieve heat stress in dairy cows during hot
periods of the year. Their use has shown increased
cow comfort (lowered body temperature and respi-
ration rates) and economic increases in milk pro-
duction and reproductive performance.[2,3] Application
rates used by dairymen vary. Florida experiments
compared application rates of 51 gal per cow per
day, 88 gal per cow per day, and 108 gal per cow
per day at 10 psi in one experiment and 13 gal per
cow per day, 25 gal per cow per day, and 40 gal per
cow per day in another experiment. The application
rate, 13 gal per cow per day, is close to the estimated
evaporation rate from the cow and surrounding
floors. This component should be considered in water
use but not in runoff water that must be managed in
the manure management system. We estimate 25 gal
per cow per day as the minimum practical application
rate in order to get adequate coverage of cows to cool
them because often they are not in the sprinkled area.
Total application days per year vary from 120 days to
240 days. A separate water well, or reserve tank and
booster pump, may be needed to supply short-term
high demand required by the sprinkler system.

FLUSHING MANURE

Flushing manure can be made a clean and labor-saving
process, if facilities include concrete floors with enough
slope so that water flow propelled by gravity could be
used to move manure. Amounts of water used per cow
vary widely depending on size and design of facilities
and frequency of flushing. However, usually a flush
of about 3000 gal is required to clean an alley width
of 10–16 ft. If 4 alleys are common for every 400 cows
and alleys are flushed twice daily, this would amount
to an average use of 60 gal per cow per day. Many
dairies use more flushings per day.

RECYCLING DAIRY WASTEWATER THROUGH
IRRIGATION OF FORAGE CROPS

Most often nitrogen is the nutrient on which manure
application rates are budgeted. To maximize nutrient
uptake, crop growth should be as vigorous as possible.
This requires irrigation during most of the year in
many dairy regions for the disposal of flushed waste-
water. In southern regions, multiple cropping systems
are possible, which will recycle effectively nitrogen
excretions from 100 cows on a sprayfield or manure
application field of about 30 acre.[4]

Tentative estimates of total water needs of the grow-
ing crops in warm climates average about 1.75 in. of
water per week (0.25 in. per day) from irrigation plus
rainfall with a minimum of 0.5 in. per week tolerated
even in rainy season on sandy soils.[5,6] Table 2 pro-
vides estimates of water requirements for two triple
cropping forage systems that are common in southern
climates. In sandy soils that hold only about 1.0 in. of
water per foot of soil depth, some amount of rainfall
cannot be stored. Therefore, even in heavy rainfall sea-
sons, judicious irrigation is often needed during lower
rainfall weeks. Limited data are available on the
maximum amount of water that could be applied and
not reduce yield or quality of forage and not result in
pollution of groundwater with nitrates and other
minerals. However, the maximum probably is at least
35–45 in. per year above the acre in. totals in Table 2.

RAINWATER FROM ROOFS AND
CONCRETE AREAS

Rainwater entering wastewater holding areas can be
significant. For example in the dairy representing typi-
cal minimum water usage with a flush system in south-
east United States (Table 3), the net accumulation
during the hot season was calculated as follows:
assumed wastewater holding area is 1 acre surface area

Table 1 Predicted daily water intake of dairy cattle as

influenced by milk yield, DMI, and seasona,b

Cool season

(e.g., February)

Warm season

(e.g., August)

Milk yield

(lb)

DMI

(lb)

Water intake

(gal)

DMI

(lb)

Water intake

(gal)

0 25 11.5 25 16.3

60 45 22.2 44 26.8

100 55 28.6 48 31.9
aDrinking water intake predicted from equation of Murphy et al., J.

Dairy Sci., 1983, 66, 35: Water intake (lb day�1) ¼ 35.2 � DMI (lb

day�1) þ 0.90 � milk produced (lb day�1) þ 0.11 � sodium

intake (g day�1) þ 2.64 � weekly mean minimum temperature

[�C ¼ (�F � 32) � 5/9]. For examples above, diet dry matter

was assumed to contain 0.35% Na. Predicted water intakes (lb) from

formula calculations were divided by 8.346 lb water per gal to convert

to gallons.
bAverage minimum monthly temperatures for February (43.5�F)

and August (71�F) used with prediction equation were 70-yr averages

for specified months at Gainesville, FL (Whitty et al., Agronomy

Dept, Univ. FL, 1991).
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per 100 cows, net rainfall accumulation in holding area
is 3 in. more than evaporation per month, concrete areas
and/or undiverted roof areas that capture rainfall are
15,000 ft2 per 100 cows that divert 15,000/43,560 ft2 per
acre of the 3 in. to the wastewater holding facility. Thus,
3 in. þ 0.344 � 3 ¼ 4.03 acre in. mo�1 or essentially
1.0 acre in. per week per 100 cows (approximately
27,000 gal per 100 cows).

DEVELOPING A WATER BUDGET

A wide range exists in water usage on dairy farms. For
most dairy waste management systems designed to uti-
lize flushed manure nutrients through cropping systems
grown under irrigation, water amounts are small in
relation to irrigation needs for crop production. Costs
for construction of storage structures for holding

Table 2 Crop yield and water requirement estimates for two triple cropping forage systemsa

Silage yield Water required

Crop No. Name Ton/A 35% DM Ton/A DM lb/A DM lb/lb DM lb/A Total gal/A Total A-in. Total

1 Wheat 10 3.5 7,000 500 3,500,000 419,362 15.4

2 Corn 24 8.4 16,800 368 6,182,400 740,762 27.3

3 Corn 14 4.9 9,800 368 3,606,400 432,111 15.9

Total 48 16.8 33,600 13,288,800 1,592,235 58.6

1 Rye 10 3.5 7,000 500 3,500,000 419,362 15.4

2 Corn 24 8.4 16,800 368 6,182,400 740,762 27.3

3 F. Sorghum 18 6.3 12,600 271 3,414,600 409,130 15.1

Total 52 18.2 36,400 13,097,000 1,569,254 57.8
aA ¼ acre; No. ¼ number; DM ¼ dry matter.

Table 3 Estimated water budgets for three example dairies

Flush systems

Water use in the dairy

Typical need during

hot season

Common usage

on some dairies

Non-flush Theoretical

minimum

Worksheet for

your dairy

Drinking (cows) 25 25 25

Cleaning cows 32 150 0

Cleaning milking equipment 3 5 3

Cleaning milking parlor 30 30 6

Sprinklers for cooling 25 130 12

Flushing manure 60 80 0

Total use per cow per day 175 400 46

Total use per 100 cows per day 17,500 40,000 4,600

Use per 100 cows per week 122,500 280,000 32,200

Water in milk per 100 cows per week 4,500 4,500 4,500

Estimated evaporation (at 20% of use) 24,500 56,000 6,440

Average rainfall and watershed drainage

into storage facility per 100 cows per week

27,000 27,000 13,000

Wastewater produced from 100 cows/week 120,500 246,500 38,760

Acre in. per 100 cows per week 4.44 9.08 1.43

in. per week if 30 acre in sprayfield 0.15 0.30 0.05

All values are in gal unless otherwise noted.

Example calculations (column 1): Total use per cow per day ¼ 175 gal; total use per 100 cows per week ¼ 122,500 gal less 4500 in milk and

24,500 gal evaporation ¼ 93,500 gal week�1; net rainfall and watershed drainage to storage per 100 per cows per week ¼ 27,000; acre in. per

100 cows per week ¼ (93,500 þ 27,000)/27,152 gal per acre in. ¼ 4.44.

If 30 acre were in sprayfield, 4.44/30 ¼ 0.15 in. week�1.

If crop needed 1.75 acre in. week�1 (a common average), a total of 1.75 in. � 30 acre � 27,152 gal per acre in. ¼ 1,425,480 gal is needed of which

only 120,500 gal (8.5%) would come from dairy wastewater. The remaining (91.5% of total) would have to come from rainfall or fresh irriga-

tion water.
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wastewater until used for irrigation warrant consider-
ation. For example, water-use budgets given in Table 3
show that water usage is small in comparison to irri-
gation needs when there are 30 acre of sprayfield crop
production per 100 cows. Conversely, the amounts used
in most dairy systems would be large and unmanage-
able if application through irrigation is not an option
or if less acreage for irrigation is available than needed
for application of all manure nutrients.

If a dairy does not have acreage available close by to
utilize manure nutrients and water through an environ-
mentally accountable sprayfield application system, it
would be necessary to export nutrients off the farm,
preferably as solid wastes to avoid excessive hauling
or pumping costs. If the water and manure nutrients
cannot be used through irrigation, a non-flush system
should be utilized. However, usually some irrigation
is possible, permitting dairymen to use cow washers
and limited flushing if they scrape and haul manure
from some areas.

Strategies to minimize water usage: Table 3 presents
one column indicating a theoretical minimum amount
of water use in a dairy. This system implies that cows
are clean and cool enough so that sprinkler washers
are not required to clean and cool cows while being
held for milking. In addition, it is assumed that all of
the manure is scraped and hauled to manure disposal
fields or transported off the dairy in some other fash-
ion. Intermediate steps that might be taken include
the following:

1. Scraping and hauling manure from high use
areas such as the feeding barn so that this
manure can be managed off the dairy.

2. Using wastewater rather than fresh water to
flush manure from feeding areas and freestall
barns.

3. Using a housing system that will keep cows
clean enough so that cow washers are not

required to clean cows before milking. This sys-
tem, however, may require use of alternating
sprinklers and fans to keep crowded cows cool
during hot weather conditions.

If flushing is desired in conjunction with scraping
and hauling from heavy use areas, perhaps the feed-
ing area could be flushed with recycled water after
scraping to clean the area. These procedures would
reduce total nutrient loads retained in wastewater
and would significantly reduce the size of the sprayfield
needed for water and manure nutrient recycling.
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INTRODUCTION

Poultry production in the United States has increased
steadily and accounts for about 5.5% of the total
manure produced annually. Water requirements for
poultry manure management and utilization vary
according to how manure is handled and stored.
Wastes from broiler chickens and turkeys are in a solid
(litter) form while layer chicken waste may be either
solid or liquid. Litter is most often land applied as a
fertilizer source for plants. Liquid manure from laying
operations is flushed into anaerobic lagoons for
dilution and treatment. Large quantities of water are
required to flush and treat liquid manure. The treated
effluent is then land applied to crops and pastures.
Poultry manure is an excellent source of nutrients
for plant growth, including nitrogen, phosphorus, and
potassium, and can improve soil physical properties
by addition of organic matter. Poultry manure can also
be a low cost alternative to mineral fertilizers. Appli-
cation of poultry manure and wastewater requires
proper management to reduce adverse effects to
human health and water quality due to loss of nutri-
ents and pathogens from fields to adjacent surface
and groundwater bodies.

BACKGROUND

Poultry production involves raising chickens, turkeys,
and ducks for the consumption of meat and eggs.
While ducks are included in this category, chicken
and turkey operations are the focus of this article.
Turkeys are raised for meat production, but chicken
are raised either as broilers for meat or as layers for
the production of eggs. Since the early 1990s, turkey
production has remained steady but consumer demand
for broilers and eggs has resulted in a steady increase in
the total production of chicken in the United States.
For example, from 1991 to 1999, the total number of
layers and broilers increased by 18% and 33%, respec-
tively.[1] Table 1 shows the total number of broilers,
layers, and turkeys produced in 1999 along with esti-
mates of manure excreted by the birds in each cate-
gory. A total of 55.7 million tons of manure was

produced in 1999, suggesting that poultry operations
produced nearly 5.5% of the estimated 1 billion tons
of manure produced annually[2] in the United States.

POULTRY MANURE MANAGEMENT SYSTEM

Poultry manure may be comprised of excreta, feathers,
spilled water and feed, process generated wastewater
(water for flushing gutters etc.), litter for bedding (saw-
dust, wood shavings, peanut hulls, etc.), and mortality.
Poultry manure management water requirements may
best be explained by first understanding the manure
management system for poultry operations. A com-
mon theme with any livestock or poultry manure man-
agement system is the functional parameters that
dictate the type and nature of manure management
components of a system. These parameters include
manure production, collection, storage, transfer, treat-
ment, and utilization. Production refers to the total
volume and nature of animal waste. For example,
Table 1 shows that the amount of excreta produced
by the type of bird will differ based upon the size
and period of confinement. Additionally, moisture
content and other physicochemical constituents of
excreta vary from one species to another due to differ-
ences in feed, digestive system, and climate. Collection
of manure refers to gathering of excreta and other
waste from initial deposition to short or long-term
storage.

In broiler and turkey houses, manure is mixed with
litter and handled as ‘‘solid’’ waste. Manure around
drinkers, also known as ‘‘cake’’ is relatively high in
moisture and more composted, therefore, removed
between each flock (approximately 3 and 6 flocks per
year for turkeys and broilers, respectively) while the
remaining low density manure pack known as ‘‘clean
out’’ is generally removed once every year. Both the
cake and clean out litter are either transported directly
to land for fertilizing crops and pastures or transferred
to a stacking facility for a later land application. A part
of this solid waste may be sold as a fertilizer source for
gardens and nurseries. For this type of broiler or
turkey manure management, no water is required
except to initiate and maintain composting, if practiced.
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Some of the litter may be used after deep stacking or
composting as bulk feedstuffs for cattle herds (breed-
ing or stocker phases). A small portion of the litter
may be used together with straw, hay, or crop residue
as a carbon source for mortality (dead bird) compost-
ing, with the resulting compost used on pastures for
fertilizing.

Poultry layer production houses are designed to
handle manure as a solid or a liquid (slurry). Manure
from high-rise (elevated cages allowing manure rem-
oval with a tractor scraper) and belt scrape (manure
removed by a belt system running under cages) houses
may be handled as solid waste or slurry. Layer manure
from a shallow-pit house is handled as slurry only. It is
removed with a scraper or by flushing. The slurry may
be stored in a tank or flushed to a waste treatment
anaerobic lagoon or storage pond before it is land
applied as fertilizer.

WATER REQUIREMENTS AND UTILIZATION
OF WASTEWATER

The amount of water withdrawn for all livestock and
poultry operations and for processing in the United
States in 1995, was estimated to be 20.8 million m3

per day, or nearly 2% of freshwater use for all off-
stream categories.[3] The vast majority of this con-
sumption was attributed to fish farming.

Fresh, recycled, or a combination of fresh and
recycled flush water is used to remove manure from
layer houses handling slurry manure. Manure removal
by flushing requires minimum labor, reduces fly pro-
blems in the layer house, and reduces odors. Research-
ers[4] found that a flush water volume of 0.53 L kg�1

live layer weight/day compared well with the volume
of flush systems designed for other species. The manure

removal interval may vary from daily to once a week
flushing, but most layer houses may be flushed once
a day, for 20 min, using between 38 m3 and 76 m3 of
flush water.[5] Poultry manure stored and treated in
an anaerobic lagoon requires large quantities of water
for dilution and decomposition of organic matter by
micro-organisms. Poultry anaerobic lagoon design
includes this water storage volume known as the
‘‘treatment volume.’’ The estimated water require-
ments for manure dilution and treatment are tempera-
ture dependent, and excessive dilution of organic waste
is required in colder climates since the microbial
activity is slower in such climates. Therefore, the treat-
ment volume may vary from 370 L kg�1 live weight of
poultry contributing manure to a lagoon in the cold
climate, to nearly one half or 200 L kg�1 in the warm
climate of the United States.[6]

Water in the form of treated effluent from anaerobic
lagoons or slurry storage structures is typically land
applied to irrigate crop and forage lands either by irri-
gation, surface spreading or subsurface injection.
Land application is an efficient utilization alternative
because of lower costs as compared to wastewater
treatment and the benefits to cropped lands derived
from nutrients in the wastewater. Manure can also be
a low cost alternative to mineral fertilizers.[7] Land
application of wastewater utilizes water to recycle
nutrients, enhance soil fertility, and improve soil
physical properties. However, a balance must be main-
tained when land applying animal manure to ensure
maximum utilization of nutrients by crops while mini-
mizing the risk of health and environmental effects.

Poultry wastewater from anaerobic lagoons has
nutrients essential to plant growth including nitrogen
(N), phosphorus (P), and potassium (K). The nutrient
composition of waste is affected by housing and waste-
handling system. Bedding and additional water can
dilute manure, resulting in less nutrient value per kilo-
gram. Nutrient losses from storage and handling
reduce the amount of nutrient available for land appli-
cation. Phosphorus and potassium losses are usually
negligible but nitrogen losses can be significant.
Table 2 shows a typical nutrient composition of raw
poultry manure compared to the nutrient composition
of the effluent from an anaerobic lagoon.

Fields receiving manure should be tested for avail-
able nutrients before application. Application rates
have typically been based on crop N requirements.
However, inherent variability of waste and the uncer-
tainty associated with nutrient release rates make it
difficult to determine the amount of each nutrient
being applied in any one application to meet plant
demands. To agronomically apply manure, application
should be made based on soil levels of phosphorus.

Addition of poultry manure and wastewater to soils
improves soil physical properties by adding organic

Table 1 Poultry manure production estimates, as

excreted in 1999

Bird typea

Manure per

1000 birds

per dayb (kg)

Total number

of birdsc

(1,000s)

Total manured

(ton/yr)

Broilers 80 8,146,010 32,584,000

Layers 118 329,320 14,183,900

Turkeys 267 272,994 8,892,458

Total manure
production

55,660,358

aManure production based on 2 kg, 1.8 kg, and 10 kg live weight for

broilers, layers and turkeys, respectively.
bData from Natural Resource and Engineering Service (NRAES)

publication, NRAES-132 (1999).
c1999 data from Agricultural Statistics, USDA–National Agricul-

tural Statistics Service (2001).
dManure totals based upon 50 day, 122 day, and 365 day of occu-

pancy by broilers, turkeys, and layers, respectively.
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matter. Organic matter in turn helps to build soil struc-
ture and increase the soil water holding capacity. This
can also improve soil tilth, lessen wind and water
erosion, improve aeration, and promote beneficial
organisms.

Careful management of waste application is needed
to reduce adverse health and environmental effects due
to losses of nutrients and pathogens from fields to
adjacent surface and groundwater bodies. Applying
waste in a way that exceeds a crop’s ability to take
up N can be a threat to drinking water. Nitrogen in
the nitrate form is a highly mobile compound that
can cause health problems in humans and animals in
concentrations greater than 10 mg L�1. Alternatively,
applying manure based on nitrogen concentrations
can lead to excessive phosphorus concentrations. Phos-
phorus accumulation can take place in some soils as a
result of over-fertilization. Accumulation occurs when
the amount applied exceeds the amount removed by
crops. Phosphorus applied to fields as inorganic fertil-
izer or manure can move into bodies of water through
erosion and runoff events. Phosphorus enrichment of

water bodies can accelerate eutrophication (the natural
aging process of lakes and streams) leading to exces-
sive algal growth, oxygen deficiency, and fish mortal-
ity. Therefore application should be based on existing
soil-fertility levels, manure nutrient content, crop
nutrient needs, site limitations, slope, runoff potential,
and leaching potential.
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Table 2 Nutrient composition of poultry manures, as

excreted and in lagoon effluent

Nutrient contenta

Animal

type

N

(kg t�1)

P2O5

(kg t�1)

K2O

(kg t�1)

Raw manure Broilers 12.7 7.8 5.9

Layers 13.2 10.3 5.9

Turkey 13.7 11.8 5.9

Liquid handling
system

Anaerobic lagoon Poultry 3.2 0.8 5.0
aData from Natural Resource and Engineering Service (NRAES)

publication, NRAES-132 (1999).
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Manure Management: Swine

Frank J. Humenik
National Center for Manure and Animal Waste Management, North Carolina State University,
Raleigh, North Carolina, U.S.A.

INTRODUCTION

Water conservation is a major goal in swine pro-
duction, so national recommendations are not to use
any fresh water for waste management in swine facili-
ties. One exception is when there is no pond or lagoon
liquid to recycle for manure collection pits or hosing
solid concrete floors. Fresh water is used for drinking
and fogging for animal cooling but this water is for
animal production and not waste management.

On a total farm basis, swine drink about 5 gal per
day and produce about 1.6 gal of waste.[1,2] Water
often enters the waste stream from fogging, cleaning
water, and waterer overflow. Prompt waterer valve
maintenance keeps water overflow at a minimum.

Waste can be stored in an underfloor pit for long
periods or shorter periods with pull–plug systems.
Waste can be removed frequently with waterwash or
flushing systems. Solid concrete floors may be scraped
or hosed to a collection gutter for cleaning as often
as daily.

FLUSHING SYSTEMS

In a flush system, large volume of water flows down a
sloped, shallow gutter or alley. The water carries waste
to a lagoon. There are underslat gutters, which collect
waste from swine houses with either totally slotted or
partially slotted floors. Narrow open gutters, which
are used primarily in hog finishing buildings, attract
hogs to the channel and induces dunging, helping to
‘‘toilet train’’ the animals.[3]

Water should be recycled from a lagoon, earth
basin, or a holding pond for flushing. In a recycling
flush system, a pump transports the water to a
flush tank at the high end of the gutter in the building.
The flush tank periodically discharges water into
the gutter. Flush frequency is determined by the rate
at which water is pumped into the tank or timer to
open the tank valve. The minimum total flush volume
to clean wastes varies from 4 gal per day for nursery
pigs to 15 gal per day for finishing pigs to 25 gal per
day for gestating sows.[3]

Recommended maximum gutter length is 125 ft.
For gutters, 125–250 ft long, both ends of the gutter
are sloped so they flush towards the middle of the
building length.

RECIRCULATION FLUSH PITS

Recirculation flush pits are a modification of the gutter
flushing concept. Their design evolved to help alleviate
pit odor problems in remodeled buildings, but they are
also being installed in new swine, beef, and dairy build-
ings. They also solve some of the problems associated
with flushing systems, such as mechanical failure of
flush tanks, failure of small continuously running
pumps, and salt precipitate forming in continuously
used small diameter lagoon recycling pipes. The pit is
usually under a partly slotted floor and is relatively
shallow—2–4 in. deep on the high end and sloped from
1 ft/20 in. (for swine buildings) to 1.5% toward the out-
let end. The pit is flushed twice a week to a lagoon and
refilled with cleaner lagoon water. Initial cost is some-
what greater than for flush systems because of the large
recycling pump and pipe (often 3–6 ft diameter). How-
ever, the system can be shut down and drained after
each use, which reduces contact with corrosive lagoon
water.[3]

PIT STORAGE SYSTEMS

The frequency of pit emptying is dependent on the
waste utilization plan for each farm. Long storage
periods are used when waste is applied to land as
fertilizer several times a year. Pull–plug systems are
emptied on a more frequent basis, sometimes 2–3 times
a week.

Recycled lagoon or pond water should be used as
precharge bottom water to facilitate solids removal
when emptying and can vary from 6 in. to about 2 ft.
For pull–plug systems, the plug is pulled several times
a week thus allowing the total waste contents to empty
to a lagoon. This more frequent emptying reduces odor
and ammonia volatilization. There is also less moisture
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in the house than with open-gutter flushing systems,
which remain wet after a flushing event. Emptying
frequency depends upon facility management, which
generally directs only emptying several houses per
day but frequently enough to minimize odor and
ammonia volatilization.

WATER CONSERVATION GOALS

Water conservation goals to minimize the use of fresh
water for the waste management system minimizes the
volume of water that must be handled and thus the
required size of system components. Pressure washers,
which reduce the amount of fresh water used, are
recommended for building cleaning between herds
which is about 2.4 times per year. Pressure washers
reduce fresh water use by about 50%. Fresh water
use can also be reduced, by employing dripless nipple
waterers in controlling temperature by ventilation in
totally enclosed housing units.

CONCLUSION

Recommendations for minimal fresh water use in
swine production facilities and water conservation
for waste management result in reduced equipment
operation, reduced treatment and storage unit sizes,
reduced cost, and improved environmental quality.
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INTRODUCTION

Water is necessary for all life on Earth. It is a finite
natural resource, which means that the total amount
of water available is limited. According to the Environ-
mental Protection Agency,[1] 97% of the earth’s water
is salt water stored in the oceans and the remaining
3% of the earth’s water is fresh water. Only 1% of
the earth’s fresh water is of the quality and in the
location to be acceptable for human consumption.

The population of the world has increased dramati-
cally during the past 50 yr, but the water resources
are finite, and irrigated agriculture uses approximately
70% of world’s supplies of developed water.[2] With
increasing urban populations come industrial users
and power plants, both of which need water. In-stream
water for recreation, wildlife, or other environmental
purposes is in addition to the increased urban demands.
Increasing demand because of increasing population
makes available water supply inadequate. Augmenta-
tion of fresh water supplies from sea water is currently
prohibitively expensive; therefore, new demands for
water must be met by reallocation of existing supplies.[3]

Allocation of scarce supply among unlimited demands
requires allocation systems. Scarcity of water has
enticed people to develop and implement procedures
to facilitate water marketing that can serve as a tool
for efficient allocation of water among different users.

SOCIAL VS. ECONOMIC ALLOCATION

Optimizing water allocation requires that net marginal
value of a unit of water diverted and not returned to
the source, i.e., consumptive use, equals the sum of
the net marginal values of non-rival, non-consumptive
use. Water resource development, transfer, and use are
subject to social and legal factors that contribute to
uncertainties and externalities that may preclude
attaining an optimal economic condition. Among these
factors is the community value of water. Many argue
that water is not just a commodity but also a necessity
to the economy and social structure of a society, and
that a threat to the system for allocating water is a
threat to the communal enterprise. The community

value of water leads to a divergence between social
and private benefits of water use and failure of the
market to achieve a Pareto efficient allocation. This
failure provides a strong argument for central man-
agement of water allocation.[4]

A competitive market may be an efficient allocative
process for achieving maximum profit/wealth; it is
not an efficient allocative institution for achieving
social goals because of infrastructure dislocation.[5] It
is not particularly efficient in achieving community
goals such as ecological preservation, species protec-
tion, and welfare promotion for future generations.
Therefore, for efficient water allocation both the social
and the economic benefits should be considered.

The incentive for water reallocation is based on the
presumption that economic gains will be captured by
reallocating water from lower valued to higher valued
uses.[6] As demand increases and the cost to obtain
additional water increases beyond lower valued current
uses, economic pressure is applied to reallocate water
to higher valued uses. Typically, the market mech-
anism plays a role in reallocating resources from lower
valued to higher valued uses.

WATER RIGHTS

Historically, water has been used to promote develop-
ment. Water rights (ownership or right to use) were
established to reduce uncertainty especially in agricul-
tural production. Since agriculture was one of the
earliest fields to use water and, in accordance with
the prior appropriation doctrine of first in time and
first in rights, farmers hold a large share and many
of the most senior or reliable water rights. Despite
rapid urbanization, most of the water is still being used
for agriculture. Howe, Lazo, and Weber[7] stated that,
according to the U.S. Geological Survey data, ‘‘80% of
all water diversions and nearly 90% of all water con-
sumption in the western United States occur in irri-
gated agriculture.’’ However, the value of water used
in agriculture is often lower than the value of water
for other uses.[8] Therefore, it should not be surprising
that irrigated agriculture is the source of water for
many water right transfers.
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A water right is the right to use a specific amount of
water for a specific purpose at a specific place and time.
A water right can be bought, sold, bequeathed, or
inherited like any other property right.[9] The convey-
ance, however, is subject to the limitation that other
users of the same watercourse cannot be harmed.
Although water rights are property rights, they lack
at least three of the four elements necessary for the
efficient functioning of a market, i.e., universality,
exclusivity, transferability, and enforceability.[10]

Economic growth and prosperity are dependent
upon the availability of water and water rights. Five
types of water right systems include riparian, appropri-
ative, use permits, entitlements, and mutual stock. The
water right system must provide security for the right
holder and flexibility to accommodate new uses. The
need for flexibility is reflected in the diversity of emerg-
ing marketing systems.[11] Sales, leases, options, and
negotiated adjustments occur within each of these
kinds of systems.

WATER MARKETING

For every price there is a quantity supplied and quan-
tity demanded for each use. The difference between
quantity supplied and quantity demanded equals the
excess supply or excess demand for water for that
use. Water marketing may be defined as the selling of
excess water supply from one use to individuals
or institutions for uses where there is excess demand.
In other words a water market is an arrangement in
which holders of water rights, trade them with each
other or to outside parties. The trade transactions rel-
evant to water marketing can occur either through the
sale of a water right permit or through the sale of water
by means of a water supply contract.

Most resource economists agree that opportunities
to develop traditional large-scale water reservoirs
to increase surface water supplies are limited because
of rising economic, environmental, and political diffi-
culties. The cost of developing new groundwater sup-
plies has also increased many folds as a result of ever
increasing depletion of aquifers. This has led to diffi-
culties in mining of groundwater aquifers. The only
feasible option to cope with ever increasing demand
for water in deficit areas is the reallocation of water
through water marketing.

Water marketing could be an inexpensive way to
reallocate water in areas where water shortage exists.
Water marketing provides reallocation of water, parti-
cularly to large metropolitan areas and during water
shortage periods due to severe drought. Water market-
ing can also help in providing and ensuring water
supplies for environmental as well as recreational
needs. Water marketing acts as an incentive for water

conservation and efficient use by those who control
this natural resource. Therefore, the reallocation of
water through water marketing promotes political
and social harmony among the groups with excess
supply and excess demand of water.

Water scarcity and defined property rights in water
are two requirements for water marketing to occur.
Water markets develop when buyers of this commodity
have no other option to secure a certain and consistent
water supply, and sellers would be able to accrue more
net benefits by marketing the water than using it in
its existing form. However, success of water market-
ing will depend on a combination of economic, legal,
institutional, environmental, and technical factors. The
potential economic gains from water trade will motivate
water transfers from lower value to higher value uses.[12]

Water transfers usually involve a dispute over the
issue of compensation between those in the basin-
of-origin and the receiving area. Four mechanisms for
resolving water disputes include legislation, litigation,
water markets, and negotiation/mediation. Legislation
and litigation are more common and negotiation/
mediation is considered to be a localized procedure.
Water markets can resolve conflicts by establishing a
price acceptable to all parties. They can also provide
efficiency by determining the highest and best resource
use by incorporating all costs in the transfer of water.
Two conditions are necessary for optimal transfer of
water. These conditions are that the transfer is the least
cost alternative and that the benefits exceed the losses
to the area of origin including downstream basins.
Transfer related costs as well as operation and mainte-
nance costs of the movement of water are considered.
Jordan[13] identified the following five prerequisites
for an effective system of marketing water:

1. Water rights must be clearly defined, meaning
that there must be clear title to the water to be
transferred or marketed.

2. The water right to be transferred must be
quantifiable.

3. Institutional support must be available to
administer water rights.

4. The infrastructure must be available or be fea-
sible to move water between buyer and seller.

5. Externality issues are included in the marketing
system to provide an efficient transfer of water.

FUTURE OF WATER MARKETING

Water right markets emerging all over the world are
still in their infancy and are subject to several chal-
lenges. One common problem of all water markets
is lack of information. Buyers and sellers face diffi-
culties in finding trading partners. Limited market
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information forces affects prices and terms of trade.
Another problem challenging the future of water mar-
keting is the effectiveness of various governmental
agencies responsible for approval of each transaction.
Buyers and sellers complain that the approval process
is slow, costly, and limits water market growth. How-
ever, the approval process must ensure that resulting
transfers do not impair other water right claims.

Despite increasing recognition of the benefits of and
need for market exchanges of water, barriers to func-
tioning water markets include equity protection, state
protection of authority over in-state water, uncertainty
of the status of federal agencies involved, and state
and regional water agency inconsistencies in policies
for defining and approving transfers, quantities, prices,
and lease costs. Other problems with water transfer
include utilization of salvaged or conserved water,
temporary transfers, and introduction of public inter-
est and public trust doctrines in administrative and
judicial decision-making.

CONCLUSION

Water rights and municipal water supply systems are
two of the fastest-growing market areas in the water
marketing industry. Many federal, state, and local
agencies involved with the marketing of water rights
in the United States have started streamlining the
approval process. Water marketing is not confined to
the United States. For example, water marketing also
occurs in Australia, Chile, and Mexico, where water
markets have encouraged conservation and stimulated
economic opportunities. The potential for water
markets is also expanding in Africa, Asia, and the
Middle East. In Pakistan, young farmers lease water
from established farmers who can afford to develop
wells. Development of markets for water rights and
water supply systems is a global phenomenon. Water
marketing systems are providing potential buyers and
sellers with the incentive to conserve water and are
helping globally to achieve equitable and efficient water
reallocation.
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INTRODUCTION

Matric potential, t, is a component of water potential,
C, but has different meanings in plant physiology vs.
soil science. A rigorous definition of t requires a refer-
ence to principles of thermodynamics (both classical
and irreversible thermodynamics). A rigorous treat-
ment is beyond the scope of this brief overview. Read-
ers interested in a detailed definition are advised to read
the article of Ref.[1], but should be prepared to wade
through 227 equations in a terse, 25-page article requir-
ing a firm grasp of thermodynamics. Less detailed
treatments can be found in Ref.[2] for soils and Ref.[3]

for plant tissue.

MATRIC POTENTIAL IN PLANT PHYSIOLOGY

Water potential, C, is the chemical potential of water
expressed in pressure units. In plant tissues, C is tra-
ditionally written as the sum of three components:[4]

C ¼ P þ p þ t

where P, p, and t are the pressure, osmotic, and matric
potentials, respectively. C and its components are
intensive variables that vary from point to point in
a cell and tissue.[5] Some people have attempted to
define t in terms of a measuring procedure without
regard to thermodynamic principles (e.g., Refs.[6,7,8]),
but such attempts have been unsatisfactory because
the approaches were derived from tissue properties
obtained by volume or weight averaging over the het-
erogeneous phases of vacuole, cytoplasm, and cell wall.
A satisfactory definition of t must be based upon the
consideration of it as an intensive property acting at
a point. A more correct approach has been taken in
Ref.[9] for plant tissues, and in Ref.[10] for soils.

The forces contributing to t are short range, and
influence only a small fraction of the total water in
plants when the water is near a solid surface. At
uncharged surfaces, the force interactions are largely
London–van der Waals forces or hydrogen bonds
and extend for only one or two water molecules,
0.3–0.6 nm. At charged surfaces, e.g., cell walls, there
is a concentration of negative charges that tends to

cause an aggregation of cations in the surrounding
electrolyte solution and contributes to low localized
values of p, which equals �RTC, where R is the gas
constant, T, the Kelvin temperature, and C, the loca-
lized concentration of all solutes including electrolytes
in osmol kg�1. The impact of the charged surfaces on
p has been calculated by using the Gouy–Chapman
theory, which predicts the influence of fixed charges
on ion accumulation near the charges. Tyree and
Karamanos[9] have shown that the localized concentra-
tions can exceed 2 M resulting in p below �5 MPa. Soil
scientists tend to include most of p and some other
effects in t (discussed below) but this is not done by
plant physiologists. The argument is that if pressure
and concentration are already accounted for in P and
p, then t ought to be something independent.

Within the electric fields of the surface charge, there
is another effect that reduces the energy of water mole-
cules, i.e., the interaction of the water dipole with the
electric field. As both plant cell wall surfaces and clay
surfaces have a net negative charge, the water dipole
tends to be oriented with the positive (hydrogen) end
aligned nearer the charged surface than the negative
(oxygen) end of the dipole. The net effect is a lowering
of the free energy of the water molecules within the
electric field. In terms of water potential, the magni-
tude of the effect is given by

t ¼ � N2
0 P2

0

3VwRT

� �
F2

where N0 is the Avogadro number, Vw, the volume of a
mole of water, P0, the dipole moment of water, and F,
the electric field at the point where t is evaluated.

Fig. 1 shows the magnitudes of the components of
C near a charged surface computed from the Gouy–
Chapman theory for a charged surface with a net
charge of �0.4 C m�2 in equilibrium with 10 mM NaCl
solution at C ¼ �1.5 MPa. A large positive pressure
develops near the charged surface because of the force
with which water molecules are drawn towards
the charged surface. Given that both p and t are very
negative near charged surfaces, large positive values
of P are necessary to make C ¼ �1.5 MPa every-
where. Tyree and Karamanos[9] go on to argue that
even in cell walls, where the ratio of charged solids to
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water is about 1:1 that the influence of t extends only
to a small fraction of the water volume, and will begin
to influence measures of C only when water potentials
approach �14 MPa, at which point most plants are
dead anyway. So, as defined by plant physiologists, t
can usually be ignored.

MATRIC POTENTIAL IN SOIL SCIENCE

Matric potential in soil science, ts, was originally
defined in terms of the instrument(s) used to measure
ts. Note that the subscript, s, is used in ts in soil science
to distinguish it from the t in plant physiology. In situ
measurement of ts in soils is made with a tensiometer,
which consists of a water-filled tube with an attached
pressure sensor. The fluid in the tube makes contact
with the soil water through a porous plate (often cer-
amic). When the soil is wet, the fluid in the tensiometer
is in good contact with the soil water and is at a pressure
of 0 MPa relative to atmospheric pressure. As the soil
dries, the fluid pressure drops below atmospheric. When
the pressure drops below that of a perfect vacuum
(�0.1013 MPa), the water column usually cavitates,
i.e., an air bubble forms because of a breakdown in
the adhesion of water to the solid surfaces of the tensi-
ometer. Cavitations limit the range of useful measure-
ment of ts using tensiometers, as most plants can
function well to ts < �1.5 MPa. It is possible to make
fluid-filled pressure-measuring devices (called cell pres-
sure probes) that can measure fluid pressures down to
�1 MPa in plant cells, but these have never been used
in soils and probably would not work reliably.

In order to measure ts below �0.1 MPa, the soil
samples have to be removed and placed in another
apparatus. One such system is a pressure plate

apparatus. The soil is placed at the bottom of a pres-
sure chamber. The bottom of the chamber is porous
so that water can pass through the porous plate when
air pressure above the soil is increased high enough to
extract water from the soil. The value of ts is equated
to �(the applied pressure) at an incipient water extrac-
tion. Water can also be extracted from the soil in a cen-
trifuge. The soil is spun in the centrifuge tube with a
porous bottom until the centrifugal force (expressed
in pressure units) is sufficient to extract water and ts

is equated to �(the centrifugal force).
A number of papers have been written to discuss

what, based on thermodynamic theory, is measured
by the instruments described earlier. Passioura[2]

equates ts approximately with C. To be precise,
ts ¼ C � pD, where pD is the osmotic potential of
the ‘‘equilibrium dialysate,’’ i.e., the osmotic potential
of the soil solutes that can pass through the porous
plate of the tensiometer or pressure plate apparatus
or centrifuge tube. The ions in solution in the ion
‘‘cloud’’ near the charged surface of soil particles would
not be included in pD, because these ions are not
extractable. In most soils, pD is usually ��0.02 MPa;
hence in drying soils, ts ffi C within good tolerance.
In a more recent exhaustive treatment of the theory
behind ts, it appears that ts is identified exactly with
C in the equilibrium vapor phase of soils, i.e., see Eq.
(202) in Ref.[1]. Hence, this meaning of ts is identical
to the meaning of C, which is often also measured on
plant tissue by using the equilibrium vapor phase.

CONCLUSIONS

Matric potential as used by soil scientists is nearly iden-
tical with water potential as used by plant physiologists.

Fig. 1 The components of water potential near a
charged surface according to the Gouy–Chapman

double layer theory with a surface charge of
�0.4 C m�2. The univalent ion concentration out-
side the double layer is taken as 10 mM. p and t
are calculated at distances from the charged sur-
face from the calculated electrical potential and
electric field, respectively. P ¼ C þ p þ t with
C ¼ �1.5 MPa. Source: From Ref.[9].
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The main difference is that plant physiologists divide
water potential into two quantities that frequently can
be measured independently, i.e., pressure potential, P,
and osmotic potential, p. Soil physicists like to equate
matric potential in plants with ‘‘capillary or adsorp-
tion forces which in a plant are forces such as those
at the cell walls.’’[11] However, this definition is
equivalent to water potential, C, and does nothing
to help elucidate the osmotic relations of living cells
that can be quantified only by independent measures
of P and p. In the older plant physiology literature,
some people attempted to come up with a different
meaning of matric potential, but this approach has
been discredited.[3,9] It is unfortunate that these two
closely allied sciences should use different words to
describe the same quantity (matric potential vs. water
potential), but the attentive reader can usually dis-
tinguish the meaning of matric potential from the
context of scientific reports.
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INTRODUCTION

One of the critical requirements in designing a water
sampling plan for microbial analysis is a clear under-
standing as to the overall objectives behind the sam-
pling, what sampling equipment is available, and
what type of analyses are going to be conducted on
the samples.

The focus of this article is to provide an overview of
the methods to sample water bodies to detect fecal con-
tamination. There are distinct differences in the type of
sampling methods that one would have to use depend-
ing on whether groundwater, surface water, or distri-
bution system (finished drinking water) is being
sampled. The differences arise from the need to retrieve
the samples using specialized sampling equipment and
sample concentration methods.

OVERVIEW

Groundwater Sampling

A key prerequisite in obtaining a representative
groundwater sample is to have a properly installed
‘‘monitoring’’ or ‘‘sampling’’ well. The design is of
obvious importance since a simple hole in the ground
will not be representative of the aquifer. Attention
has to be paid to the proper ‘‘setting’’ of the well,
the selection of the appropriate filter pack, and proper
‘‘well development.’’ Well development, refers to the
process by which the aquifer’s natural hydrodynamics
are restored in the aquifer around the well after the
installation of the well. The USEPA generalizes that
three well volumes be removed from a well before sam-
pling. Thus, when obtaining groundwater from a well,
information about the well depth, pump setting (height
at which the pump draws in water), well diameter,
standing water level, volume of all holding tanks,
pressure tanks, and connecting pipelines should be
obtained so that an adequate amount of purging
can be performed before an authentic ‘‘groundwater’’

sample is obtained. Information on drainage features,
proximity to septic systems, and other features that
could influence water quality should also be docu-
mented. Typically, sample bottles are obtained prester-
ilized from the laboratory. It is essential that the
sampler coordinate sample delivery with the labora-
tory so that the short holding times can be achieved.

Some of the equipment for sampling are bailers,
grab samplers, and submersible pumps.[1] Bailers are
one of the least expensive methods of sampling and
are best suited for wells that are shallow or slow to
recharge and for the collection of small volume sam-
ples. One-time use bailers or multiple-use bailers can
be used. The sampling materials must be cleaned and
disinfected between samples. The disinfection could
be achieved by soaking the bailers in large containers
containing a 1–2% chlorine (bleach) solution. How-
ever, care must be taken to remove all residual chlorine
from the bailers by thoroughly washing in clean water.
Grab samplers are different from bailers in that sam-
ples can be obtained from discrete depths. Submersible
pumps are one of the better ways of collecting ground-
water samples. However, they can be relatively expen-
sive and require the need for electrical power at the
field site. Pumps are ideally suited for use in larger
wells or when large volumes of water need to be col-
lected and passed through sample concentrators for
virus and protozoan sampling. Some groundwater
wells may have chlorinators installed in them. It is
important that these chlorinators are disconnected
before samples are collected or the samples are
obtained at a spot prior to the chlorinator input into
the line. All public water supply wells are required by
law to have a sampling spigot prior to the chlorinator.

Surface Water Sampling

Unlike groundwater sampling, sampling from surface
waters is relatively straightforward. Grab samples
(for bacteriological analysis) or portable pumps (for
viral and protozoan analysis) can be employed. How-
ever, attention should be paid that the sample being

755

© 2008 by Taylor & Francis Group, LLC



K
arst–N

euse

collected is as representative of the surface water
source as possible. When sampling rivers and canals,
effort should be made to collect the sample as far as
away from the bank as possible. When sampling lakes,
the use of a boat is desirable. If wading, the sampler
should slowly wade upstream taking the sample
upstream and ahead of any wading-induced agitated
sediments. Since no guidelines have been developed
for specific sampling locations, the sampler must pre-
determine the locations that provide a representative
water sample. For example, the sample can be taken
ahead of a water intake, if the objective is to under-
stand the source water quality. Microbial populations
can be highly variable with a stream and typically,
samples are taken from a midpoint in a stream rather
than in shallow pools or riffle areas. Multiple samples
taken from riffles, runs, and pools provide a better
representation of the microbial populations, however,
the sampling and subsequent analysis may be cost
prohibitive.

Distribution System Sampling

This is probably one of the easiest to sample in that
spigots and faucets on the distribution lines can be
used to collect the samples. However, drinking water
distribution lines have residual chlorine present within
the system. It is important that this disinfectant resi-
dual be removed especially when virus sampling is con-
ducted. Sodium thiosulfate is often used to remove
residual chlorine. Faucets and spigots within the distri-
bution system (as well as in groundwater wells) may
harbor microbial populations within them as biofilms.
Even though it is impossible to remove the biofilm
within distribution lines, attention must be paid to
remove as many indigenous microbial populations
from the sampling spigot (faucet) as possible. Heat sur-
face sterilization (using flame or torch) or chemical
disinfections can be used. It is critical that the water
is allowed to run for at least 10–15 min after these
treatments.

Sampling for Bacteriological Analysis

Since the sample volume for bacteriological analysis
is always around 100–1000 ml, grab samples are often
the method of choice. However, the sample container
should be sterile, clean latex gloves should be worn
(to prevent the sampler from contaminating the sam-
pling port or sample), and in the case of groundwater
or distribution system samples, the water should be
allowed to run for at least 3 well volumes or 10 min,
respectively. (There are, however, times when one
may want to collect a sample directly from the tap/spi-
got to determine the quality of the distribution system).

The sample bottle should be filled up to the desired
volume and the bottle should be removed sideways
from the flow of water. The cap has to be replaced
and after appropriate labeling the sample bottle has
to be placed in a clean cooler containing blue-ice or
wet-ice and maintained at or below 4�C. The specific
volume that is collected will depend on the number
of bacteria that are being screened. There are recom-
mended volumes for the different bacteriological detec-
tion methods.[2] There are different maximum holding
time recommendations depending on the organism.
For Escherichia coli the samples should be analyzed
within 8 hr.

Sampling for Viral Analysis

Enteric viruses are of particular concern to human
health since they have low infectious doses. These
viruses are very often found in much lower concentra-
tions than bacteria in environmental waters. The cur-
rent USEPA recommended method for sampling and
concentrating viruses require sampling large volumes
of water and concentrating the viruses on positively
charged filters. The filter used for concentrating the
enteric viruses from water samples is the 1MDS filter
ZetaPor, virosorb (Cuno, Inc., Meridian, CT). (The
retention of viruses on to these filters is thought to
occur through electrostatic attraction between the
negatively charged virus particles and the positively
charged filter.) These filters have to be contained
within a filter housing. The filter and filter housing is
connected in series to a backflow control valve, back-
flow regulator, and a flow meter (Fig. 1). Typically,
when sampling groundwater for viruses, 500 gal are
passed through the filter before the filter is removed
and shipped to the laboratory for analysis. For distri-
bution system samples, as much as 1500 gal need to
be passed through the positively charged filters to
screen for viruses. A major drawback of using car-
tridge flow-through filters is that, depending on the
amount of debris in the sample the filters could
get clogged. Using a prefilter to avoid clogging is
counter-productive in that very often viruses get
trapped and adsorbed in these prefilters rather than
being adsorbed in the 1MDS filter. In addition to the
1MDS cartridge filters, tangential flow and hollow
fiber filtration have also shown promise as virus
concentration methods. Thus, in the case of virus sam-
pling, sampling involves sample concentration as well.
Samples should be analyzed for enteric viruses within
72 hr of collection.

Male-specific coliphages are viruses that infect spe-
cific coliforms bacteria. Such viruses are termed bacte-
riophages. Male-specific coliphages have been shown
to serve as efficient fecal contamination indicators.
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The USEPA methods 1601 and 1602 describe the
methods that can be used to sample and detect coli-
phages.[3,4] Unlike enteric viruses, grab samples rang-
ing from 100 ml to 1000 ml can be used for coliphage
analysis. Since coliphages are viruses, the holding times
should not exceed 72 hr.

Sampling for Protozoan Analysis

The selection of an appropriate water sampling and
concentration method for Cryptosporidium and Giar-
dia greatly depends upon the water sample matrix
(e.g., surface water, finished drinking water, or waste-
water), the volume to be concentrated, and the
anticipated density of organisms. Concentration is
typically achieved through various filtration and cen-
trifugation steps. Unfortunately, these concentration
methods also concentrate inorganic and organic debris
and non-target organisms. In addition, downstream
sample purification and detection methods should also
be considered. In wastewaters where the numbers of
Cryptosporidium and Giardia are expected to be high,

a 100–1000 ml grab sample, directly concentrated by
centrifugation may be sufficient. In contrast, for fin-
ished drinking water in which the number of organisms
is expected to be low, filtration of 100–1000 L or
greater may be required. The concentration of raw
surface water requires the most consideration since
characteristics such as turbidity or presence of algae
will vary significantly and can greatly affect the con-
centration procedure. If clogging occurs, then the
actual volume that was concentrated should be noted.

There are several methods for the sampling and con-
centration of Cryptosporidium and Giardia in surface
water and finished drinking water. The USEPA Infor-
mation Collection Rule (ICR) method uses a poly-
propylene yarn wound filter for the concentration of
raw surface water samples.[5] In contrast to the electro-
static attachment of viruses to the positively charged
filter in the virus sampling/concentration procedure,
the yarn wound filter physically traps the oocysts and
cysts. The yarn wound filter is placed in a suitable filter
housing and placed in series along with the pressure
regulator, pressure gauge, flow meter, and flow control
valve (Fig. 1). Although the yarn wound filter method

Table 1 Guidance for selection of water sample collection and concentration methods for Giardia and

Cryptosporidium analyses

Application

Procedure Typical sample volume Water turbidity Advantages Disadvantages

Grab sample (concentration
using centrifugation)

1–20 L (wastewater and
raw surface water)

Low to high Easy to collect,
no filter costs

Samples greater than
1 L are time consuming
to handle and concentrate

USEPA ICR

(yarn wound filters)

�100 L (surface water);

�1000 L (finished water)

Low to high High filtration rate,

low cost and ease
of use

Variable efficiency of

concentration, time
consuming processing

USEPA 1622/1623 (pleated
membrane capsule filters)

�100 L (surface water);
�1000 L (finished water)

Low to
moderate

Good retention and
oocyst recovery,

ease of use

Expensive, slow
filtration rate

USEPA 1622/1623
(compressed foam filters)

�50 L (surface water);
�1000 L (finished water)

Low to high Excellent retention
and oocyst recovery

Awkward handling,
decontamination required

Fig. 1 Filtration setup for viruses and protozoa.
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is relatively inexpensive, studies have shown that
the efficiencies can be relatively low and the filter
processing methods can be extremely labor-intensive.
The recent USEPA Methods 1622 and 1623 include
several different options for filtration including capsule
membrane filters and compressed foam filters.[6,7]

Methods 1622 and 1623 use immunomagnetic separa-
tion for purification of protozoa. Recent studies have
also shown that hollow fiber filters have the ability to
concentrate protozoa. The samples should be eluted
and concentrated from the filters within 96 hr of
sample collection. Guidance for the selection of
concentration methods is provided in Table 1.

CONCLUSION

Microbial sampling is a critical component of any
environmental assessment. Given the complexities
associated with sampling for different microorganisms,
it is critical that careful attention be paid to the sam-
pling objectives. While guidelines and sampling pro-
tocols have been established the responsibility of
obtaining the most appropriate sample still lies with
the sampler who must determine the data quality
objectives and develop a sampling plan to meet those
objectives. Many states are developing specific water-
use standards for surface water based on use as rec-
reational water bodies and drinking water supplies.
These regulations can have profound implications for
concentrated animal operators. Meeting these water-
use standards and still maintaining profitable animal
production levels will pose a challenge to the regula-
tory agencies as well as the agricultural community.
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Mining Impact: Metals
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INTRODUCTION

Mining is defined as the excavation of a resource from
the earth. This may include metals (e.g., copper, lead,
and zinc), metalloids (e.g., arsenic), minerals (e.g.,
halite, phosphorous, and gypsum), organic fuels (e.g.,
oil, gas, coal, and peat), and aggregate materials
(e.g., sands and gravels). The extraction of such
resources frequently causes numerous offsite impacts.
These impacts are dependent on a variety of environ-
mental factors, which may include climate, landscape
stability, topography, bedrock type, and groundwater
movement, amongst many others. This entry will focus
on how metal mines, their associated waste (tailings
and gangue materials) and associated ore deposits
can affect rivers and their associated sediment sources
and sinks if they enter the drainage network.

OVERVIEW OF METAL IN RIVER AND
FLOODPLAIN SYSTEMS

The extraction of heavy metals and metalloids such as
arsenic, cadmium, chromium, cobalt, copper, lead, zinc,
and gold has affected the environment since process
metallurgy was initiated by early civilizations at least
6000 years ago. In particular, the effect of metal extrac-
tion on river environments has been studied extensively,
with the focus of research being in temperate climatic
zones. Since the Industrial Revolution some 200 years
ago, the global footprint of mining and its impacts
has increased due to technological improvements in
extraction efficiency. Until the most recent decades,
when offsite effects of metals on the environment and
biota became more apparent (e.g., Minamata disease,
which was caused by methyl mercury ingestion via the
consumption of fish in southern Japan in the 1950s),
environmental legislation and its application have fre-
quently lagged behind the rush to exploit the earth’s
resources. Frequently, this has led to mine waste being
directly or indirectly incorporated into river systems
through mine discharge or during erosive storm flow
events. A study of river and floodplain environments,
which are the primary pathways for energy and matter
(e.g., sediment and water) movement through the land-
scape, can reveal the insidious and more conspicuous
impacts of heavy metal pollution.

Mine tailings invariably contain large quantities of
fine sediment enriched in heavy metals. Unprotected
from the elements by vegetation or artificial coverings
such as concrete or geotex matting, these tailings
deposits may be subject to wind, water erosion, or oxi-
dation processes. The release of metals into the adja-
cent environment can occur over a range of timescales.
In some cases, this may be a relatively slow process
that is controlled by chemical dissolution, wind, or
water erosion rates or it may be extremely rapid, such
as that associated with the catastrophic collapse of
tailings dams. In arid and semi-arid areas where veg-
etation growth is limited by climatic factors, wind
erosion of tailings has contributed to human health
problems due to the absorption of heavy metals asso-
ciated with household dust.[1] However, water erosion
and transport of tailings is usually the primary source
of river and floodplain contaminated-sediment pol-
lution. This can be particularly severe when tailings
retention dams catastrophically fail, such as that which
occurred in 1979 when a heavily contaminated ura-
nium tailings dam collapsed on the Puerco River,
New Mexico, resulting in serious contamination of
the river with thorium-230.[2]

Acid mine drainage from both active mines and
abandoned sulfide tailings dumps is also known to
cause major environmental problems for river and
floodplain water and sediment quality. Acid mine
drainage results from the oxidization of sulfide miner-
als (such as pyrite), which when discharged release
metal ions into the aqueous environment, e.g., lakes,
rivers, and groundwater bodies. These metals are then
transferred in solution through the system and may be
precipitated with alluvial sediments where they can be
stored for extended periods of time (10�1–104 yr)
causing potential long-term environmental problems.[3]

THE TRANSPORT, STORAGE, AND
AVAILABILITY OF METALS IN THE
ALLUVIAL ENVIRONMENT

Contamination of river and floodplain environments is
complex in time and space. Heavy metals are not read-
ily dissipated in the natural environment and can have
extremely long residence times in sediment, depending
on their physical and chemical mobility within an
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affected sediment system. Heavy metals are transferred
through a river system by four principal mechanisms:
hydraulic sorting according to particle size and density;
chemical dispersal—solution, adsorption, Fe and Mn
complexes, and biological uptake; dilution with clean
uncontaminated sediments; and loss and exchange
with floodplain sediments.[3] These processes may
occur in differing amounts depending on the prevailing
physicochemical conditions and the hydroclimatic
regime. For example, the dispersal of mining related
metal contamination may, under some circumstances,
be controlled by physical processes rather than chemi-
cal mobility. Metals such as cadmium, copper, lead,
and zinc are often absorbed on grain surfaces or on
oxides, hydroxides, and oxyhydroxides particularly in
iron and manganese forms, which are then transported
by physical processes. In particular, manganese oxides
have been shown to be one of the most significant
groups of substances that control heavy metal concen-
trations in alluvial sediment.[4] Where a catchment is
rich in calcareous materials, the release of metals into
the aqueous system may be buffered by an increase
in sediment and water alkalinity. The chemical
mobility of metals and their availability and dispersal
in the environment may also be related to fluctuations
in the water table and/or changes in pH. For example,
a rising water table or decreasing pH may cause the
dissolution of oxide substances resulting in the release
of metals previously bound up. In contrast, under
ambient conditions, oxide substances such as iron
and manganese may act as long-term stores for heavy
metals in alluvial sediment.[5]

One of the main issues surrounding systems affected
by historical metal mining is the storage and dispersal
of contaminants in floodplain and in-channel sediment
sinks because they may pose an ongoing and a long-
term risk to the environment.[6,7] Alluvial systems are
notoriously complex in terms of their morphology
and sediment dynamics and the spatial distribution
and concentration of metals will often reflect the chan-
nel and floodplain depositional environments in which
they are stored. The dispersal of metals within a river
system may occur both laterally across the floodplain
and longitudinally throughout the system. Generally,
metal concentrations will diminish away from the
channel towards the margins of a floodplain and also
in a downstream direction. This general distance-decay
pattern of metal concentrations away from the pollut-
ing source may vary according to channel and flood-
plain geomorphology. For example, sediment-metal
concentrations may become elevated in slack water
environments (e.g., paleochannels) on the floodplain.
This is because metals in the fine sediment fractions
have a greater surface area to volume ratio. When
metals become adsorbed (fixed) onto particle surfaces,
this produces a strong relationship between trace

metal concentration in the solid phase and decreasing
particle size. This is not the case, however, in environ-
ments where the fine fraction may either be absent or
have been transported downstream. Under these cir-
cumstances, a lag of larger, denser particles will give
rise to the contaminant signal found in alluvium.[8]

Within channels, metal concentrations may be con-
siderably lower in reaches that are characterized by
high stream power values, due to the dominance of
erosion processes. In contrast, elevated metal concen-
trations will tend to occur where alluvial deposition
processes are dominant.

The dispersal of toxic metal mining waste into
catchment systems can have deleterious effects on the
ecological functioning of channel, floodplain, and asso-
ciated urban and agricultural environments. Elements
such as zinc and selenium are typically only necessary
in trace concentrations for normal plant and animal
growth. However, heavy metals such as cadmium,
copper, lead, mercury, and zinc in toxic quantities
can reduce the extent and effectiveness of stabilizing
channel bank riparian vegetation and cause changes in
river morphology. In addition, and of perhaps greater
concern to the population at large, are the effects of
elevated sediment- and soil-metal concentrations on
food quality and safety, crop production, and environ-
mental health. Metals move through the food chain via
uptake and bioaccumulation and biomagnification
in plants, animals, and, ultimately, humans. The phys-
ical impacts of mining activity on channel systems can
also be quite significant through the removal of metal
rich river deposits (placer mining) or via the direct dis-
persal of tailings into a river. Such changes can have
rapid and significant impact on the sediment supply
rates of a system. For example, 19th-century gold
mining of alluvial gravels within the catchment of the
Sacramento River, Sierra Nevada, central California,
resulted in massive increases in channel sediment load
causing the channel bed to aggrade by up to 100 m.

AN EXAMPLE OF MINING IMPACT: RUM
JUNGLE MINE, NORTHERN AUSTRALIA

Contamination due to metal extraction has seriously
affected the channel of the East Branch of the Finniss
River downstream of Rum Jungle mine in tropical
northern Australia [inset (a), Fig. 1]. The environmen-
tal impacts experienced at Rum Jungle are typical of
those associated with metal mining and acid mine
drainage. Rum Jungle was principally a uranium–
copper mine that was active from 1953 through to
1971, after which it underwent remediation. The
Rum Jungle tailings dumps were covered to reduce
the infusion of oxygen that controls oxidation rates
and ultimately the generation of pollution from the
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site. Other remediation methods included the building
of runoff channels and erosion banks around tailings
dumps, along with the application of lime to neutralize
acidified water. Prior to remediation, short-term eleva-
tions in water contaminant concentrations caused fish
kills downstream of Rum Jungle and were also shown
to immediately reduce fish diversity and abundance.
Post remediation treatments were effective in reducing
annual metal loads, e.g., copper, zinc, and manganese
decreased by up to a factor of 7, 5, and 4, respectively,
and consequently fish diversity started to recover.[9]

Although the leakage of water-borne contaminants
is now much reduced, elevated concentrations of a
range sediment-associated metals, for example, chro-
mium and zinc (Figs. 1 and 2), remain stored within
the alluvial system. Recent studies of channel and
floodplain sediment-metal from the East Branch of

the Finniss River demonstrate the effect of metal
storage within an alluvial system. At Rum Jungle, con-
centrations of numerous elements were found to be
above Australian sediment guideline values[10] in both
overbank and in-channel environments (Figs. 1 and 2
show zinc and chromium levels in channel and cut
bank sediment, respectively).

Heavy metals stored within alluvium can cause a
management problem if they are eroded, leached, and
released into the environment where they can result
in continued or renewed ecological dysfunction, even
if the principal source of pollution, i.e., mine tailings
has been effectively remediated. The downstream dis-
tribution of metals throughout a river system may also
vary from a distance-decay type pattern from the
source of contamination through to more complex
patterns where the metal is transferred as a sediment
slug or wave. In some cases, sediment-metal distri-
bution patterns are determined by channel hydraulic
parameters such as shear stress or stream power.[2,6]

The distribution of alluvial metals in the East Branch
of the Rum Jungle is neither linear nor possesses a
distance-decay type relationship, but has a saw-tooth
configuration (Fig. 1) that probably relates to changes
in the storage and transfer of metals between differ-
ent reaches. Similar to the study on the Puerco River,
New Mexico,[2] this is probably related to channel
dimensions and associated hydraulic parameters such
as shear stress and stream power.

Akin to other contaminated fluvial systems, the
storage of metals in floodplain and channel sediment

Fig. 2 Chromium concentrations in overbank sediment

from the East Branch of the Finniss River, some 1.5 km
downstream of the Rum Jungle mine. The floodplain surface
is at 0 cm. Elevated levels of chromium in the upper part of

the sequence are below the high concentration Australian
guideline value for chromium (ISQG—High, 370 mg/kg)
but above the low trigger value (ISQG—Low, 80 mg/kg).

Towards the base of the section, the cut bank is well below
guideline values. Sediment samples were analyzed using
Instrumental Neutron Activation Analysis. The sediments

analyzed were not partitioned for grain size but were a bulk
sample of the overbank sediments. These data provide an
indication of the gross pollution values of the system rather
than the concentration values per grain size fraction.

Fig. 1 Stream sediment-associated zinc concentrations
down the East Branch of the Finniss River. Inset (a)—
location of Rum Jungle mine, northern Australia. The

Rum Jungle mine site occurs 2–4 km downstream from the
most upstream sample site (0 km). Sediment-metal concentra-
tions in the area adjacent to and immediately downstream of

the mine are the most contaminated with some values signifi-
cantly above the Australian guidelines for highly contami-
nated sediment. Sediment samples were analyzed using

Instrumental Neutron Activation Analysis. The sediments
analyzed were not partitioned for grain size but were bulk
samples of the channel sediments. These data provide an
indication of the gross pollution values of the system rather

than the specific concentration values per grain size fraction.
ISQG—Interim Sediment Quality Guideline. The ‘‘Low’’
value is the trigger value for contaminated sediment and is

used to initiate remedial management/investigations while
the ‘High’ value corresponds to situations where greater
environmental impacts are expected. Source: From Ref.[2].
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sinks can present a long-term latent environmental
problem. A catchment-wide assessment of the fate
and storage of mining related contaminants in north-
ern England[11] has shown that only a small fraction
of the total metals released into the fluvial system are
actually flushed out into the estuary and to the ulti-
mate sink, the ocean bed. The vast majority of metals
remain stored within river and floodplain sediments
throughout the drainage network.

CONCLUSION

Depending on the extent and magnitude of pollution,
the impact of metal mining on a river system may
manifest itself in a variety of forms. These may
encompass physical, chemical, and biological changes
to the preimpact condition. The release of large
volumes of toxic materials into watercourses may not
only affect riparian and in-channel species diversity,
but are often paralleled by changes in river planform
morphology as the river laterally and vertically adjusts
to a new sediment load. The storage of metals in sedi-
ment sinks can present a pollution ‘‘time-bomb’’ which
may not be effective until the stored pollutants are
released back into the environment through physical,
chemical, or biological mobilization.
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INTRODUCTION

Floodplains are comprised a variety of depositional
environments formed by distinct fluvial processes
(Fig. 1). Natural levees are formed from numerous
flood deposits that create sinuous ridges of coarse sedi-
ments along river channels. Sediment sorting during
overbank conditions results in lateral fining of flood
deposits. This results in a landform that slopes toward
lower lying floodplain bottoms, and is the highest
component of floodplain topography.[1,2] Understand-
ing natural levees is important to a variety of disci-
plines, including earth sciences, engineering, and
archaeology. Because natural levees are aggregate
flood deposits and represent the sediment and stream
flow regime of a river over medium time scales
(102–3 yr), earth scientists study natural levees for
insight into the pattern of flood sedimentation and
how it has varied over time. Although natural levees
do not represent a significant component of floodplain
construction, they may become a ‘‘permanent’’ part of
the floodplain in the event of a channel cutoff, and the
recognition of buried natural levee deposits is essen-
tial to understanding valley-fill chronologies and flood-
plain evolution.[3] Geotechnical properties of natural
levees are important to proper river engineering,
particularly design of artificial flood control levees
(dikes) and for bank stability structures. Because of
their topographic and drainage characteristics natural
levees are significant to floodplain hydrology. Indeed,
natural levees were utilized by prehistoric civilizations
for settlement and agriculture, and archaeologists are
interested in active and abandoned natural levees
because of their excellent archaeological potential.[4]

LOCATION

Although natural levees are most associated with low-
land meandering river floodplains, natural levees form
on any type of river floodplain that regularly floods
and includes braided, straight, anastomosing, estua-
rine, crevasse, and deltaic distributary channels. Along
active meandering rivers natural levees extend into
floodplain bottoms where they overlay older channel
deposits or backswamps. Natural levees tend to be

large along cutbanks, but smaller natural levees often
form on the inside of meander bends (burying point
bar deposits) in rivers with low rates of lateral
migration.[5] In non-meandering channels natural
levees are approximately the same size on either side
of the river.[1]

FORM AND PROCESS

Natural levees are formed by the process of overbank
flood sedimentation, but an understanding of natural
levee formation should also consider the overall flood-
plain style and mechanism of floodplain inundation.
The thickness of individual flood deposits varies
from several millimeters to tens of centimeters, and
decreases laterally in thickness and particle size away
from the channel bank.[6,7] Natural levee sedimentation
involves several processes, which is in part dependent
upon the amount of inundation within the floodplain
bottoms. Upon exiting the channel and flowing onto
the floodplain there is an abrupt reduction in flow velo-
city, which results in immediate deposition of coarser
sand and silt, which is transported along the floodplain
surface as bedload.[8] At upper flow regime (high velo-
city) this results in planar bedding, while at lower flow
regime coarse sediment is transported along the surface
by saltation (bouncing), forming ripples, and cross-
strata. The distance that coarser sediments are trans-
ported across the floodplain surface as bedload is not
far, perhaps one channel width, in part because flood-
plain vegetation results in flow resistance. Where over-
bank flood deposits are transported into floodplain
bottoms previously inundated by sources such as cre-
vasse, conduit, groundwater, or local precipitation,
natural levee sedimentation is dominated by turbulent
diffusive mechanisms (Fig. 1).[9] Essentially, this sedi-
mentation process occurs in floodplains that have flood
basins with high water levels adjacent to the channel.
During a flood event this produces a steep lateral
sediment concentration gradient between the channel
and flood basin and sediment quickly falls out of sus-
pension.[10] This mechanism results in steep (high
gradient) natural levees.[9] Alternatively, during flood
events in which floodplain bottoms are not signifi-
cantly inundated (water level remains low), advective
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sedimentation processes dominate. This process is
characterized by flood waters flowing down the levee
flank to a low lying bottomland not significantly inun-
dated (water level is low relative to river stage). This
process is associated with natural levees having a lower
gradient and a curvilinear morphology. At the distant
margins of natural levees, slack-water deposition of
clay is the dominant mode of sedimentation. In large
river valleys the distal portions of natural levees also
experience slackwater sedimentation and very low
rates of vertical accretion from other mechanisms of
floodplain inundation. Crevasse and sloughs connected
to the main-stem channel, or smaller tributaries drain-
ing adjacent terraces may inundate floodplain surfaces,
including the backslope of levee surfaces (Fig. 1). These
mechanisms result in very thin clay laminations. Sedi-
mentation rates are influenced by sediment supply
and sediment size, as well as flood characteristics such

as frequency, seasonality, duration, and magnitude.
The amount of time required for natural levees to form
probably requires several hundred to several thousand
years and can be investigated by analysis of soils and
sediments exposed at channel cutbanks.

SEDIMENTOLOGY AND SOILS

In contrast to the overall vertical fining-up particle size
trend of floodplains, individual natural levees have a
distinctive coarsening-up trend in particle size. This is
more pronounced in laterally active meandering river
floodplains because of progradation (e.g., lateral exten-
sion of the deposit) of the levee unit over fine-grained
floodplain bottoms (Fig. 2). Because natural levees
are constructed by large discharge events, cutbank
stratigraphy is similar to other upper channel-bar

Fig. 1 Meandering river floodplain deposits and processes of inundation for a large lowland alluvial valley. Natural levees form
the highest surfaces along the active floodplain. Relict natural levees remain part of the floodplain after a channel cutoff. Flood-

plain inundation flow paths are displayed by arrows.
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facies.[6] Individual stratasets are centimeters to deci-
meters thick, and decreases in thickness away from
the channel bank. Lateral decreases in sedimentation
rates result in individual stratasets being wedge shaped.
These deposits merge with floodplain soils in flood-
plain bottoms, resulting in a diffuse distal boundary
to the natural levee. Each levee deposit consists of
multiple stratasets and for larger rivers a natural levee
may be several meters in thickness.[11,12] A typical
sandy strataset may be characterized as having milli-
meter-thick bedding, consisting of planar laminae at
the base associated with a high flow regime, overlain by
small-scale cross-strata formed by migrating ripples.
Medium-scale bedding from migrating dunes is less
common, but would be associated with much larger
flood events. Fine-grained (mud) laminations may
overlay coarser ripples. The length of time for sedimen-
tary structure to be preserved depends not only on pri-
mary sedimentology, particle size, and bedding, but
also on pedogenic regime. Individual laminations
may be destroyed after several years of bioturbation
by plants and burrowing organisms, particularly in
hot and humid regions. In general, sandy sediment
structure will be preserved longer than fine-grained
bedding.

Natural levees may be considered a single deposi-
tional environment, but pedogenic characteristics vary
spatially, laterally, away from the channel.[8] Natural
levees are considered to exhibit soil catenas, which
means that there are rather predictable changes in soil
characteristics along the levee from channel bank to
floodplain bottoms.[13] Soils developing on thicker,

sandier, and well-drained surfaces of natural levees
(near the channel) have oxidized and leached horizons
with abundant iron and manganese nodules, and are
likely affected by bioturbation. These soils may have
medium to stiff, mottled gray, tan, and brown silty
clay, sandy clay, or silty sand and overlay darker
fine-grained soils with considerable organic matter,
developed in floodplain bottoms. In regions under-
going strong seasonality with a fluctuating water table,
soils may develop a calcium carbonate horizon at the
capillary fringe. Commonly, these soils will lack ellu-
vial (E) or illuvial (B) horizons, and are frequently
characterized by soil profiles with A/C horizons. High
rates of overbank sedimentation result in ‘‘A’’ hori-
zons having little organic matter. Soil maturity
increases with distance from the channel because of a
reduction in sedimentation rates. These soils are asso-
ciated with higher rates of bioturbation, lack of strati-
fication, a higher percentage of soil nodules, evidence
of illuviation (Bt), and possibly slickensides. Soils on
the backlopes of natural levees may also exhibit gleyed
conditions in river floodplains with a high water table.
The root zone (rhyozone) is confined to the surface in
the case of a high water table, but may extend verti-
cally in floodplains that undergo large seasonal fluc-
tuations, which has implications to the preservation
of sediment structure.[8] Any field study of natural
levee deposits should consider the presence of paleo-
sols, which are usually buried organically enriched soil
‘‘A’’ horizons (originally formed at the surface), as
they represent an archive of flood deposits and thus
provide insight into climate change.[13]

Fig. 2 Natural levee at a meander bend. Progradation of coarser natural levee deposits over fine-grained floodplain bottoms
deposits results in a coarsening-up particle size trend.
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TEMPORAL AND SPATIAL VARIABILITIES

Because natural levees are formed from numerous
individual flood events the shape of natural levees is
time-transgressive, and evolves in size and form after
avulsion.[3,7] Natural levee slopes are highest immedi-
ately after avulsion, and decreases with time as the levee
widens. After the channel switches course (avulsion),
sedimentation rates of coarse deposits are initially high
adjacent to the channel bank, resulting in a steeply slop-
ing levee surface. With time the increased bank height
reduces coarse sediment deposition adjacent to the
channel, resulting in greater amounts of fine-grained
sediments deposited along levee backslopes, which
reduces the levee slope gradient.

The height of natural levees adjusts to flood stage,
suggesting the concept of dominant discharge is
appropriate for this element of alluvial morphology.
However, the evolution of natural levees may be
significant to fluvial processes, and in particular should
be considered as a control on channel avulsion,[3]

which occurs when a river abruptly changes course.
In laterally stable rivers the height of levee construc-
tion must reach some maximum, whereby continued
buildup reduces the frequency of overbank flooding.
In such cases larger floods are necessary to overtop
natural levees, increasing the probability of channel
avulsion.[3] However, in laterally active meandering
rivers, rates of lateral migration represent a control
on the size of natural levees.[1,5] Thus, if migration rates
and sedimentation rates remain constant through

time, the height and morphology of the levee should
reach a steady-state or equilibrium form (Fig. 3).

Similar to other components of fluvial systems,
natural levees are scale dependent and increase in size
with drainage area due to increases in sediment and
streamflow. Natural levees increase in size downstream
of tributaries, and may abruptly increase in size if there
are large increases in sediment load. Toward the lower
reaches of large coastal plain river systems natural
levees attain a maximum size and abruptly decline
in size because of exhaustion of coarse suspended
sediments.[12,14]

CONCLUSIONS

Natural levees represent significant floodplain topogra-
phy within a flat landscape and have long been heavily
utilized for human settlement and floodplain agricul-
ture. The formation of natural levees occurs through
several different flood sedimentation mechanisms,
and is in part dependent on the process of flood inun-
dation and floodplain style. Fluvial sedimentology and
soil science provide useful approaches for examining
natural levee sediments, and for relating natural levee
deposits to the broader topic of floodplain construc-
tion. Moreover, because natural levees are formed
from numerous individual flood deposits they are a
climate-sensitive archive that represents great promise
for furthering our understanding of watershed-scale
hydrologic variation in response to climate change.

Fig. 3 Relationship between rates of channel
migration and floodplain topography: (A) higher
rates of lateral migration result in smaller natural

levees because of the reduction in the time for sedi-
ment to accumulate; (B) lower rates of lateral
migration results in a larger and more stable natural
levee.
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Neuse River
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INTRODUCTION

The Neuse River of North Carolina has been signifi-
cantly impacted by the influx of nutrients from the
concentrated animal feeding operations (CAFOs)
located in the watershed area. Phosphorus and nitro-
gen rates have increased dramatically causing sub-
sequent algae blooms, fish kills, and eutrophication
in the lakes, rivers, and estuaries along the waterway.
Unpredictable weather events can intensify the
problem and could have dramatic environmental
consequences.

BACKGROUND

The Neuse River is one of the major rivers on the
East Coast of the United States. The entirety of its
300-mi length is located in North Carolina. The river
drains land in 19 counties that contain about one-
sixth of the states’ population. The river originates in
north central North Carolina and flows in a south-
easterly direction past Raleigh, Kinston, and New
Berm and into the tidal basin of the second largest
estuarine systems in the United States, the Albemarle–
Pamlico estuary. What was once considered a pristine
stream has, in recent years, been rated by the
renowned environmental group, American Rivers, as
one of the 20 most threatened rivers in North
America.[1]

The Neuse carries the highest concentrations of
total nitrogen and total phosphorus of any of the
four rivers draining into the Pamlico and Albemarle
Sounds even though it drains only 20% of the con-
tributing land area.[2] In 1983, the North Carolina
Environmental Commission classified the Falls Lake
portion of the stream as a Nutrient Sensitive Area.
In 1998, the lower Neuse River basin was added to that
classification. Despite efforts by the various state

organizations, phosphorus and nitrogen concentra-
tions in the water of the river have not decreased.

FACTORS CONTRIBUTING TO
ENVIRONMENTAL PROBLEMS

Many factors contribute to the environmental pro-
blems faced by the Neuse River. Roughly, 15% of the
states’ population live within the basin and the popu-
lation is increasing rapidly. Wastewater effluent, storm
water discharge, and urban run-off contribute a large
percentile of the nutrient contamination in the basin.
Currently, more than 400 point source discharge per-
mits are active in the watershed and legislation is being
enacted to lessen the amount of contaminants entering
the river.

Non-point source run-off and shallow groundwater
migration are now the most significant pollution
source for North Carolina. The state is a large farming
state and contains some of the largest CAFOs in the
world. The state ranks number one in the nation in
turkey production, number four in broiler production,
and number two in the production of swine. All these
produce excessive amounts of organic waste containing
large amounts of nitrogen and phosphorus. Hog pro-
duction is of extreme importance to the Neuse River
because of the intense concentration in farm numbers
found in the lower river basin and flood plain area.

Most of these farms are CAFO type productions
containing hundreds or even thousands of swine at
each farm location. These farms are part of integrated
systems owned by huge corporations that have moved
their business into North Carolina because of the rela-
tively lax regulations that the state enforces. Hog pro-
duction has increased over 270% since 1990, and will
top out over 12 million hogs in the next few years.

The 10 million hogs (Fig. 1) now populating North
Carolina’s coastal region produce 19 million tons of
waste each year.[3] Ammonia is also released as a
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by-product of swine production (Fig. 2). Two million
pounds of ammonia per year are deposited by rainfall
in the Neuse River basin from hog operations.[4] To
put this into perspective, the wastewater plants of the
entire state contributed only 2.1 million pounds of
nitrogen in 1995.

The hogs are raised in confined barns containing
hundreds of animals in close proximity. A lagoon is
constructed to deposit waste materials from the large
farms. In order to utilize the nutrients in the waste
materials, water is withdrawn from the lagoons and
sprayed onto adjacent pastures that use the nutrients
to grow crops, usually various types of grasses

required for cattle production. In an ideal system,
the grasses would use up most of the nutrients; the
cattle would consume the grass, and the run-off would
be negligible. In actuality, even with clay liners in the
lagoons, waste leaches into the local groundwater
system. Even when the rate of flow is slow, over a
period of days or weeks a 2-acre lagoon would leak
thousands of gallons into the local watershed. There
are nearly 4000 such lagoons in the state, leaching
water into the ground and ammonia into the atmos-
phere.[3] The spraying is also inefficient. Most of the
spraying is done during the spring and fall during
the peak periods of precipitation, and the nutrients

Fig. 1 Hog farms of Coastal Caro-

lina. Source: From Linda Huff,
American Scientist.

Fig. 2 Swine production in North Carolina.
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are quickly washed into the streams of the watershed
area. North Carolina farmers have found that it is
more profitable to raise cattle on the pastures than
to bale the grass into hay and remove it from the site.
As a result, the animals consume the grass and then
redeposit the nutrients as urine or feces back onto
the pasture where some of them later wash into the
local streams.

North Carolina’s best management practices (BMP)
suggest but do not require a buffer zone along the
streams and rivers. Without an effective riparian zone,
nutrients are easily deposited into the watershed area.
Nearly 60% of the pollution load in the Neuse River
comes from agriculture and a large portion of this is
from the by-products of swine production.[4] Trans-
ported by surface and underground water, nitrates
move through the soils and into the local streams.
Phosphorus is less soluble and is transported primarily
by surface run-off. Enriched levels of nitrogen and
phosphorus have accumulated in lakes, streams, and
estuaries of the Neuse watershed area. The most
immediate effect of this concentration of nutrients is
the depletion of dissolved oxygen and eutrophication
of the water. Studies in the coastal plains of North
Carolina have shown that nitrate levels in stream and
ground water are the highest in areas with the greatest
numbers of CAFOs.[5]

Algae blooms, including Pfiesteria, and fish kills
result from surpassing the limiting amounts of nitrogen
and phosphorus that are needed in the streams. Excess
phosphorus appears to have dramatic effects on the
production of huge amounts of nuisance algae in the
standing waters of lakes and estuaries as well as at
the mouth of the Neuse River. It is extensive enough
at times to cause a visible discoloration of the water
and to form mats on the surface. This results in further
reduction of oxygen in the water and greater fish kills.
The Neuse River modeling and monitoring project
(MODMON) provides data that can be accessed on
a regular basis to determine the water quality at several
points along the Neuse River.[6]

The dinoflagellate Pfiesteria increases in concen-
tration as a result of excessive nutrient enrichment in
the poorly flushed estuaries and waterways of the
Neuse. Fish kills and disease events have been linked
to the organism. Thirteen researchers who worked with
dilute toxic cultures of Pfiesteria sustained mild to
adverse health impacts through water contact or by
inhaling toxic aerosols from the lab cultures. These
included severe headaches, blurred vision, short- and
long-term memory loss, and other health problems.
Some of the effects have reoccurred for a period of
up to eight years.[7]

North Carolina is often impacted by unforeseen
precipitation events that can greatly impact the

quality of the local watersheds. CAFOs are often
constructed on the flood plain with little thought to
these unusual weather conditions and with little prep-
aration for their occurrence. A case in point occurred
on September 16, 1999 when Hurricane Floyd struck
the East Coast of the United States. Fifty-seven lives
and thousands of homes were destroyed as record
amounts of rainfall from 15 in. to 20 in. battered the
coast and storm surges from the ocean rose as much
as 10 ft. Hurricane Floyd inundated more than 250
animal operations, mostly hog farms, in the eastern
part of the state. Estimated animal deaths exceeded
500,000 hogs, 2.1 million chickens, and 737,000 turkeys.
Three lagoons burst, others overflowed, adding to the
millions of gallons of waste from 24 flooded sewage
plants.[8] Flood run-off in the aftermath of Hurricane
Floyd carried huge plumes of sediment and decompos-
ing animals down the Neuse and other rivers and into
the estuaries along the coast. Salinity and dissolved
oxygen dropped to zero, excessive blooms of algae
occurred for months resulting in greater and greater
fish kills. The public was exposed to coliform bacteria
and other pathogens too numerous to mention. The
public addressed the problem after the event with some
subsequent changes in policy, but there would yet be
tremendous problems for the people of the Neuse
watershed basin if they were again struck by a storm
of similar magnitude.

CONCLUSION

The quality of water in the Neuse River basin is greatly
impacted by anthropogenic activities. With the popu-
lation of the region increasing at a very rapid rate,
greater water resources will be required even as greater
stresses will be placed on those water sources because
of human activities. Several steps are required to pre-
vent contamination and to improve the quality of the
water of the Neuse for the benefit of both mankind
and other organisms.

The EPA’s revised Clean Water Act of 2002 will
implement new and more stringent regulations on
CAFOs.[9] States containing large numbers of CAFOs
must require more stringent regulations if they are to
prevent further problems from water contamination.
These include requiring water treatment of effluent
from lagoons, establishment of riparian zones along
streams, required implementation of BMP, and pre-
venting the expansion of existing CAFOs. Continuous
monitoring of water resources in the Neuse River
should allow for the construction of a water-use model
that will be more effective in regulating the quality of
water in the watershed area.
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INTRODUCTION

Nitrogen (N) (MW ¼ 14.0067) is an integral part of
the hydrosphere (2.3 � 1013 tn), atmosphere (3.5 �
1015 tn), and lithosphere (5 � 1016 tn).[1,2] Nitrogen
serves as an essential component of cells and partici-
pates in almost every biological phenomenon in the
biosphere.[2] Nitrogen cycles in the biosphere along
with carbon, water, oxygen, sulfur, phosphorus, and
other elements. Nitrogen in the form of nitrate
(NO3

�-N), nitrite (NO2
�-N), ammonium (NH3-N), and

organic N are of great importance in waters and
wastewaters.[3] Approximately 95% of the hydro-
sphere’s N is stored as molecular N with the remaining
5% distributed in a 60:40 ratio between inorganic
nitrates and organic N. Although N is very abundant—
a significant disturbance on a local level, such as
wastewater or fertilizer introduction, can result in
abnormal N redistributions on regional, continental,
and even global levels.[2] Thus, it is very important
to recognize and quantify N sources and cycle path-
ways. This entry discusses typical concentrations of N
in waters and wastewaters, and methods suitable for
measuring N concentrations in water and wastewater.

The sum of nitrate- and nitrite-N is referred to as
total oxidized nitrogen. Plants use nitrate as their pri-
mary source of N. Nitrate typically occurs in trace
levels in surface waters, but it can be significantly
higher in contaminated groundwater. Excessive fertil-
izer run-off and/or leaching are concerns for the con-
tamination of surface water and groundwater. Fresh
domestic wastewater can contain as much as 30 mg L�1

NO3
�-N. The U.S. EPA (Environmental Protection

Agency) drinking water standard for concentrations
of NO3

�-N is 10 mg L�1.[3] At high concentrations,
nitrous acid that is formed from nitrite in acidic
conditions, can react with secondary amines to form
nitrosamines, some of which are known or suspected
carcinogens. Nitrate can also react with hemoglobin in
red blood cells causing methemoglobinemia or ‘‘blue
baby’’ syndrome. Nitrite is formed via oxidation of
ammonium and via reduction of nitrate in wastewater
treatment plants, and municipal and natural waters.[3]

Ammonium is present in surface water at levels typi-
cally less than 10 mg L�1 to more than 30 mg L�1 of
NH3-N in some wastewaters.[3] Ammonium is pro-
duced by deamination of N-containing compounds

involving enzymes and microorganisms and by
hydrolysis of urea. Organic N is defined as ‘‘organi-
cally bound’’ N in 3� oxidation state, e.g., proteins,
peptides, nucleic acids, urea, and many synthetic
organic materials.[3] Typical organic nitrogen concen-
trations range from a few hundred mg L�1 in lake water
to more than 20 mg L�1 in raw sewage.[3] The main fac-
tors influencing the selection of a method for analysis
of N is the range of concentrations, interferences,
solution matrix, and the availability of analytical
instrumentation. The full description of standard
methods for determination of N in water and waste-
water is presented in Standard Methods,[3] its updated
versions,[4] and in U.S. EPA manuals.[5,6]

NITROGEN MEASUREMENT

Total Nitrogen

Total nitrogen content of all digestible nitrogen forms
(limited organic, NH3

�, NO2
�, and NO3

�-N) can be
determined by persulfate/UV digestion and persulfate
digestion. This is accomplished by oxidative digestion
to nitrate and subsequent quantification of nitrate.
For concentrated samples (N> 0.05 %) total N analysis
can be completed using automated combustion meth-
ods. Table 1 summarizes the characteristics of the
persulfate/UV digestion and persulfate digestion that
are specifically proposed for waters and wastewaters.[4]

The U.S. EPA lists several variations of the total
Kjeldahl N method as 0351.1–0351.4 for the auto-
mated colorimetric, colorimetric, colorimetric/titra-
tion, and potentiometric methods, respectively.

Ammonium Nitrogen

A summary of methods for the determination of
ammonium nitrogen in waters and wastewaters is pre-
sented in Table 2. These include titration, phenate,
ammonium-selective electrode, and gas segmented con-
tinuous flow colorimetric analysis methods.[3,4] The
ammonium selective electrode method is highly
matrix-dependent with an applicable range from
0.03 mg to 14 mg of NH3-N L�1 and can be affected by
signal drift and interferences. Lower concentrations
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can be detected using the manual phenate method.
Preliminary distillation and subsequent titration
should be used for samples with NH3-N concentra-
tions greater than 5 mg L�1. Distillation is also recom-
mended before the phenate method when interferences
are present. The phenate method can be automated.
The indophenol blue method, based on semiautomated
colorimetry, can be used to determine ammonium-
nitrogen (as part of the total Kjeldahl nitrogen deter-
mination). Nesslerization, which was the traditional
ammonium determination method, is no longer recom-
mended due to the use of mercury and potential
hazardous waste disposal problems.[4] The U.S. EPA
assigned several variations of the ammonium N
method as 0350.1 to 0350.3 for the colorimetric and
semiautomated colorimetric, colorimetric/titration,
and potentiometric methods, respectively.

Nitrite Nitrogen

Nitrite (NO2
�) N in water/wastewater samples can be

determined using the manual and automated cadmium
reduction colorimetric methods. This method is appli-
cable for concentrations ranging from 5 mg to 1000 mg
of NO2

�-N L�1. Nitrate N can also be estimated with
ion chromatography and other flow injection methods
discussed in the next paragraph and Table 3.[3] The
colorimetric method uses either a spectrophotometer
(543 nm and a light path of at least 1 cm) or filter pho-
tometer (green filter with maximum transmittance near
540 nm and a light path of 5 cm or more). Solids need
to be filtered out and some ions, including Sb3þ, Au3þ,
Bi3þ, Fe3þ, Pb2þ, Hg2þ, Agþ, PtCl6

2�, and VO3
2� should

be absent. Samples are typically collected in 50-mL
polypropylene bottles and can be preserved for up to
48 hr at 4�C or frozen at �20�C. Acids should never

be used for sample preservation. The U.S. EPA lists
several methods for determination of nitrite N. These
include 0300.0 (ion chromatography), 0354.1 (spectro-
photometry), 0353 (1, 2, 3, and 6 variations of these
methods use manual and automated colorimetry),
and 0353.4 (gas segmented continuous flow colori-
metric analysis).

Nitrate Nitrogen

A summary of methods for the determination of
nitrate (NO3

�) nitrogen in waters and wastewaters is
presented in Table 3. These include ion chromato-
graphy, ultraviolet spectrophotometry, nitrate elec-
trode, cadmium reduction (also using gas segmented
continuous flow colorimetric analysis), titanous chlo-
ride reduction, and hydrazine reduction methods.[3,4]

The ultraviolet spectrophotometry is used as a screen-
ing method to estimate concentration range and inter-
ferences in samples. This is followed by selection of a
suitable method. Samples are typically collected in
100-mL polypropylene bottles and storage time should
be limited to the absolute minimum. Samples are main-
tained at 4�C and can be held for up to 48 hr. For
longer storage, addition of H2SO4 to a pH of <2 (typi-
cally about 2 mL L�1) and refrigeration at 4�C can be
used. When acid is used for preservation, NO3

� and
NO2

� cannot be determined as individual species,[3]

however, the sample can be held up to 28 days. The
results are reported as nitrate–nitrite N. Samples are
typically collected in 100-mL polypropylene contain-
ers. The U.S. EPA lists methods 0300.0 (ion chroma-
tography), 0353 (1, 2, 3, and 6 variations of these
methods use manual and automated colorimetry for
nitrate–nitrite), 0352.1 (colorimetric), and 0353.4 (for

Table 1 Methods for measurement of total nitrogen in waters and wastewaters

Method Applicability Equipment Interferences

Sample

preservation

In-line UV/persulfate
digestion and oxidation
with flow injection

analysis. Also
available is the
segmented flow

analyzer

All forms of nitrogen
except molecular N,
amines, nitro-compounds,

hydrazones, oximes,
semicarbazones, and
some refractory tertiary

amines

Flow injection analysis
equipment with injection
valve and sample loop;

multichannel proportioning
pump; manifold, absorbance
detector (540 nm, 10-nm

bandpath)

Large particulates
need to be filtered
out. Chloride ions

decrease the rate of
reduction to nitrate

Acid can be
used for sample
preservation

Persulfate All forms of nitrogen.
Not applicable to
molecular N and

high organic N loads

Autoclave, or hotplate and
pressure cooker; glass culture
tubes; apparatus for nitrate

determination; automated
analytical equipment

Large particulates
need to be filtered
out. Chloride ions

decrease the rate of
reduction to nitrate

Samples preserved
with acid cannot
be analyzed with

this method

Source: From Ref.[4].
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Table 2 Methods for measurement of ammonium-nitrogen in waters and wastewaters

Method Applicability Range of applicability Equipment Interferences Sample preservation Comments

Phenate Drinking, surface,

saline waters,
domestic and
industrial

wastewaters

10–600 mg NH3-N L�1 Magnetic stirrer

and spectrophotometer
(630 nm and a light path
of at least 1 cm)

Turbidity, color,

alkalinity >500 mg
as CaCO3 L�1,
acidity >100 mg as

CaCO3 L�1 should be
removed by preliminary
distillation

Acid (needs to

be removed by
preliminary
distillation)

Automated phenate

method applicable
from 20mg up to
2 mg NH3-N L�1

without dilution

Titration Used only after

preliminary
distillation

For samples >5 mg

NH3-N L�1
Distillation apparatus

Selective
electrode

Drinking and
surface waters,

domestic and
industrial
wastewaters

0.03–1400 mg
NH3-N L�1. Longer

response times needed
for concentrations
<1 mg NH3-N L�1

Ammonium selective
electrode, electrometer,

and magnetic stirrer

High concentrations
of dissolved ions;

amines. Effects of
Hg and Ag are
minimized with the

NaOH/EDTA.
Turbidity and color
cannot affect the
measurement

Refrigeration
at 4�C if analyzed

within 24 hr;
Refrigeration
at pH ¼ 2

(by H2SO4) or
freezing at �20�C
for upto 28 days

Does not require
preliminary

distillation. Known
addition can be used
when no calibration

is needed

Flow injection

analysis

All waters and

wastewaters

Flow injection analysis

equipment with injection
valve and sample loop;
multichannel

proportioning
pump; manifold,
absorbance

detector (660 nm,
10-nm bandpath)

Large and fibrous

particles should
be filtered out

Gas segmented
continuous flow

colorimetric
analysis

Estuarine and
coastal waters

0.3 mL�1 to 4.0 mg L�1 Automatic sampler,
analytical cartridge,

proportioning pump,
spectrophotometer,
or photometer with a
640 interference filter,

nitrogen gas

Hydrogen sulfide
>2 mg S L�1;

turbidity needs
to be eliminated

Refrigeration in
tightly sealed glass

or HDPE container
in the dark works
for up to 3 hr.
Concentrated

samples >20mL�1

can be preserved
for 2 wk

Based on the
indophenol

reaction

(Continued)
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Table 2 Methods for measurement of ammonium-nitrogen in waters and wastewaters (Continued)

Method Applicability Range of applicability Equipment Interferences Sample preservation Comments

Nesslerization
(not recommended
as standard method)

Purified drinking
water, natural
waters, and highly

purified wastewater
effluents

20 mg to 5 mg NH3-N L�1 pH meter and
spectrophotometer
(400–500 nm, light

path of at least 1 cm),
or filter photometer
(light path of at least

1 cm; violet filter with
max transmittance
at 400–425 nm), or
Nessler tubes

Turbidity, color,
Mg, and Ca can be
removed via

preliminary
distillation or by
precipitation by zinc

sulfate and alkali

Dechlorination,
0.8 mL H2SO4 L�1

sample, and storage

at 4� C. The pH
should be between
1.5 and 2 when acid

is used and samples
need to be neutralized
immediately before
analysis

This traditional
method is not
recommended

because of potential
problems with
mercury disposal

Source: From Ref.[3].
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Table 3 Methods for measurement of nitrate-nitrogen in waters and wastewaters

Method Applicability Range of applicability Equipment Interferences Comments

Ultraviolet

spectrophotometric

screening

Used for screening

only of uncontaminated

natural and drinking

waters, i.e., waters

with low organic

N content

Spectrophotometer

(220 and 270 nm,

light path of at

least 1 cm)

Dissolved

organic matter,

surfactants, NO2
�,

Cr6þ, chlorite,

chlorate

Measurement at 270 nm

is used to correct for

dissolved organic matter

that may interfere at

220 nm. U.S. EPA

method 0354.1

Ion chromatography From 0.1 mg L�1 Ion chromatograph,

anion separator column,

guard column, fiber or

membrane suppressor,

conductivity detector

Bromide can

coelute

U.S. EPA method 0300.0

Nitrate electrode Drinking water 2 mg L�1 to

1000 NO3
�-N L�1

Double-junction

reference electrode,

nitrate ion electrode,

pH meter, magnetic stirrer

Chloride and

bicarbonate when

their weight ratios

to NO3
�-N are >10

and >5, respectively;

NO2
�, CN�, S2�, Br�,

I�, ClO3�, ClO4�

Ionic strength

adjustments can

remove interferences

Cadmium reduction All waters 0.01–1 mg NO3
�-N L�1;

For automated method

0.5–10 mg NO3
�-N L�1

Reduction column

and spectrophotometer

(543 nm, light path of

at least 1 cm) or filter

photometer (a filter

with maximum

transmittance near

540 nm and light

path of at least 1 cm)

Suspended matter

can restrict column

flow; concentrations

of metals >1 mg L�1,

oil, grease, residual

chlorine can decrease

reduction efficiency

This method is also

applicable for

determination of NO2
�

when the reduction step

is omitted. This method

can also be automated

and also combined

with flow injection

method. U.S. EPA

method 0353.3

Gas segmented

continuous flow

colorimetric analysis

Estuarine and

coastal waters,

applicable also

for nitrite

determination

0.075mL�1 to 5.0 mg L�1 Automatic sampler,

analytical cartridge,

open tubular cadmium

reactor or cadmium

reduction column

proportioning pump,

spectrophotometer or

photometer with a 540

interference filter,

nitrogen gas

Hydrogen sulfide

>2 mg S L�1;

turbidity needs

to be eliminated

Samples should be

analyzed within 3 hr.

U.S. EPA method 0353.4

Titanous chlorine

reduction

All waters 0.01 to 20 mg NO3
�-N L�1 pH meter, ammonium

gas sensing electrode,

magnetic stirrer

NH3, NO2
� Proposed method

Automated hydrazine

reduction

All waters 0.01 to 10 mg NO3
�-N L�1 Automated analytical

equipment

Sample color

that absorbs in

the photometric

range used

Proposed method

Source: From Refs.[3,4].
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nitrate–nitrite using gas segmented continuous flow
colorimetric analysis).

Organic Nitrogen

A summary of methods for determination of organic
nitrogen in waters and wastewaters is presented in
Table 4. These include macro or semimicro-Kjeldahl
method, and block digestion combined with flow injec-
tion analysis. Kjeldahl methods do not account for
N in the form of azide, azine, azo, hydrazone, nitrate,
nitrite, nitrile, nitro, nitroso, oxime, and semicarba-
zone.[3] If ammonium is not removed in the initial
digestion, the result is the ‘‘Kjeldahl nitrogen’’ often
called ‘‘total Kjeldahl nitrogen’’ that is defined as
organic plus ammonium N.

CONCLUSION

Measurements of N content in waters and wastewaters
are of great interest because they relate to many natu-
ral and anthropogenic processes and their effects
including human, animal, and plant health and well-
being. Standard analytical methods available for the
determination of various forms of N, including total
N, ammonium, nitrite, nitrate, and organic N, are
briefly discussed in this article. Nitrogen detection lim-
its and applicable concentration ranges for these meth-
ods cover the typical levels encountered in water and
wastewater. The reader is encouraged to use the full
standard method description for all described methods
in this article.[4–6]

ACKNOWLEDGMENT

The author would like to thank Drs. Robert
Schwartz and N. Andy Cole (USDA-ARS-Bushland)
and Drs. David Parker and Jim Rogers (West Texas
A&M University) for useful discussions of N measure-
ment methods.

REFERENCES

1. Budavari, S.; Ed. The Merck Index: An Encyclopedia of
Chemicals, Drugs, and Biologicals, 12th Ed.; Merck
Research Laboratories: Whitehouse Station, NJ, 1996.

2. Greyson, J. Carbon, Nitrogen, and Sulfur Pollutants and
Their Determination in Air and Water; Marcel Dekker,
Inc.: New York, NY, 1990.

3. Clesceri, L.S.; Greenberg, A.E.; Trussell, R.R. Selected
Physical and Chemical Standard Methods for Students:
Based on Standard Methods for Examination of Water
and Wastewater, 17th Ed.; American Public Health
Association, American Water Works Association, Water

Pollution Control Federation: Washington, DC, 1990.
4. American Public Health Association, American Water

Works Association, Water Environment Federation,

Standard Methods for Examination of Water and
Wastewater, 20th Ed.; American Public Health Associ-
ation, Washington, DC, 1999.

5. U.S. Environmental Protection Agency, Methods for
Chemical Analysis of Water and Wastes; EPA/6/4-79-
020; U.S. Government Printing Office: Washington,
DC, 1993.

6. U.S. Environmental Protection Agency. Test Methods
for Evaluating Solid Waste, Physical/Chemical Methods.
Accessed http://www.epa.gov/epaoswer/hazwaste/test/

sw846.htm on May 18, 2002.

Table 4 Methods for measurement of organic nitrogen in waters and wastewaters

Method Range of applicability Equipment Interferences Sample preservation

Macro-
Kjeldahl

Either low or high
concentrations that
require large volume
for low concentrations

�800 mL digestion
apparatus, distillation
apparatus, apparatus for
ammonium determination

Nitrate in excess
of 10 mg L�1, large
amounts of inorganic
salts and solids, large

amounts of organic matter

Lowering pH to
1.5–2 with
concentrated
H2SO4 and

refrigeration at 4�C

Semimicro-
Kjeldahl

High concentrations
and that sample volume
containing organic plus

ammonium N between
0.2 and 2 mg

�100 mL digestion
apparatus, distillation
apparatus, pH meter

Nitrate in excess of 10 mg L�1,
large amounts of inorganic
salts and solids, large

amounts of organic matter

Lowering pH to
1.5–2 with
concentrated

H2SO4 and
refrigeration at 4�C

Block
digestion

and flow
injection
analysis

All waters and
wastewaters

Block digestor, digestion
tubes, injection valve,

multichannel proportioning
valve, flow injection manifold,
absorbance detector

(660 nm, 10-nm band path)

Large and fibrous particles;
ammonium

Source: From Refs.[3,4].
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INTRODUCTION

Non-point source pollution (NPSP) has no obvious
single point source discharge and is of diffuse nature
(Table 1). An example of NPSP includes aerial trans-
port and deposition of contaminants such as SO2 from
industrial emissions leading to acidification of soil and
water bodies. Rain water in urban areas could also be
a source of NPSP as it may concentrate organic and
inorganic contaminants. Examples of such contami-
nants include polycyclic aromatic hydrocarbons, pesti-
cides, polychlorinated biphenyls that could be present
in urban air due to road traffic, domestic heating,
industrial emissions, agricultural treatments, etc.[1–3]

Other examples of NPSP include fertilizer (especially
Cd, N, and P) and pesticide applications to improve
crop yield. Use of industrial waste materials as soil
amendments have been estimated to contaminate
thousands of hectares of productive agricultural land
in countries throughout the world.

CONTAMINANT INTERACTIONS

Non-point pollution is generally associated with low-
level contamination spread at broad acre level. Under
these circumstances, the major reaction controlling
contaminant interactions are sorption–desorption pro-
cesses, plant uptake, surface runoff, and leaching.
However, certain contaminants, in particular, organic
compounds are also subjected to voltalization, chemi-
cal, and biological degradation. Sorption–desorption
and degradation (both biotic and abiotic) are the
two most important processes controlling organic
contaminant behavior in soils. These processes are
influenced by both soil and solution properties of
the environment. Such interactions also determine
the bioavailability and/or transport of contaminants

in soils. Where the contaminants are bioavailable, risk
to surface and groundwater and soil, crop, and human
health are enhanced.

IMPLICATIONS TO SOIL AND
ENVIRONMENTAL QUALITY

Environmental contaminants can have a deleterious
effect on non-target organisms and their beneficial
activities. These effects could include a decline in pri-
mary production, decreased rate of organic matter
break-down, and nutrient cycling as well as mineraliza-
tion of harmful substances that in turn cause a loss of
productivity of the ecosystems. Certain pollutants,
even though present in very small concentrations in
the soil and surrounding water, have potential to be
taken up by various micro-organisms, plants, animals,
and ultimately human beings. These pollutants may
accumulate and concentrate in the food chain by sev-
eral thousand times through a process referred to as
biomagnification.

Urban sewage, because of its nutrient values and
source of organic carbon in soils, is now increasingly
being disposed to land. The contaminants present
in sewage sludge (nutrients, heavy metals, organic
compounds, and pathogens), if not managed properly,
could potentially affect the environment adversely.
Dumping of radioactive waste (e.g., radium, uranium,
plutonium) onto soil is more complicated because
these materials remain active for thousands of years
in the soil and thus pose a continued threat to the
future health of the ecosystem.

Industrial wastes, improper agricultural techniques,
municipal wastes, and use of saline water for irrigation
under high evaporative conditions result in the pres-
ence of excess soluble salts (predominantly Na and
Cl ions) and metalloids such as Se and As in soils.
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Salinity and sodicity affect the vegetation by inhibiting
seed germination, decreasing permeability of roots to
water, and disrupting their functions such as photo-
synthesis, respiration, and synthesis of proteins and
enzymes.

Some of the impacts of soil pollution migrate a long
way from the source and can persist for some time. For
example, suspended solids can increase water turbidity
in streams, affecting benthic and pelagic aquatic eco-
systems, filling reservoirs with unwanted silt, and
requiring water treatment systems for potable water
supplies. Phosphorus attached to soil particles, which
are washed from a paddock into a stream, can domi-
nate nutrient loads in streams and down-stream water
bodies. Consequences include increases in algal bio-
mass, reduced oxygen concentrations, impaired habitat
for aquatic species, and even possible production of
cyanobacterial toxins, with series impacts for humans
and livestock consuming the water. Where waters dis-
charge into estuaries, N can be the limiting factor for
eutrophication; estuaries of some catchments where
fertilizer use is extensive have suffered from excessive
sea grass and algal growth.

More insidious is the leaching of nutrients, agricul-
tural chemicals, and hydrocarbons to groundwater.
Incremental increases in concentrations in ground-
water may be observed over long periods of time
resulting in initially potable water becoming undrink-
able and then some of the highest valued uses of the
resource may be lost for decades. This problem is most
severe on tropical islands with shallow relief and some
deltaic arsenopyrite deposits, where wells cannot be
deepened to avoid polluted groundwater because

underlying groundwater is either saline or contains
too much As.

SAMPLING FOR NON-POINT
SOURCE POLLUTION

The sampling requirements of NPSP are quite different
from those of the point source contamination. Typi-
cally, the sampling is required to give a good estimate
of the mean level of pollution rather than to delineate
areas of pollution. In such a situation, sampling is typi-
cally carried out on a regular square or a triangular
grid. Furthermore, gains may be possible by using
composite sampling.[4] However, if the pollution is
patchy, other strategies may be used. One such strategy
is to divide the area into remediation units, and to
sample each of these. The possibility of movement of
the pollutant from the soil to some receptor (or
asset) is assessed, and the potential harm is quantified.
This process requires an analysis of the bioavailability
of the pollutant, pathway analysis, and the toxi-
cological risk. The risk analysis is then assessed and
decisions are then made as to how the risk should be
managed.

MANAGEMENT AND/OR REMEDIATION OF
NON-POINT SOURCE POLLUTION

The treatment strategies used for managing NPSP
are generally those that modify the soil properties
to decrease the bioavailable contaminant fraction.

Table 1 Industries, land uses, and associated chemicals contributing to non-point source pollution

Industry Type of chemical Associated chemicals

Agricultural activities Metals/metalloid Cadmium, mercury, arsenic, selenium

Non-metals Nitrate, phosphate, borate

Salinity/sodicity Sodium, chloride, sulfate, magnesium, alkalinity

Pesticides Range of organic and inorganic pesticides including arsenic,
copper, zinc, lead, sulfonylureas, organochlorine,
organophosphates, etc., salt, geogenic contaminants

(e.g., arsenic, selenium, etc.)

Irrigation Sodium, chloride, arsenic, selenium

Automobile and
industrial emissions

Dust Lead, arsenic, copper, cadmium, zinc, etc.

Gas Sulfur oxides, carbon oxides

Metals Lead and lead organic compounds

Rainwater Organics Polyaromatic hydrocarbons, polychlorbiphenyls, etc.

Inorganic Sulfur oxides, carbon oxides acidity, metals and metalloids

Source: (From Barzi, F.; Naidu, R.; McLaughlin, M.J. Contaminants and the Australian Soil Environment. In Contaminants and the Soil

Environment in the Australasia-Pacific Region; Naidu, R., Kookana, R.S., Oliver, D., Rogers, S., McLaughlin, M.J., Eds.; Kluwer Academic

Publishers: Dordrecht, The Netherlands, 1996; 451–484.)
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This is particularly so in the rural agricultural environ-
ment where soil–plant transfer of contaminants is of
greatest concern. Soil amendments commonly used
include those that change the ion-exchange characteris-
tics of the colloid particles and those that enhance the
ability of soils to sorb contaminants. An example of
NPSP management includes the application of lime
to immobilize metals because the solubility of most
heavy metals decreases with increasing soil pH. How-
ever, this approach is not applicable to all metals,
especially those that form oxyanions—the bioavail-
ability of such species increases with increasing pH.
Therefore, one of the prerequisites for remediating
contaminated sites is a detailed assessment of the nat-
ure of contaminants present in the soil. The application
of a modified aluminosilicate to a highly contaminated
soil around a zinc smelter in Belgium was shown to
reduce the bioavailability of metals thereby reducing
the Zn phytotoxicity.[5] The simple addition of rock
phosphates to form Pb phosphate has also been
demonstrated to reduce the bioavailability of Pb in
aqueous solutions and contaminated soils due to
immobilization in the metal.[6] Nevertheless, there is
concern over the long-term stability of the processes.
The immobilization process appears attractive cur-
rently given that there are very few cheap and effective
in situ remediation techniques for metal-contaminated
soils. A novel, innovative approach is using higher
plants to stabilize, extract, degrade, or volatilize inor-
ganic and organic contaminants for in situ treatment
(cleanup or containment) of polluted topsoils.[7]

PREVENTING WATER POLLUTION

The key to preventing water pollution from the soil
zone is to manage the source of pollution. For
example, nitrate pollution of groundwater will always
occur if there is excess nitrate in the soil at a time when
there is excess water leaching through the soil. This
suggests that we should aim to reduce the nitrogen
in the soil during wet seasons and the drainage through
the soil. Local research may be needed to demonstrate
the success of best management techniques in reducing
nutrient, sediment, metal, and chemical exports via
surface runoff and infiltration to groundwater. Pro-
duction figures from the same experiments may also
convince local farmers of the benefits of maintaining
nutrients and chemicals where needed by a crop rather
than losing them off site, and facilitate uptake of best
management practices.

GLOBAL CHALLENGES AND RESPONSIBILITY

The biosphere is a life-supporting system to the living
organisms. Each species in this system has a role to
play and thus every species is important and biological
diversity is vital for ecosystem health and functioning.
The detection of hazardous compounds in Antarctica,
where these compounds were never used or no man has
ever lived before, indicates how serious is the problem
of long-range atmospheric transport and deposition of
these pollutants. Clearly, pollution knows no bound-
aries. This ubiquitous pollution has had a global effect
on our soils, which in turn has been affecting their bio-
logical health and productivity. Coupled with this, over
100,000 chemicals are being used in countries through-
out the world. Recent focus has been on the endocrine
disruptor chemicals that mimic natural hormones and
do great harm to animal and human reproductive cycles.

These pollutants are only a few examples of contami-
nants that are found in the terrestrial environment.
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INTRODUCTION

Soil nutrients need to be managed properly to meet the
fertility requirements of crops without adversely affect-
ing the quality of water resources. The nutrients of
greatest concern relative to water quality are nitrogen
(N) and phosphorus (P). Nitrogen not recovered by
crops can add nitrate to groundwater through leach-
ing. Nitrate is the most common groundwater con-
taminant found in the United States.[1,2] Nitrate
levels that exceed the established U.S. drinking water
standard of 10 ppm nitrate-N have the potential to
adversely affect the health of infants and livestock.[3]

Surface water quality is the concern with P, as runoff
and erosion from cropland add nutrients to water
bodies that stimulate the excessive growth of aquatic
weeds and algae. Of all crop nutrients, it is critical to
prevent P from reaching lakes and streams since the
biological productivity of aquatic plants and algae in
fresh water environments is usually limited by this
nutrient.[4] Consequences of increased aquatic plant
and algae growth include reduced aesthetic and rec-
reational value of lakes and streams as well as the sea-
sonal depletion of water dissolved oxygen content,
which may result in fish kills as well as other ecosystem
disruptions.

OVERVIEW

Nutrient best management practices vary widely
from one area to another due to cropping, topogra-
phical, environmental, and economic conditions. With
the variety of factors to consider, no single set of best
management practice can be recommended for all
farms. Nutrient management practices for optimizing
crop production while protecting water quality
must be tailored to the unique conditions of indi-
vidual farms. Practices that need to be considered in
any nutrient best management program include the
following.

Establish Nutrient Application Rates

The most important management practice for environ-
mentally and economically sound nutrient manage-
ment is the application rate.[5] Optimum nutrient
application rates are identified through fertilizer
response/calibration research for specific soils and
crops. Economically optimum nutrient application
rates provide maximum financial return, but as appli-
cation rates near the economic optimum, the efficiency
of nutrient use by the crop decreases and the potential
for loss to the environment increases. Any nutrient
application above this rate reduces profit and increases
the likelihood of detrimental impact to the environ-
ment. Because of the overall importance of nutrient
application rates, accurate assessments of crop nutrient
needs are essential for minimizing threats to water
quality while maintaining economically sound pro-
duction. Soil testing is the most widely used method
to accurately estimate nutrient needs of crops.

Use Additional Tests for Fine-Tuning
Nitrogen Applications

The development of tests for assessing soil N levels
provides additional tools for improving the efficiency
of N fertilizer applications.[6] These tests allow fertilizer
recommendations to be adjusted to site-specific con-
ditions that can influence N availability. Tests include
the preplant soil profile nitrate test,[7] the presidedress
soil nitrate test,[8] plant analysis,[9] chlorophyll
meters,[10] the basal stalk nitrate test,[11] and the end
of season soil nitrate test.[12]

Use Calibrated Soil Tests for Phosphorus
and Potassium

In recent years, soil test recommendation programs for
phosphorus (P), potassium (K), and other relatively

781

© 2008 by Taylor & Francis Group, LLC



N
itrogen–P

lant

immobile nutrients have tended to de-emphasize the
soil build-up and maintenance philosophy in favor of
a better balance between environmental and economic
considerations by using a crop sufficiency approach.[13]

These tests must be calibrated by field experiments to
obtain predictable crop yield responses. Such an
approach adds extra emphasis on regular soil testing.
It is recommended that soil tests be taken at least every
three to four years and more frequently on sands and
other soils of low buffering capacity.[14]

Establish Realistic Yield Goals

For many soil fertility programs, the recommendation
of appropriate nutrient application rates is dependent
on the establishment of realistic yield goals. Yield goal
estimates that are too low will underestimate nutrient
needs and can limit crop yield. Yield goal estimates
that are too high will overestimate crop needs and
result in soil nutrient levels beyond that needed by
the crop which, in turn, has the potential to increase
nutrient contributions to water resources.[15,16]

Estimates should be based on field records and some
cautious optimism—perhaps 10% above the recent
three- to five-year average crop yield from a particular
field.

Credit Nutrients from All Sources

The best integration of economic return and environ-
mental quality protection is provided by considering
nutrients from all sources. In the determination of sup-
plemental fertilizer application rates, it is critical that
nutrient contributions from manure, previous legume
crops grown in rotation, and land-applied organic
wastes are credited. In many cases, commercial fertili-
zer application rates can be reduced when nutrient
credits are accounted.

Time Nutrient Applications Appropriately

Timing of application is a major consideration for the
management of mobile nutrients such as nitrogen. The
period between application and crop uptake of N is an
important factor affecting the efficient utilization of N
by the crop with the loss of N minimized by supplying
it just prior to the period of greatest crop uptake.[17]

However, several considerations, such as soil, equip-
ment, and labor, are involved in determining the most
convenient, economical, and environmentally safe N
fertilizer application time. Although fall applications

of N are commonly discouraged, they continue to be
made primarily to ensure adequate time for spring
planting. If fall applications of N are to be made, it
is recommended that ammonium–nitrogen sources be
used and that the applications be delayed until soil
temperatures are below thresholds of biological
activity (i.e., 50�F). Fall applications of N fertilizers
are not recommended on coarse textured soils or on
shallow soils over fractured bedrock.

For less mobile nutrients, application timing is not a
major factor affecting water quality protection. How-
ever, nutrient applications on frozen sloping soils or
surface applications prior to periods likely to produce
runoff events should be avoided to prevent P contribu-
tions to surface waters.

Use Nitrification Inhibitors When Appropriate

Nitrification inhibitors are used with ammonium or
ammonium-forming N fertilizers to improve N
efficiency by slowing the conversion of ammonium to
nitrate, thereby reducing the potential for losses of N
that occur in the nitrate form. The effectiveness of a
nitrification inhibitor depends greatly on soil type, time
of the year applied, N application rate, and soil mois-
ture conditions that exist between the time of appli-
cation and the time of N uptake by plants. Research
has shown that the use of nitrification inhibitors on
medium- and fine-textured soils with fall N applica-
tions, or on poorly drained soils with fall or spring N
applications, or on coarse-textured, irrigated soils with
spring preplant N applications has the potential to
increase corn yield and total crop recovery of N.[18,19]

Fall applications of N with an inhibitor on coarse
textured soils are not recommended.

Manage Manure to Maximize Benefits

Manure applications to cropland provide nutrients
essential for crop growth, add organic matter to soil,
and improve soil physical conditions. The major con-
cerns associated with manure applications are related
to its potential for overloading soils with nutrients if
manure applications exceed crop needs, or its appli-
cation at times of the year when the risk of runoff
losses are high. Recommended management practices
include accounting for (or crediting) the nutrients sup-
plied by manure, incorporating or injecting manure,
distributing manure over numerous cropland fields,
minimizing applications to frozen soils, avoiding
fall applications to highly permeable soils, and avoid-
ing applications to areas with direct access to surface
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water (i.e., floodplains, waterways, etc.), or ground-
water (i.e., shallow or permeable soils over fractured
bedrock, etc.).[20]

Manage Irrigation Water

Overirrigation or rainfall on recently irrigated soils can
leach nitrate and other contaminants below the root
zone and into groundwater. Accurate irrigation sched-
uling that considers soil water holding capacity, crop
growth stage, evapotranspiration, rainfall, and pre-
vious irrigation to determine the timing and amount
of irrigation water to be applied can reduce the risk
of leaching losses.[21]

Use Soil Conservation Practices

Land-use activities associated with agriculture often
increase the susceptibility for runoff and sediment
transport from cropland to surface waters. The key
to minimizing nutrient contributions to surface waters
is to reduce the amount of runoff and eroded sediment
reaching them. Runoff and erosion control practices
range from changes in agricultural land management
(cover crops, diversified crop rotations, conservation
tillage, contour farming, and contour strip cropping)
to the installation of structural devices (diversions,
grade stabilization structures, grassed waterways, and
terraces). Recently, substantial emphasis is being
placed on the benefits and installation of buffer strips
which are effective in reducing contaminant transport
to surface waters.[22]

CONCLUSION

The previous text provides a brief summary of general
nutrient management practices for crop production.
This is not a complete inventory but rather an over-
view of soil fertility management options available to
growers for improving farm profitability and protect-
ing water quality. The selection of appropriate nutrient
management practices for an individual farm needs to
be tailored to the specific conditions existing at a given
location.
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INTRODUCTION

Observation wells are engineered openings constructed
through the solid earth, usually circular in cross-
section, that are drilled or otherwise excavated to allow
human access to specific zones of underground water
for the purpose of measuring attributes such as water
levels or pressure changes that would otherwise not
be observable at the Earth’s surface. Wells constructed
to sample groundwater quality have been called obser-
vation wells by some hydrogeologists, but common
accepted practice restricts the term monitoring wells
to wells from which water samples may be collected
for chemical analysis.[1] Groundwater-level monitoring
networks incorporate multiple observation wells, and
maps constructed from these water levels allow hydro-
geologists and engineers to determine the direction of
the subsurface flow. Observation wells are occasionally
called ‘‘piezometers,’’ although most hydrogeologists
consider piezometers to be a special type of obser-
vation well in which a simple tube emplaced in an aqui-
fer, open at the top for access and measurement and
open at the bottom to allow communication with the
aquifer.[2] No matter what the name used for these
features, observation wells are windows to the ground-
water system, and they allow us to collect in situ
information from which we can develop an understand-
ing of the degree of interconnection of openings in the
aquifer, calculate the amount of water that is stored in
the subsurface openings, and determine the hydraulic
head and pressure gradients present in the subsurface
which control groundwater flow and rates of movement.

BASIC CONSTRUCTION

Observation wells differ from groundwater monitoring
and water-supply wells primarily in their objectives,
and thus usually are constructed to be only large
enough to allow accurate and rapid water-level mea-
surements.[3–5] Observation wells typically are of small
diameter, 2–10 cm, open to a discrete interval in an
aquifer and have a shorter section of screen or other
openings than would be desirable for a pumping,
monitoring, or production well. Otherwise, all wells
are constructed in the same general manner, by boring

a hole, inserting into the borehole a string of solid pipe
(casing), on the bottom of which are openings (perfora-
tions, slots, or screen) that allow water from a specific
subsurface zone into the well (Fig. 1). Porous-media
filter pack, typically sand, is added to the annulus of
the borehole and the screen, facilitating hydraulic con-
nection between the aquifer and the observation well
while minimizing the impact of the well on the aquifer.
Above the filter pack, an impermeable material (typi-
cally bentonite, other clays, and concrete) is added
for two reasons: to seal the casing to the rock material
through which the well was drilled, and more impor-
tantly, to prevent water from filtering vertically up or
down the borehole outside the casing. The casing is
covered with a vented well cap, which keeps potential
contaminants out of the well while allowing the air
above the water in the well to maintain equilibrium
with the atmosphere.[4,5] Inside a well-constructed
observation well, the water level is free to fluctuate in
response to natural and human-induced stresses on
the aquifer system.

INFORMATION PROVIDED

Observation wells allow scientists to gain knowledge of
the energy and mass of water beneath the surface
of the earth, the degree of void interconnection within
the underlying rocks, and rates and directions of flow.[6]

Knowledge of the energy and mass contained in a
groundwater system is critical to understanding and
managing that system as a resource. Hydraulic head
is a measure of the energy available to move water in
the subsurface and, when coupled with saturated thick-
ness and other aquifer characteristics, the mass of water
present may be determined. A water level measured in
an observation well under static, non-pumping con-
ditions is a measure of hydraulic head in the aquifer
at the depth of the open or screened interval.[3]

Hydraulic head is the height at which a column of
water stands above a reference elevation, most com-
monly sea level (Fig. 1). Water moves from points of
high head to points of low head. The difference in
hydraulic head divided by the distance between two
observation wells in which the heads are measured is
the hydraulic gradient, and hydraulic gradient is a
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controlling factor for calculating the rate at which
water moves in the subsurface. Water-level measure-
ments made in two or more observation wells at the
same time can define local hydraulic gradients. Water-
level measurements made in three or more wells at
the same time can define water movement direction
and gradient. Water-level measurements made at differ-
ent times in the same observation well can define tem-
poral trends in water level in response to short- or
long-term stresses such as pumping, changing land-
use, or natural variations in climate.

Observation wells are a critical component of
aquifer testing.[1,2,4,7–9] By relating the water-level
response of the aquifer in the observation well to
known stresses at differing distances, it is possible to
compute hydraulic characteristics of the aquifer. These
hydraulic characteristics, the interconnectivity of open-
ings or ‘‘hydraulic conductivity,’’ the amount of water
stored or ‘‘storativity,’’ and the amount of water that
may leak vertically or ‘‘leakance,’’ allows us to quanti-
tatively test our understanding of how the system
works. This understanding allows us to evaluate suit-
ability of the aquifer for potential uses, especially with
respect to computing how much water the aquifer will
yield. This computation requires knowledge of the dis-
tance between the pumped well and the observation
well, measured radially as a length, r, and it allows
reconstruction of the cone of depression. The cone of
depression is a roughly conical area of decreasing
water levels in an aquifer outward from the well from
which water is being withdrawn (Fig. 2). The cone of
depression results from pumping a specified discharge,
Q from the aquifer, and is related to the ‘‘interconnec-
tivity’’ of the openings of the aquifer, or in scientific
terms, the hydraulic conductivity. During an aquifer
test, water level is measured on a high-frequency peri-
odic basis (late in the test measurements may be taken
less frequently) using a steel or electrical tape or

continuously using an automatic sensing device. Q, r,
and h—hydraulic head or water level—are essential
for computation of the storativity, S, a measure of
the storage capacity of the aquifer and the ability of
the aquifer to provide water. Depending on the hydro-
geologic conditions of the flow system (confined and
unconfined), the proper equation with the radius
squared reflects the quantitative relation between
pumping and the exact symmetry of the cone (Fig. 2).
Without observation wells, such computations would
not be possible.

Observations wells are also critical components of
local- to regional-scale groundwater-level monitoring
networks.[1–3,6,10,11] Subsurface hydrologic systems
typically are heterogeneous and complex. Comprehen-
sive understanding of water-level conditions for an
aquifer are derived through development of an obser-
vation well network in which information is gathered
from many observation wells distributed across an
area; water levels for locations between observation
wells may then be derived by interpolation. These data
provide the basis for generating 3-D maps of the water
table or potentiometric surfaces, and are an important
tool for water-resources planning and management.
Because water levels vary with time, water-level net-
work observation wells may be measured continuously
or more commonly, only occasionally. Periodic water-
level measurements are made at scheduled intervals,
typically by manual means such as by steel or electric
tape. Continuous groundwater-level data are measured
by an automatic sensing device such as a pressure
transducer or a float; these data are recorded by data
loggers or recorders and retrieved periodically.
Recently, acute responses of aquifers to intensive
groundwater use and frequent drought have created
a need for more rapid management decisions and
action, and thus more timely data from observation
wells. In response to this need, data from observation

Fig. 1 Typical observation well design.
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wells are increasingly continuously measured at the
well, transmitted via telemetric equipment (typically
satellite or land-line), and processed at a central
location to be made available on a real-time basis over
the Internet.[11]
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Fig. 2 Drawdown and cone of depression
resulting from pumping groundwater. The
observation well at radial distance r from the
pumping well allows computation of the shape

and dimensions of the cone, as well as impor-
tant hydraulic characteristics of the aquifer.
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INTRODUCTION

Measurement of on-farm irrigation water plays a key
role in irrigation water management. Efficient irri-
gation requires knowledge of both the crop water
demand and the applied irrigation water. Measure-
ment of the applied irrigation water at the farm level
should, therefore, be done routinely as a component
of good irrigation water management.

On-farm water measurements can be conveniently
discussed as measurement techniques under pipeline
flow conditions and under open-channel flow con-
ditions. The following sections describe practical,
on-farm, flow measurement techniques to measure
flow in pipelines and open-channel situations.

PIPELINE FLOW MEASUREMENT

Pipeline flow conditions most common at the farm
level are pumped groundwater and pressurized
water deliveries from water providers such as irri-
gation districts. In some situations, water will be
pumped by the grower from a canal or similar
open-channel delivery source. The discharge pipe
from the pump becomes a convenient location to
measure flow rate.

Commercially available pipeline flow measure-
ment devices most often require a full-pipe flow
condition. They frequently measure flow velocity con-
verted to a flow rate measurement using the pipe
flow area.

Flowmeter manufacturers recommend installment
flow conditions. This is usually specified as the length
of straight pipe upstream and downstream of the flow-
meter. Bends, elbows, tees, valves, etc., located too
close to the flowmeter, disrupt the flow path, and lower
the accuracy of the flow measurement.[1] The general
recommendation is that there be at least an 8- to 10-
pipe diameter length of straight pipe upstream of the
meter, and at least 1-pipe diameter of straight pipe
downstream of the meter. Always follow the manufac-
turer’s recommendations.

The following are commonly used flow measure-
ment devices for pipelines. There are numerous other
pipeline flow measurement devices available.[2]

Propeller Flowmeters

The most common on-farm, pipeline flowmeter is
the propeller meter (Fig. 1).[3] A propeller, mounted
in the pipeline, rotates at a rate proportional to the
water flow velocity. The propeller is connected to the
readout device via a cable or shaft. A gear system,
appropriate for the pipe size, translates the flow
velocity into a flow measurement. The readout device
provides a totalized flow, an instantaneous flow rate,
or both. Manufacturers set the display units (e.g., gallons,
cubic meters, ac-ft, etc.) based on user preference. The
flowmeter units can be purchased frequently as flange-
mounted or saddle-mounted devices. A propeller that
occupies nearly the entire flow area is preferable to a
smaller propeller, since it integrates the flow velocity
across the pipe. Trash, such as weeds, in the water can
entangle the propeller and adversely impact meter oper-
ation. A propeller meter should not be used under such
water quality conditions.

Insertion Flowmeters

Insertion meters are devices mounted at a point on the
inside wall of the pipeline. The measurement device is
usually a small rotor, turbine, or an electromagnetic
flowmeter (discussed in greater detail later). The
devices are often mounted to the pipe using a threaded
insert. The insertion flowmeters are either calibrated
by the manufacturer or field-calibrated by the user,
using a flow velocity profiling technique.

Insertion meters have the advantage of allowing
relatively easy installation and removal, so they can
be used at multiple pipeline locations. They also have
the advantage of being usable on large pipe installa-
tions where other flowmeters (e.g., a propeller meter,
electromagnetic meters) would be more expensive.

A disadvantage of insertion meters is that since they
measure flow velocity at a single point in the pipeline,
they can be severely impacted by flow conditions (e.g.,
bends or valves), which disrupt the water flow path.

Electromagnetic Flowmeters

Electromagnetic flowmeters (magmeters)[3] induce and
measure a voltage in the water flowing through the
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meter. The magnitude of the induced voltage is pro-
portional to the water velocity. Most commonly, the
meter is a tube (tube magmeter) through which the
water flows. The tube magmeter contains magnetic
coils to induce a voltage and electrodes to measure
voltage, and electronics in the unit translate the
voltage measurement to a flow reading. There are also
electromagnetic meters that mount to a point on the
inside pipe wall. These are insertion meters and can
be moved to various pipeline measurement locations.

Electromagnetic meters are very accurate and the
tube magmeters have no obstructions within the pipe
to cause a pressure drop or become entangled by trash
in the water. Electromagnetic flowmeter installations
do not require as long a section of straight pipe
upstream and downstream of the meter (see manu-
facturer’s recommendations) when compared with
propeller meters. Magmeters require an external power
source, ranging from 240 V to battery-power, depend-
ing on the model and manufacturer. A disadvantage
of electromagnetic meters has been their cost, substan-
tially more than a similarly sized propeller meter, but
the cost of some units has dropped significantly
recently.

Acoustic Flowmeters

This group of flowmeters uses acoustic signals to mea-
sure flow.[3] Transit-time (ultrasonic) meters measure
the alteration, caused by the flow velocity, in the
transit time of an acoustic signal sent across the pipe-
line. Sensors are mounted to the outside of the pipeline,
so the units are portable. Transit-time flowmeters,
while accurate, are not widely used in on-farm applica-
tions due primarily to the cost.

Doppler flowmeters measure the velocity of parti-
cles in the water. The unit transmits known frequency

acoustic signals and the returning signal’s frequency is
also measured. A change in the frequency is a function
of the velocity of particles in the water reflecting the
signal. The Doppler meter will not be accurate when
used with very high quality water, but it can be
used on many groundwater and surface water sources.

The major advantage of a Doppler meter is its port-
ability. The sensor(s) mounts easily and quickly to the
outside of the pipe and can, therefore, be used on even
large diameter pipes. Flow in metal and plastic, but not
concrete, pipe can be measured with a Doppler flow-
meter. An external power source is required. Doppler
flowmeters are more expensive than a propeller meter.

Trajectory Methods

A low technology, but less accurate, method of esti-
mating pipe flow rate is to measure the trajectory of
the jet from the discharge end of a horizontal or verti-
cal pipe. For a vertical pipe, the height of the jet above
the end of the pipe is measured. For a horizontal
pipe, the vertical and horizontal distances from the
top of the pipe to the jet’s upper surface are measured
(Fig. 2). Tables are available to convert the distance
measurements into a flow rate estimate.[3]

It is difficult to accurately determine the jet trajec-
tory measurements. The flow trajectory measurement
method is, therefore, only accurate as an estimate,
but when no other flow measurement methods are
available, it can provide useful information.

OPEN-CHANNEL FLOW MEASUREMENT

On-farm flow measurement in open ditches and chan-
nels is more difficult, and often less accurate, than flow
measurement in pipelines. Weirs and flumes can be
installed in permanent ditches and channels, but flow
measurement in temporary ditches is more problema-
tic. Temporary ditch flow measurement options include
using float-velocity or current meter measurements.

The following are flow measurement options for use
in on-farm open ditch and channel applications. Other
flow measurement methods are also available.[3]

Fig. 1 Schematic of a propeller meter.

Fig. 2 Trajectory flow measurement method for a horizon-
tal pipe.
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Float-Velocity Measurements

Measurement of channel flow rate using the float-
velocity method[3] requires measuring both the velocity
of an object, such as a stick or tennis ball, floating in
the channel and the cross-sectional area of the ditch
or channel. Since the floating object’s velocity is not
the same as the channel velocity, correction factors[3]

are used to determine an average channel flow velocity.
Determining the velocity of the floating object is

easily done, but determining the ditch cross-sectional
area may be time-consuming. The resulting channel
flow rate should be considered an estimate rather than
an accurate measurement.

Current Meter Measurements

Current meters[2] can be used to determine the flow
velocity at selected points in a channel. The velocity
measurements, combined with cross-sectional area
measurements, provide the channel discharge rate. The
current meter is usually of one of the three types: (i) a
mechanical meter with an anemometer or propeller
device that rotates proportionally to the water flow velo-
city; (ii) a Doppler meter (see section on Acoustic Meters
for pipelines); or (iii) an electromagnetic flowmeter. The
current meter flow measurement is more accurate than
the float-velocity method, but it is time-consuming.

Weirs

A weir[3–6] is a notch of particular shape through which
water flows (Fig. 3). Generally, the notch shape is rec-
tangular, trapezoidal, or triangular. A depth measure-
ment a short distance upstream of the weir is recorded
and a weir calibration equation translates the depth
measurement to a flow rate.

A disadvantage of weir use is that sediment and
trash will gather on the weir’s upstream face. Weirs

can also be difficult to install in temporary ditches or
channels. For these reasons, they are not widely used
for on-farm flow measurements.

Flumes

A flume (Fig. 4)[2–8] is a device of particular cross-
section, placed in the channel, constricting the channel
sidewalls, raising the channel bottom, or both to force
the water to accelerate. There are a large number of
flume configurations commercially available, manufac-
tured in metal or fiberglass, for installation in a chan-
nel. Installation ensuring that water does not erode
and bypass the flume can be challenging in temporary
ditch flow measurement applications.

The flume flow depth, upstream of the ‘‘throat’’ sec-
tion, is measured and the flow rate is determined using
the flume’s calibration curve. The flume is often fitted
with a stilling well to improve measurement accuracy.
Continuous flume measurements can be recorded using
a stage recorder or pressure transducer/data logger,
installed on the stilling well.

Fig. 3 Trapezoidal weir installed in an earthen channel.

Fig. 4 Flume installed in a small concrete channel.

Fig. 5 Ditch and siphon irrigation system irrigating an
orchard.
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Flumes are able to pass sediment and some trash, an
advantage in on-farm flow measurement. They have
applications in measuring both irrigation water applied
to the field and tailwater runoff from fields. There are
flumes available in a wide range of flow capacities,
from very large to small enough to measure the flow
rate in individual field furrows.

Siphon Flow Measurements

Ditch and siphon irrigation systems (Fig. 5) are com-
mon. The siphon discharge rate can be determined by
measuring the difference in water surface elevation
(head) of the supply ditch and the discharge point in
the field (Fig. 6), and measuring the diameter of
the siphon pipe. Siphon discharge rate tables are avail-
able to interpret the measurements.[3]

CONCLUSION

Methods and devices are available to measure irri-
gation flows under both pipeline and open-channel
flow conditions. Pipeline flow measurement is often

easier and more accurate than flow measurement in
open ditches and channels, and pipelines usually pro-
vide a more permanent flow measurement installation
location when compared with on-farm ditches. Selec-
tion of the flow measurement method is often based
on the flow situation (e.g., pipeline vs. open channel),
cost, and level of accuracy required.
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INTRODUCTION

Open-channel flow measurements require specialized
training and equipment, and they are expensive to
obtain. The majority of continuous streamflow records
are not based on direct measurement of river
discharge—they are derived from continuous measure-
ments of river elevations or stage.[1] These stage data
are converted into discharge by the use of a stage/
discharge relation (rating) that is unique for each
streamgaging location. Much of the effort and cost
associated with streamgaging lies in establishing and
updating this relation. Hydrologists visit streamgaging
stations 6–10 times a year to make direct measure-
ments of river depth, width, and velocity. From these
data, they compute the open-channel flow rate. The
range of measured flow rates and concurrent river
stages are then used to build the rating curve for each
site and to track changes to the rating curve.

Measurement of open-channel flow rate, also known
as discharge, is usually determined by measuring two
components—the cross-sectional area of the flow and
the water velocity. Open-channel flow rate is expressed
in the equation: Q ¼ A � V, where Q is discharge, A
is cross-sectional area, and V is water velocity. The
cross-sectional area is fairly simple to determine and
is usually measured by taking soundings at multiple
points in the cross section to determine the depth.
Width is usually measured with a tape.

Water velocity can be measured using several types
of instruments and techniques that include mechanical
current meters, acoustic Doppler current profilers
(ADCP), and low- and high-frequency radars. Several
of these instruments and methods for measuring veloc-
ity and discharge are described below.

MECHANICAL METERS

Mechanical current meters are instruments designed
to measure the velocity of moving water at a point
in a river. A typical current meter has a horizontally
mounted bucket wheel that is rotated by the moving
water. The rate of rotation of the bucket wheel on the

current meter is proportional to the speed of the mov-
ing water at that particular point (Fig. 1).[1] The cur-
rent meter is held at a point for about a minute (to
average turbulent flow fluctuations) while the revolu-
tions of the cups on the meter are counted. Usually,
two point velocities (or a single velocity) are measured
vertically to define an average velocity for the water
column. The discharges from the individual columns
are then summed to obtain the total discharge.

ACOUSTIC DOPPLER CURRENT PROFILERS

An important development in open-channel flow
measurement in the last ten years has been the deploy-
ment of ADCPs.[2] An ADCP uses acoustic energy—
typically in the range 300–3,000 kHz—to measure
water velocity throughout most of the water column by
measuring the shift in the frequency of the acoustic
signals reflected from materials suspended in and mov-
ing with the water. The ADCP determines water depth
by measuring the time-of-travel of signals reflected
from the channel bottom and measures boat velocity
by using the Doppler shift of separate acoustic pulses
reflected from the riverbed (Fig. 2). The channel width
can then be computed using the instantaneous boat
velocities and time between each measurement.

The ADCP has made three important contributions
to direct open-channel flow measurements in streams.
First, discharge measurements using a mechanical
current meter require a minimum of 20 individual mea-
surements across the river. These measurements typi-
cally take about two hours to complete, but during
floods they can take as long as several hours to com-
plete. The ADCP measurement can be done in a matter
of minutes rather than hours.[3,4] Second, the ADCP
allows measurements in environments where mechan-
ical current meters are inappropriate or unreliable, such
as in tidally affected flows, highly unsteady flows, and
flood flows. Third, ADCPs are used to measure con-
tinuous profiles of water velocity (the vertical velocity
distribution is no longer assumed but rather measured
for all but the near bed and near-surface), thereby pro-
viding more accurate measurements of streamflow.
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ACOUSTIC FLOW MONITORS

Scientists have observed that sediment-laden flows,
such as debris flows and turbulent flow in steep moun-
tain channels, generate ground vibrations that can be
detected by geophones located near the channels. Sys-
tems of geophones and instrumentation designed to
measure these ground vibrations are called acoustic
flow monitors (AFM).[5,6] Most debris flows cause
the ground around the channel to vibrate with a peak
frequency of 20–50 Hz, and water floods cause ground
vibrations with peak frequencies greater than 100 Hz.
Geophones located near channels can be programmed
to detect vibrations in these frequency ranges and cap-
ture the full spectrum of vibrations. These ground
vibrations caused by water and sediment flow can then
be related to discharge.[7,8]

LOW- AND HIGH-FREQUENCY RADAR

U.S. Geological Survey (USGS) researchers are
engaged in a series of proof-of-concept experiments
to demonstrate the use of microwave and low-
frequency radars to measure discharge directly—
without having to place any instruments in the water.
Surface velocity can be measured at various points

across the river using the principal of Bragg scatter of
a high-frequency (10 GHz) pulsed Doppler radar signal
(Fig. 3). Cross-sectional area can be measured by
suspending a conventional low-frequency (100 MHz),
ground-penetrating radar (GPR) system over the water
surface from a bridge or cableway and transiting it
across the stream.[9] In the absence of a bridge or
cableway, the GPR and radar systems have been
mounted on helicopters and flown across the river,
producing discharge values comparable to conven-
tional discharge measurements.[10]

SPACE-BASED PLATFORMS

Hydrologists have begun to consider the possibility of
measuring and monitoring discharge from space.[11,12]

Many important streams and rivers worldwide have
no streamgages, and the ability to measure off-channel
surface-water storage (wetlands, floodplains, lakes)
and river discharge in virtually any location would
provide new insight into the global hydrologic cycle
and an understanding of the role of surface water in
regulating the regional and global biogeochemical
cycles. Such a space-based system might rely on radar
altimetry for river stage and along-track interfero-
metric synthetic aperture radar (SAR) measure-
ments[13] of surface velocity along an entire reach of
river. This requires some new thinking about the spa-
tial utility of space-based remote sensing and the
present in situ or cross-sectional basis for measuring
river flow. Space-based technologies are unproven as
tools for measuring discharge from great distances,
but scientists are beginning to think about how to do
it with support from the National Aeronautics and
Space Administration (NASA).[14] Space-based instru-
ments hold the promise to measure the elevations and
perhaps even flow rates of the world’s largest rivers.
But far smaller streams (e.g., draining less than
10,000 km2) around the world (including in the United
States) present measurement needs that will challenge
the resolution-cost trade-off capability of space-based
sensors.

Fig. 1 Mechanical current meters—

Price AA meter (left) and Pygmy
meter (right).

Fig. 2 Hydrologist measuring streamflow using an acoustic
doppler current profiler.
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Fig. 3 Pulsed Doppler radar on top of
equipment shelter, and UHF radar

antenna to left of shelter on bank of
San Joaquin River, CA, are used for
surface-velocity measurements. Cable

across channel is used to suspend
Ground Penetrating Radar (GPR) sys-
tem over the water to measure channel
cross section. Non-contact methods of

streamgaging show substantial promise,
but much remains to be learned.
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INTRODUCTION

Provision must be made in the design of almost every
dam to permit the safe discharge of water down-
stream. The function of the spillway is to safely con-
vey this discharge past the dam without unacceptable
damage. The high velocities and large levels of energy
involved in flow over spillways, particularly during
major floods, make their design of considerable
importance. The design and capacity of spillways play
an important role in the layout and economics of
every dam project. Spillways are selected for a specific
dam and reservoir on the basis of discharge require-
ments, topography, geology, dam safety, and project
economics.

TYPES OF SPILLWAYS

The classifications of spillways are primarily based on
their most prominent feature and/or function. This
may include the type of discharge carrier or some other
type of component.[1,2] Spillways are classified as con-
trolled or uncontrolled depending on whether they
are gated or ungated. Designation as a principal spill-
way generally indicates constant or frequent flow with
an auxiliary spillway used to pass the infrequent larger
flood events. Most spillways can be broken into two
main categories: open-channel spillways and conduit
spillways. Open-channel spillways include: a) straight-
drop or free overfall spillways; b) chute spillways;
c) cascade spillways; d) side-channel spillways; and
e) unlined or vegetation lined earthen spillways. Con-
duit spillways include: a) siphon spillways; b) drop
shaft or morning-glory spillways; c) tunnel spillways;
and d) culvert spillways. The focus of this article is
on open-channel spillways.

Straight-Drop Spillways

The U.S. Bureau of Reclamation[2] defines a straight-
drop spillway as one in which the flow drops freely
from the crest into a plunge pool or stilling basin
(Fig. 1). Straight-drop spillways are used on thin arch

or deck overflow dams, dams with a crest that has a nearly
vertical downstream face, and with low earthfill dams.[3]

Hydraulic concerns of the straight-drop spillway
are with the control and dissipation of energy in the
downstream plunge pool or stilling basin. A minimum
depth of tailwater is required for effective dissipation
of excess flow energy to prevent downstream scour.
The tailwater level in the downstream channel should
be at approximately the same level as the water surface
in the stilling basin.

Chute Spillway

A spillway that conveys water from a reservoir over a
spillway crest into a steep-sloped open channel is
known as a chute spillway[4] (Fig. 2). A smooth chute
spillway conducts the overflow to an outlet energy dis-
sipation basin. Chute spillways can be well adapted to
earth or rock-fill dams when topographic conditions
permit.[4] They are generally located through the abut-
ment adjacent to the dam. However, they can be located
in a saddle away from the dam structure. Such a
location is preferred for earth dams to prevent possible
damage to the embankment. The chute may be of
constant width but is usually narrowed for economy
and then widened near the end to reduce unit discharge.

Cascade Spillway

The cascade or baffle chute spillway uses steps or
other appurtenances to dissipate energy in the spillway
channel and thereby, reduce energy dissipation
requirements in the outlet basin (Fig. 3). The cascade-
spillway has greater flow depths than chute spillways
requiring higher sidewalls. Spray action may be a con-
cern due to air entrainment, and abrasion of the steps
and other appurtenances can be a serious problem.
Cascade-spillway use has increased recently due to
the increased use of roller compacted concrete (RCC).

A major concern for cascade spillways is to provide
a smooth transition flow from the spillway crest to the
first few steps. This transition is commonly attained
using a smooth ogee crest. Transitions for flatter
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sloped spillways, 2.5 H:1 V or less, can also be attained
by an arrangement of smaller steps at the crest of the
cascade chute.[5] The energy loss for a cascade spillway
is strongly dependent on the slope length. The energy
loss due to the steps depends primarily on the ratio
of critical depth of flow to the step height and on the
number of steps.

Side-Channel Spillway

As defined by the U.S. Army Corp of Engineers,[6] a
conventional side-channel spillway consists of an

overflow weir discharging into a narrow channel in
which the direction of flow is approximately parallel
to the weir crest (Fig. 4). This type of spillway is used
in circumstances similar to those of the chute spillway.
Due to its unique shape, a side-channel spillway can
be sited on a narrow dam abutment.

Earthen Spillway

Earthen spillways are typically excavated in native
materials and vegetated with grasses adapted to the
local area (Fig. 5). Earthen spillways are often designed
as auxiliary spillways with the perspective that damage
may occur during infrequent operation, but not to the

Fig. 4 Side-channel spillway.Fig. 2 Chute spillway.

Fig. 3 Roller compacted concrete cascade spillway.
Fig. 1 Straight-drop spillway.
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extent that it will lower the spillway crest or cause a
catastrophic release of stored water. Often a saddle
or low point on natural ground at the periphery of
the reservoir will serve as the earthen spillway.

COMPONENTS OF SPILLWAYS

Spillways consist of three major components: entrance
structure, conveyance channel, and outlet structure.
An entrance structure is designed to control the dis-
charge and admits reservoir water to the spillway.
The conveyance channel carries the discharge from
the inlet structure to the outlet structure. The outlet
structure dissipates the energy of the high velocity flow
from the conveyance channel and discharges it to the
channel downstream.[1]

Entrance Structure

The design of the spillway entrance structure for small
dams is not usually critical, and a variety of simple
crest patterns are used. In the case of large dams, it
is important that the water be guided smoothly over
the crest of the structure with a minimum of turbulence
(Fig. 6). Therefore, an ogee-crest design is often used.
The ogee crest takes the form of the underside of the
nappe of a sharp crested weir when the flow rate corre-
sponds to the maximum design capacity of the spill-
way. This results in near-maximum discharge
efficiency. Correct design of the spillway entrance will
minimize cost while providing sufficient crest length
to pass the design discharge. Also, it will result in

acceptable energy heads and pressure levels on the
spillway crest, and acceptable unit discharges for the
conveyance channel and outlet structure.

Gates located at or near the crest are often used to
control flow into the spillway. Types of gates may
include flashboards, stop logs, lift gates, radial gates,
rolling gates, and drum gates. A spillway using gates
is often referred to as a controlled spillway. The use
of gates allows for additional storage above the spill-
way crest and control of the timing and quantity of res-
ervoir discharges. The disadvantages to gates are: they
are expensive; they often require personnel at the struc-
ture for proper operation; and operational or structural
failure may have catastrophic consequences.

The inlet structure has a significant effect on the
spillway discharge. There are cases where there is a
need for increased flow capacity with upstream head
elevation restrictions. A labyrinth weir or box inlet
weir may be used to increase the inlet capacity for a
given range of reservoir water surface elevations. A
labyrinth weir is folded in plan view, increasing the
total weir length to 3–5 times the spillway width. The
labyrinth weir capacity is typically twice the standard
overflow crest of the same width for low head ranges.[7]

The capacity of the box inlet weir is directly related to
the perimeter of the overflow box that extends into the
reservoir[8] (Fig. 7).

The discharge capacity of the standard ogee weir,
labyrinth weir, and box weir, is given by the weir
equation:

Q ¼ 2

3
CdLh

ffiffiffiffiffiffiffiffi
2gh

ph i

Fig. 6 Smooth flow over ogee spillway crest.

Fig. 5 Arial view of a vegetated-earthen spillway placed at
dam abutment.
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in which Q is the discharge in cfs, Cd a dimensionless
weir coefficient, L the length of weir in ft, g gravi-
tational acceleration 32.2 ft sec�2, and h the total
head on the crest in ft (vertical distance from the crest
of the spillway to the reservoir level). The coefficient
Cd, varies with spillway type and head. A typical range
of Cd for the ogee crest is from 0.55 to 0.75.

The typical entrance to earthen spillways as well as
some other chute spillways consists of a forebay reach
followed by a level crest prior to entering the convey-
ance channel. The discharge rating of these types of
spillways is typically developed based on water surface
profile calculation methods incorporating channel
geometry and roughness conditions.

Conveyance Channel

With the exception of the straight-drop spillway that
may be used for low dams, the water that passes the
spillway inlet is carried to the downstream outlet struc-
ture by a conveyance channel. The material used to
line the surface of the conveyance channel is depen-
dent on frequency of use, erodibility of the natural
materials, and overall spillway design. Principal spill-
way channels operate more frequently and are usually
constructed of reinforced-concrete slabs 10–20 in. thick.
Auxiliary spillways may also be lined to allow higher
velocity flows and/or combination of the principal
and auxiliary spillway functions into a single spillway.
The high velocities and large levels of energy involved
in flow over spillways may lead to problems with air
entrainment, shock waves, cavitation, and abrasion.
Abrasion may be a particular problem when entrained
sediment is present.

Earthen spillways are unlined or vegetation-lined
channels that are most often used as auxiliary spillways

to pass infrequent flood flows. Damage may occur
during operation, but it cannot be extensive enough
to lower the spillway crest causing a catastrophic
release of reservoir water (Fig. 8). The extent of dam-
age that may occur in an unlined spillway is dependent
on the duration and quantity of flow through the spill-
way, quality and maintenance of the vegetal cover,
spillway geometry, and spillway geology.[9,10] Evalu-
ation of expected erosion is the most difficult and criti-
cal problem encountered in the design of the earthen
spillways. The designer must not only decide whether
the channel materials will be eroded but also make
reasonable estimates pertaining to the rate at which
erosion will progress. Extensive exploration, testing
of encountered materials, and geological profiles to a
depth in excess of any anticipated scour are required
to assist in the erosion estimates. Study of the history
of erosion in the project area and research of erosion
experiences at projects with similar facilities should
be undertaken as part of the evaluation of expected
erosion. The NRCS computer program ‘‘Sites,’’ uses
a three-phase erosion model to predict erosion of
vegetated-earthen spillways.[11]

Outlet Structure

Water returned to the river below the dam must be
kept from scouring or eroding the riverbed or dam
foundation. Plunge pools or stilling basins are there-
fore required to reduce the velocity of the water before
returning it to the downstream channel. These energy
dissipation structures may be an integral part of the

Fig. 7 Chute spillway with notched box inlet.

Fig. 8 Erosion damage of an auxiliary spillway after experi-
encing a flow.
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dam or spillway. Two common structures used in dis-
sipating the high energy of falling water are the
apron-basin and the flip bucket. In the apron-basin
type of structure, the high-velocity shallow flow com-
ing from the dam is converted into a low-velocity deep
flow by causing a hydraulic jump to occur on a hori-
zontal or sloping concrete apron (Fig. 9). With a flip
bucket, the toe of the dam is shaped to deflect the
high-velocity flow upward away from the riverbed.
The resulting ‘‘flip’’ breaks up the jet and dissipates
the energy of the water. Additional energy is dissipated
in a plunge pool downstream of the bucket.

FACTORS WHICH AFFECT SPILLWAY CHOICE
AND DESIGN

Several factors should be considered when choosing
a spillway. Singh and Varshney[1] list several factors
such as safety considerations, hydrologic and site con-
ditions, type of dam, purpose of dam and operating
conditions, conditions downstream of the dam, and
nature and amount of solid material brought by the
river. Safety is the most important factor to consider
for a spillway because improper design of spillways
or insufficient spillway capacity may result in dam fail-
ures. Spillway design and capacity depend on inflow
discharge (frequency and shape of hydrograph), the
elevation of the spillway crest, storage of the reservoir
at various levels, and the geological site conditions,
which include slope stability, steepness of the terrain,
or possibilities of scour downstream. The type, pur-
pose, and conditions, downstream of the dam also
influence the spillway design and capacity. Rising

floodwaters downstream of the dam and erodible
material can have major consequences if not properly
considered. In addition, trees, floating debris, and sus-
pended sediment can influence the decision in selecting
a spillway.[1]

The required capacity (maximum outflow rate
through the spillway) depends on the spillway design
flow (inflow hydrograph to the reservoir), the normal
discharge capacity of other outlet works, and the avail-
able storage. The selection of the spillway design flow
is related to the degree of flood protection required
that, in turn, depends on the type of dam, its location,
and the consequences of a dam failure. A high dam
storing a large volume of water located upstream of
an inhabited area requires a much higher degree of
protection from overtopping than a low dam storing
a small quantity of water whose downstream reach is
uninhabited. The probable maximum flood is com-
monly used for design of the former, while a smaller
flood is suitable for the latter.
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INTRODUCTION

Many aquatic organisms depend on dissolved oxygen
(DO) for basic life functions. Dissolved oxygen is one
of the factors that affect population diversity in surface
waters. Aerobic bacteria, fungi, protozoa, and algae all
carry out aerobic respiration and require DO to sur-
vive. Trout and other coldwater fish species require
more DO than warm-water fish species. A DO con-
centration of 5 mg L�1 is generally recommended for
warm-water fish, and 6 mg L�1 for coldwater fish.[1]

Lower concentrations may be tolerated for short
periods but result in stress on the fish.

The solubility of oxygen in water varies with water
temperature and atmospheric pressure. Dissolved oxy-
gen concentrations range from 14.6 mg L�1 at 0�C to
about 7 mg L�1 at 35�C.[2] Oxygen is less soluble in
saline water than in pure water. Polluted waters usu-
ally have lower DO concentrations than pure water.

OVERVIEW

In ponds and lakes, photosynthetic activity from aqua-
tic plants such as algae produce DO. At night, these
same plants compete with aquatic organisms for DO.
Biodegradation of organic matter can decrease DO
concentrations. Organic wastes are subject to further
bacterial decomposition once they enter the environ-
ment. If domestic or agricultural organic wastes enter
water that contains DO, the aerobic bacteria will uti-
lize the organic material as a food and energy source.
During this process, the bacteria respire DO and pro-
duce carbon dioxide. If enough DO is removed, then
concentrations can fall below values required for
survival of aquatic organisms. Fish kills are some-
times the result of spills or unauthorized releases of
organic-laden waste to surface waters.[3] During warm
conditions, fish kills can occur immediately after the
release. When an organic waste release occurs during
cold conditions, DO concentrations may not be affec-
ted for several months until water temperatures

increase, making it difficult to assess the exact cause
and nature of the fish kill.

Fish kills are not always the direct result of organic
releases. In some instances, the enrichment of waters
by nutrients, a term called eutrophication, can lead
to unwanted algal growth.[4] In many water bodies,
phosphorus is the limiting nutrient for algal growth.
A rapid release of dissolved phosphorus to surface
waters can trigger algae blooms. Growing algae pro-
duces DO through photosynthesis, however, whenever
the algae dies it is subject to decomposition that could
lead to the decrease in DO.

DISSOLVED OXYGEN MEASUREMENT

Dissolved oxygen was originally measured using
the Winkler (iodometric) method. The original
Winkler method was based on the fact that oxygen
oxidizes Mn2þ under alkaline conditions. The higher
valence manganese then oxidizes I� to free I2 under
acidic conditions. The amount of free iodine released
is proportional to the DO concentration. Because
nitrite ions interfere with the DO determination, sev-
eral modifications to the original Winkler method
have been developed. Nitrite interference is overcome
by using sodium azide (NaN3). Another modification
includes using permanganate to oxidize any reducing
agents present.

In recent years, electronic DO membrane electrodes
have become more common. Membrane electrodes
can be either the polarographic or galvanic type.[5]

Both types utilize a sensing element composed of two
metal electrodes. A voltage is passed across the electro-
des, and the measured current is converted to a DO
concentration. Membrane electrodes are especially use-
ful in field applications. When electrodes are attached
to a long cord, DO can be measured at various depths
in ponds and rivers. Dissolved oxygen electrodes are
usually calibrated against water samples that have been
analyzed by using the Winkler method. Because DO
electrodes are sensitive to temperature, an accurate
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temperature measurement must be made at the same
time so that a correction can be applied. There are
many brands of DO electrodes available commercially.

BIOCHEMICAL OXYGEN DEMAND

Organic wastes can enter surface water bodies from a
variety of sources, including raw sewage spills, permit-
ted publicly owned treatment works (POTWs), animal
feeding operations, runoff from land application areas,
or improperly designed septic tanks.[6] Environmental
regulations exist to protect surface water bodies from
unwarranted discharges that could threaten aquatic
life or human health. Environmental permits for dis-
charge of wastewater or stormwater runoff to surface
water bodies often include such items as temperature
and biochemical oxygen demand (BOD). BOD is an
empirical test in which standardized laboratory proce-
dures are used to measure the biologically available
organic matter in a water sample. It is based on the
amount of oxygen that would be consumed if an abun-
dant aerobic bacterial population were present. BOD is
defined as ‘‘the quantity of oxygen used by bacteria
while stabilizing decomposable organic matter under
aerobic conditions.’’[2,7] The BOD test is widely used
to determine the concentration of domestic and indus-
trial wastes, and is helpful in evaluating the BOD
removal efficiency of wastewater treatment plants.
Miner, Humenik, and Overcash[3] presented the con-
ceptual reaction as follows:

BOD þ O2 ! CO2 þ H2O þ Energy ð1Þ

The standard BOD test is based on a 5-day incu-
bation period, and is referred to as BOD5. As a rule-
of-thumb, BOD5 is about 70–80% of the ultimate
BOD (BODU).[2] Another reason for limiting the
BOD test to 5 day is to avoid interferences from oxi-
dation of ammonia to nitrite and nitrate, a process
called nitrification. Nitrifying bacteria typically do not
consume an appreciable amount of DO until 6–10 day
after initiating the BOD test[8] (Fig. 1).

With samples that have a BOD less than 7 mg L�1,
the BOD is measured directly on the water sample.[2]

For higher BODs, the wastewater sample is diluted
because the BOD concentration exceeds the DO avail-
able. The dilution water reduces the toxicity of the
wastewater and provides the DO needed for aerobic
decomposition. Nutrients such as nitrogen, phos-
phorus, and trace metals are added to the dilution
water, and it is saturated with oxygen before use. A
buffer is added to maintain the pH in a range suitable
for bacterial growth. The solution is ‘‘seeded’’ with the
necessary microorganisms.[9] The seed source often
consists of effluent from biological waste treatment

plants.[5] The sample is incubated at a temperature of
20�C, and DO is measured initially and after 5 day.
The 5-day BOD is determined by subtracting the two
values. The DO is typically measured using either the
Winkler method or a membrane electrode. Because
the BOD concentration is rarely known before the test,
several different dilutions are performed to cover the
range of possible BOD values.

CHEMICAL OXYGEN DEMAND

The chemical oxygen demand (COD) test is used simi-
larly to the BOD test to measure the concentration of a
wastewater sample. In some cases, the COD data can
be correlated with the BOD data, although this takes
some experience to establish reliable correlation fac-
tors, which can range from 0.4 to 0.8. The COD test
is used primarily to evaluate industrial waste, whereas
the BOD test is used for biological waste.[2] Advan-
tages of the COD test are that it can be performed in
about 3 hr, as compared to 5 day for the BOD test,
and it can be utilized in wastewater with high toxicity,
where a BOD test cannot.

The COD test utilizes a strong oxidizing agent
(usually potassium dichromate) under heated acidic
(usually sulfuric) conditions in the presence of chro-
mium and silver salts to convert organic matter to
water and carbon dioxide. Unlike the BOD test, the
COD test oxidizes all organic matter, including bio-
logically resistant organic matter such as lignin. As a
result, COD values are greater than BOD values. The
COD test can be very accurate and precise for those
samples with a COD of 50 mg L�1 or greater.[2]

Inorganic ions such as chloride, bromide, and iodide
can cause erroneously high COD values. Mercuric sul-
fate can be added to the sample to remove the chloride
interference. A major disadvantage of the COD test is
that disposal of hazardous wastes such as mercury,

Fig. 1 The BOD curve showing (a) the normal curve result-

ing from oxidation of organic matter and (b) the curve if
combined with nitrification of ammonia.
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hexavalent chromium, sulfuric acid, and silver can be
a problem.[5]

Typical BOD and COD concentrations vary greatly
among waste types. Waste streams from animal
feeding operations have BOD concentrations greater
than 5000 mg L�1 compared to 200 mg L�1 for typical
municipal wastewater.[3] Typical BOD and COD con-
centrations for a variety of municipal, industrial, and
agricultural waste sources are presented in Table 1.
Chemical oxygen demand concentrations are typically
about 2–5 times greater than BOD concentrations for
the same waste product.

CONCLUSION

Dissolved oxygen is one of the most important water
quality parameters for aquatic life. Because many
municipal, industrial, and agricultural sources dis-
charge wastewater to surface water bodies containing
aquatic life, environmental regulations have been pro-
mulgated to limit the amount of oxygen-consuming
organic waste products that can be discharged to a
stream or lake. Methods for measuring the strength
and concentration of these oxygen consuming waste
products include the 5-day biochemical oxygen
demand (BOD5) and COD tests.
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Table 1 Typical BOD5 and COD concentrations found in municipal, industrial, and agricultural waste products

and wastewater

Source Units BOD5 COD

Raw municipal wastewater mg L�1 200 450

Domestic sewage mg L�1 100–300 250–1,000

Beef feedlot runoff pond effluent mg L�1 — 1,400

Beef feedlot runoff pond sludge mg L�1 — 77,500

Dairy lagoon effluent mg L�1 350 1,500

Dairy lagoon sludge mg L�1 — 52,000

Swine lagoon effluent mg L�1 400 1,200

Swine lagoon sludge mg L�1 — 64,600

Milking center wastewater mg L�1 1,000 5,000

Cheese production wastewater mg L�1 3,200 5,600

Candy production effluent mg L�1 1,600 3,000

Synthetic textile effluent mg L�1 1,500 3,300

Slaughterhouse processing effluent kg/1000 kg raw product 5.8–8.5 —

Vegetable processing effluent kg/1000 kg raw product 7–55 14–96

Papermill effluent kg/1000 kg pulp 60 —

Dairy cow manure (fresh, as excreted) kg/d/640 kg animal 1.0 5.7

Beef cattle manure (fresh, as excreted) kg/d/450 kg animal 0.6 2.5

Swine manure (fresh, as excreted) kg/d/100 kg animal 0.2 0.6

Source: From Refs.[8,10].
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Pathogens: General Characteristics
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INTRODUCTION

The transmission of pathogens by water is a highly
effective way of spreading infectious disease among
large numbers of people. As early as 6000 years ago,
the association of contaminated water and illness was
documented in Sanskrit and Greek writings that
described treatments for ‘‘impure water.’’[1] Today,
waterborne disease outbreaks continue to be respon-
sible for high morbidity and mortality worldwide
(Table 1).[2,3]

CLASSES OF PATHOGENS ASSOCIATED
WITH WATER

Due to the introduction of chlorination and filtration
of drinking water supplies in the early 1900s, the water-
borne outbreak paradigm in the United States shifted
from bacteria, as the primary agents causing water-
borne disease, to protozoan parasites and enteric
viruses. Currently, these groups of micro-organisms
and others cause water-related disease worldwide.
Table 2 differentiates between the different types of
micro-organisms: bacteria, viruses, protozoan para-
sites, blue–green algae, and helminthes. For each
microbial group, examples of water-related pathogens
and associated diseases are also listed.

CATEGORIES OF WATER-ASSOCIATED
DISEASES

There are four disease categories related to water
transmission of microbial pathogens: 1) waterborne;
2) water-washed; 3) water-based; and 4) water-related
diseases.[4] Infectious agents that are excreted in the
feces and transmitted by ingestion of contaminated
water cause waterborne diseases. Classic examples of
waterborne pathogens include Cryptosporidium par-
vum (cryptosporidiosis), poliovirus (polio), and Vibrio
cholera (cholera). Water-washed infections occur in
areas where personal hygiene and water availability is
poor. Person-to-person transmission and contact with
unclean household items effectively transmit water-
washed pathogens such as Trachoma (eye infections)

and Shigella (dysentery). Water-based diseases arise
from infection with pathogens that spend all or a por-
tion of their life in water. Examples of these include
Dracunculus medinesis (dracontaiasis) and Schisto-
soma species (schistosomiasis). Unlike the other cate-
gories, water-related diseases are carried by water
insects, as in the case of malaria, which is carried by
mosquitoes.[2,4]

ENTERIC PATHOGENS

Micro-organisms that are excreted in the feces and
infect the gastrointestinal tract are called enteric patho-
gens. Enteric pathogens cause a wide range of illness
from asymptomatic (no clinical signs but microbe
can grow and may be transmitted to susceptible indi-
viduals) to mild intestinal symptoms (diarrhea, fever,
malaise, etc.) to paralysis. Enteric pathogens are
probably the most important causes of water-washed
and waterborne infections worldwide. Approximately
31%, 15%, and 10% of reported waterborne outbreaks
are caused by enteric protozoan (Giardia and Crypto-
sporidium), viral, and bacterial agents, respectively.[5]

However, the etiological agents responsible for
approximately half of all reported outbreaks go
unrecognized. The unidentified agents causing these
outbreaks are thought to be enteric viruses due to
epidemiological and clinical similarities.[6]

PATHOGEN CHARACTERISTICS THAT
ENHANCE PATHOGEN SURVIVAL
AND TRANSMISSION

Traits that may enhance pathogen survival and trans-
mission in the environment may include numbers and
location of pathogen reservoirs, concentration of
pathogens excreted and mode of excretion, infectious
dose, severity of illness, and individual pathogen traits.
Because some pathogens, termed zoonotic, are able to
infect humans and animals (domestic and wildlife) they
can be distributed throughout the environment,
contaminating land, air, and water (Table 3). Excretion
of pathogens in the feces is another important char-
acteristic since they can be released in very high
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concentrations. Table 4 lists the concentrations of
enteric pathogens shed in feces.[7] Depending on the
infectious dose, or the number of micro-organisms
required to produce disease, numbers ranging from
over 106 down to 1 infectious agent must be ingested.
For example, ingestion of as little as 1 viral particle
can induce illness in a susceptible individual compared
to some bacterial pathogens that require ingestion of
hundreds to thousands of organisms. Disease pro-
duced by enteric pathogens is generally mild, self-
limiting, and in some cases, the infected individual
may be shedding the pathogen without any symptoms
(asymptomatic shedding). Fecally transmitted patho-
gens that produce mild symptoms, or are asympto-
matic, enable the infected individual to effectively
contaminate the environment, unlike other diseases
that render the infected individual immobile. Geneti-
cally acquired microbial traits enable some microbial
groups to be more resistant to heat, pH, or chemical
(chlorine, ozone, etc.) and physical (ultraviolet light,
gamma irradiation) disinfectants than others. Because
of these differences, some pathogens survive longer in
the environment than others. In general, enteric viruses
and protozoan parasites survive longer in water sub-
jected to environmental conditions and disinfected
water than enteric bacteria.

ENVIRONMENTAL FACTORS AFFECTING
PATHOGEN SURVIVAL

Unlike pathogens that need to be transmitted by direct
or close contact to infected individuals (i.e., gonorrhea,
human immunodeficiency virus, and herpes), enteric
pathogens are hardy enough to survive conditions out-
side the body for long periods. Their survival depends
on environmental conditions such as temperature, cell
aggregation, sunlight exposure, pH, and presence of
predatory organisms, inorganic or organic matter,
and chemicals that may affect their survival. As tem-
perature increases, the inactivation or dying-off of
enteric pathogens increases. For example, Giardia
lamblia cysts remain viable in water for 77 days and
4 days at 8�C and 37�C, respectively.[8] Since enteric
pathogens infect the gastrointestinal tract they can
withstand fairly low pH values, although high pH con-
ditions may inactivate enteric viruses. Aggregation or

adsorption to organic or inorganic matter may serve
to protect or shield enteric pathogens from the effects
of sunlight, chemical treatments, or predatory organ-
isms. Also, macro invertebrates (nematodes and
amphipods) and protozoa have been shown to ingest
pathogens and protect them from the effects of water
treatment.[9] Sunlight may decrease pathogen survival
due to the effects of ultraviolet light damage. Ultra-
violet light produces nucleic acid damage that can be
repaired by some micro-organisms (bacteria) but not
others (viruses).

PATHOGEN WATER ROUTES
OF TRANSMISSION

Human and animal reservoirs of enteric disease can
contaminate land, water, or air through several routes
(Fig. 1). Fecal waste is deposited onto land in several
ways: direct deposition by domestic animals and wild-
life, piled for storage, piled (composting) or spread
(land applied human biosolids) for treatment, and by
agricultural practices (spraying, spreading, or injection
of waste into/onto soil). Rain or other events that pro-
duce runoff from fecally contaminated sites increases
the potential for transport of pathogens to surface
waters that may be used for drinking, shellfish harvest-
ing, irrigation, or recreational purposes. In addition,
pathogens may be transported through soil and
contaminate groundwater. Airborne transmission of
pathogens via water droplets generated by human
and animal activities or wind is another way by which
pathogens in water may be transmitted. These water
droplets may be transported naturally (surf droplets),
by agricultural activities (spray irrigation), and other
human practices (showers, cooling towers) through air
and are capable of transmitting disease either through
ingestion, inhalation, or contact.[2] Although considered
foodborne, pathogens present in water used for harvest-
ing vegetable crops or shellfish may increase the risk
of illness through consumption of these products.

WATER TREATMENT

There are many treatment practices for the reduction
of pathogens in water and waste. These include

Table 1 Worldwide waterborne outbreak(s)

Country (year(s) of outbreak) Disease (disease agent) Number of cases (number of fatalities)

United States (1993) Cryptosporidiosis (Cryptosporidium parvum) >400,000 (>50)

England (1971–1980) Giardiasis (Giardia lamblia) 60 (0)

Czech Soviet Republic (1979–1982) Shigellosis (Shigella) 287 (not indicated)

Source: From Ref.[3].
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Table 2 Types and characteristics of enteric and other pathogenic micro-organisms that can be transmitted by water

Types of

micro-organisms

associated

with water Microbial characteristics

Pathogens associated

with water disease

Disease or

complication

Bacteria Prokaryotic, single-celled organisms
Cell wall and membrane surrounding
cellular components Reproduce via
binary fission Susceptible to disinfectants
and environmental conditions (compared
to other water pathogens) Spores and
dormant cells formed by some bacteria
enable them to survive hash conditions
(example Clostridium)

Salmonella Diarrhea, typhoid

Campylobacter Bloody diarrhea

Enterohemorrhagic Bloody diarrhea, hemolytic
uremic syndromeEscherichia coli

Enteroinvasive E. coli Dysentery

Enteropathogenic E. coli Diarrhea

Enterotoxigenic E. coli Diarrhea

Size range 0.1–10mm Shigella Diarrhea

Viruses Obligate parasites (require a host
for replication)

Hepatitis A and E Liver disease

Composed of protein outer capsid
surrounding nucleic acid core

Enteroviruses (polioviruses,
coxsackieviruses, echoviruses,
and enterovirus types 68–71)

Febrile and respiratory illness,
meningitis, diarrhea,
encephalitis, and others

Do not carry out metabolic functions Rotaviruses (group A and B) Diarrhea

Nucleic acid may be double or single
stranded

Human caliciviruses Vomiting, diarrhea

Long-term environmental survival due
to simple structure and no requirement
for nutrients

Astrovirus Diarrhea

Size range 0.01–0.1 mm Adenovirus Diarrhea, eye and
respiratory infections

Protozoa Single-celled eukaryotic organisms Giardia lamblia Diarrhea

Complex structure Cryptosporidium parvum Diarrhea

Sexual or asexual replication Cyclospora cayetanensis Diarrhea

Some produce environmentally resistant
stages (example Cryptosporidium oocysts
and Giardia cysts)

Microsporidia Diarrhea, kidney and
respiratory infections

Size range 1–100mm Toxoplasma gondii Flu-like (adults), encephalitis,
and ocular disease (children)

Entamoeba histolytica Amoebic dysentery

Naegleria fowleri Meningoencephalitits

Helminths Multicellular, worms Ascaris lumbricoides Ascariasis

Complex life-cycles (one or more
hosts required)

Necator americanus Hookworm

Eggs are environmentally resistant Trichuris trichiura Whipworm

Size range 1–109 mm Taenia saginata Beef tapeworm

Schistosoma mansoni Schistosomiasis

Cyanobacteria
(blue–green algae)

Procaryotic single-celled organisms Anabaena All can produce toxins
that can cause liver damage,
neural damage,
gastrointestinal symptoms

Replicate by binary fission
or fragmentation

Nodularia

Some species produce toxins Microcystsis

Some are resistant to extreme
environmental conditions

Nostoc

Size range 1–100mm Alexandrium Possible carcinogens

Source: From Ref.[4].
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filtration (sand, activated carbon, flora), coagulation
and sedimentation, disinfection, composting, and
constructed wetlands. A multibarrier approach is used
for the removal or reduction of pathogenic micro-
organisms in municipal wastewater. The general steps
include: 1) removal or sedimentation of large debris
(primary treatment); 2) biological degradation (trick-
ling filters, aeration tank, lagoon) and/or disinfec-
tion (secondary treatment); and 3) a combination of

physical (coagulation and filtration) and chemical
(chlorine disinfection) steps in order to further reduce
biological and chemical contaminants (tertiary treat-
ment). Wastewater treatment has been shown to
reduce bacteria by 99.99999%, viruses by 99.999%
and protozoa by 99.993% (Giardia cysts) and 99.95%
(Cryptosporidium oocysts).[10] Constructed wetlands
have been applied as a low cost alternative to waste-
water treatment. As water flows through the vegetated
wetland absorption to flora, gravel or sand substrate,
natural die-off, sedimentation, filtration, and predation
occurs. For solid waste, compost piles can be used for
the inactivation or reduction of pathogenic micro-
organisms. Temperature is the key factor controlling
pathogen reduction in compost piles where it is sug-
gested that 55�C must be maintained for at least
3 day and 15 day for static and aerated piles, respect-
ively.[9] Difficulties in maintaining uniform tempera-
ture throughout the pile and regrowth of bacterial
pathogens are two disadvantages for use of composting

Table 3 Examples of known and potential zoonotic

enteric pathogens and their hosts

Zoonotic pathogens Pathogen hosts

Bacteria

E. coli Humans, domestic
and wild animals

Salmonella Humans, domestic and

wild fowl, and other animals

Viruses

Caliciviruses Humans and potentially
cattle and swine

Hepatitis E Humans and potentially
swine and rats

Protozoa

Cryptosporidium Humans, domestic and

wild animals

Giardia Humans, domestic and
wild animals

Table 4 Concentrations of enteric pathogens excreted

in feces

Enteric pathogen

group

Range of pathogen concentration

(per gram of feces)

Bacteria 104–1010

Viruses 103–1012

Protozoan parasites 106–107

Source: From Ref.[7].

Fig. 1 Environmental routes of pathogen transmission.
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for pathogen reduction.[9] Due to the different physi-
cal and genetic characteristics of pathogenic micro-
organisms, a combination of treatment or prevention
practices may be necessary for their removal, death,
or inactivation. For example, the ultimate barrier
between pathogens and drinking water consumers is
chemical or physical disinfection for inactivation of
enteric viruses. Their small size (20–80 nm) enables
them to bypass filtration processes, whereas filtration
is required for the removal of protozoan parasites
(>2 m in size) since they are highly resistant to most
water disinfectants.

EMERGING PATHOGENS

Control of water transmission of pathogenic micro-
organisms continues to be a public health concern
because there is an increasing immunocompromised
(elderly, cancer, and AIDS patients) population and
because a large percentage of waterborne outbreaks
go unrecognized.[5,9,11] In fact, while less than 20 water-
borne disease outbreaks are documented each year in
the United States, it is estimated that the true inci-
dence may be 10–100 times higher.[5] Even for well-
established pathogens, the true incidence is unknown
in the United States because: 1) reporting waterborne
outbreaks and its agents is voluntary; 2) there is a
lack of efficient detection methods for some important
enteric pathogens; 3) contamination events in water
are usually transient, thus etiological agents are not
detected; and 4) individuals may not seek medical
attention since acute gastrointestinal illness (AGI) is
usually self-limiting and mild.[4,11] Furthermore, very
little, if any, information exists on infectious agents
that are newly recognized, or ‘‘emerging’’ in water
supplies and their impact on waterborne disease
outbreaks.

CONCLUSION

Water serves as a passive carrier for the transmission
of disease. Human and animal populations may be
exposed to pathogens through direct contact,
ingestion, or inhalation of contaminated water. Enteric
pathogens are the most important group of organisms

relating to waterborne and water-washed diseases.
They are excreted in high numbers in the feces and
have traits that allow their survival and successful
transmission in the environment. These traits should
be considered when making decisions regarding strate-
gies for limiting their transmission by water. A multi-
barrier approach may be best for efficient removal of
bacterial, viral, and protozoan pathogens.
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INTRODUCTION

This article covers transport of pathogens from dif-
ferent sources (e.g., land-applied animal or human
wastes), either over ground or through the subsurface
(soil, sediments, or rock formations), and the possible
arrival of contaminating pathogens at surface or
groundwater. Topics covered include the following:
characteristics of pathogens and of the transporting
pore space; mechanisms of transport; pathogen interac-
tions with soil; measurement and modeling of pathogen
transport; and practical aspects, including conditions
favoring transport to water and their avoidance.

Transport and removal of pathogenic micro-
organisms are increasingly important, as humans
intensify both their demands for freshwater and their
disposal of wastes on land. Microbial transport is also
important for the following processes: bioremediation
of groundwater, e.g., the introduction of beneficial
microbes to degrade chemical contaminants; filtration
of wastewater, e.g., in buffer or filter strips along
waterways, or in wetlands; and sand bed filtration of
drinking water.

Pathogens are released to the environment from two
major sources: 1) agricultural activities involving the
disposal of animal wastes as manure or effluents and
2) human wastes disposed of via septic tank systems
or land-applied sewage sludge (biosolids). Pathogens
include helminths (not covered here), protozoa, bac-
teria, and viruses, each of which has distinct transport
characteristics in surface and subsurface waters.

CHARACTERISTICS OF PATHOGENS
AND PORES

The Pathogens

The size ranges of soil pores and soil biota vary over
orders of magnitude[1,2] (Fig. 1). Viruses are in the
range of nanometers, bacteria in the range of micro-
meters and protozoa in the range of micrometers to
hundreds of micrometers. Pathogens may also form

larger groups by clumping of bacteria or formation
of virus aggregates.[3] This increases the probability
of their removal by straining (see below).

Pathogens vary in their survivability in the envi-
ronment. Bacteria are typically short-lived, but can
reproduce and grow quickly as well. Oocysts of the
protozoan Cryptosporidium (size 4–6 mm) are robust
and persistent.[4] Viruses multiply only in host cells;
for example, bacteriophages are viruses that infect
and multiply inside bacteria, and human enteric viruses
need humans to reproduce.

The Pore Space

In soil, the macropores (or drainable pores) have
equivalent diameters d > 30 mm,[1] are air-filled at
field capacity, and provide the main drainage path-
ways during heavy rainfall or irrigation. At the wilting
point (water potential of �1.5 MPa), only pores with
d < 0.2 mm remain water-filled (Fig. 1).

Subsurface materials often have dual-porosity
character,[4,5] with larger macropores (or fissures or
conduits) embedded in a medium with finer pores, pro-
viding fast-track pathways (Fig. 2). Pathogen entrap-
ment in soil can alter pore geometry by clogging of
pores or formation of surface biofilms. An extreme
example of this is the ‘‘biomat,’’ which forms in soils
used for septic system disposal, made up of layers of
intense microbial activity.

TRANSPORT AND FATE AT AND BELOW
LAND SURFACES

Overland Flow vs. Infiltration

The first step controlling pathogen fate is at the land
surface, where flow may separate into overland flow
or infiltration (Fig. 3). Note that ‘‘overland flow’’
means (as it says) flow above the ground surface.
‘‘Runoff,’’ by contrast, may include both overland
flow and subsurface flow submerged temporarily
beneath the ground surface, which reemerges at lower
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elevation—so-called ‘‘through flow’’ or ‘‘interflow’’.
This distinction is important because the through flow
is subject to the filtering action of soil, whereas over-
land flow is not (although it may be filtered by
above-ground vegetation). Overland flow is most pro-
nounced during heavy rainfall or irrigation and is
encouraged by decrease in surface hydraulic conduc-
tivity, increase in slope or prior surface wetness,

compaction of soil such as by animals in a stockyard,
or by the presence of frozen surface soil.

Fate of Pathogens in Overland Flow

Pathogens can be filtered from overland flow by sur-
face vegetation (e.g., in buffer or vegetated filter strips,
which act as a ‘‘line of defense’’ between waterways
and animal waste disposal sites). Die-off and waste
sterilization result from prolonged surface exposure
to desiccation, natural UV in sunlight, or freeze–thaw
cycles, and predation by other microorganisms.

Fate in the Subsurface: Transport, Entrapment,
and Survival

Within the soil, pathogens are present either in suspen-
sion in the aqueous phase (including the air–water
interface), attached as single or multiple organisms
on solid surfaces (including organic or clay particles
in suspension in water), or in biofilms covering solid
surfaces.[6]

Transport Processes

The main transport mechanism is passive convection
with local flow of the soil solution. The transported
microbes are carried either free floating (singly or in
clumps), or adsorbed onto colloid particles (e.g.,
organic particles or clay).[2] However, some microbes
can move actively: chemotaxis is movement along a
chemical gradient, e.g., toward a food substrate. The
rate of transport increases with soil wetness and as
mean pore size increases and pores become more con-
tinuous. Preferential flow can occur during heavy infil-
tration via macropores in soil (Fig. 2), or fissures or
conduits in rock formations (e.g., limestone in karstic
formations).[7]

Microbes can travel faster than the mean pore-water
velocity because of two differential flow effects.

1. Size exclusion: Microbes tend to be carried near
pore centerlines and, because of their large size,
cannot penetrate the ‘‘slow flow’’ zones next to
pore walls, where flow is slowed by viscous drag.

2. Detouring effect: Microbes are swept preferen-
tially through the larger pores, avoiding smaller
pores.

As a consequence, microbes can travel faster than
the average speed of the moving water, and so can
precede the arrival of solutes or tracers.[5]

Fig. 1 Size ranges of soil particles and pores and of micro-
organisms. The vertical broken lines represent the equivalent

diameters of pores, which empty at permanent wilting point
(PWP), and at the transition between micropores and macro-
pores. Under heavy rain or irrigation, water-filled macro-
pores provide an efficient fast-track pathway for transport

of pathogens or solutes (Fig. 2).

Fig. 2 Illustration of macropore flow. This strongly struc-

tured, cultivated soil was flood irrigated with dye solution,
causing preferential flow through macropores. This type of
flow in ‘‘dual-porosity’’ soils, subsoils, or underlying rock

(e.g., limestone with fissures or conduits) can fasttrack con-
taminants and pathogens to groundwater. (Photo courtesy
of K.C. Cameron, Lincoln University, Canterbury, New
Zealand.)
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Entrapment and Survival

Microorganisms are subject to various processes that
affect their transport and survival in the environment.
These processes include the following:

� Cell multiplication and death: Inactivation (death
or loss of viability) increases at high temperatures
or when food sources (organic matter and nutri-
ents) are scarce or aeration conditions are unfavor-
able. Certain microorganisms, such as bacteria, can
multiply rapidly when conditions become favorable
again. Viruses may be inactivated at certain sur-
faces, for instance, in the presence of iron oxides,
which are common in soils.

� Predation: Microorganisms can feed on other
microorganisms or otherwise inactivate them, e.g.,
some protozoans ingest bacteria and viruses.

� Straining: Microorganisms can get trapped in pore
throats that restrict passage. This effect tends to
become important when the microbe (or clump)
diameter is >5% of the average grain diameter.
Straining is a weak effect in sandy or gravelly soils
or aquifers, where the sizes of pores are large com-
pared to microorganisms.

� Filtration and attachment to solid surfaces: Micro-
organisms are removed from water by attachment
(adhesion) to soil particle surfaces. Attachment is
controlled by the surface properties of microbes
and soil particles and the chemical composition of
the water. Protozoa and bacteria can also actively
bind to solid surfaces by using filaments or
exudates.

� Sedimentation: Microorganisms can settle out of
water under gravity. This mechanism is usually

minor because most microorganisms have a density
close to that of water and are approximately neu-
trally buoyant. Swimming capabilities of some
microorganisms will also prevent settling by gravity.

� Detachment (release) from solid surfaces: Micro-
organisms can detach from solid surfaces when
changes occur in the chemical or physical con-
ditions that initially led to attachment, e.g., bac-
terial cells may be washed away from soil particle
surfaces when water flow rates increase.

� Air–water interface trapping: Certain micro-
organisms (e.g., viruses) tend to attach to air–water
interfaces or air–water–solid interfaces, an event
that occurs in surface waters or unsaturated subsur-
face environments, such as soils.

Microbes are likely to be less efficiently removed
from water moving in through flow than from deep
percolation. First, through flow is likely to occur at
higher soil water content, and indeed is often saturated
flow, so there is less liquid–gas interface available for
microbial removal. Also, travel is likely to be shorter
for through flow than for deep percolation.

MEASURING PATHOGEN TRANSPORT

Measuring transport is complicated by the difficulty of
microbial detection methods, especially for viruses.
Methods include direct sampling for protozoa, bac-
teria, and viruses;[8] using viruses or bacteriophages
as tracers, e.g., with dye attachment;[3,9] or using surro-
gate particles (e.g., fluorescent latex microspheres).[3]

Measuring microorganisms via samples taken from

Fig. 3 Partitioning of water at the soil

surface. Pathogens from agricultural or
human wastes, or wild animals or birds,
may be transported to surface or ground-

water via overland flow, infiltration into
soil followed by through flow, or drainage
through soil. The partitioning is controlled
by the rate of application of water or efflu-

ent vs. the soil’s infiltration rate. Transport
in drainage may be fast-tracked to ground-
water through soil or bedrock, which has

dual-porosity character, with large macro-
pores or fissures (Fig. 2). Fortunately, most
infiltrating water is filtered and disinfected

by soils and sediments, which act as defen-
sive barriers.
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subsurface environments requires special care to
maintain the environmental conditions of the sample
location, in order to avoid alteration of microbial
communities.

MODELING

The difficulty of modeling transport processes in per-
meable media increases as we progress from water
through solutes to microbes. For microbes, additional
complexities include attachment and detachment (and
their dependence on surface charges), multiplication
and inactivation. In general, the modeling approaches
consider convective and dispersive transport by
moving water, coupled with terms for attachment/
detachment and survival,[9,10] and with water flow
separated into macropore flow and matric flow.[2,5]

AVOIDING WATER CONTAMINATION

A mechanistic understanding of the transport and fate
of pathogens leads to the development of best manage-
ment practices (BMPs) for avoiding water contami-
nation. Historically, the single factor causing greatest
risk of contamination is excess water from rainfall or
snowmelt. This can fasttrack pathogens, either in over-
land flow to surface water, or via macropore or con-
duit flow to groundwater, bypassing the natural
disinfection mechanisms present in the soil. Natural
soils act as filters that protect groundwater from
pathogens by removing them as described above.
Degradation of soils by erosion or compaction will,
however, reduce their natural disinfection capabilities.

CONCLUSION

Earth’s natural subsurface materials play a critical
‘‘barrier’’ role in disinfecting water from pathogenic
microorganisms. However, sometimes this barrier fails
or is degraded, and pathogens migrate to and contami-
nate water resources. As humans intensify land use,

understanding and avoiding pathogen transport to
water are essential for sustainable development.
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Pesticide Contamination: Groundwater

Roy F. Spalding
Water Science Laboratory, University of Nebraska, Lincoln, Nebraska, U.S.A.

INTRODUCTION

Trace concentrations of most of the commonly used
pesticides have been confirmed in groundwaters of
the United States. Since groundwater is the source of
53% of the potable water, the more toxic pesticides
and their transformation products are a concern from
the standpoint of human health. Others are a risk
to the environment in areas where contaminated
groundwater enters surface water. Through toxicologi-
cal testing, the USEPA has established Maximum
Contaminant Levels (MCLs) or lifetime Health Advi-
sory Levels (HALs) for several pesticides (Table 1).

The EPA also has a separate list of unregulated
compounds, including newly registered pesticides and
their transformation products, such as acetochlor and
alachlor-ESA, that are presently being evaluated or
being considered for toxicological evaluation. Based
on the results of the EPAs National Pesticide Assess-
ment,[2] 10.4% of 94,600 community systems contained
detectable concentrations of at least one pesticide.
Evaluation of these results led to an estimated 0.6%
of rural domestic wells containing one or more pesti-
cides above the MCL.

PESTICIDE USE

In the United States about 80% of pesticide usage is
in agriculture. The remainder is used by industry,
homeowners, and gardeners. About 500 million pounds
of herbicide, 180 million pounds of insecticide, and 70
million pounds of fungicide were applied for agricul-
tural purposes in 1993.[3] Several maps of the United
States delineate usage patterns of several pesticides.[4]

The majority of the triazine and amide herbicides are
applied to fields in the north central corn belt states
of Michigan, Wisconsin, Minnesota, Nebraska, Iowa,
Illinois, Indiana, and Ohio. Commonly used organo-
phosphorus insecticides are more heavily applied to
fields in California and along the southeastern seaboard
than in the northern corn belt. Carbamate and thio-
carbamate pesticides are heavily used in potato grow-
ing areas of northern Maine, Idaho, the Delmarva
Peninsula, and vegetable fields of California and the
southeastern coastal states. Fungicide use is concen-
trated in high humidity and irrigated areas of the

coastal states and to some extent along the Great Lakes
and Mississippi River Valley. The fumigants carbon
tetrachloride and ethylene dibromide (EDB) were used
heavily in the past at grain storage elevators through-
out the Midwest and elsewhere in the United States.

ASSOCIATED PESTICIDE BEHAVIOR
IN SOILS AND WATER

Although pesticide use is a dominant factor in ground-
water contamination, leaching variability among pesti-
cides exhibiting similar behaviors is striking and
explains why several heavily used pesticides seldom if
ever are detected in groundwater. In general, pesticides
within a class have similar chemical characteristics
upon which soil leaching predictions can be made
based on persistence, solubility, and mobility. Pesticide
class relationships with soils and water transport
described in the following text are detailed in Ref.[5].
Individual frequencies of groundwater pesticide detec-
tion, in parenthesis next to commonly used products,
are calculated from the Pesticide Groundwater Data
Base (PGWDB)[4] and the National Water Quality
Assessment (NAWQA) database.[6] High frequencies
of detection identify those pesticides with a disposition
to leach.

Insecticides

Chlorinated hydrocarbons are one of the oldest chemi-
cal classes of insecticides. Some of the best-known
compounds include aldrin, dieldrin, DDE, DDT, end-
rin, and toxaphene. Although banned since the 1960s,
their extremely persistent nature precludes their detec-
tion in very trace quantities in groundwater of the
upper Midwest. On the other hand, heavily used organo-
phosphates like malathion, methylparathion, disul-
foton, and others have been extensively surveyed
during several groundwater monitoring studies and
have not been detected. The organophosphate insecti-
cides, parathion (not reported (NR), <1),a terbufos
(<1, <1), fonofos (<1, <1), and chlorpyrifos (<1, <1),
which are heavily used on corn and sorghum, were also

a % occurrence from PGWDB, % occurrence from NAQWA data.
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seldom detected. Diazinon (1.1, 1.3), the common gar-
den insecticide, is occasionally detected in ground-
water. Generally, the organic phosphates are rapid
degraders and are strongly retained on soils.

For the most part, carbamates and thiocarbamates
are very sparingly soluble and exhibit low to moderate
soil retention; however, a small number have high
solubility and low soil retention. Most carbamates
are characterized as having short longevities. Gener-
ally, pesticides in this group having half-lives of 30
days or more have the potential to leach. The thiocar-
bamates butylate (<1, <1) and EPTC (2.6, <1) are
extensively used in agriculture and have relatively short
half-lives. Aldicarb (<1, <1) and carbofuran (14.7, <1)
are at the high end for solubility and longevity in their
class. Their metabolites have been frequently detected
beneath high use crops, such as potatoes in the potato
growing regions of the United States.

The pyrethroid insecticides have low solubilities,
short half-lives, and high soil retentions that make
them unlikely to leach. Yet, permethrin (<1, <1) is
occasionally detected in very trace quantities in
groundwater.

Fungicides and Fumigants

Fungicides are non-volatile organometallic compounds
with low aqueous solubility that inhibit growth of
actenomycetes and many fungi. The best-known fungi-
cides zineb (not detected (ND), NR) and captan
are zinc-based, and maneb (ND, NR) is manganese-
based. Some, like bordeaux, are copper sulfate-based.
Although their detection frequency is very low,
fungicides have not been analyzed in many surveys.

Fumigants are very volatile halogenated com-
pounds that generally are knifed below the soil surface.
These compounds have high aqueous solubility and
very low soil retention. The fumigants EDB and
1,3-dichloropropene have been frequently detected in

the subsurface and in groundwater in high-use regions,
such as California.[7] Ethylene dibromide and carbon
tetrachloride were also used in grain storage facilities
during the 1950s and 1960s. Spills, leaks, and improper
handling resulted in 400 reported groundwater con-
tamination sites in Kansas and Nebraska.

Herbicides

There are at least eight major chemical classes of
herbicides. These include: quaternary N, basic, acidic,
carboxylic acid, hydroxy and aminosulfonyl, amide
and anilide, dinitroaniline, and phenylurea herbi-
cides.[5] Several herbicide classes have similar behaviors
with respect to soil and water.

Both quaternary N and dinitroaniline herbicides are
very highly retained by soils and are not expected to be
detected in groundwater. However, paraquat, pendi-
methalin, and trifluralin have been reported several
times in groundwater. Their presence indicates that
transport is dependent on factors not directly related
to compound longevity, solubility, and mobility. Verti-
cal transport by preferential flow through macropores
is a commonly accepted mechanism used to explain
these detections. In some instances, compounds have
been described as preferentially transported attached
to colloidal material.

Carboxylic, hydroxy, and aminosulfonyl acids, and
thiocarbamate herbicides have very low to low soil reten-
tion and very short to moderate longevity. Thus, the more
heavily used and persistent pesticides in these groups are
the ones most generally detected in groundwater. They
include the acids, dicamba (2.0, NR), picloram (2.5,
<1), bromacil (1.8, 1.0), and dinoseb (1.4, <1).

Phenylurea herbicides have low to high soil reten-
tions and short to moderate longevity. Linuron (16.7,
<1) and diuron (<1, 1.9) are the most frequently
detected in groundwater and both have moderately
long half-lives ranging from 60 to 90 days.

Table 1 U.S. maximum contaminant levels for drinking water

Organic chemical name MCL (mg/L) Organic chemical name MCL (mg/L) Organic chemical name MCL (mg/L)

2,4,5-TP (Silvex) 0.05 Chlordane 0.002 Heptachlor 0.0004

2,4-D 0.07 Dalapon 0.2 Heptachlor Epoxide 0.0002

Alachlor 0.002 Dinoseb 0.007 Lindane 0.0002

Aldicarb 0.007 Diquat 0.02 Methoxychlor 0.04

Aldicarb sulfone 0.007 Endothall 0.1 Oxamyl (Vydate) 0.2

Aldicarb sulfoxide 0.004 Endrin 0.002 Picloram 0.5

Atrazine 0.003 Ethylene dibromide 0.00005 Simazine 0.004

Carbofuran 0.04 Glyphosate 0.7 Toxaphene 0.003

Carbon tetrachloride 0.005

Source: From Ref.[1].
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Amide and anilide herbicides have low soil retention
and short to moderate longevity. Several amide herbi-
cides and their transformation products have been
detected in groundwater. The commonly used amides
in the Midwestern corn belt, namely alachlor (1.7,
2.7), metolachlor (<1, 12), propachlor (1.2, <1), and
acetochlor (NR, <1), are the most frequent offenders
because they are relatively persistent.

As suggested by the name, basic herbicides behave
as bases. The group contains several subclasses includ-
ing aniline, formamidine, imidazole, pyrimidine, thia-
diazole, triazines, and triazole. Basic herbicides have
low to high soil retention and very short to moderate
longevity. Again, it is generally the most persistent
and heavily used pesticides that are more frequently
found in groundwater. The most frequently detected
compounds in the group are the triazines, namely atra-
zine (5.6, 30), metribuzin (4.2, 1.9), cyanazine (2.0, 1.4),
simazine (2.0, 14.8), and prometon (2.1, 11.6).

GROUNDWATER CONTAMINATION

It stands to reason that there are generally good asso-
ciations between pesticide use and their detection in
groundwater. Since groundwater flows very slowly at
rates normally ranging from 0.1 ft/day to 3 ft/day,
pesticide sources are generally very near the monitored
well. Thus, high frequencies of triazine and acetamide
detections are reported in the states of the northern
corn belt. More fungicides and fumigants were
detected in warm humid states of California and
Florida where vegetable and fruit crops dominate the
landscape. In an analysis of the 20 NAWQAs for
pesticides, frequencies of pesticide detection in ground-
water were significantly related to the estimated
amount of agricultural use within a 1 km radius of
the sampled site.[6] They also emphasized that pesti-
cides were detected beneath both agricultural (60.4%)
and urban areas (48.5%). Discontinued used pesticides
have been detected numerous times in shallow aquifers.

In general, families of pesticides have similar
chemical characteristics from which predictions have
been made as to the product’s potential for contami-
nation of groundwater; however, differences in the
leaching behavior of pesticides exhibiting similar chem-
istry can be appreciable and is the reason several
heavily used pesticides are seldom, if ever, detected in
groundwater.

MANAGEMENT OF POINT SOURCES OF
GROUNDWATER CONTAMINATION

Important steps are being taken to reduce water qual-
ity pollution by pesticides occurring from spills and

back siphoning events (point sources). Since it is easier
to resolve point than non-point sources, laws have
been enacted to eliminate contamination of surface
water bodies, which may be in hydraulic contact with
groundwater, from used pesticide containers and rinse-
ate from chemical wash downs. Check valves are
mandatory when pesticides are mixed and/or diluted
and prevent backflow to groundwater. Soils at and
adjacent to agrichemical supply facilities have been
surveyed in several states and found to be highly
contaminated with pesticide residues. The herbicides,
atrazine, alachlor, metolachlor, cyanazine, and metri-
buzin are the worst offenders from the standpoint of
pesticide mass in the soils at sites in Wisconsin and
Illinois.[4] Many of these sites and those in other states
are now involved in soil cleanups, which are designed
to protect underlying groundwater from further
pollution.

MANAGEMENT OF NON-POINT SOURCES OF
GROUNDWATER CONTAMINATION

Normal farm chemical applications of pesticides are
generally considered potential non-point sources of
groundwater contamination because they are dispersed
over large areas ranging from fields to watersheds.
Management strategies are in place to reduce leaching
of field applied chemicals.[8] These strategies vary from
regulatory restrictions to outright bans on application
in areas deemed more vulnerable to leaching. Inte-
grated pest management, fostered by the office of
pesticide management at the USEPA, is designed to
reduce chemical applications. The practice of banding
applications has reduced amounts applied. Both target
more efficient pesticides and genetically engineered
plants sensitive only to specific herbicidal action
have been and are being developed. These new pesti-
cides and pesticide–plant combinations require less
chemical than in the past, and the altered plants allow
for pest control with more environmentally sensitive
chemicals. The USEPA has announced a plan to
reduce the mass of applied chemicals from commonly
used triazines and amides that are frequently detected
in groundwater.

Irrigation Management

Irrigation practices can influence pesticide leaching.
Atrazine was vertically transported deeper and faster
when using flood rather than sprinkler irrigation.[9]

Sprinkler systems allow for much more uniform and
efficient water management practices than furrow
irrigation, and recent studies have shown that they
reduce chemical leaching.[10] In the Nebraska’s Platte
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Valley[11] and in the Walnut Creek watershed in
Iowa,[12] peak herbicide concentrations were strongly
related to rapid flushing beneath drainage areas where
surface water ponds during heavy rainfall events on the
cropped fields. Application of excess irrigation water
also was reported to increase herbicide leaching.[9,11]

FUTURE RESEARCH

More research is necessary to evaluate the health risks
of transformation products from heavily used pesti-
cides that are frequently detected in groundwater.
Research needs to focus on precision application of
pesticides to specific field problem areas as a potential
mechanism to reduce chemical application.

There is a need to evaluate the environmental cost/
benefit of safer product replacements used in conjunc-
tion with genetically altered crops. As new products
are registered to replace more persistent and mobile
pesticides, long-term fate studies, including the
monitoring of the transformation product impact, on
groundwater quality are necessary.
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Pesticide Contamination: Surface Water
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INTRODUCTION

About 1000 million pounds of pesticide were applied
in the United States in 1997.[1] This extensive use of
pesticides has caused concern about pollution in the
environment. Indeed, pesticides have been detected in
groundwater, surface water, and rain. However, the
amount found normally is less than 0.1% of the
amount used and occurs in seasonal cycles. Manage-
ment options that limit losses from target sites will
be presented.

DETECTION FREQUENCY, CONCENTRATIONS,
AND SEASONAL CYCLES OF PESTICIDES
FOUND IN SURFACE WATER

Pesticide classification may be based on the type of
pest controlled. Chemicals that control weeds (herbi-
cides) accounted for 60% of the pesticide use in
1997.[1] Chemicals that control insects (insecticides)
and plant diseases (fungicides) accounted for 13%
and 7%, respectively, of the chemical use.[1] Rodenti-
cides, fumigants, and nematicides represent other pes-
ticide classes that account for the remaining 20% of
use. In a typical year, agricultural lands receive about
80% of all pesticides applied while homeowners/gar-
deners (8%) and the commercial market (12%) apply
the rest.

The United States Geological Survey (USGS) has
sampled surface water for pesticide pollution since
the late 1970s. Thousands of samples have been ana-
lyzed for about 100 pesticides or breakdown products
(metabolites). Herbicides are the pesticide type most
commonly found in rural streams.[2] Atrazine, a broad-
leaf herbicide ranked number one in total pounds
applied in the United States from 1987 to 1997 (about
75 million lb/yr), has been detected most often.[1]

Other herbicides found in surface water include sima-
zine and cyanazine (used for broadleaf and grass con-
trol in corn) and alachlor and metolachlor (used for
grass control in corn and soybean).[2] Most of these
herbicides also ranked high in U.S. agricultural use
between 1987 and 1997.[1] The amount of these herbi-
cides found in streams has typically ranged from less
than 1% of the amount applied (cyanazine, metola-
chlor, and alachlor) up to 3% (atrazine).[2] The five

insecticides frequently detected were diazinon, car-
baryl, chlorpyrifos, carbofuran, and malathion.[2]

Detection of cyanazine and alachlor in the U.S.
environment will decline in the future. Cyanazine is
no longer labeled for use in the United States as of
2002. Alachlor is being replaced by acetochlor. How-
ever, acetochlor was detected in surface water in its
first year of general use (1994) with occurrence patterns
similar to other herbicides of the same family.[3] The
concentration detected was lower than alachlor due
to lower application rates.

Pesticides have also been detected in urban
streams.[4,5] In fact, the estimated contribution of insec-
ticides to surface water contamination from urban
and rural areas may be similar. Insecticides, such as
malathion, carbaryl, and diazinon, are commonly used
in urban settings for control of mosquitoes, turfgrass
and garden insects, and termites.[4] Herbicides detected
in urban streams were those commonly used for broad-
leaf weed control in lawns (i.e., 2,4-D, dicamba, and
MCPA)[5] along with prometon and tebuthiuron, both
used for total vegetation control in right-of-way areas.[4]

Herbicides almost exclusively used in agricultural set-
tings (atrazine, alachlor, metolachlor, and cyanazine)
have also been detected in urban streams. Atmospheric
depositions in sediment, rain, or snow or transport from
agricultural watersheds upstream of urban settings are
the most likely sources of these herbicides.

Pesticides in surface water have been detected
throughout the year.[6] The greatest concentrations in
rural streams are reported in the spring and early sum-
mer coinciding with agricultural applications.[7] The
mean pesticide concentrations in most months are
about 1 mg/L.[2] However, during peak usage, concen-
trations in some samples may exceed 12 mg/L. In urban
streams, the mean pesticide concentration is fairly
stable (<0.5 mg/L) throughout the year[2] but can differ
by area of the country. In the southern United States,
pesticides may be applied both earlier and later in the
year due to the longer growing season compared to the
northern tier of states.

PESTICIDE TOXICITY IN SURFACE WATER

The U.S. Environmental Protection Agency[8] has
established pesticide concentration criteria values for

816

© 2008 by Taylor & Francis Group, LLC



N
it

ro
ge

n–
P

la
nt

some pesticides for the protection of aquatic health.
Pesticides can be toxic to aquatic invertebrates such
as plankton[9] and vertebrates such as frogs and fish,
when above critical concentrations. The herbicides,
atrazine [water quality criterion (WQC) ¼ 1.8 mg/L]
and trifluralin (WQC ¼ 0.2 mg/L), and the insecti-
cides, chlorpyrifos (WQC ¼ 0.041 mg/L) and diazinon
(WQC ¼ 0.08 mg/L), were the pesticides that most
often exceeded the aquatic health criteria in 37 rural
streams.[2] In a survey of eight urban streams across
the United States monitored from 1993 to 1995, 41
pesticides were detected. Simazine (WQC ¼ 10mg/L),
prometon (no established criterion), atrazine, and dia-
zinon were detected at all sites and 20 other pesticides
were detected above their WQC in one or more of the
streams.[4] The estimated number of days that the pes-
ticide concentration exceeds the established standards
varies by chemical.[2] Atrazine was estimated to exceed
the standard in 15 rural streams from 1 day to 84 day
(with an average of 36 day). In comparison, chlorpyrifos
and azinphos-methyl (WQC ¼ 0.01 mg/L) exceeded
the standard in 8 streams, ranging from 1 day to 8 day
(average of 3 day) and 1 day to 70 day (average of
13 day), respectively.

In addition, herbicides may be used to control
plants in ponds and lakes. The reduction in vegetation
may have an indirect effect on the number of weed-
clinging invertebrates such as dragonflies or damsel-
flies. However, removal of plants does not always
decrease the numbers of aquatic organisms. For
example, the number of aquatic organisms remain
fairly constant or increase due to an increase in org-
anisms that feed on plant debris after vegetation is
controlled.[10]

FACTORS THAT AFFECT PESTICIDE
MOVEMENT TO SURFACE WATER

Distance Between Application and
Surface Water

The distance between pesticide application and sur-
face water can greatly affect the likelihood of surface
water contamination. In most cases, buffer zones of
50–100 ft are recommended on the pesticide label. Fil-
ter strips of grass or a dense cover crop at the field edge
also reduces the pesticide concentration in the runoff in
two ways.[11] First, filter strips slow water movement
and allow soil particles to settle out of the runoff.
Second, these areas normally are high in organic mat-
ter and can sorb the pesticide out of water. Herbicide
concentrations have been reduced up to 64% after
flowing through a filter strip compared to concentra-
tions upstream of the filter strip area.[11]

Choice of Rate, Pesticide, and
Application Timing

Some pesticides are much more vulnerable to move-
ment into surface water. Pesticides that degrade
quickly (days to a few weeks) are less likely to contami-
nate surface water than those that linger in the
environment (months or longer). Applications to
sandy soils with low organic matter are more likely
to have runoff than loamy or clayey soils with more
organic matter.

The higher the rate of application the more the pes-
ticide available for runoff. For example, banding herbi-
cides to only row areas and using cultivation to control
weeds in interrow areas is one technique to reduce
application rates. The amount of herbicide applied
depends on the bandwidth. If the bandwidth is 1000

on a 3000 row, the amount applied is reduced by two-
thirds compared to a broadcast application rate
where the entire area is covered. Banding has been
reported to reduce the amount of herbicide in runoff
water up to 70%.[12] Applying the pesticide as a split
application also reduces the amount of chemical
present at one time and can reduce the potential risk
of surface water contamination.

Pesticides that are applied at ounces per acre rather
than pounds per acre are available. Examples of herbi-
cides include the sulfonylureas and imidiazilinones.
The low application rates of these herbicides reduce
the total amount of herbicide applied to an area and
therefore reduce the risk of contamination.

Rainfall After Application

The amount, intensity, and time of rainfall after appli-
cation are all factors that affect the total amount and
pesticide concentration in runoff. Generally, a large
amount of pesticide is removed with the first rainfall
after application.[13] If the soil is bare and crusted or
has little or no plant canopy, the amount of runoff will
be very large. Storms with high intensity rains also
have more runoff than if the rain is slow and steady.
The amount of water already present in the soil is
another factor that affects runoff. There is little or
no infiltration on saturated or very wet soils whereas
dry soils will allow more water to infiltrate before
runoff occurs.

Drift, Volatilization, and Atmospheric Transport

Drift is the transport of spray applications in the wind.
The smaller the droplet size, the farther the droplets
can travel. Very fine particles may move for miles
before deposition occurs. These drops could land in
lakes, streams, or other off-site areas. Wind speed also
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is an important factor in drift. Most applications
should not take place when wind speeds are over
10 mph. Pesticides should not be applied when weather
conditions that cause an inversion (warm air over cold
air) are present. Fine spray droplets move much farther
when an atmospheric inversion exists.

There are some factors that can be used to limit
drift. Applying pesticides under low pressure in high
amounts of water will increase droplet size, thereby
decreasing the number of droplets available for drift.
Larger droplets will also lower the pesticide concen-
tration of individual droplets. There are nozzles specifi-
cally designed to limit the amount of fine particles in a
spray pattern. Antidrift chemicals are available to be
mixed with pesticide application. These chemicals
reduce the number of very fine droplets in the spray
pattern. Lowering the spray boom limits the amount
of spray subjected to the wind. Shields for the boom
or individual nozzles can be attached to limit wind
interception with spray patterns.

Pesticides can volatilize (change from a liquid to a
gas) or sublime (change from solid to a gas) from the
soil surface. The amount volatilized is a function of
the vapor pressure of the chemical and the environ-
mental conditions. For example, EPTC, a grass herbi-
cide, is highly volatile with most of the herbicide lost to
the atmosphere within a few hours if not incorporated
into the soil.[14] In contrast, atrazine is not very volatile
but under the right conditions, 2% of the applied
chemical can be lost through this mechanism.[15] This
amount is about one-half the loss due to surface runoff
on a regional scale. A pesticide applied to warm moist
soils on windy days will have a greater loss than if the
same pesticide is applied to cool dry soils.[14]

Pesticides attached to very small soil particles
are also moved into the atmosphere.[16] Soil particles
and aggregates that are less than 1 mm in diameter
are considered wind-erodible.[17] In the Great Plains
area of the United States, the loss of soil due to wind
erosion is greater than the amount lost due to water
erosion.[18] The small size soil particles make up about
50% of the soil mass in the top 0.500 of soil, if the area
has been chisel plowed. The amount of herbicide found
on these particles can range from 50% to 200% more
than the amount found on larger aggregates one day
after application.[19] If there are windy conditions
within days after application, the amount of pesticide
lost could be very high. Shallow incorporation of
pesticides limits pesticide losses into the atmosphere.

Concentrations of pesticides in the atmosphere can
decrease by several methods. Dilution, removal in rain,
snow, or by dry deposition, and photochemical degra-
dation are the three ways in which pesticide concentra-
tions can be reduced.[20] However, pesticides can move
long distances from their sites of application.[21] For
example, surface water and rainfall has been monitored

in the remote pristine area of Isle Royale National
Park, MI, located in Lake Superior.[22] Atrazine was
detected in rainfall from mid-May to early-June, corre-
sponding to peak application timing of atrazine in the
U.S. Midwestern Corn Belt. Surface water of the lakes
in Isle Royale National Park also contained atrazine at
trace (part per trillion) levels. These levels are not high
enough to be toxic to organisms, but their presence in
this remote area point to the need to use caution in
the use and application of pesticides.

CONCLUSION

Although other methods of pest control are important,
pesticides continue to be an efficient, cost-effective
method of management. The challenge is to select
and apply pesticides in a manner that kills the target
pest and does not harm non-target organisms or the
environment. Sound and sensible management can
reduce the probability of pesticides entering surface
water. Precision application to only those areas need-
ing treatment is one method to reduce the total amount
of pesticide applied. Other techniques include using
split applications, banding, and planting filter strips
along streams and water courses.
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INTRODUCTION

Several highly publicized fish kills in 1997 in the
Chesapeake Bay focused national attention on Pfiesteria
piscicida, a toxic dinoflagellate already notorious for its
role in major fish kills in North Carolina, and dubbed
‘‘the cell from hell’’ by researchers from that state.
The economic, socio-political, and scientific consequences
of the 1997 events may be felt for decades to come.

A discussion of Pfiesteria must first consider harm-
ful algal blooms (HABs). Described as ‘‘episodes of
rapid, explosive growth of populations of microorgan-
isms . . . that make and secrete toxic biomolecules,’’[1]

HABs are generally attributable to photosynthetic
microalgae; dinoflagellates are often implicated, with
at least 85 toxic species identified to date.[2] Harmful
algal blooms (also known as ‘‘red tides’’) have been
reported since at least biblical times; however, it is
widely believed that their frequency of occurrence
and intensity have increased in recent years, resulting
in increased mortalities of fish, marine mammals, and
invertebrates, and toxic effects on humans.[3,4] There
is growing concern that recent increases in HABs
may be related to anthropogenic factors, including
nutrient enrichment of coastal waters.

CHRONOLOGY AND IDENTIFICATION
OF P. PISCICIDA

In 1988 scientists at the College of Veterinary Medi-
cine, North Carolina State University (NCSU), were
puzzled by deaths of fish in laboratory tanks.[5] The
mortalities were initially attributed to an unknown
contaminant. The scientists subsequently observed that
a previously unknown dinoflagellate was abundant
just before the onset of fish mortalities, but that the
flagellated cells—‘‘zoospores’’—declined precipitously
within 1–2 hr of the fish kill, suggesting ‘‘ambush-
predator’’ behavior.[6,7] The disappearance of the zoo-
spores was associated with the production of resting
cysts or non-toxic amoeboid forms. After tanks were
re-stocked with live fish, the zoospores re-appeared.

Three years after the fish tank mortalities, the
NCSU researchers linked the deaths to similar fish kill

events in the natural environment. The Albemarle-
Pamlico estuarine system of North Carolina is the
second largest estuary, by area, in the United States.[8]

The estuary is of critical ecological importance,
providing about half the nursery area for fish on the
U.S. East Coast. Since at least the mid-1980s, the estu-
arine system had sustained major, unexplained fish
kills. A massive kill occurred in 1991, resulting in the
deaths of an estimated one million Atlantic menhaden,
Brevoortia tyrannus. Water samples taken at the onset
of and following mortality revealed the presence of the
same dinoflagellates and patterns of abundance as
observed in the culture tanks.

The NCSU scientists isolated the suspect dinoflagel-
lates from several fish kills and conducted laboratory
bioassays. They found that the isolates were lethal to
11 species of finfish, including several commercial spe-
cies, and described the morphology, behavior, and pre-
liminary life history of the organism. The organism
was subsequently assigned to a new genus and species,
P. piscicida gen. et sp. nov., and described as a poly-
morphic and multiphasic toxic dinoflagellate, with
flagellated, amoeboid, and cyst stages.[9]

Since the identification of P. piscicida, the NCSU
laboratory has identified a second toxic Pfiesteria
species, P. shumwayae.[10] Although it was previously
the convention to refer to similar toxic dinoflagellates
as ‘‘Pfiesteria-like’’ organisms, scientists recently reached
consensus that the term ‘‘toxic Pfiesteria complex’’
(TPC) should be employed to describe toxic species that
are strongly attracted to live fish or fresh tissues; whose
toxic activity is triggered by live fish or fresh tissues; and
whose toxins can cause fish stress, disease, or death.
Toxic Pfiesteria complex species currently known are
limited to P. piscicida and P. shumwayae.

After its discovery in North Carolina, P. piscicida
was identified in Delaware Bay in 1993 and documen-
ted in Chesapeake Bay in 1995, in a tributary of the
Choptank River.[11] It was not until several major fish
kill events in tributaries along the lower Eastern Shore
of Chesapeake Bay in the summer and fall of 1997 that
Pfiesteria was considered a problem for Chesapeake
Bay. Pfiesteria was linked not only to fish mortalities
but also to human health problems, engendering wide-
spread media coverage.[12]
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BIOLOGY OF P. PISCICIDA

Pfiesteria appears to be widely distributed in the U.S.
Eastern and Gulf of Mexico coastal waters, from
Delaware to Florida and Alabama. Toxic Pfiesteria
complex species are eurythermal and euryhaline.
Pfiesteria is a complex organism. Though often
described as an alga, it is heterotrophic and not cap-
able of photosynthesis except when zoospores ingest
chloroplasts from algal prey, through a process known
as kleptoplastidy.[13]

Burkholder and Glasgow[7] have described 24
stages in the life history of Pfiesteria. Individual stages
range from 5 microns to 750 microns in size. In the
absence of fish, all stages are non-toxic. Amoeboid
stages subsist on microalgae; encysted stages lie
dormant on the bottom, encased in a protective cover-
ing; and free-swimming cells are known as non-toxic
zoospores. In the presence of fish, zoospores rapidly
become toxic; toxicity is apparently triggered by
chemical cues in live fish or their fresh tissues, secreta,
or excreta. Cysts and amoebae may also be stimulated
to give rise to zoospores that can become toxic as well.
Released toxins may paralyze fish, disrupt osmotic
balance, and degrade fish tissues, leaving open wounds
or lesions.[14] This may lead to the death of the fish or
render them susceptible to secondary infections. After
the fish die, flagellated cells transform to amoeboid
stages that feed on fish remains or, if conditions war-
rant, further transform into dormant, benthic cysts.
Sexual reproduction, including gamete fusion and pla-
nozygote formation, has been observed. Cannibalism
has not been observed.

FISH HEALTH AND PFIESTERIA

P. piscicida has been implicated as the causative agent
for about half of all fish kills in the Albemarle-Pamlico
estuarine system during 1991–1993.[15] Juvenile Atlantic
menhaden appear to suffer a disproportionate number
of Pfiesteria-related mortalities for reasons not yet fully
understood. Lewitus et al.[11] concluded in 1995 that
Pfiesteria was responsible for previously unexplained fish
kills in Chesapeake Bay in 1988. It is now generally
accepted that Pfiesteria was responsible for the fish kills
in the lower Eastern Shore of Chesapeake Bay in 1997.

The most characteristic association of Pfiesteria
with fish mortalities is the presence of large numbers
of fish with open, bloody sores or lesions. Indeed, the
presence of a high number of dead fish with lesions
has been considered not only an indicator of the pres-
ence of Pfiesteria but also a confirmation that mortal-
ities are attributable to Pfiesteria. Toxic stages of
Pfiesteria have also been implicated in non-lethal
pathologies of fish, including lesions, and researchers

have observed that fish may recover from sublethal
exposure to Pfiesteria toxins, but with possible long-
term compromise to their immune systems.

Recent research confirms, however, that lesions in
fish may be the result of an organism other than Pfies-
teria, or a combination of organisms and host factors.
Blazer et al.[16] determined that a high prevalence of
menhaden with ulcerative skin lesions collected from
Chesapeake Bay waters in 1997 was attributable to
the fungal pathogen, Aphanomyces invadans. While
not disputing that lesions associated with dead fish in
acute fish kills may well be caused by Pfiesteria, the
authors cautioned that the presence of lesions does
not necessarily mean that Pfiesteria is responsible, or
even present.

Similarly, Evans et al.[17] found that ulcerative
lesions in Atlantic menhaden collected from Delaware
inland bays could be attributable to multiple factors,
including immunosuppression and increased suscepti-
bility to infectious agents. They found an association
between ulceration and Acinetobacter spp., a bacterial
pathogen implicated in human skin infections, parti-
cularly in immunocompromised individuals, and pro-
duced skin lesions in experimentally inoculated fish.
Further complicating understanding of the role of
Pfiesteria in fish kills, conditions that appear to favor
Pfiesteria outbreaks, including nutrient enrichment in
poorly flushed embayments and estuaries, are also
responsible for eutrophication and associated anoxic
conditions that lead to fish stress or mortality. Because
of these uncertainties, the NCSU laboratory applies a
conservative protocol, based on Koch’s postulates, to
verify Pfiesteria involvement in fish kills and fish
lesions.

EFFECTS ON HUMAN HEALTH

Scientists working with Pfiesteria cultures at NCSU
first became concerned about potential toxic effects
on humans in the early 1990s, when lab workers exhib-
ited a range of disturbing symptoms including sores,
headaches, respiratory problems, blurred vision, nau-
sea, short-term memory loss, and difficulty in reading.
Exposure appeared to be from dermal contact with
toxin-containing water or inhalation of toxic aerosols.
When Maryland fishermen exhibited similar symptoms
during the 1997 Pfiesteria outbreaks in Chesapeake
Bay, Maryland health officials undertook studies to
improve understanding of Pfiesteria toxicity and
effects on humans.[18] The researchers confirmed that
direct exposure to Pfiesteria did result in many of the
dermatological, cognitive, and neuropsychological
symptoms reported earlier, but the studies raised as
many questions as they answered. Understanding of
the human health effects of exposure to Pfiesteria is
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particularly impeded by the absence of an assay to
identify the toxin or of baseline profiles on humans
prior to exposure. There is also insufficient knowledge
of the exposure levels that lead to toxicity; which Pfies-
teria life history stages are implicated in toxicity; the
route of exposure to the toxins; and environmental
persistence of toxins.

PFIESTERIA, AGRICULTURE, AND
PUBLIC POLICY

The Pfiesteria outbreaks in Maryland’s Chesapeake
Bay in 1997 raised concerns that agricultural nutrients,
particularly from the abundant poultry farms on
Maryland’s Eastern Shore, might be responsible for
the conditions that led to the outbreaks. To address
this issue, an ad hoc forum of scientists was convened
in 1997, under the auspices of the University of
Maryland Center for Environmental Science. The
forum summarized its findings in a report entitled
‘‘The Cambridge Consensus,’’ dated October 16,
1997.[19] While the forum did not specifically implicate
agriculture, it did reach the following conclusions:
1) nutrient concentrations in tidal rivers of Maryland’s
Eastern Shore are higher than those of other rivers
with similar salinity; 2) nutrient levels had increased
in those rivers over the previous 12 yr; and 3) higher
than normal levels of nutrients were discharged into
those rivers in 1996 and early 1997 because of unusu-
ally high precipitation and runoff. The forum also
concluded, based on review of research to date, that
nutrient enrichment stimulates growth of non-toxic
stages of Pfiesteria and its algal prey, but is not
required for transformation of Pfiesteria to toxic
stages.

Circumstantial evidence further implicated poultry
farming in Pfiesteria outbreaks. It was reported that
Maryland’s Eastern Shore produces 800,000 tons of
chicken manure annually;[20] that agriculture contri-
butes 70% of the nitrogen and 83% of the phosphorus
discharged to rivers of Maryland’s lower Eastern
Shore watershed; and that the practice by poultry
farmers of routinely applying chicken manure to East-
ern Shore soils used for growing grain (at levels based
on the crop’s nitrogen requirements) results in phos-
phorus inputs to Eastern Shore cropland at a rate
approximately twice that of phosphorus removal by
grain.[21] Annual net phosphorus surpluses are tempor-
arily stored in the soil with the potential for runoff into
adjacent water bodies.

Although Burkholder and Glasgow inferred that
inorganic phosphate could directly stimulate toxic
zoospores of Pfiesteria, and indirectly promote
increased production of non-toxic zoospores, there is
not yet conclusive evidence of a causative link between

agricultural nutrients and Pfiesteria outbreaks. None-
theless, Maryland officials have adopted a conservative
strategy for nutrient management on poultry farms.
The Maryland Water Quality Improvement Act of
1998 requires all but the smallest farmers in the state
to prepare and implement nutrient management plans,
including for phosphorus management on farmland
receiving animal wastes, by 2005. On-farm phosphorus
management presents challenges, particularly in no-till
croplands on Maryland’s Eastern Shore. In these
areas, soluble phosphorus tends to accumulate on the
soil surface with increased susceptibility to runoff.
Nutrient management plans will likely involve reduced
applications of both inorganic phosphorus fertilizers
and poultry manures on croplands.

Advances in animal nutrition may also contribute to
phosphorus management plans. One approach is to
re-formulate poultry rations to include phytase, an
enzyme that increases bioavailability of grain-based
phosphorus in monogastric animals (including poul-
try). Alternatively, development of grains with a higher
content of available phosphorus would reduce the need
for phosphorus supplements in poultry feeds.

FUTURE RESEARCH NEEDS

Although our understanding of Pfiesteria has
advanced considerably since the organism was first
identified, there are still major gaps in our knowledge
of the organism’s biology, taxonomy, toxicity, and
effects on fish and human health, and of the factors
that stimulate its production and toxicity. A multidis-
ciplinary workshop held in Baltimore, Maryland on
October 28–30, 1997 identified major research needs
for Pfiesteria. Key among these were the following:

1. Develop certified ‘‘pure’’ cultures of Pfiesteria-
like organisms to enable comparable and trans-
ferable research among laboratories.

2. Distinguish among species of Pfiesteria and
related taxa.

3. Develop molecular probes to rapidly detect
Pfiesteria and toxins, including in different life
history stages, and to better determine the fate
of toxins.

4. Characterize the chemical composition of
toxins.

5. Improve understanding of effects of Pfiesteria
toxins on fish and human health.

6. Improve research cooperation among scientists
and laboratories.

While there has been considerable recent progress in
these areas, there are still substantial gaps in our
knowledge. There is also a critical need for expanded
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research to better understand the relationships
between agricultural practices and the conditions that
encourage the development of HABs in general, and
Pfiesteria outbreaks in particular, in coastal water-
sheds. Improved understanding of these relationships
will enable the development of sustainable and afford-
able agricultural management practices and tools that
will reduce negative impacts of agriculture on water
quality.
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INTRODUCTION

The pH of a solution is a measure and indication of
how acidic or basic (alkaline) the solution is. The
measurement of the pH of water is one of the most
important and frequently used tests in water chemistry.
An understanding of water pH is vital to understand-
ing both the limitations and benefits of a particular
water supply and its use in agriculture, industry, and
domestic use. The measurement of the pH of water
and wastewater is essential to understanding acid–base
neutralization, water softening, precipitation, coagu-
lation, disinfection, corrosion control, and scale con-
trol.[1] The pH scale ranges from a highly acid pH 0,
corresponding to a solution with (Hþ) ¼ 1, to a highly
alkaline pH 14, corresponding to a solution with
(Hþ) ¼ 10�14. Solutions with a pH from 0 to less than
7 are considered acidic and those from above 7 to 14
are considered alkaline. Solutions with a pH of 7 are
considered neutral. Pure water has a pH of about 7,
alkaline paint stripper and drain cleaners range in
pH from 11 to 12 and battery acid from 1.5 to 2. There
are no Primary Enforceable Drinking Water standards
for pH but National Secondary Drinking Water
Regulations, which are non-enforceable guidelines, rec-
ommend that pH levels be maintained between 6.5 and
8.5. EPA recommends secondary standards to water
systems but does not require systems to comply. How-
ever, states may choose to adopt them as enforceable
standards.

In general, pH is a measure of the activity of the
hydrogen ions in a solution at a given temperature.
We use the term activity because it is the amount of
available hydrogen ions and not the concentration of
hydrogen ions. For example, in pure water (H2O)
exists as

H2O ¼ Hþ þ OH�

The concentrations of the Hþ and the OH� ions are
equal and the solution is at equilibrium and is neutral.
The pH of natural waters typically ranges from 4 to 9
and most are slightly basic due to the presence of
bicarbonates and carbonates or the alkali and alkaline
earth metals.[1]

The term pH is derived from the combination of
‘‘p’’ for the word ‘‘power’’ and ‘‘H’’ for the chemical
symbol for hydrogen. pH is expressed as the negative
log of the activity of the hydrogen ions in solution at
a given temperature.

pH ¼ �log10aHþ

Another way to express the pH mathematically would
be as follows:

pH ¼ log 1=Hþ

where (Hþ) is the amount of hydrogen ions in solution
in moles per liter. In our pure water example, there are
0.0000001 mol per ions of hydrogen and a correspond-
ing 0.0000001 mol per ions of OH�. The pH of pure
water is then

pH ¼ log 1=0:0000001; or 10�7

and is considered neutral. It is important to note that
the Hþ and OH� ions which comprise the H2O water
molecule are continuously dissociating, similar to a
game of musical chairs, and there may be an excess
of one or the other of the ions. This excess determines
the pH or strength of the acid or alkaline solution. If
there is an excess of Hþ ions to the available OH� ions
in the solution, the pH would be <7 and considered
acidic. If the reverse were true then the pH would be
>7 and the solution considered alkaline or basic. For
example, a pH of 8 would indicate a solution with
(Hþ) ¼ 10�8 or tenfold less than a pH of 7 and a
pH of 9 ((H�9) ¼ 10�9) would indicate a solution
one-hundredfold less than a pH of 7.

pH MEASUREMENT SAMPLING

pH measurements must be taken in the field or as close
to the sample source as possible. The equilibria in a
groundwater or surface water system is altered once
the sample is taken. A pH measurement taken at
the moment of sampling may be representative, or very

824

© 2008 by Taylor & Francis Group, LLC



N
it

ro
ge

n–
P

la
nt

close, to conditions found in the source media. How-
ever, if the sample is placed in a sample bottle and
the pH is not determined until arriving at the labora-
tory, the pH may not be representative of the source
media. Gains and losses of carbon dioxide, and reac-
tions such as oxidation of ferrous iron can alter the
pH by a full unit[2] representing a tenfold error. Accu-
rate measurement of pH in the field should be standard
practice for all groundwater and surface water sam-
ples.[2,3] Improved field instrumentation allows the
sampler to take measurements directly from the source
in many cases and any unneeded sample handling
should be avoided. If samples are measured in a sample
container, the sampler can expect to see some drift due
to changes in temperature and carbon dioxide concen-
trations. If it is necessary to take measurements in a
sample container, especially when working outdoors,
the container can be placed in a container or other
shield to reduce temperature changes.

pH MEASUREMENT

Measurement of pH is possible using pH indicator or
litmus paper. This method provides an approximation
of pH and has limited value. The pH indicator paper is
immersed into the sample and the color change is com-
pared to a color scale that indicates the approximate
pH of the sampled media. The advances in pH meters
and relatively low cost of these instruments have all
but replaced this well-known and time-tested technique.

pH METERS

The pH meter measures pH using potentiometric elec-
trodes that measure changes in potential (voltage)
caused by differing concentrations of Hydrogen ions.
The pH measuring system consists of three elements:

1. pH electrode.
2. Temperature compensation element.
3. pH meter (simply a volt meter).

pH ELECTRODES

Electrodes must be matched to the expected pH ranges
and types of materials to be measured. The sampling of
surface and groundwater poses a unique challenge in
that the pH range is very narrow and the media may
have a very low conductivity. The electrode must be
calibrated and is essential to gaining and documenting
instrument accuracy. Calibration adjusts the slope and
offset based on the Nernst equation and is expressed as

a percentage of a theoretically perfect slope. pH buffers
are used as standards to calibrate your instrument. The
following buffers are considered as standards:

� pH 1.68 at 25�C.
� pH 4.01 at 25�C.
� pH 6.86 at 25�C.
� pH 7.00 at 25�C.
� pH 9.18 at 25�C.
� pH 10.01 at 25�C.

Most of these buffers also have charts that give the
expected pH at various temperatures. Each pH meter
will include specific calibration instructions, but ide-
ally, a two-point calibration using two buffers that
bracket the expected pH range to be measured should
be used. For the best accuracy, buffers are used
that are no more than 3 pH units apart. pH buffers
are always discarded after use and only fresh buffers
are used. The electrode calibration should fall between
at least 95% and 105%. Once the calibration has been
conducted, the buffers can be used to recheck the
instrument.

ELECTRODE CARE AND CALIBRATION

Electrodes must be replaced periodically. To prolong
the life expectancy and to assure measurement accu-
racy the following steps should be taken:

� Rinse the probes with distilled water and then with
water from the next sample.

� Stir samples consistently but then stop to take a
measurement.

� Use shields or other methods to reduce temperature
and other chemical changes.

� Avoid rubbing or wiping the electrode
� Store the electrode properly in pH 7 buffer with

KCL or pH storage solution.

Note: Do not store the electrode in distilled or deion-
ized water. Field instruments typically have a field cap
or sleeve to store and protect the electrode. Typically,
the storage cap or sleeve will have an adsorbent
material that must be periodically recharged with stor-
age solution.

Some fresh water samples will require the use of a
low resistance glass electrode or the use of a reference
electrode with a fast continuous leak rate. Some level
of error is introduced and another option is the use
of ‘‘pure water’’ measurement kits. This method uses
a quality glass electrode, a pure water additive to
increase the ionic strength on the media, and a set of
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diluted buffers that are similar to the ionic background
of the pure water kit additive. Since there are varia-
tions in electrodes and instrument, it is advised that
one pH instrument be used for all measurements if
the results are to be compared. Prior to selecting a
pH meter, it is necessary to determine the expected
range of pH measurements, the media to be sampled,
the expected temperatures, and the application (field
or laboratory).

DATA RECORDING

Prior to use, the pH meter should be checked using two
buffer standards that closely bound the expected range
of pH observations. The time and location of the
quality control test should be recorded in the field or
laboratory notebook along with the required perfor-
mance for the study. Time and location of the measure-
ments should be recorded in the field book or logbook.
Both the pH and the temperature indicated by the
meter should be recorded.

ACCURACY, PRECISION, AND BIAS

Advances in pH meter technology have resulted in
advertised field instrument accuracy (ability to mea-
sure a known concentration or standard) of �0.01
pH unit which is highly optimistic. Commercially
available pH standards are typically available within
0.01 units, so it is very difficult to verify accuracy at less
than 0.05 units and under most field conditions to
much less than 0.02 pH units in the laboratory. More
precise standards can be prepared in the laboratory[1]

and instrument precision (ability to reproduce similar
results) can be improved under controlled conditions.
However, �0.1 pH units would be the expected accu-
racy under normal conditions. A synthetic sample of
a Clark and Lubs buffer solution of pH 7.3 was ana-
lyzed by 30 laboratories with a resulting standard devi-
ation of �0.13 pH units.[1] Based on these results and
expected difficulties in measurement of water and
poorly buffered solutions, reporting to the nearest 0.1

pH unit is advised. pH probes on potentiometers
require continuous care and are subject to damage,
especially if the probes are not well maintained. There-
fore, it is critical that the pH meter be calibrated and
checked prior to each usage.

CONCLUSION

The measurement of pH is essential in all water inves-
tigations. pH measurement in drinking and surface
water poses a unique challenge due to narrow range
of expected values. An understanding of pH is essential
to the understanding of nutrient, contaminant trans-
port, and response by susceptible species.[4] Species
response to significant changes in pH typically cannot
be attributed to that single environmental factor but
may be a result of secondary effects such as the toxic
levels of metals such as aluminum.[4,5]

Buffering capacity of the geological formations and
surface and groundwater can also have a significant
effect on the biological effects of such facts as acid rain
or other factors that influence water pH levels. The
importance of accurate pH measurement in all water
measurement activities cannot be overemphasized.

REFERENCES

1. American Public Health Association, American Water
Works Association, Water Environmental Federation,
Standard Methods for Examination of Water and
Wastewater, 20th Ed.; American Public Health Associ-
ation, American Water Works Association, Water
Environmental Federation: Washington, DC, 1999.

2. Hem, J.D. Study and Interpretation of the Chemical
Characteristics of Natural Water; U.S. Geol. Survey
Water-Supply Paper 1473, 2nd Ed.; 1970; 363p.

3. Csuros, M. Environmental Sampling and analysis for
Technicians; Lewis Publishers: Boca Raton, FL, 1994.

4. Sutter, G.W., II. Ecological Risk Assessment; Lewis
Publishers: Boca Raton, FL, 1993.

5. Kalff, J. Limnology; Prentice Hall: Upper Saddle River,
NJ, 2002.

826 pH

© 2008 by Taylor & Francis Group, LLC



N
it

ro
ge

n–
P

la
nt
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INTRODUCTION

Pharmaceuticals are applied in human and veterinary
medicine and are excreted in urine and feces. The
unchanged drugs or (still active) metabolites excreted
by humans and animals end up in sewage and manure
(Fig. 1). Unused medicines are sometimes disposed of
down drains. Within the last decade, pharmaceuticals
have been detected in sewage, surface water, ground
water, and drinking water. This indicates that they
are not fully eliminated by sewage treatment or in the
aquatic environment.[1–4] We describe the occurrence,
fate, and effects of pharmaceuticals in the aquatic
environment.

SOURCES

Human Medicine

Pharmaceuticals, used in medicine, and their metab-
olites enter municipal sewage and sewage treatment
plants (STPs). If the drugs and their metabolites are
not eliminated during treatment, they can enter the
aquatic environment and eventually reach drinking
water (Fig. 1). Unused medicines are sometimes dis-
posed down drains thus also ending up in effluent.
The world wide use of antibiotics alone is estimated
to be about 100,000 metric tons per year.[5] In general,
the volume emitted by households owing to the use of
pharmaceuticals outside hospitals is higher than that
released by hospitals. Because of good manufacturing
practice regulations, which apply to producers, emis-
sions during manufacturing are probably low and
occur locally in the event of an accident.

Many pharmaceuticals are biotransformed in the
body. Metabolism in humans and animals and trans-
formation in the environment modify the chemical
structure of the active molecules, which, in turn, often
results in a change in their physical-chemical and
(eco) toxicological properties. Metabolism may lower
activity or enhance water solubility; however, metab-
olism is frequently incomplete. Excretion rates range
from 0% to 100%. There are two important pathways
of metabolism. Phase I metabolites result from the

modification of the active compound itself by hydro-
lysis (e.g., of ester bonds), oxidation, reduction, alky-
lation, and dealkylation. Phase II metabolites are
phase I metabolites that have been modified by glucu-
ronation or sulfatation (‘‘coupling reactions’’) to
enhance excretion.

It has been assumed that approximately one-third
of the pharmaceuticals sold in Germany and about
25% of those sold in Austria are disposed with house-
hold waste or down the drain. In the Netherlands,
8.3% of the pharmaceuticals prescribed are not used.[3]

The compounds that are disposed with household
waste end up on landfill sites. They can enter the land-
fill leachate. Pharmaceutical compounds have been
detected in ground water near landfills and phar-
maceuticals have been measured in the effluent from
landfills.

Veterinary Medicine and Animal Husbandry

Drugs administered to animals are excreted in pure
form or as metabolites.[6] Manure collected from
large-scale livestock and farming operations is often
spread on crop fields. That practice creates the oppor-
tunity for drugs and metabolites to enter surface water
or groundwater resources via surface runoff and deep
percolation. The wash off from topical treatment of
animals (e.g., sheep) can enter soil or ambient waters
directly. Compounds that enter the soil can perculate
to ground water if they are not eliminated by sorption
or degradation. Pharmaceutical use in aquaculture can
degrade soil and water quality directly.

Occurrence and Fate in the Environment

Detailed investigations into the occurrence, fate, and
effects of pharmaceuticals in the environment are
available for several countries, mainly in Europe and
North America.[1,2,4] Medical substances have been
detected in the effluent from medical care units,
municipal sewage, and the influent and effluent of
STPs, in surface water, ground water, and in drinking
water production (Table 1). More than 150 different
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drugs have been detected in sewage and in the aquatic
environment.

The concentration of pharmaceuticals in water
decreases only slightly along the way from STPs to
ground water and drinking water.

Evidence suggests that the active substances of
many pharmaceuticals are not completely eliminated
during sewage treatment, or in the aquatic environ-
ment, or in the terrestrial environment.[1–4]

The active compounds often exhibit good water
solubility because of their high polarity. Some are
highly mobile in the aquatic environment, while others
such as fluoroquinolones, tetracyclines, or mitoxan-
trone tend to sorb onto environmental matrices such
as sewage sludge, sediments, particles in the water
body, or in soils. The predominant processes by which
pharmaceuticals are attenuated in the environment are
sorption (e.g., quinoloness and tetracyclines) and
degradation. Pharmaceutically active compounds often
are molecules with different chemical functionalities
within the same molecule. Under environmental con-
ditions, these molecules can be neutral, cationic, anio-
nic, or zwitterionic. Zwitterions are electrically neutral,
i.e., the sum of charges is zero but they carry positive
and negative charges at the same time. At pH values
below and above this isoelectrical point, the molecules
carry a net positive or negative charge. In other words,
compared to most bulk chemicals, pharmaceutically
active compounds are often complex molecules with
special properties, e.g., dependence of log Kow on pH.

EFFECTS

The active ingredients of medications have been
selected or designed to act against organisms. The

following properties influence their environmental
impacts:

1. Effectiveness against bacteria.
2. Effectiveness against fungi.
3. Effectiveness against (non)target higher

organisms.
4. Persistence.

Some compounds have effects in environmental
organisms below the microgram per-liter-range. Hor-
mones are bioactive in very low concentrations. Little
information is available on the long-term effects of
active substances in low concentrations on organisms
in the aquatic and terrestrial environment. Effects on
fish, Daphnia, algae, and bacteria have been demon-
strated in low concentrations in chronic tests.[7]

Resistance

Antibiotics in subinhibitory concentrations can affect
cell functions and change the genetic expression of
virulence factors or the transfer of antibiotic resistance.
In vitro experiments have shown that gentamicin in a
concentration of 100 mg/L increases the transfer rate
of resistance in staphylococci but does not select resis-
tant bacteria. Other substances such as macrolides, qui-
nolones, or vancomycin do not have such impacts.[8]

The overall significance of antibiotics in the environ-
ment is still not clear.[9]

RISK AND RISK MANAGEMENT

The risk of adverse effects on humans through the
ingestion of pharmaceuticals contained in drinking
water seems to be negligible. The maximum possible
intake within a life-span (2 L of drinking water per
day over 70 yr) is far below the dosages used in
therapy. Thus, the risks posed to humans from
pharmaceuticals in the environment seem to concern
environmental hygiene rather than toxicology and
pharmacology. However, extrapolating effect data
from high dose short-term ingestion during therapy
to low dose long-term ingestion, i.e., ‘‘medication’’
via drinking water is still an unresolved issue both in
toxicology and in ecotoxicology. Furthermore, assess-
ments have so far been undertaken for single sub-
stances mostly and not for groups of similar acting
compounds, or for mixtures of compounds from differ-
ent groups such as antibiotics and cytotoxics. Such
interaction is known from medical literature. Some
of the compounds have carcinogenic, mutagenic, or
reproductive toxic effects.

Fig. 1 Sources, distribution, and sinks of pharmaceuticals in
the environment. Source: From Ref.[1].
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As a means of risk management it has been pro-
posed that sewage treatment plant effluent should be
treated using (photochemical) oxidation processes, fil-
tration, and reverse osmosis. However, none of these
methods eliminates all compounds. The toxic proper-
ties of the resulting transformation products are not
yet well assessed. Furthermore, additional advanced
treatment will increase the cost of sewage treatment.
It might be cost-effective to prevent the input of such
compounds by prudent practice.

CONCLUSIONS

Pharmaceuticals are present in the aquatic environ-
ment. Concentrations are generally in the nanogram–
microgram per litre range, which is below the
therapeutical effect threshold.

However, knowledge on their effects and our under-
standing of such low environmental concentrations are
poor. Risk assessments are based on the assumption
that short-term high-concentration intake, i.e., within
therapy, is comparable to the intake of a low con-
centration over a lifetime. Compounds that deserve

our attention most are hormones owing to low effect
thresholds, antibiotics, because they contribute to
resistance and cytotoxics, owing to their mutagenic
and carcinogenic properties.

The input of pharmaceuticals into the environment
can be reduced by implementing prudent use and
proper disposal. In the long run, pharmaceutical effec-
tiveness can be improved and degradation properties
could be enhanced.
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Table 1 Typical concentration ranges of pharmaceuticals in sewage and in the aquatic environmenta

Water body/

concentration >10,000 ng/L >1,000 ng/L >100 ng/L >10 ng/L

<Detection

limit

Hospital effluent Antibiotics,
antiepileptics

Cytotoxics

Influent sewage
treatment plantb

Analgesics Cardiovascular
active compounds,

antiepileptics, cytotoxics

Effluent sewage
treatment plantbc

Iodinated x-ray
contrast media

Cardiovascular active
compounds, antiepileptics,
analgesics, antibiotics

Antibiotics,
iodinated x-ray
contrast media

Cytotoxics

Surface water Iodinated x-ray

contrast media

Cardiovascular active

compounds, antiepileptics,
analgesics, antibiotics,
antidepressants

Cytotoxics Antidepressants

Ground water Cardiovascular active

compounds, analgesics,
iodinated x-ray
contrast media

Drinking water

production

Analgesics,

antiepileptics,
iodinated x-ray
contrast media,

antibiotics

Cardiovascular

active compounds

aMost important groups are shown; analytical procedures for the detection of pharmaceuticals are available for about 150 compounds.
bSometimes only one compound out of the group was detected, sometimes several. Detection limits are different; mostly they are in the range

of 10–100 ng/L.
cThe number of studies for effluents is about threefold those for influent.
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Phosphorus: Inputs into Freshwater from Agriculture

Richard McDowell
AgResearch Ltd., Invermay Agricultural Centre, Mosgiel, New Zealand

INTRODUCTION

Eutrophication, the unwanted growth and die off of
aquatic weeds and algae, is a major water-quality
concern worldwide. Its economic impact on the fishing
and water-treatment industries, in the eastern United
States alone, have amounted to $2 billion in 10 years.
Over the last 30–40 years, attention has centered on
agriculture as the primary source of P loss to surface
waters with P being a limiting nutrient for eutrophica-
tion. This attention is due to the identification and
mitigation of point sources, and the intensification
and specialization of farming. However, at the same
time, as mitigating point sources of P losses, more than
twice as much P has been applied to agricultural land
than removed in crop grain or produce. Now many
farms possess soil P concentrations well in excess of
plant needs, resulting in an increased potential for loss.
For the impact of P loss to be minimized, mechanisms
must be understood and management must be adjusted
accordingly.

LAND USE

Surveys of several watersheds have shown that P loss
in runoff (overland and subsurface flow combined)
increases as the portion of watersheds under forest
decreases and agriculture increases.[1] Overland flow
or surface runoff from forests, grasslands, and other
non-cultivated land carries with it little sediment, so
P losses are low and generally dominated by dissolved
P, which is immediately algal-available[2] (Fig. 1). The
cultivation of agricultural land greatly increases
erosion, and with it, the loss of particle-bound P.
Typically, particulate losses constitute 60–90% of P
exported from most cultivated land.[2] Some of the
particle-bound P is not readily available, but much of
it can be a long-term source of P for aquatic biota.[3]

MECHANISMS OF P LOSS

In an agricultural landscape, P loss is greatest in areas
where P is concentrated and water movement regularly
occurs. Availability of P to water flow is determined by
soil, crop, manure, and fertilizer management, while

loss only happens if water flow (overland or subsur-
face) occurs. Areas where both high source and trans-
port potential coincide are termed ‘‘critical source
areas’’ (CSAs). These CSAs are usually small (<20%
of land area) but can contribute most of the P exported
from a watershed (90%).[4]

Availability and Release of P

In soils, P is associated with Al, Fe, Mg, and Ca.
Aluminum- and Fe-P dominates as pH decreases, while
Mg- and Ca-P dominate as pH increases. Organic P
can form a significant part of soil P especially in acidic
soils and soils that contain much organic matter. Com-
pared with inorganic P, organic P is less available to
aquatic organisms. However, organic P is an important
source of P, which can be converted to orthophosphate
by aquatic biota via phosphatase enzymes. In general,
as P accumulates in the soil, more of it becomes avail-
able to flow. This is usually evident by a curvilinear
(e.g., exponential) increase in water-soluble P or P loss
in flow relative to soil test P (STP; e.g., Bray, Mehlich,
or Olsen).

The rate at which dissolved P can come into flow
will determine the P concentration in flowing water.
Kinetic exchange experiments using 33P have con-
firmed that P exchangeable within 60 sec is closely
related to P in overland or subsurface flow. With time,
P transport in overland flow becomes less related to
this pool and more dependent on the slow diffusion
of P from the inside of the soil aggregate.[5] Overall,
soil P release to flow is a function of the surface area
and the quantity of available soil P. Holford and
Mattingly[6] showed that in near-neutral pH soils, P
release and sorption were correlated to CaCO3 surface
area, but not to total CaCO3 concentration.

Phosphorus fertilizer and manure management can
greatly increase P losses. Kleinman et al.[7] showed that
surface application of several manures, composts, and
diammonium phosphate increased dissolved reactive
(<0.45 mm) P in overland flow by 4–26-fold from
unamended soil, and shifted P loss from particulate
(90% in unamended soil) to dissolved (60% in amended
soils) forms. Surface application of manure and min-
eral fertilizer concentrates P at the soil surface, where
it is vulnerable to loss by overland flow. Depending
on rainfall intensity and slope gradient, the depth of
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topsoil interacting with overland flow varies from c. 1
to 40 mm.[8] By injecting or knifing-in manure, P loss
can be greatly deceased. In addition, by increasing the
time between application and likely flow events, P loss
can be further decreased. Following application,
potential P loss is greatest and declines exponentially
with time as P interacts with soil and is converted to
more recalcitrant forms.[9]

While large manure application rates may increase
soil-available P, additions maintaining STP within
the range of plant responses (i.e., not in excess) may
increase soil organic matter, may affect porosity,
aggregate stability, infiltration, and, overall, may
decrease P loss.[10]

The Transport and Loss of P

Volume of runoff, especially overland flow, will dictate
the load of P lost from the landscape. Rainfall is
the primary driving force behind P transfer, although
some movement of P via wind erosion is also likely
to occur in some regions. Increased net precipitation
(precipitation–evapotranspiration) to a watershed
increases the amount of discharge and the quantity
of P lost by accelerating those transformations that
occur before and after P reaches stream flow. Runoff
from rainfall events can be divided into subsurface
and overland flow (Fig. 1), depending on watershed
characteristics (e.g., slope, soil type). Consequently,

the locations of CSAs can vary with space and time.
Some naturally wet areas, such as near-stream areas,
are CSAs that can be actively losing P for much of
the year and require targeted management.

Because of the greater kinetic energy and erosive
power of high-frequency storms, more P is lost during
overland flow in particulate forms than in subsurface
flow. Although some subsurface flow pathways may
be important under certain hydrological conditions,
loss of P in subsurface flow is generally less than in
overland flow, and decreases as the degree of soil–
water contact increases, as a result of P sorption by
P-deficient subsoils.[11] Exceptions occur where organic
matter accelerates P loss together with Al and Fe,
where the soil has a small P sorption capacity (e.g.,
some sandy soils), or where subsurface flow travels
from P-rich topsoil via macropores or is intercepted
by artificial drainage (Fig. 1).

During overland flow, soil and associated P are lost
in order of increasing particle density and weight, while
the opposite occurs for deposition during overland
flow.[12] Thus, fine and/or light soil particles that
contain many Al- and Fe-oxides and associated P or
humic-associated P are transported before coarser
and/or heavier sized particles. Eroded fine particles
will be able to maintain P in flow for longer than coar-
ser particles with less P in reserve. However, the
concentration of P in water in equilibrium with fine
particles can be much less (relative to the total concen-
tration of P in the particle) than from coarse particles,

Fig. 1 Mechanisms of P loss from agricultural land to surface waters.
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which have a lower affinity for P and will release it
faster.[13] Recent evidence suggests that the majority
of concentration change during overland flow may be
due to deposition and dilution, except in soils with a
recent surface application of manure where most P is
transported in light particulate organic matter, whose
concentration varies little during flow.[13]

MANAGEMENT TO DECREASE P LOSS

Inputs of P from agricultural land to surface waters
can range from 0.01 to 30 kg ha�1. Depending on the
eutrophic state (e.g., pristine-oligotrophic to severely
impacted-hyperuutrophic), characteristics (e.g., bed-
rock), and dynamics of the receiving water body, even
small amounts of P can induce a trophic response,
whereby water quality as a result of eutrophication
would either improve or decrease. However, linkages
between CSAs and trophic responses across scales
are uncertain, making critical P concentrations
unclear. Consequently, management should be directed
at decreasing P loss by as much as possible.

Effective management ultimately aims to balance P
inputs with P removal in grain crops or produce at the
farm gate. However, in areas of concentrated animal
production, sufficient land may not be available for
manure disposal, leading to an increase in soil P
concentration.

Efficient management of P sources involves placing
P away from CSAs that are likely to loose much P.
Cultivation immediately after P application can
decrease P losses if erosion is minimized. Periodic till-
age of the soil may also decrease P loss by redistrib-
uting high-P topsoil throughout the root zone. As
discussed, maximizing time between P application
and rainfall events will decrease P loss. Furthermore,
application of poorly water-soluble or slow-release fer-
tilizers may help in situations where P application is
likely to be soon followed by a rainfall event. The pres-
ence of crop covers and crop residues help decrease P
loss by decreasing erosion and overland flow. Equally,
anything that keeps surface roughness high or inter-
cepts overland flow and encourages infiltration and
sediment retention can be effective. Such measures
include riparian zones, buffer strips, terracing, cover
crops, contour tillage, and impoundments or small
reservoirs. However, these measures are better at stop-
ping particulate than dissolved P transport.

Other remedial measures include additives for
manure to decrease P solubility and potential release
to runoff, supplying animals with no more P than they
actually need either in feed or supplements, use of soil
testing to guide future P application (particularly as
manure), identifying CSAs to target conservation

measures, and redistribution of manure within and
among farms.

CONCLUSION

The loss of P from agricultural land varies with use,
management, watershed characteristics, and climatic
variables. Although the amounts lost can greatly vary,
a better understanding of the mechanisms behind P
loss would allow for more targeted management that
will enable agriculture to have less impact on surface
water quality.
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INTRODUCTION

Phosphorus (P) is an essential nutrient for growth and
development of algae and other aquatic plants. How-
ever, P can cause water pollution if sufficient concen-
tration (25–100mg total P L�1, eutrophic condition) is
present in water. Eutrophication (nutrient-rich con-
dition) can significantly increase growth of aquatic
plants, algae, and sometimes strains of algae that cause
taste, odor, or toxicity problems for drinking water
supplies. During the night, when there is no photosyn-
thetic activity to renew oxygen supplies for the dense
concentrations of living cells, dissolved oxygen levels
may become so depleted that fish and other aquatic
animals cannot survive. Furthermore, many of the
blue–green algae that cause the most serious water-
quality problems require P inputs to grow and flourish,
but they do not need high concentrations of N in lake
water because they are able to utilize atmospheric N.
Accelerated eutrophication of lakes, streams, and
coastal waters remains a serious problem and has
grown worse in many regions. Therefore, management
plans for minimizing eutrophication should be
designed to limit P inputs to surface water. Phosphorus
occurs in water in many different forms that need to be
evaluated to identify the overall effects of P on water
quality. These include dissolved, bioavailable, particu-
late, and total P. Measuring these P forms in water is
critical for distinguishing among them and assessing
their effects on water quality.

PHOSPHORUS FORMS IN WATER

Dissolved P

Dissolved P is primarily the P fraction in the orthophos-
phate forms (H2PO�4 and HPO2�

4 ), which are immedi-
ately available for algae and plant uptake. Measuring
this P fraction is important in determining the eutro-
phication potential of the water since dissolved P is a

major portion of algae-available P (bioavailable P)
in water. Dissolved P concentrations as low as
0.01 mg L�1 of lake water have been suggested as critical
levels that can accelerate the eutrophication process
in some relatively pristine lakes.[1] However, keeping
runoff levels below 1 mg L�1 can help maintain accept-
able levels of water quality in many lakes, streams,
and coastal estuaries.

The dissolved P fraction can be conveniently sepa-
rated from suspended P fractions by passing the water
sample through a membrane filter (0.45 mm pore diam-
eter) immediately after sample collection. Although
this technique may not completely separate dissolved
P from suspended P, it is easily replicated and provides
a clearly defined analytical separation. Dissolved P in
water is determined without any preliminary hydro-
lysis or oxidative digestion of the water sample.
Samples should be kept refrigerated (4�C) and analysis
is recommended within 48 hr, unless the sample is
stored frozen at temperatures below �10�C. Also,
low concentrations of dissolved P may be adsorbed
onto plastic bottles, so acid-washed glass bottles are
recommended unless the sample is to be frozen.[2]

The molybdate colorimetric test used to determine dis-
solved P concentration in water is based on the fact
that dilute orthophosphate solutions react with
ammonium molybdate and potassium antimony tar-
trate in an acid solution to form an antimony-
phospho-molybdate complex. When this complex is
reduced by ascorbic acid, it takes on an intense blue
color that is proportional to orthophosphate con-
centration.[3] Analytical procedures and additional
information for the modern molybdate colorimetric
test, including techniques for automated analysis, can
be found in a standard methods textbook.[2]

Bioavailable P

A laboratory test for bioavailable P (BAP) mea-
sures the amount of dissolved plus the fraction of par-
ticulate P in water that is available for algae uptake,[4]
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and is an excellent indicator of the eutrophication
potential of P in water. Briefly, a filter paper circle
(5 cm diameter) with small pores (e.g., <5.0 mm) is
immersed into a solution containing 10 g FeCl3 � 6H2O
O in 100 mL distilled water. The filter papers are then
air-dried and immersed for a few seconds in 2.7 M
NH4OH solution to convert FeCl3 to Fe oxide. This
iron-oxide filter strip has been shown to closely mimic
the ability of algae to take up P in water. BAP in a water
sample (50 mL) is then determined by shaking the sam-
ple with an iron oxide filter strip for 16 hr at 25�C on an
end-over-end shaker. Phosphorus retained on the strip
(BAP) is removed by shaking each strip with 40 mL of
0.1 M H2SO4 for 1 hr. Following neutralization, P is
measured by the method of Murphy and Riley.[3]

There is a high correlation between BAP and dis-
solved P in runoff water from agricultural fields, and
dissolved P comprises most of the BAP (Fig. 1). Since
BAP in water is immediately available for algae
uptake, the test would provide an indication of
the eutrophication potential of the water body in the
immediate future.

Total P

Total P in water provides an indication of short- and
long-term water pollution potential. The United States
Environmental Protection Agency (USEPA) has estab-
lished total P concentrations of 25–100 mg L�1 as criti-
cal levels for eutrophication of surface water. Total P
consists of dissolved P and particulate P with dissolved

P being an immediate concern and particulate P being
a long-term P pollution concern.

To determine total P concentration in water, an
unfiltered water sample should be shaken to suspend
any particulate matter immediately prior to measuring
a subsample for analysis. Water samples for total P
analyses can be frozen at temperatures below �10�C
for long-term storage, or acidified (using HCl or
H2SO4) to pH <2 and refrigerated (4�C) if analyzed
within one month. Total P concentration in a water
sample can only be determined colorimetrically when
all P compounds (organic, condensed, and particulate)
have been hydrolyzed to orthophosphate forms so that
they will react with the molybdate reagent. This can be
accomplished by several published methods, but they
all require the use of heat and/or various strong acids
to digest the water sample, thus oxidizing organic com-
pounds and releasing the P as orthophosphate. Some
methods also require strong oxidizing agents and thus
may be dangerous. For example, perchloric acid diges-
tion[6] is still known as a standard method for oxidizing
resistant P compounds in water, but the heated mixture
of HClO4 and organic matter may react rapidly enough
to produce a violent explosion unless organic matter is
predigested. Preferred methods are sulfuric acid–nitric
acid digestion, generally considered the most reliable
procedure for potentially difficult samples, or persulfate
digestion, which is simpler to use and provides good P
recovery rates for most samples. Regardless of digestion
method, at least 25 mL of shaken, unfiltered water sam-
ple should be digested if a large enough sample volume
is available. Larger volumes (e.g., 100 mL) are recom-
mended for digestion if the water sample is exceptionally
clean and low P concentrations are expected. If total
dissolved P is the only fraction of interest, then the
water sample can be passed through a membrane filter
(0.45mm pore diameter) to remove particulate P before
initiating a digestion process.

Sulfuric acid–nitric acid digestion takes several
hours and may require the addition of at least one drop
of 30% sodium peroxide to clarify relatively dirty sam-
ples during the digestion process so that residual color
does not interfere with spectrophotometer analysis.
Details of sulfuric acid–nitric acid digestion, persulfate
digestion, and other methods, including techniques
for automated versions of the P analyses are described
in Ref.[2].

Particulate P

Particulate P consists of P fractions that are bound to
soil particles and organic matter. This fraction is
determined as the difference between total P and dis-
solved P in water. A small part (bioavailable particu-
late P) is immediately available to aquatic plants, but

Fig. 1 Relationship between dissolved P and bioavailable P
in runoff from fields with grain sorghum and winter wheat
residues and receiving manure and fertilizer application.
Source: From Ref.[5].
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most particulate P must go through a chemical or
biological reaction to become plant-available. Soil
erosion increases particulate P in surface runoff, so
reducing soil erosion is an important factor in minimiz-
ing particulate P loss. Particulate P can be a long-term
environmental concern as the sediment-bound or
organic P may eventually become available as dis-
solved P for algae uptake. Particulate P usually consti-
tutes a major portion of total P in runoff from tilled
soils, but a relatively minor P component in runoff
from pastures, rangelands, and forests. Particulate P
normally settles in the bottom of a water body, but
can slowly release P to the overlying water. The sedi-
ments act as a P sink under aerobic conditions, but
as a P source under anaerobic conditions.[7]

CONCLUSION

Phosphorus is an essential plant nutrient but excessive
amounts can cause water quality deterioration.
Measuring different forms of P in water can aid in
determining the extent of short- and long-term water
quality concerns. Dissolved and bioavailable P com-
ponents are immediate water quality concerns as they
are readily available for uptake by algae and other
aquatic plants. Particulate and organic P fractions
can cause water quality concerns over the long-term
as P is slowly released in plant available forms to the
surrounding water body. Total P consists of soluble
plus particulate P and is an important component of
water pollution assessment. The USEPA uses total

P concentration as an indicator of eutrophication
potential of surface water.
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INTRODUCTION

The role of phosphorus (P) inputs in accelerating
eutrophication of freshwaters is well documented.[1]

The total load of P to a river can broadly be divided
into point source inputs, typically dominated by sew-
age treatment effluents, and diffuse sources, often
dominated by agriculture.[2,3] There is a general
increase in P transport in the order of rivers draining
forested–native ecosystems, intensively managed agri-
culture, and urban settings.[4] Point sources enter the
river more continually through the year than do
non-point sources, which are subject to large seasonal
variation, typically as a function of overland flow.[5]

Changes in the forms and amounts of P during trans-
port in streams and rivers can greatly influence the
eventual impact of P loss on the degree of eutrophic
response of receiving waters.[5,6] These changes are medi-
ated by physical (sediment deposition and resuspension
and flow regimes), abiotic (P sorption and desorption),
and biotic (microbial and plant uptake) processes.[7,8]

RIVERINE PROCESSES

Physical Processes

Fluvial sediments are derived from the erosion of sur-
face soils, gullies, ditches, and stream banks. Because
surface soils generally contain the highest concen-
tration of P in soil profiles, and erosion preferentially
removes P-rich particles, eroded surface soil represents
a major source of particulate P in riverine systems.[9,10]

In areas with recent gully formation or bank
erosion, subsoil is the dominant source of sediments.
Consequently, sediments derived from these sources
have low P content and high P sorption capacities.[11,12]

As P release and sorption are largely related to particle
size, with coarser-sized particles releasing P more

readily than fine particles, which tend to sorb more
P,[13] hydrologic processes controlling sediment par-
ticle size distribution have important implications to
P fate in river systems.

Abiotic Processes

In fluvial systems with good hydraulic mixing (such as
shallow flowing streams), P movement between sedi-
ment and water phases is mediated by the equilibrium
P concentration at zero net sorption or desorption
(EPC0); P is released from sediment if the concentration
of P in stream flow is less than its EPC0, while the reverse
is also true.[14] Other processes influencing sediment
P release include a rise in stream water pH, P from
dead phytoplankton, periphyton, or macrophytes, the
hydrolysis of organic P species, and changes in sediment
crystallinity and oxidation/reduction.[9,15] For example,
the potential of stream sediments or bank material
exposed to wetting–drying cycles causes a change in
Fe-oxide crystallinity making P less easily released.[16,17]

BIOTIC PROCESSES

Uptake of P by aquatic biota can decrease dissolved P
in the water column,[18] while bacteria can mediate a
sizeable proportion of sedimentary P uptake and
release (30–40%).[19,20] Biologically controlled P release
during the decomposition of organic matter in
sediments can be an important source of dissolved P
at times of high temperature and low flow in areas with
organic-rich sediments, such as streams draining for-
ests.[21] Organic matter in sediments may also increase
the blooms of bacteria and algae by preventing
chelator limited growth.[22] The effect of biotic
processes on riverine P transport varies greatly, reflect-
ing seasonal cycles, management of stream-side land,
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sediment P forms, size of flow event, and streambed
geology. However, during elevated flow, when P loads
are often high, biotic processes have less effect on
EPC0, and physical and abiotic processes dominate.

Nutrient Spiraling

The concept of P-spiraling, or the distance traveled
downstream by one P molecule as it completes one
cycle of uptake and transformations from dissolved to
organic forms and back into flow, reveals significant
information about the degree to which P changes dur-
ing transport in rivers.[23] Lengths of P-spiraling vary
from 1 to 1000 m, as a function of flow regime, season,
bedrock geology, and sediment characteristics.[24,25]

Similarly, interaction of ground water with stream flow
within the hyporheic zone can cause increases or
decreases in P concentrations depending upon stream-
bed upwelling or infiltration of P-rich stream flow.

INTEGRATING RIVERINE PROCESSES AND
LAND USE IMPACTS ON P TRANSPORT

The effects of riverine processes on P transport are
illustrated by McDowell, Sharpley and Folmar[26]

They found dissolved P concentrations in base flow
increased from 28 to 42 mg L�1 as one moved down-
stream in a 40-ha, agricultural watershed (Fig. 1).
Base flow P concentrations were controlled by chan-
nel sediment P sorption (532 mg kg�1 at flume 4 and
227 mg kg�1 at the outlet) and EPC0 (4 mg kg�1 at
flume 4 and 34 mg kg�1 at the outlet). Storm flow trends
were the opposite, with P concentrations decreasing
downstream (304 mg L�1 at flume 4 and 128 mg L�1 at
flume 1) due to the dilution of P derived from a critical
source area, i.e., an area of high soil P and high ero-
sion/runoff above flume 4 (Fig. 1).

In a much larger watershed, McDowell, Sharpley
and Chalmers[6] examined the processes controlling
sediment P release to the Winooski River, VT, the lar-
gest tributary to Lake Champlain (Fig. 2), revealing
the complex interactions of local sources of P, sediment
properties, and flow on riverine P transport. Input and
delivery of fine sediment enriched with P was influ-
enced by surrounding land use. Algal-available P of
river sediments near agricultural land (3.6 mg kg�1)
was greater than that of sediments near forested land
(2.4 mg kg�1) (Fig. 2). Over the short term, river flow
and sediment physical properties were responsible
for particulate P loadings from the river to Lake
Champlain. However, deposition of sediments down-
stream, near the outflow into Lake Champlain, resulted

Fig. 1 The distribution of high Mehlich-3 soil P
(>100 mg kg�1), erosion (>6 mg ha�1 yr�1) and dissolved
P concentration in stream and baseflow (mean of 1997–

2000 data) in relation to P sorption properties of channel
sediment at four flumes in FD-36. Source: From Ref.[26].
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in a large pool of stored P within the river system. Over
the long term, this pool is likely to release dissolved P
to overlying waters.

DEFINING P-RELATED IMPAIRMENT IN
FLOWING AND LAKE WATERS FOR
TARGETED REMEDIATION

In order to prioritize and target watershed remediation
to minimize P losses, water impairment must be
quantified.[27] Background levels (i.e., regional nutrient
criteria) of total P, total N, chlorophyll-a, sediment,
and clarity in pristine surface waters are used as

benchmarks for a given geographical area (Fig. 3).[28,29]

While these criteria have regulatory applications
under the Clean Water Act, they can also be used for vol-
untary planning and evaluation purposes.[30] These
criteria are available for freshwater systems in the conti-
nental United States (Table 1). Similar approaches have
been taken in Australasia and Europe.[3,31] In the Eur-
opean Union’s Water Framework Directive, biological
parameters are, however, the basis for measuring ecologi-
cal status for the water with chemical parameters used
only as support parameters. The E.U. classification sys-
tem emphasizes if the ecosystem is in ecological balance
and points out the effect of the pollution rather than pro-
viding a classification or ranking according to pollutant

Fig. 2 The location, distribution and impact of land use and physical transport processes on P in fluvial sediments within the
Winooski River watershed, VT. Source: From Ref.[6].
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Fig. 3 Draft aggregations of level III s for the National Nutrient Strategy. Source: From Refs.[28,29].

Table 1 Background total P concentrations for each of the aggregated nutrient ecoregions in the United States for
freshwater systems

Aggregated ecoregion Total P (lg L�1)

Number Description Rivers and streams Lakes and reservoirs

I Willamette and Central Valleys 47 –

II Western Forested Mountains 10 9

III Xeric West 22 17

IV Great Plain Grass and Shrub Lands 23 20

V South Central Cultivated Great Plains 67 33

VI Corn Belt and Northern Great Plains 76 38

VII Mostly Glaciated Dairy Region 33 15

VIII Nutrient Poor Largely Glaciated Upper Midwest and Northeast 10 8

IX Southeastern Temperate Forested Plains and Hills 37 20

X Texas–Louisiana Coastal and Mississippi Alluvial Plain 128a –

XI Central and Eastern Forested Uplands 10 8

XII Southern Coastal Plains 40 10

XIII Southern Florida Coastal Plains – 18

XIV Eastern Coastal Plains 31 8
aThis high value may be either a statistical anomaly or reflects a unique condition.

Source: From Ref.[27].
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concentration, which has been the basis for most pre-
vious classifications systems.

IMPLICATIONS TO WATERSHED
MANAGEMENT

Aquatic ecosystems respond to P inputs on the basis
of factors related to their physiography and flushing
rates. Individual systems respond to discrete and sus-
tained P inputs differently, and, indeed, it may not be
possible to attain P loadings low enough to prevent
periphyton blooms because of, for example, natural
enrichment from P-rich rocks.

A certain degree of eutrophication can be benefi-
cial. For example, fishery management often recom-
mends a higher productivity to maintain an adequate
phytoplankton–zooplankton–fish food chain for opti-
mum commercial fish production. This food chain
may be manipulated by stocking of water with certain
fish species in addition to P load reductions, in efforts
to reduce the incidence of algal blooms and improve
overall water quality.[32]

CONCLUSION

Clearly, several interdependent riverine processes influ-
ence the amounts and forms of P transported from
edge-of-field agricultural sources to the point of impact
(i.e., river, lake, reservoir, and estuary). These pro-
cesses will thus be critical in defining agricultural
source management and in determining eutrophic
response, and without information on the direction
and magnitude of change in P transport in river sys-
tems, best management practices will not efficiently
remediate against impairment of receiving waters.
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Plant Water Stress: Exposure during Specific Growth Stages

Zvi Plaut
Volcani Center, Institute of Soil, Water and Environmental Sciences,
Agricultural Research Organization (ARO), Bet-Dagan, Israel

INTRODUCTION

Many yield determining physiological processes in
plants respond to water stress. Most of these processes
are dynamic and their activities may fluctuate with
time according to internal and external factors. Yield
integrates many of these physiological processes in a
complex way and it is, thus, difficult to interpret how
do plants accumulate, combine, and display the ever-
changing and indefinite physiological processes over
the entire life cycle of the crop. Moreover, as far as
water stress is concerned, severity, duration, and timing
of stress, as well as responses, which may take place after
stress removal, and interaction between stress and other
factors may be extremely variable. It would thus be very
inconceivable, from a practical point of view, to study
the response of physiological processes to the dynamic
changes in plant water stress and accordingly conclude
how the final yield will respond. The more pragmatic
approach for determining the response of plant pro-
ductivity to dynamic changes in water stress should thus
be based directly on the yield or its components.

The timing of plant water stress, which is mostly the
result of drought, and lack of available soil water, can
either extend throughout the entire growth period or
during specific stages of growth. The effect of stress
during such stages on final yield is outlined in another
article of this book.

HOW CAN CROP SENSITIVITY OF SPECIFIC
STAGES BE EVALUATED?

The main objective in the determination of sensitive
and insensitive growth stages is saving of irrigation
water. This can be obtained either by withholding irri-
gation (or a sharp decrease in the amount of water
applied) during insensitive growth stages, or by a slight
but extended exposure of plants to water stress. The
two approaches ought to be compared prior to making
any conclusions concerning timing and quantities of
water to be applied. In spite of the numerous studies
on sensitivity of a wide range of crops to water stress
at different growth stages (many but not all were
outlined by Plaut, such a comparison was conducted
in few investigations only).

Such a comparison was made by Plaut for three dif-
ferent crops: corn, sunflower, and tomatoes for proces-
sing.[1] The amount of water applied was reduced either
by applying smaller quantities, but throughout the
season, or by withholding irrigation at specific growth
stages. In corn, yield losses were much more marked
when the crop was subjected to water stress during
flowering and early grain filling as compared to other
growth stages, validating other studies, that this was
a sensitive growth stage. However, slight and uniform
water stress during the entire growth season resulted
in less damage to yield than withholding irrigation at
any (insensitive) growth stage although total amounts
of applied water were similar (Fig. 1). In sunflower,
as well, the withdrawal of irrigation water at any
growth stage reduced yield more severely than uni-
form and extended light stress throughout the entire
season. The response of tomatoes to the decrease in
the amount of water applied was different (Table 1).
The withdrawal of irrigation water at specific growth
stages reduced fruit and total soluble solid (TSS)
yields much less than decreases in crop irrigation coef-
ficients throughout the season resulting in similar
reductions of irrigation water.

The difference between the two groups of plants
may be explained on the basis of being determinate.
Corn and sunflower are distinct determinate plants
and every plant bears a single reproductive organ,
which is a distinct sink. Assimilates are mobilized from
the source organs for an extended period and trans-
ported to this sink. Severe water stress, at any time
even for a limited period, may upset the entire source
to sink steady flow. Slight stress may cause less damage
to this system so that source to sink flow may continue
with no interruption. In tomatoes for processing, new
sinks are continuously being formed, and any parti-
cular fruit is a sink for part of the entire source and
for a limited time only. When stress is in operation,
only the fruits, which serve as sinks at this particular
time, will be affected. Moreover, newly formed fruits
may even compensate for this loss, once stress is
relieved, so that yield may be enhanced. It was also
shown by Stirling, Black, and Ong[2] that pod yield
of groundnuts were insensitive to early moisture defi-
cits. Although growth was inhibited during exposure
to stress, sink activity was maintained within the
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expanding leaf, and it could rapidly recover when
stress was released.

Our findings were recently verified with tomato
plants, which were allowed to grow indeterminately
as compared to others which were constantly pruned

and grown as determinate plants (paper in prep-
aration). It was similarly shown for determinate culti-
vars of beans that yield was reduced when exposed to
stress during the growth stage of flowering and grain
filling, while an indeterminate cultivar was more stress
tolerant at the sensitive growth stage.[3]

Saving irrigation water by ‘‘stretching’’ the reduced
quantities of water over an extended period can be
obtained by scheduling irrigation according to soil
water content, allowing low limits of pre-irrigation
water content. When this irrigation strategy was com-
pared with withdrawal of irrigation at specific growth
stages, such as delay of irrigation until flowering or
until midpod elongation, no difference in yield of
soybeans was obtained during two seasons.[4] This
suggests, at least for soybeans, that when grown in
deep soil and fully recharged with water prior to plant-
ing, irrigation could be delayed, and the importance
of critical growth stages is rather low.

There are crops in which no definite developmental
stages can be recognized, like sugarcane. Following a
short period of crop establishment and tillering, there
is a long period of growth and sugar accumulation,
which is one phenological period. In this crop, the
effect of water stress appears to be primarily related
to the degree of stress, relative to soil water content
and ET demand, rather than to a specific crop factor.[5]

Water application at specific growth stages may also
be of less concern in drought tolerant crops. As men-
tioned, sorghum is a good example for such a crop.
An increase in yield may be obtained regardless when
the water is applied and may result in increased num-
ber of grains and/or an increase in kernel weight,
depending on when the water is applied.[6] Another
drought tolerant crop, barley, did not show any prefer-
ence of a particular growth stage, when the application
of water was of largest benefit.[7] The highest yield was
obtained when water was applied at all stages unless
rainfall was sufficient.

Fig. 1 The effect of deficit irrigation on corn ear and kernel
yield. U-3 is the reduction in irrigation water throughout

the season, 3 weekly applications. U-1 is as U-3 but 1 weekly
application. GS-B, GS-C, and GS-D are withdrawal of irri-
gations at vegetative, flowering, and kernel filling stages,

respectively. GS-BD is withdrawal of irrigation at stages B
and D. The four groups of bars represent four levels of ET.
Vertical bars are SE of the means.

Table 1 The effect of withholding irrigation water at specific growth stages and of reduced amounts of water throughout

the season on tomato fruit and TSS yields. Four different groups are outlined, in which similar quantities of water
were applied

Group

Amount of

water applied

(mm)

Crop

irrigation

coefficient

Growth stage of

irrigation withdrawal

Fruit yield

(kg m�2)

TSS yield

(g m�2)

A 580 1.15 — 13.2 660

B 500 1.00 — 12.8 625

C 425 0.85 — 9.9 555

420 1.00 Ripening 12.2 666

D 343 0.65 — 9.9 538

339 1.00 Vegetative þ flowering 10.8 533

342 1.00 Fruit expansion 10.9 643
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DEFICIT AND SUPPLEMENTAL IRRIGATION

Deficit irrigation is a deliberate under-irrigation of a
crop. It may be practical under special conditions,
mainly when water is very limiting. One would expect
that irrigation timing at critical growth stages is of
considerable importance under such conditions.
Additional factors are also of importance in the plan-
ning of irrigation timing. When water is limiting, the
highest yield and highest water use efficiency will
usually be obtained when applied at low frequencies
during an extended period. This was, for instance,
shown for deficit irrigation of wheat when maximal
yield was obtained with irrigation intervals of
4 weeks.[8]

Deficit irrigation is applied in desert areas, where
ET is high and water is scarce. Corn is for instance
grown in the African Sahel, as an important source
of food. The optimal timing of deficit irrigation was
studied in this area.[9] When 6–8 deficit irrigations were
applied during the vegetative and reproductive phases,
grain yield was reduced by 52% of the fully irrigated
control. When only two deficit irrigations were applied
during these growth stages (all the rest were full irri-
gations) grain yield decreased by 23–26% only. Yield
reductions were mainly due to kernel number and less
due to kernel weight.

Supplemental irrigation is generally given in
addition to natural precipitation, when either no
additional applications are needed, or when limited
amounts of irrigation water are available. It is interest-
ing that the timing of such irrigation was also not
according to growth stages. Seed production of red
clover, for instance, requires supplemental irrigation
for maximal production. The timing of this irrigation
was determined on the basis of crop water stress index
(CWSI), and the fraction of available soil water con-
sumed. The CWSI was found to be more consistent
than fraction of soil water used, possibly because can-
opy temperature measurements integrate an entire
plot, while soil moisture was based on single points.
A single irrigation, which filled the entire soil profile
applied at CWSI ¼ 0.28 was sufficient to increase seed
yield very remarkably.[10] White clover for seed pro-
duction is also supplementary irrigated. It was recom-
mended to apply a single irrigation during the period
between haying and seed maturation as at this stage
most of the available soil water is being utilized.[11]

In humid regions and under temperate climate, opti-
mal seed production can be achieved for many years
without any supplemental irrigation, or with a marked
delay in water application. It was shown that maximal

seed yield and the highest water use efficiency of white
clover were obtained when the irrigation was delayed
until 68% of available soil water was consumed. A sin-
gle irrigation of bird’s-foot trefoil increased seed yield
over that which was obtained under maintenance of
soil water close to field capacity due to frequent water
applications.[12]

ARTICLE OF FURTHER INTEREST

Crop Plants: Critical Developmental Stages of
Water Stress, p. 125.
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Plant Water Stress: Optional Parameters for Stress Relief

Zvi Plaut
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INTRODUCTION

The availability of irrigation water is diminishing in
many parts of the world, which creates the need for
optimization and increasing irrigation efficiency
imperative. This was achieved in the past by irrigation
scheduling, which covers two aspects; when to irrigate
and how much water to apply. The main purpose of
irrigation scheduling was to avoid harmful conditions
of water stress and yet save irrigation water and other
expenses in order to make water use most efficient.
Higher efficiency of water use may still be attained,
provided certain plant developmental stages are less
sensitive to water deficit than others, so that restricting
water supply during those stages may hardly affect
productivity. Developmental stages of many crops,
which are sensitive, and non-sensitive are outlined in
another article.

PARAMETERS FOR WATER APPLICATION
TO RELEASE STRESS

Although minimizing water application during non-
sensitive growth stages may lead to savings in irri-
gation water, the overall efficiency of water use will
depend on irrigation scheduling and on the amounts
of water applied during the entire season. Optimal
scheduling of irrigation is, however, of special impor-
tance during sensitive growth stages. Parameters based
on aerial environment factors, soil, and plant factors
were used and recommended as adequate for irrigation
scheduling. In fact the subject of parameters for irri-
gation scheduling is beyond the scope of this chapter,
we shall have to refer to it briefly, as it is very closely
related to sensitivity to water stress at different devel-
opmental stages.

Plant Parameter

Plant water status, depends on water uptake and
transpiration rates. Water uptake is a function of soil
water content and availability, and transpiration is
determined by aerial environment factors. There was
thus, a tendency to base irrigation scheduling on para-
meters of plant water status, rather than on indirect

parameters. Plant water potential (C) was probably
the most common plant parameter, which was prac-
ticed.[1] The use of midday leaf water potential was
adopted for the timing of irrigation in cotton.[2,3]

Different preirrigation levels of C were examined as
a guideline at which growth stage water application
should be initiated.[4] Midday leaf water potential
was also found to be most suitable as an irrigation-
timing criterion for wheat,[5] provided measurements
were conducted on cloudless days. The threshold C
for maximum water use efficiency was �1.82 MPa,
and for maximum yield �1.44 MPa. Leaf water poten-
tial values were also used as thresholds for the timing
of supplemental irrigation of corn.[6] Predawn water
potentials may serve as a more adequate parameter
of plant water status to be used for applying water.
This is based on the assumption that predawn water
potential integrates variation in soil moisture over
the whole rootzone and is also less subjected to fluctua-
tions in environmental conditions.

The C serving as a threshold to be used for irri-
gation timing may sometimes vary during plant devel-
opment. It was shown for grain sorghum that drought
decreased leaf water potential only by 0.1–0.2 MPa
during the vegetative stage, 0.3–0.4 MPa during the
reproductive stage and exceeded 0.5 MPa during the
grain filling stage.[7] This is an important finding sug-
gesting, that preirrigation C cannot always be a con-
stant value for the entire life span of a given crop.
Stomatal resistance was sensitive to small reductions
in leaf water potential during the vegetative period,
but became nearly insensitive during the reproductive
period, suggesting that C is not always the most suit-
able plant parameter for irrigation timing.

Irrigation timing can also be based on indirect plant
parameters that respond to plant water status rather
than on plant water potential. These include the use
of stomatal aperture, growth rates of plant organs,
and changes of trunk circumference. A particular
indirect plant parameter for irrigation timing may be
xylem cavitation. When the soil dries out, the water
column within the xylem vessels will fracture or cavitate
leading to the formation of a bubble, which gives rise to
an acoustic emission.[8] The rate of occurrence of such
acoustic events was suggested to be used as an indi-
cation of plant water status and for irrigation timing.
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Soil Parameters

Another approach to determine the appropriate time
for water application is based on soil water extraction
and the remaining available soil water. Determining
soil water potentials using different devices as tensi-
ometers, psychrometers, resistance blocks, or dew
point hygrometers can be used for this purpose. For
instance, Irmak, Haman, and Smajstrla[9] who used a
dew point soil hygrometer, showed for a heavy clay soil
that water potential of �406 KPa at the depth of 0–
30 cm left approximately 50% of available soil water,
which was sufficient to provide maximum grain yield
of corn. Soil water content, which can be determined
gravimetrically, by neutron probes or by time domain
reflectometry (TDR), can also be used for irrigation
scheduling, and were in fact used in many studies.[10,11]

The threshold of available soil water, which should
serve for irrigation timing differs, however, among
crops and for the same crop at various growth stages,
as was shown elsewhere.

The number of irrigations to be applied during any
growth stage and the amount of water per application
will depend on the soil type and on ET conditions.
Irrigation can be applied at higher frequencies than
needed for maintaining soil water content above a
recommended value, which is mostly in the range of
50% available soil water. The allowable soil water
depletion or increase in plant C becomes less impor-
tant under such irrigation regimes. The continuous
minimal soil water tension in the upper soil layers
minimize the fluctuations in C, which result in less
inhibition of physiological processes and higher
productivity. Although this can be performed using
most irrigation methods, it is mostly common for
high value crops like vegetables, potatoes, flowers,
and fruit crops irrigated with drip irrigation. This
was shown, for instance, for potatoes, tomatoes, sweet
corn, and cashew[12–15] and for many additional crops.
It was also demonstrated for other crops, like cotton
that small quantities of water at high frequencies
during their sensitive growth stages, resulted in an
increased production.[16] A further increase in irri-
gation frequency up to 2–3 applications per week
using drip irrigation was found to increase the yield
very significantly.[17,18]

Agrometeorological Parameters

One of the most widely spread parameters for irri-
gation scheduling is probably the crop water stress
index (CWSI), which was developed by several investi-
gators and was outlined by Idso et al.[19] This index
uses the difference between canopy and air tempera-
tures (Tc � Ta), related to vapor pressure deficit of

the air (VPD). An equation to calculate this CWSI is:

CWSI ¼
ðTc � TaÞa � ðTc � TaÞp
ðTc � TaÞu � ðTc � TaÞp

ð1Þ

where the subscript a, p, and u outside the parentheses
stand for actual, potential [under no stress conditions,
yielding lowest (Tc � Ta)] and upper (Tc � Ta), under
no transpiring conditions. Although Idso presented
the relationship between (Tc � Ta)p and VPDs under
potential transpiration rates (fully irrigated) for 26 dif-
ferent species, the use of CWSI was limited to a few
grain crops as wheat and corn,[20] for a limited number
of forage legumes[21,22] and for some grasses.[23] The
predicted (Tc � Ta) for severely stressed turf plants
did not agree with measured values.[23] Values of CWSI
of 0.25–0.30 or higher can be considered as fairly
extreme conditions, and irrigation at values above
those may lead to a decrease in yield. For corn, a
decrease in grain yield was found when seasonal mean
CWSI was higher than 0.22.[20] For wheat a CWSI of
0.30 was used.[24] For potatoes, which are more sensi-
tive, a CWSI of 0.20 was scheduled for irrigation.[25]

Comparison and Interaction
Between Parameters

Leaf water potential Cl is directly affected by soil water
potential Cs in the absence of transpiration, so that

Fig. 1 Conceptual depiction of the influence of evaporative

demand (ED) of the atmosphere and the resultant transpi-
ration rate (T) on the relationship between soil C and leaf
C over a range of decreasing soil C. Dashed line indicate
when soil and plant water potential are in equilibrium.
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predawn Cl can be an estimate for Cs. However, under
active transpiration Cl will depend on the rate of
transpiration (T ), on water conductivity within the
soil (Cs), at the soil–plant interface (Csp), and within
the plant (Cp). It can be described by the following
equation:

Cl ¼ Cs � TðCs þ Csp þ CpÞ ð2Þ

Plants may thus be exposed to water stress, even when
the soil is supplied with plenty of water and Cs is high, if
the transpiration demand and conductances are high.
This implies that under such conditions plant water sta-
tus cannot always serve for irrigation timing. Under
conditions of low transpiration demand (cool and
humid locations or time of the year), the threshold of
Cs would be lower than under high transpiration
demand (Fig. 1). This suggests that it might be ben-
eficial to schedule irrigation on more than one param-
eter. It was shown for instance that corrected data
obtained for pan evaporation rates, soil water poten-
tials, and CWSI were used in combination for schedul-
ing tomato irrigation.[26] In wheat, significant yield
losses were found when CWSI exceeded a threshold
of 0.4–0.5, or rootzone water depletion above 50%.[27]

A detailed comparison of different parameters, which
could be used to determine critical stress and the need
to apply water, was conducted on corn.[28] The com-
pared parameters were: 40% depletion of available soil
water (control), 0.5 predicted ET replacement based
on a model, CWSI of 0.2, 0.4, and 0.6, soil water poten-
tial below �50 kPa and �30 kPa, and on a crop growth
model. Maximal yield was obtained when �50 KPa was
used as a parameter and this led to a reduction of 40% in
irrigation water as compared to the control (Table 1).

ARTICLE OF FURTHER INTEREST

Crop Plants: Critical Developmental Stages of
Water Stress, p. 125.
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Plant Water Use: Stomatal Control

James I.L. Morison
Department of Biological Sciences, University of Essex, Colchester, U.K.

INTRODUCTION

The term ‘‘plant water use’’ is commonly used, but it is
unfortunate as it suggests that plants ‘‘consume’’ water
in some biochemical processes.[1] However, less than
2% of the water that is taken up by plants is actually
transformed during biochemical reactions, the rest
(98% or more) is simply ‘‘lost’’ during transpiration,
the process of evaporation from inside plants. Under-
standing and quantifying this transpiration is of
critical importance in many applied and scientific
disciplines, in particular in hydrology, crop science,
forestry, ecology, meteorology, and climatology. Tran-
spiration arises as an inevitable consequence of the
need for plants to expose the surfaces of their photo-
synthetic cells to the air, to take up CO2 during photo-
synthesis and therefore provide carbohydrate for
growth. Aerial parts of terrestrial plants (and of emer-
gent aquatic plants) are covered in impermeable mate-
rials; for leaves and photosynthetic stems this is the
cuticle, a hydrophobic layer made up of lipids and
waxes secreted to the outside of the epidermal cell layer
that reduces the diffusional loss of water to the atmo-
sphere to a very low rate in normal conditions. How-
ever, the cuticle is also impermeable to the diffusion
of CO2, so plants have ‘‘pores’’ in the cuticle with vari-
able apertures in order to control CO2 uptake and H2O
loss. These pores, termed stomata (single: stoma), are
formed by a pair of specialized epidermal cells, the
guard cells, which have both unusual anatomy and
physiology. As well as determining CO2 and H2O
exchange, stomata also influence the atmosphere-plant
exchange of other gases, such as the phytotoxic pol-
lutant, O3. Stomatal apertures change over periods of
minutes, and their size and shape vary between species
and in different conditions.

STOMATAL ANATOMY AND DISTRIBUTION

Stomata occurred early in the development of terres-
trial plants, with stomata being found in fossils from
the Silurian period in the lower Paleozoic era (>400
million yr ago). Stomata occur on the spore capsules
of mosses, on most aerial parts of terrestrial vascular
plants, including leaves, green stems, fruits, and flow-
ers, but not in submerged aquatic plants.[2] In the

majority of plant species, the stomatal pore is elliptical,
formed between a pair of semicircular guard cells
(Fig. 1A–C), but the pore may become almost circular
when fully open, with diameters of 5–50 mm, not only
varying in size and shape between species but also
varying with the conditions during leaf development.
In grasses (Poaceae), the pore is a slit shape, formed
between two elongated guard cells (Fig. 1D). In some
species, there are well-developed subsidiary cells adja-
cent to the guard cells (Fig. 1A, B, and D). The pore
may be sunken, with the guard cells recessed below
the larger adjacent epidermal cells, particularly in
plants of drier habitats. The numbers of stomata per
unit leaf area (referred to as stomatal density or fre-
quency) also vary with species and conditions, and
range from 0 to 2000 or more stomata mm�2. The pro-
portion of the leaf area they cover is very small, about
0.5–3%. In herbaceous plants, stomata are found on
both the upper (adaxial) and lower (abaxial) surfaces
of leaves, which are termed amphistomatous, although
there are usually more stomata on the lower surface.
However, many tree species have stomata only on
the lower surface (hypostomatous) and aquatic plants
with floating leaves, such as water lilies have stomata
only on the upper side (epi- or hyper-stomatous).

CONTROL OF TRANSPIRATION BY STOMATA

Leaf Scale

The diffusion rate of gases into or out of the leaf or
other plant parts depends on the concentration gradi-
ent and the diffusive resistance of the pathway
(a relationship known as Fick’s Law). For water loss
from the mesophyll cells inside the leaf, or CO2

uptake by those cells, the major pathway is therefore
from the mesophyll cell walls through the substomatal
cavity to the pore, and then out through the layer of air
immediately surrounding the leaf, to the mixed air
stream (Fig. 2). Therefore, the stomatal pore offers a
‘‘resistance,’’ rs, to diffusion, dependent on the aper-
ture, shape, and number of stomatal pores. Note that
although the pore area when open may only be at
maximum a few percent of the total leaf area, the rates
of evaporation can be about half that of a wet surface
of similar dimensions (e.g., blotting paper); this is due
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to the ‘‘edge effect’’ of diffusion through multiple
pores.[2] The ‘‘boundary layer’’ of air around the leaf
also poses a resistance to diffusion (rb), which depends
on surface characteristics (presence of hairs, venation,
etc.), leaf shape and size, and wind speed and turbu-
lence. While the cuticle is relatively impermeable, some

water is lost through it (varying with species) giving
a ‘‘cuticular resistance,’’ rc, in parallel to and usually
much larger than, the stomatal resistance, rs. There is
also an internal resistance, ri, for the pathway from cell
wall to pore, but this is normally small compared to rs

and rb. An equation for the rate of diffusion of water

Fig. 1 Photomicrographs of stoma-
tal and epidermal cells in (A and B)
Commelina communis, (C) Phaseolus
vulgaris (french bean) (D) Zea mays
(maize). Guard cells indicated by G,
subsidiary cells by S, pore by P, epi-

dermal cell by E. Note chloroplasts
evident in guard cells, particular in
(C). Guard cell lengths approximately
45mm in (A and B), 30mm in (C), and

40mm in (D). All from lower leaf
surfaces.

Fig. 2 Stylized cross-section of a leaf 1–2 mm thick,

showing pathway for water vapor diffusion from the
leaf internal cell spaces through the stomatal pore
and boundary layer (size and thickness of various

elements exaggerated for clarity, diagram courtesy
of Dr. T. Lawson, University of Essex).
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from a leaf (E, mg m�2 sec�1) can therefore be derived
from the difference in water vapor concentration
between the inside and outside of the leaf (wi � wa,
g m�3) and the leaf resistance, rl (sec m�1), which is
given by the sum of the various resistances in series
and/or parallel as appropriate as shown in Fig. 2:

E ¼ wi � wa

rl
ð1Þ

r l ¼
rcðrs þ r iÞ

rc þ rs þ r i
þ rb ð2Þ

(For simplicity, these equations consider one side of
the leaf only; see Ref.[3], which also gives typical values
for the resistances.) Fig. 3A shows that if the cuticular
resistance is very low, then rl becomes curvilinearly
related to rs and Fig. 3B shows that rb only influences
E when rs < rb. Note that resistances are often
replaced by their inverse, the ‘‘conductance,’’ g,
(gl ¼ 1/rl), as transpiration is approximately linearly
related to stomatal conductance, gs.

The aforementioned diffusion equations can be used
for simple analyses, but in practice the leaf micro-
climate is not independent of the transpiration rate
which affects the leaf temperature, and therefore the

internal water vapor concentration, which determines
the driving gradient for evaporation, and the long
wave radiation balance. Because of this ‘‘feedback,’’
it is necessary to consider a more complete ‘‘energy
balance’’ equation, such as the Penman–Monteith
equation in order to examine the relative control that
stomata exert on transpiration, compared to the other
components. Analyses show (Fig. 4) that the important

Fig. 3 Effect of changes in stomatal

resistance on leaf resistance and transpi-
ration rate. In (A) the diamond, triangle,
and circle symbols are for increasing

value of cuticle resistance (1000 sec m�1,
2500 sec m�1, and 20,000 sec m�1, res-
pectively). Open symbols and dotted
lines are for transpiration rate. In

(B) the diamond, triangle and circle
symbols are for increasing boundary
layer resistance (10 sec m�1, 50 sec m�1,

and 100 sec m�1).

Fig. 4 Dependence of the change in transpiration rate
caused by increases in stomatal resistances (increasing by
1.5, 2, and 4 times) on the ratio of stomatal to boundary layer
resistance.
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feature is the degree of ‘‘coupling’’ of the leaf to the air
stream;[4] if the leaf has a small rb compared to rs, then
the leaf is ‘‘well-coupled’’ and leaf temperature will
not increase substantially, and changes in rs will be
reflected in E. This is typically the case with small,
needle shaped leaves, at the top of the canopy with
relatively high wind speeds. The opposite situation
occurs with large, broad leaves within short, dense
canopies, when E will not closely reflect changes in
rs. Indeed, it has recently been suggested that the evo-
lution of larger planate leaves from the earlier leafless
branched shapes became possible during the late
Devonian period because of increased stomatal fre-
quencies in response to declining atmospheric CO2

producing greater evaporation cooling, and kept leaves
below their lethal temperature limit.[5]

Vegetation Scale

The Penman–Monteith energy balance model has been
used widely to quantify water loss from complete
stands of vegetation (crops, pasture, and forests) by
treating the canopy as a ‘‘big leaf.’’[4] This approach
considers a canopy resistance, rc as the sum of many
individual leaf resistances, and a canopy aerodynamic
resistance, ra which reflects the pathway of air move-
ment from outside the boundary layer of each leaf,
to the mixed air stream well above the vegetation.
However, there are many theoretical and practical pro-
blems in estimating the appropriate value for the resis-
tances.[6,7] Nevertheless, as with individual leaves, the
degree of coupling of the canopy to the airstream is
important in determining the relative role of stomata
in controlling water loss compared to the other compo-
nents, although the feedbacks are more complex. First,
there is likely to be evaporation from the soil surface,
which acts to cool and humidify the air in the canopy.
Secondly, the local air humidity is affected by the tran-
spiration.[8] This also applies at the regional scale
where the evaporation rate from the entire surface
influences the heat and moisture transfer into the lower
‘‘atmospheric boundary layer’’ and changes the
regional climatic conditions.[9]

STOMATAL PHYSIOLOGY

Stomatal pores open and close due to the changing
turgor of the surrounding guard and epidermal cells.
Guard cells have specially oriented cell wall fibers,
which result in deformation and movement away of
the central cell portions from each other when turgor
increases. Cell turgor changes when the osmotic poten-
tial changes, caused by the uptake or loss of solutes, in
particular Kþ, which may be charge balanced by

uptake of Cl� or synthesis of malate2� in the cells.
One of the key steps in opening stomata, e.g., when a
leaf is illuminated after darkness, is Hþ loss, due to a
light-stimulated proton pump, which then hyperpo-
larizes the cell membrane, causing the influx of Kþ.
An intensive study over several decades has shown that
the control of ion movement across the membrane is
complex, with various ion channels that may be under
the control of different environmental stimuli, and may
be linked through key cell signaling mechanisms.[10]

However, there are several questions still unresolved
about stomatal metabolism, particularly the role of
carbon metabolism.[11,12]

ENVIRONMENTAL EFFECTS ON STOMATA

Stomatal aperture is affected by many environmental
and physiological variables; particularly, light,
humidity, temperature, leaf, and soil water status
(Fig. 5). Normally, stomata open (gs increases, rs

decreases) in response to increasing light, but typically
reach maximum aperture at approximately one-third
of full sunlight. The response to light comprises at least
two distinct effects in blue and red wavelengths.
Stomata close in response to decreasing air humidity,
with either linear or curvilinear response, when the
humidity is expressed as the vapor pressure difference
between the leaf and the air, i.e., the driving force for
evaporation (discussed earlier). The humidity response
is believed to be because of loss of turgor of the guard
cells themselves, and is independent of the overall
water status of the leaf. Stomata also close in response

Fig. 5 Diagrams indicating generalized response of stomatal
conductance to light intensity, leaf to air vapor pressure
deficit, leaf water potential, and leaf temperature.
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to a decline in leaf water status, but may show little
effect at high water potential, until a threshold is
reached. The soil water status also can have effects,
and these are normally ascribed to the role of chemical
‘‘messengers’’ from the roots such as abscisic acid
(ABA), synthesized or released in response to water
shortage, which promote stomatal closure.[13,14] While
normally stomata close in the long and medium term
in response to reductions in water status, it should be
remembered that with larger apertures, there is more
transpiration, and inevitably a reduced water status,
so a negative relationship can occur, at least in the
short term.[15]

STOMATA LINK WATER AND CARBON FLOWS

Because stomata have a major control on plant gas
exchange, they form the key linkage point between
photosynthesis and transpiration, at all scales from
that of individual leaves, to global carbon and hydro-
logical cycles. Therefore, when plants are grown or
measured across a range of different conditions (light
or nutrient supply) there is a close linear correlation
between photosynthetic CO2 uptake and stomatal
conductance.[16] For example, plants growing in shady,
nutrient poor conditions, typically have low gs and
photosynthetic rate, compared to plants of open, ferti-
lized habitats. This correlation results in a conservative
‘‘water use efficiency’’ (although note the difficulties
with this term,[1]). However, plants of the different
photosynthetic pathways do show characteristically
different water use efficiencies, with C4 having values
2–3 times that of C3, and CAM plants being about
5–10 times C3 species. This ratio emphasizes that the
way that plants control the loss water is a key determi-
nant of growth, reproduction, and survival.
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INTRODUCTION

Water is the essence of life, and it plays vital roles
in the biology of plants. In addition to its roles within
the plant, evaporation of water from stomatal aper-
tures provides for carbon dioxide entry into the leaf
with carbon being fixed into organic matter through
photosynthesis. Plants use a considerable amount of
water to gain the required carbon, and ‘‘water use
efficiency’’ (WUE) is the term used to quantify the
yield, obtained through fixing of carbon, for the water
lost. There are various ways, at the plant and farm
level, to increase WUE as exemplified by the use of
deficit irrigation (DI). The DI involves supplying less
water to plant stands than the prevailing evapotran-
spiration (ET), a term combining transpiration (T)
from plants and evaporation (E) from the soil. When
yield is plotted against applied irrigation water, the
relationship is called crop water production function
(CWPF). Each point on CWPF could, therefore, relate
to WUE. The availability of CWPF for each major
crop in each region will facilitate the proper manage-
ment of water resources. Many publications on various
crops relate yield to water use and especially yield and
applied irrigation water. A comprehensive coverage
for various economically important herbaceous plants
was given by Doorenbos and Kassam.[1] The following
short treatment focuses on some basic definitions
relating the yield to water use of crop plants.

WATER AND PLANT LIFE

Water has profound effects on plant function and
distribution around the world. The ecological signi-
ficance of water is due to its important physiologi-
cal roles. Water is a plant nutrient (contributing the
H atom), is a medium for all the biochemical reactions,
acts as a solvent for many of important substances,
hydrates most of the organic compounds in proto-
plasm, and acts as a medium for the diffusion and mass
flow of solutes. It also maintains turgidity creating tur-
gor pressure within cells.

Despite these vital roles, only a maximum of 5% of
water absorbed from the soil remains in the plant with
at least 95% being lost to the atmosphere through the
process of transpiration.[2] Much more water is used by
plants than dry matter is produced by them. Pimentel
et al.[3] estimated that for the production of 1 kg of
food or forage, the water use (in liters) of the following
plants will be potatoes 500, wheat 900, alfalfa 900,
sorghum 1110, corn 1400, rice 1912, and soybeans
2000. Therefore, plants differ in their efficiency of pro-
duction in relation to water use, and the term WUE
has been used to quantify this concept.

WATER USE EFFICIENCY

Leaves are the major sites of transpiration with at least
90% of water transpired through stomata and the rest
through the cuticle.[4] The loss of water through open
stomata will result in the diffusion of CO2 from the
air into the leaf. Therefore, CO2 assimilation and final
harvestable yield will be realized through the loss of
water. Water use efficiency is defined as the total dry
matter produced by plants per unit of water used:[2]

WUE ¼ D=W ð1Þ

where D is the mass of dry matter produced and W is
the mass of water used. D represents photosynthetic
activity, because the C and O atoms of the CO2 from
the air account for most of the dry mass. The term W
could be considered as equivalent to ET, which com-
prises non-productive E and productive T. Evapo-
ration of free water from a leaf surface adds to E.
The ratio D/T focuses on the physiological aspects
of WUE. According to Postel,[5] the estimated WUE
(kg m�3) for the following crops worldwide are wheat
0.8–1.0, rice 0.7–1.1, maize 0.8–1.6, other grains
�0.6–1.2, roots and tubers �4.0–7.0, pulses �0.2–0.6,
soybean 0.4–0.7, other oilseeds �0.2–0.6, groundnuts
0.6–0.8, vegetables and melons �10.0, fruits (except
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melons) �3.5, sugar cane 5.0–8.0, sugar beet 6.0–9.0,
and tobacco 0.4–0.6. It is imperative that WUE be
increased to accommodate partially for the rising
demand for water by a rapidly expanding world
population.

METHODS OF INCREASING WUE

There are several means for improving WUE. At the
plant level, classical breeding and genetic engineering
may be directed towards decreasing transpiration with-
out a corresponding decrease in yield. Several possi-
bilities for this are discussed by Richards et al.[6] such
as early canopy development and introduction of
short-season crops. At the field level, the following
measures could be taken to save water: proper fertilizer
application, suitable plant density, weed control, rain-
water harvesting and conservation, tillage, mulching,
double cropping to utilize the water remaining in the
soil, and the possible use of antitranspirants and reflec-
tants to reduce ET. Antitranspirants are best designed
to either close stomata or form a cover over stomata
in such a way that transpiration will be more reduced
than photosynthesis leading to water conservation
and increased WUE. However, despite decades of
research no satisfactory compound has been intro-
duced with these properties, and research on antitran-
spirants is practically abandoned.[2] Other possible
measures at the farm level for increasing WUE are
better control of water distribution system and judi-
cious application of DI.

DEFICIT IRRIGATION

Deficit irrigation involves giving less water to the plant
than the prevailing ET at selected times during the
growing season. A short history of DI and its appli-
cation to deciduous orchards, including some case
studies, was reviewed by Behboudian and Mills.[7] If
applied judiciously, DI saves water, decreases vegeta-
tive growth and, therefore, pruning costs in deciduous
orchards, reduces leaching of biocides into the ground
water, and might improve fruit quality while maintain-
ing yield. Deficit irrigation is expected to be more
successful in dry than in humid areas, because in the
latter rain can interfere with achieving an intended
low soil/plant water status.

Deciduous orchards may stand to benefit more from
DI than do field crops, because fruits are strong sinks
and, especially in high-density orchards, photo-
synthates would be more diverted towards fruits than
towards the restricted roots or shoots whose seasonal
growth would have already ceased. For field and
annual crops, it is expected that conditions which
decrease transpiration below its potential rate will also
reduce biomass production below its potential rate.[8]

The following relationship between yield and soil
moisture deficit was quoted from the literature by
Jamieson,[8] who also successfully tested it on peas,
potatoes, wheat, barley, and maize:

Y ¼ Y 0½1 � aðDp � DcÞ� ð2Þ

where Y is the yield, Y0, the potential yield, Dp, the
potential soil moisture deficit dependent on the

Fig. 1 The relationship between

the amount of irrigation water
applied and grain yield in barley
and wheat (i.e., CWPF) at 7- and

14-day irrigation intervals. Source:
The data are based on Ref.[12].
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environmental conditions, and Dc, the threshold value
of soil moisture deficit. The judicious application of
DI involves avoiding development of water deficit
during the most sensitive periods of crops to minimize
the yield reduction which Eq. (2) estimates. For
example, cereals are more sensitive to the timing of a
water deficit than they are to the total reduction of irri-
gation water.[9] There are reports on DI application to
annual crops without yield reduction as exemplified by
the experiment of Heuer and Nadler[10] on cotton.
Although plant growth expressed as plant height and
accumulation of fresh weight were significantly
decreased with DI, neither seed cotton yield nor lint
quality were decreased. Agronomic practices need to
be modified to realize the maximum potential of DI
as outlined by Kirda and Kanber.[9] A more effective
irrigation strategy could be followed by the consider-
ation of CWPF for crops of interest.

CROP WATER PRODUCTION FUNCTION

The CWPF shows the relationship between yield and
the amount of irrigation water. A quantitative treat-
ment of this function with citation of the relevant
literature can be found in Varlev, Dimitrov, and
Popova.[11] An example of CWPF for barley and wheat
is given in Fig. 1, which is based on the data of
Fardad and Pessarakli.[12] The CWPF is an empirical
relationship which should be determined for each crop
in each area because yield is a function of various
environmental and biotic factors. The relationship,
therefore, does not follow the same pattern for all
crops. Such CWPFs could be useful for planning and
development of water resources and projections of
agricultural production.

FUTURE PROSPECTS

Water availability for crop production will be a far
more serious issue in 2025 than it is now.[5] Various
measures could be taken to address this issue for
increasing WUE on the global scale. Especially, rain-
fed land needs protection because it does not compete
for water with agricultural, urban, and industrial users
of water. Efficient channeling and storing of rainwater
will be crucial. Improving irrigation efficiency such as

delivering water directly to the roots of crops will
greatly reduce evaporative losses. Increasing WUE
of crops (as outlined earlier), shifting the mix of
crops, and breeding for more drought and salt toler-
ance will have special value. These measures will be
of vital importance for sustainable production of food
for the growing world population. The on-going rise in
the atmospheric CO2 is expected to decrease transpi-
ration and, therefore, to increase the WUE in the
future.
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INTRODUCTION

Critical growth periods may be defined as stages in
a plant’s development when active growth occurs.
Plants are generally sensitive to water deficit (WD)
during critical growth periods. Plant WD implies that
the plant water status is less than the optimum value
for growth and development. Plant demand for water
is influenced by many factors including the evaporative
demand of the aerial environment, soil characteristics,
plant characteristics, and growth stage.[1]

Most plants experience WD at some stage during
their life cycle. It may occur diurnally when the evapo-
rative demand for water by the atmosphere is greater
than the plant’s ability to draw water from the soil,
or seasonally as soil moisture is depleted due to transpi-
ration and not renewed.[2] Water deficit typically results
in a reduction in transpiration due to stomatal closure.
If severe, this may also reduce photosynthetic rate and
therefore carbon acquisition. This, in turn, may lead to
reduced plant growth and biomass accumulation. The
sensitivity of plant growth and the reduction in biomass
accumulation during periods of WD are dependent on
plant’s developmental stage. Water deficit imposed
during periods of active growth will impact upon the
growth of the developing organ as cell turgor is
required for cell growth.[3] Generally, however, not all
organs of a plant undergo active growth at the same
time. This results in different organs within the plant
having different critical growth periods during the
growing season. This difference allows the manipu-
lation of plant WD to target particular plant organs
with little carry over influence of WD on other plant
parts. This phenomenon is demonstrated in Fig. 1,[4]

where the clear separation of maximum shoot and fruit
growth periods are illustrated for peach and pear.

MANIPULATION OF WATER AT CRITICAL
GROWTH PERIODS—DEFICIT IRRIGATION

Water shortage is a major constraint to agricultural
production in many areas of the world.[5] Additionally,

85% of the global water resource is used for irrigation
of agricultural lands.[6] With increasing pressure on
water as a scarce resource, there is a requirement to
develop irrigation strategies that increase water use
efficiency by plants to ensure productivity and reduced
water usage. By understanding critical growth periods
for separate plant organs, researchers are able to
maximize irrigation efficiency and to minimize any
detrimental impacts of WD on plant productivity.[7]

Such irrigation strategies have been termed regulated
deficit irrigation (RDI). Regulated deficit irrigation
was initially developed to control shoot growth
in peach trees (Prunus persica)[8] and thereby reduce
pruning requirements and allow increased carbo-
hydrate partitioning to fruit. Other benefits from
RDI have now been realized including enhanced fruit
quality[7] or greater economic yield.[9] Although RDI,
if applied correctly, can increase crop profitability by
reducing water use and increasing economic return, it
may also have detrimental effects if applied at inappro-
priate times. For example, in apple (Malus domestica),
WD at the time of flower initiation (early summer)
may have a little impact on the crop currently being
carried. However, the flower initiation may be dis-
rupted, which results in a poor return bloom and low
crop yields the following season.[10]

The impact of periodic WD varies enormously
among plant types; thus, it is appropriate that annual
crops and perennial crops be discussed in more detail
separately. Annual crops will have no carry forward
consequence of WD from the current season in sub-
sequent seasons whereas perennial crops may.

CRITICAL GROWTH PERIODS IN
ANNUAL CROPS

Water deficit studies have been conducted on many
annual crops including peanut (Arachis hypogaea),[11]

rice (Oryza sativa),[12] pearl millet (Pennisetum glau-
cum),[13] wheat (Triticum aestivum),[14] faba bean (Vica
faba L.),[15] maize (Zea mays L.),[16] and pea (Pisum
sativum).[17] The impact of such WD on crop quality
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and yield is highly dependent on the timing of the WD
and how this aligns with critical growth periods. In
wheat, the final yield was reduced whenever WD was
imposed. However, the total reduction in yield was
the greatest when WD was imposed during flowering.
Water deficit at grainfill and tillering has much less
impact on final yield. Differences in response to WD
also occurred depending on wheat genotype. Water
deficit during flowering in peanut resulted in fewer
flowers produced per plant. However, a higher percent-
age of the flowers produced set fruit in plants having
suffered WD, which ultimately increased peanut’s
total yield. The mechanisms for this increase in total
yield are thought to be an increase in the promotion
of root formation under drought as well as an inhi-
bition of excessive vegetative growth. These two stud-
ies illustrate the variable nature of plant response
at critical growth periods both within and between
annual species.

CRITICAL GROWTH PERIODS IN
PERENNIAL CROPS

Periodic WD has been used as a management tool in
perennial crops for many years. Carry over influences
of WD at critical growth periods are common in per-
ennial crops and may modify plant morphology
and increase plant’s ability to withstand subsequent
drought. Examples for major deciduous fruit crops
are cited by Behboudian and Mills.[7] Again the impact
of such periodic WD is strongly dependent on crop
type and the productivity component of interest. For
example, fruit yield may be reduced in apricot if WD
is imposed during the late rapid fruit growth stage

but is unaffected if WD is induced during the early
rapid fruit growth stage as compensatory fruit growth
occurs upon re-watering. Fruit quality attributes may
also be modified and could result in increased yield
under WD. For example, olive oil production was
increased in plants subjected to WD following pit
hardening.

CONCLUSIONS

Water deficit has its main effects during active periods
of growth. It modifies plant organs differentially
during a life cycle, depending upon how fast they are
growing. Consequently, no generalizations can be made
in regard to plant responses to WD at critical growth
periods. The phenomenon of critical growth periods
does, however, provide an opportunity for crop manip-
ulation and enhanced crop performance under reduced
irrigation strategies. With increasing pressure on water
as a resource, strategies such as RDI need to be under-
stood and embraced.
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Plants: Osmotic Adjustment

James M. Morgan
Tamworth Centre for Crop Improvement, Tamworth, New South Wales, Australia

INTRODUCTION

Plant growth in general and crop production in par-
ticular normally occur in environments characterized
by fluctuations in soil water supply and evaporative
demand, which produce water stress of varying dura-
tion. Maintenance of metabolic processes usually
depends upon minimization of water loss from cells,
and this is often accomplished by intracellular accumu-
lation of solutes such as potassium, amino acids
(or derivatives), and sugars.[1–3] This type of adapta-
tional response occurs widely in plants, fungi, micro-
organisms as well as some animal cells[1,2] and is
usually known as osmoregulation, osmotic regulation,
or osmotic adjustment. These terms are etymologi-
cally identical (‘‘to adjust’’ means ‘‘to regulate’’ or
‘‘conform to a standard’’), and are correctly used
interchangeably though some have argued for a dis-
tinction.[4,5] The expressions can be taken to mean
controlled (e.g., regulated by specific genes) change or
maintenance of osmotica; generally the former in
plants and the latter in animals, though in each, cell
hydration is maintained to varying degrees. This may
be expressed as volume maintenance (particularly in
wall-less cells such as plant gametes and marine algae)
or turgor maintenance (walled cells). Osmotic adjust-
ment is also used to describe solute accumulations in
plants where the control system (either genetical or
physiological) is not clearly understood.

KEY CONCEPTS

The origin of relationships and theory may be found in
earlier works.[6–9] At equilibrium, the cell water poten-
tial (jc) equals the water potential outside the cell (je),
and is the sum of the osmotic (p), pressure (P), and
matric (t) potentials.

je ¼ jc ¼ p þ P þ t ð1Þ

Water stress occurs when je is reduced through, for
example, increased water deficits in the soil or atmo-
sphere or increased salinity [Eq. (6)]. This may occur
over short (e.g., diurnal) or longer time periods. A
decrease in je from zero (or a higher) (1) to a lower
(2) level causes changes in p and P (assuming t to be

negligible—difficult to measure). The new value of p
will be

p2 ¼ �
n2RT

V2
¼ � ðn1 þ naÞRT

V2

¼ p1V1

V2
þ pa ð2Þ

where V is the osmotic volume, n is the number of sol-
ute molecules, R the gas constant, T the absolute tem-
perature, and subscript a indicates accumulation. The
osmotic adjustment (Dpa or �pa) is the difference
between the osmotic potential attributable to concen-
tration of p1 by dehydration and the measured value,
p2 [(Eq. (5)].[4,8–10] The relative water content, z(�V2/
V1), is normally used instead of V to calculate solute
accumulation for plant tissue. At a particular stress
level, its value depends upon the degree of osmoregula-
tion according to

V2

V1
¼ n2

n1

p1

p2
ð3Þ

When n does not change, z is inversely related to p.
This relationship [or Eq. (2)] has been used widely to
evaluate lines for genetical and yield studies in crop
plants, often using a log transformation to test for
linearity or ideal behavior.[6,8]

Two osmotic components are therefore important
in influencing hydration and turgor; the initial osmotic
potential, p1 (i.e., at je ¼ 0 or z ¼ 100%), and the
solute accumulation, Dpa. Both can be sources of adap-
tation to water stress in plants. In the short term,
solutes accumulated during a stress episode may be
retained after rehydration and this produces a decrease
in p1 (Dp100). This is periodically used as a way of mea-
suring osmotic adjustment, though the precise nature
of the relationship with Dpa has not been well estab-
lished experimentally. Repeated diurnal increases in
Dpa due to fluctuations in vapor pressure deficit do
not seem to produce long-term cumulative increases
in Dp100. The decrease in p1, which is a ‘‘hardening’’
reaction, seems capable, therefore, of only limited vari-
ation. It is evident in plants that have been pre-
stressed,[10] or in comparisons of glasshouse- and
field-grown plants.[11] The value of Dp100 is also calcu-
lated using p1 and p2, assuming no change in n2.[4] It is
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compared with Dpa in Eqs. (4) and (5).

Dp100 ¼
ðn2 � n1ÞRT

V1
ð4Þ

while

Dpa ¼
ðn2 � n1ÞRT

V2
ð5Þ

Thus, Dp100 ¼ Dpaz.

COMPONENT SOLUTES AND
GENETIC CONTROL

Numerous examples exist of genotypic variation
between, and within plant species, including rice,
wheat, sorghum, field peas, barley, and chickpeas.[4,10]

There are, however, few instances where genetic con-
trol has been identified and pleiotropic effects inves-
tigated. Molecular approaches involving compatible
solutes have not produced clearly demonstrable
increases in osmotic adjustment.[12–14] However altera-
tions in proline, betaine, and mannitol have been asso-
ciated with differences in growth under saline
conditions.[12,14] Greater success has been achieved
using a phenocentric approach.[15]

In wheat, initial identification of large genotypic
differences in the 1970s led ultimately to location of a
gene (or) on chromosome 7AS.[8,16,17] There is evidence
from mapping and breeding work of close linkage of or
with an endosperm peroxidase, Per A4, locus, produc-
ing alterations in dough strength.[17,18] The gene effect
is semiqualitative in that in leaves, responses of osmotic
potential to water potential follow very different path-
ways.[8,11] Generally, genotypes with Or (dominant
allele) show low or 0 Dpa with decline in je from
0 MPa to near 0 P. Below this Dpa increases. Genotypes
with or accumulate solutes from the commencement of
stress (Fig. 1) with potassium the dominant component
(and with some amino acid contribution).[19] The gene
is also expressed in pollen grains, where it is dependent
upon a supply of potassium, and involves volume regu-
lation.[11] The response, which reaches a maximum at
approximately 0.2 mM, shows a high affinity for potas-
sium. Pollen expression enables visual identification of
homozygous and heterozygous lines, and was used to
produce a commercial cultivar in Australia (Mulgara)
using backcrossing methods.[11,20] In rice, analysis using
similar leaf tests (i.e., based on Eqs. 2 and 3) has iden-
tified a quantitative trait locus (QTL) in a region on
chromosome 8 that is homoeologous with a region of
chromosome 7AS in wheat.[14,21]

Considerable understanding of the osmoregulatory
system comes from work on Escherichia coli.

The stress-induced Kþ accumulation is controlled by
a single operon (kdp) which responds directly to turgor
reduction. Potassium accumulation is the primary or
initial stress response to restore turgor. Compatible
solute accumulation (mainly betaine) is under separate
control, and is induced by increased Kþ concen-
tration.[22,23] As external stress increases, betaine
progressively replaces Kþ as the main contributor to
osmoregulation. The osmoregulatory system seems,
therefore, to be controlled by the kdp operon.[23] This
accords with the observation of single gene control at
positive turgor in wheat. Also in various plant species,
compatible solutes such as proline and amino acids tend
to accumulate much later in stress development.[9,24–26]

There is evidence that the effector of proline accumu-
lation is p or a component of it, rather than je.

[27]

GROWTH AND YIELD RESPONSES

The relationship between osmoregulation and growth
or yield may be broadly understood in terms of effects
of positive turgor and hydration on cell expansion,
metabolic processes such as photosynthesis (via stoma-
tal resistance), and synthesis of growth regulators such
as abscisic acid, which may in turn affect elongation
and seed set.[4,10,28] Growth and yield response are
dependent upon environmental conditions which
reduce je enough for expression of differences in
osmotic adjustment. In leaves, the effect may be
broadly or conceptually summarized by

je ¼ js � REp ð6Þ

where js is the soil water potential (water supply term),
Ep is the evaporation rate (affected by evaporative
demand), and R represents the resistance to water

Fig. 1 Types of responses of Dpa and P to reductions in leaf

water potential, je, due to a single-gene difference in wheat.
High osmoregulation (or) Dpa (–��–��–), P (– – –), and low
osmoregulation (Or) Dpa (-�-�-), and P (- - -). Source: From

Ref.[16].
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flow between the soil and the air.[7,9] In rainshelter
experiments with wheat, where soil water supply was
constant, both je and difference in P due to osmotic
adjustment were linearly related to evaporative
demand, E. Growth or yield responses may not occur
at high soil water deficit if E is low, even though bio-
mass has been substantially reduced while a response
can occur at low soil water deficit if E is high.[20] This
scenario probably reflects the interaction of leaf area
reductions due to soil or root stress,[29] and differences
in growth reductions due to differences in leaf turgor
responses. With gradual development of soil water
deficit, it is probable that leaf area is adjusted to mini-
mize stress in leaves. Lines with differing or alleles do
not show differences in this effect. Where the effect
of the or gene was measured using both recombi-
nant inbred lines and backcross-bred lines, yield
response (H/L, where H is the yield of lines with
high osmoregulation, and L the yield of lines with
low osmoregulation) forms a close (r ¼ 0.92), simple
relationship with water supply (S) and evaporative
demand (E) when E/S is >1 (Fig. 2). For values
below 1, H/L ¼ 1.[20] Evidence of positive yield
associations has also been found in lines of field peas
and chickpeas.[30,31] In these studies, assessments of
osmoregulation were based on Eq. 5, though positive
relationships based on Dp100 have also been found in
sorghum.[32] Other attempts to associate genetic
variability in solute accumulation with yield have
mostly used cultivars or lines of differing genetic
backgrounds to establish correlations, with question-
able results as a consequence.[10,27,33]

CONCLUSIONS

As an adaptational trait, osmotic adjustment has
proved effective in the improvement of wheat yields,

by use of backcrossing techniques with gene identifi-
cation in pollen grains. Modeling work suggests wide
potential for yield improvement in environments where
evaporative demand exceeds soil water supply during
crop growth.[20] In this work, evaluation at a tissue/
cell level has been a significant factor. From here it is
possible to work ‘‘up’’ to growth and ‘‘down’’ to bio-
chemistry. Correctly characterizing the osmoregula-
tory response to water stress is important, as it affects
understanding of the chemistry, genetics, and yield
relationships. A similar approach may prove pro-
ductive in other crop species where genetic variation
exists, especially in the Gramineae. However, success
in some species may require an approach which com-
bines molecular (e.g., gene markers) and phenotypi-
cally based techniques.[14,15]
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33. González, A.; Martı́n, I.; Ayerbe, L. Barley yield in

water-stress conditions. The influence of precocity,
osmotic adjustment and stomatal conductance. Field
Crops Res. 1999, 62, 23–34.

864 Plants: Osmotic Adjustment

© 2008 by Taylor & Francis Group, LLC



P
la

nt
s–

P
um

ps

Plants: Osmotic Potential

Mark E. Westgate
Department of Agronomy, Iowa State University,
Ames, Iowa, U.S.A.

INTRODUCTION

Inherent in the term ‘‘osmotic potential’’ is a measure
of the capacity to do work. Typically in plant systems,
that work involves the movement of water across cel-
lular membranes and tissues for hydration, expansion
growth, leaf movements, and stomatal opening. The
osmotic potential of a cell is determined primarily by
the concentration of solutes confined within the sym-
plastic water volume (cytoplasm þ vacuole). There-
fore, solute transport across cellular membranes and
cellular metabolism are essential components of
osmotic regulation. Passive concentration of solutes
due to dehydration or inhibition of metabolism under
severe environmental conditions also can contribute
to the ‘‘adjustment’’ of cellular osmotic potential.
Whether active or passive, the accumulation of solutes
has been shown to support expansion growth, main-
tain photosynthesis, and improve reproductive success
under severe drought conditions in a number of plant
systems. This article presents a brief overview of the
physical origin of the term osmotic potential and its
application to quantifying the response of plants to
changing environmental conditions.

PHYSICAL DEFINITION OF
OSMOTIC POTENTIAL

Solutes and Free Energy

The total amount of energy in the water molecules
within a cell is partitioned between the energy associ-
ated with the molecular structure of the water, and
energy that can be exchanged with the surroundings.
Energy ‘‘tied up’’ in structure is the entropy, and the
‘‘exchangeable energy’’ is the free energy available to
do work. Gibbs[1] defined this free energy term for
any component of a system as its chemical potential,
mj, which is a measure of the amount of work a mole
of the component j can do. In the case of water, the
chemical potential is given by

mw ¼ m�w þ RT lnðawÞ þ �VVwP þ ZwFE

þ mwgh ð1Þ

where mw is the chemical potential of water in the
system (J mol�1), m�w is the chemical potential of the
reference state for water (J mol�1), R is the gas con-
stant (J mol�1 K�1), T is temperature (K), aw is the
activity of water (dimensionless), �VVw is the partial
molar volume of water (m3 mol�1), P is the hydrostatic
pressure (MPa), Zw is the charge number of water
(dimensionless), F is Faraday’s constant (C mol�1),
E is the electrical potential (mV), mw is the mass
per mole of water (g), g is gravitational acceleration
(�9.8 m sec�2), and h is vertical height (m). This
equation formalizes a number of important points rela-
tive to the chemical potential of water in plant cells.
First, the chemical potential cannot be measured
directly, but is evaluated relative to an unknown refer-
ence energy state, m�w. Second, it is affected by a
number of physical factors, such as the presence of
solutes (RT ln(aw)), atmospheric pressure (�VVwP), elec-
trical charge (ZwFE), and elevation (mwgh). Third,
chemical potential is quantified on a molar basis. The
activity of water, aw ¼ gwNw, is a product of the
activity coefficient of water, gw (concentration�1), and
the mole fraction of water, Nw ¼ nw/(nw þ ns),
where nw and ns are moles of water and solute, res-
pectively. The partial molar volume of water,
�VVw ¼ @V=@nw, describes the volume change associ-
ated with a change in the number of moles of water
in the system. When solute is added to water, the free
energy of the water per unit volume of the system
decreases because the solute occupies space previously
occupied by water. The additional solutes decrease the
mole fraction of water, thereby decreasing the water
activity term, RT ln(aw).

Although the chemical potential of water in plants
cannot be measured directly, it can be measured
against a standard state (m0

w), which is defined as pure
water, at atmospheric pressure, and at the reference
temperature and gravitational level of the system.
For pure water at atmospheric pressure, P ¼ 0,
Nw ¼ 1, zw ¼ 0, and h ¼ 0. Therefore, the standard
state and the reference state for the chemical potential
are equivalent.

m0
w ¼ m�w þ RT lnð1Þ þ �VVwð0Þ þ ð0ÞFE

þ mwgð0Þ ¼ m�w ð2Þ
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Substituting m0
w into Eq. (1), dividing by �VVw, and

rearranging,

Cw ¼ ðmw � m0
wÞ=�VVw

¼ ðRT ln awÞ=�VVw þ P þ ðZwFEÞ=�VVw

þ ðmwghÞ=�VVw ð3Þ

Eq. (3) defines the ‘‘water potential,’’ Cw, which is the
maximum amount of work the water molecules in
the system can do, relative to the standard of pure
water.[1] By expressing the water potential per unit vol-
ume, �VVw, the water potential can be measured in units
of pressure. Because water has no electrical charge
(Zw ¼ 0), and gravitational effects on water are small
(except in very tall trees!), the Cw of plant cells is
determined primarily by osmotic forces and pressure.
So Eq. (3) can be simplified.

Cw ¼ ðRT ln awÞ=�VVw þ P ¼ Cs þ Cp ð4Þ

The osmotic forces are measured in the ðRT ln awÞ=�VVw

term in Eq. (4), and referred to as the osmotic potential,
Cs. As discussed below, this term includes solute and
matric effects on water activity. Pressure effects on
Cw are measured in the second term on the right side
of Eq. (4), which is referred to as the ‘‘pressure poten-
tial,’’ Cp. This term includes pressure generated inter-
nally by plant cells (turgor) and atmospheric pressure.

Osmotic Potential vs. Osmotic Pressure

In an ideal system with no solute/solvent interactions,
the presence of solutes in water ‘‘dilutes’’ the chemical
potential of the water because solute occupies space
normally occupied by water. This dilution decreases
the vapor pressure of the water at the surface of
the solution. The decrease in vapor pressure is given
by Raoult’s law [Eq. (5)], which states that for dilute,
ideal solutions the vapor pressure in equilibrium with
a dilute solution is proportional to the mole fraction
of the solvent, in this case water, Nw. That is, the vapor
pressure decreases with Nw as solute is added.

e ¼ eoNw ¼ eoðnw=ðnw þ nsÞÞ ð5Þ

where e is the vapor pressure of the solution, eo is the
vapor pressure of the pure water, Nw is the mole fac-
tion of water, nw and ns are moles of water and solute,
respectively. The vapor pressure of dilute solutions is
measured relative to pure water in ‘‘osmometers’’ like
the one shown in Fig. 1. When pure water is separated
from a solution by a membrane that is permeable to
water, but not the solute, water moves across the mem-
brane from the solution of higher chemical potential
(larger Nw or higher Cs) to the solution of lower

chemical potential (smaller Nw or lower Cs). This
would be from the ‘‘pure water’’ side to the ‘‘solution’’
side in Fig. 1. Pressure applied to the solution side will
stop the flow of water across the membrane. The
amount of pressure that must be applied to prevent
water movement is the ‘‘osmotic pressure’’ of the
solution, relative to pure free water. The osmotic pres-
sure, generally denoted as p, is present only when a bal-
ancing pressure is applied to the osmometer. On the
other hand, the physical property responsible for the
water movement across the membrane, the osmotic
potential Cs, is always characteristic of the solution.
As more solute is added to the solution, its osmotic
pressure increases according to the fundamental
definition of osmotic pressure,

RT ln aw ¼ ��VVwp ð6Þ

The Cs of the solution, however, decreases since the
addition of solutes decreases the mole fraction and,
therefore, the activity of water according to Eq. (4).
Thus, Cs ¼ � p. This mathematical equivalence has
prompted many to use the terms osmotic pressure
and osmotic potential interchangeably. Eq. (4) describes
the general relationship between water potential
and its component osmotic and pressure potentials

Fig. 1 Typical vapor pressure osmometer with a semiperme-
able membrane separating a chamber containing a solution

from one containing pure water. Water flow from the pure
water chamber across the membrane is monitored in the
capillary at the top of the chamber. The amount of pressure
applied to the chamber containing the solution to prevent

water movement into it is equal to the solution osmotic pres-
sure, p. Source: From Ref.[2], p. 33.
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(Cw ¼ Cs þ Cp). The equation often used in place of
Eq. (4) to quantify the components of water potential
in plant cells and tissues is Cw ¼ �p þP, which has
led to some confusion in the literature. This confusion
has resulted primarily from the failure of authors to
appreciate the distinction between osmotic pressure
and osmotic potential, lack of regard for the proper
sign convention for �p, and failure to recognize that P is
cell turgor only when atmospheric pressure equals zero.

Osmotic and Matric Forces

Water molecules associated with the surfaces of col-
loidal particles, membranes, or cell walls have a
decreased tendency to interact with water in the bulk
solution. This interaction decreases the water activity
(aw) near these surfaces, as does the presence of solutes
in the bulk solution. Such surface interactions do not
alter the mole fraction of water, Nw, but they do
decrease the activity coefficient of water, gw. Nobel[3]

suggested that the individual contribution of surface
interactions (matric forces) and solvent dilution (osmotic
forces) on decreasing aw could be considered as separate
and additive components of the total osmotic poten-
tial of a solution. Recalling that Cs ¼ ðRT=�VVwÞ ln aw

from Eq. (4), and that aw ¼ gwNw, we have

Cs ¼ ðRT=�VVwÞ lnðgwNwÞ
¼ ðRT=�VVwÞ ln gw þ ðRT=�VVwÞ ln Nw

¼ Cm þ C�s ð7Þ

where Cm accounts for the effects of matric forces
expressed through their impact on the activity coef-
ficient, gw, and C�s accounts for osmotic forces expressed
solely via their impact on the mole fraction of water, Nw.
This analysis assumes that these matric and osmotic
forces are independent, and is not intended to define
matric forces in all situations. But it is a useful approach
to consider how matric and osmotic forces vary in tissues
such as seeds, which undergo extensive dehydration and
surface interactions begin to dominate water activity of
the tissue.

PLANT CELLS AS OSMOMETERS

For dilute and ideal solutions of non-dissociating
solutes, the relationship between the chemical potential
and the mole fraction of water can be approximated by
the van’t Hoff equation [Eq. (8)]

cs� � RTCs or p � RTCs ð8Þ

where Cs is the molar concentration of solute
(mol m�3), R is the gas constant (m3 MPa mol�1 K�1),

and T is the absolute temperature (K). This relation-
ship indicates that cs is proportional to the solute con-
centration at constant temperature and pressure. Thus,
if plant cells behave as perfect osmometers, i.e. no
solutes cross the plasmalemma as water leaves or
enters the symplasm, a known change in cell volume
should lead to a defined change in cell cs. Pressure–
volume curves, such as shown in Fig. 2, generated by
forcing water out of plant cells by pressurizing the
atmosphere around them,[4] generally confirm that this
relationship holds for plant tissues. They also provide
information about several osmotic parameters of plant
tissues. For example, an estimate of the osmotic poten-
tial at full cell hydration, c0

s , and the symplasm volume
of the tissue can be obtained by extrapolating the
linear portion of the curve to the Y-axis and X-axis,
respectively. The latter estimate, of course, assumes
no water is expressed from the cell walls at high atmo-
spheric pressures.

CONTROL OF SOLUTE ACCUMULATION

Under well-watered conditions, values for tissue cs

generally range from �0.8 MPa to �1.3 MPa (Table 1).

Fig. 2 A modified H}oofler diagram relating the change in
tissue water potential (Cw) to the volume of water expressed
from the tissue. The initial change in Cw is due to a decrease
in Cp and Cs. Once Cp reaches zero (incipient plasmolysis),

further dehydration results in a linear decrease in Cs. Extra-
polating the linear portion of the curve to the Y-axis and
X-axis provides an estimate of the osmotic potential at full

hydration (and turgor), C0
s , and the volume of the symplasm.

Source: From Ref.[3], p. 90.
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Less negative values can occur in stem and root tissues;
much more negative values are observed in seeds as
they desiccate during the later stages of development.
Values in leaves vary during the day in response to

photosynthetic activity. And cs values can vary with
development, as tissues increase in volume and differ-
entiate into synthetic or storage organs. Under drought
conditions, tissue cs values invariably decrease

Table 1 Typical osmotic potential values for various plant tissues. Tissues were sampled from plants grown under well watered

(WW) or water stressed (WS) conditions. Osmotic potentials were measured on whole tissues or cell sap expressed from them

Tissue source Plant water status Osmotic potential (MPa) References

Maize Leaf Mature WW �0.9 [8]

Mature WS �1.3 [8]

Expanding WW �0.8 [8]

Expanding WS �1.5 [8]

Root Mature WW �0.6 [8]

Mature WS �0.9 [8]

Expanding WW �0.9 [8]

Expanding WS �1.6 [8]

Stem Expanding WW �0.6 [8]

Expanding WS �1.0 [8]

Ovaries Expanding WW �1.2 [11]

Expanding WS �1.5 [11]

Stigma Expanding WW �0.9 [12]

Expanding WS �1.1 [12]

Kernels Expanding WW �1.2 [13]

Expanding WS �1.5 [14]

Filling WW �0.8 [13]

Filling WS �1.2 [14]

Mature WW �3.5 [13]

Mature WS �5.0 [14]

Embryos Expanding WW �2.0 [14]

Expanding WS �1.8 [14]

Filling WW �1.8 [14]

Filling WS �1.5 [14]

Mature WW �2.6 [14]

Mature WS �5.0 [14]

Soybean Flowers Mature WW �1.3 [15]

Mature WS �2.0 [15]

Expanding WW �1.3 [15]

Expanding WS �2.1 [15]

Pericarp Mature WW �1.3 [16]

Mature WS �1.8 [16]

Expanding WW �1.2 [15]

Expanding WS �2.0 [15]

Embryos Filling WW �1.2 [16]

Filling WS �1.2 [16]

Wheat Leaf Mature WW �1.6 [17]

Mature WS �3.2 [17]

Spikelet Expanding WW �1.2 [17]

Expanding WS �2.8 [17]

Glumes Expanding WW �1.2 [17]

Expanding WS �2.8 [17]

Ovary Expanding WW �1.3 [17]

Expanding WS �1.7 [17]

Anthers Expanding WW �1.5 [17]

Expanding WS �1.7 [17]
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throughout the plant due to the accumulation and
passive concentration of solutes. This phenomenon,
investigated by Meyer and Boyer[5] and Greacen and
Oh,[6] has since been termed ‘‘osmotic adjustment.’’
Such solute accumulation has been shown to have a
positive impact on expansion growth and reproductive
success during drought in a number of plant systems.[7–9]

Transgenic approaches are now being used to generate
plants that overproduce ‘‘compatible solutes,’’ which
are thought to improve plant tolerance to water deficit
stress.[10] Whether this approach will actually lead to
new genotypes with increased tolerance to abiotic
stresses under field conditions, however, remains to be
demonstrated.
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Plants: Salt Tolerance

Michael C. Shannon
George E. Brown Jr. Salinity Laboratory, U.S. Department of Agriculture (USDA),
Riverside, California, U.S.A.

INTRODUCTION

Salt tolerance is generally defined as the degree to
which a plant endures salinity as a stressor. The com-
ponents of salinity include the composition of the ions
in the salt, e.g., sodium, chloride, calcium, and sulfate,
and their concentrations. A plant may be exposed to
salt continuously or intermittently and salt ions may
affect the plant through their effects in the root zone
as a component of the soil water or as a salt spray
on leaf surfaces. Different plant species, and even
sometimes varieties within a species, differ in salt toler-
ance. In addition, plants differ in their tolerance to
salinity exposure depending on their stage of growth
and different plant measurements can be taken as an
index of salt tolerance. If salt stress becomes too
severe, the plant may exhibit varying types of leaf burn
and necrosis and will eventually die, but under moder-
ately saline conditions it is very difficult to identify a
salt-stunted plant from visual symptoms. Although
scientists have studied the effects of salinity on plant
growth, metabolism, and biochemistry, only a few
genetic markers have been identified that have helped
to improve salt tolerance in crops.

SALINITY EFFECTS AND MANAGEMENT

Plant salt tolerance can be described as a change in
growth rate, leaf or root elongation rate, germination
or emergence rate, and so forth. Salinity-induced
growth decrease is measured as a function of salinity
exposure. Roots are typically the sites of exposure in
saline soils when plants are furrow or drip irrigated
with saline water or are grown in saline soils, but foli-
age can be the site of salt exposure if the plant is
subjected to sprinkler irrigation or ocean spray. Hurri-
canes can carry saline ocean water many miles inland
and deposit salts on soils and plants. Another variable
that affects salt tolerance is the timing of a plant’s
exposure to salt. Exposure may be continuous or inter-
mittent with different starting and stopping points
with respect to the stage of plant development. These
factors, as well as salt composition and concentration,

have significant and moderating effects on plant
response, which is also strongly dependent on environ-
mental factors and secondary stressors. Thus, it is not
remarkable that despite the existence of thousands of
research papers published on salt tolerance of crops
and other plants[1] and literally tens of thousands more
papers on the effects of salinity on plant growth, mor-
phology, physiology, and biochemistry, there is yet
much more information that is needed before a com-
prehensive, quantitative, and mechanistic explanation
of salt tolerance can be proposed.

Salt tolerance of crops is most practically measured
as a function of yield decline across a range of salt con-
centrations. A typical and adequate measure of salt tol-
erance can be usually formulated on the basis of a two
parameter model;[2] the crop salt tolerance threshold
(ECt) and the slope (S) (Fig. 1). The crop salt tolerance
threshold, defined as the salinity that is expected to
cause the initial significant reduction in maximum
expected yield (Ymax), is very sensitive to environmental
interactions. The measurement of the threshold salinity
value depends upon both on the accuracy of the
salinity measurements and the method by which the mea-
surements are integrated over time, as well as rooting
depth and area, if exposed through the rooting profile.
Because of this, there is a high degree of error in evaluat-
ing the slope at salt concentrations near the threshold;
few salinity studies include enough replications to deter-
mine accurately the threshold value. Slope is simply the
percentage of the yield that is expected to be reduced
for each unit of added salinity above the threshold value.
There is a tendency for slope to ‘‘tail-off’’ at the higher
salt concentrations.

Soil salinity is usually and most easily measured as
the electrical conductivity of a saturated soil paste
extract (ECe), in deciSeimens per meter (dS m�1). Rela-
tive yield (Y ) at any salinity exceeding the threshold
(ECt) can be calculated as:

Y ¼ Y max � SðECe � ECtÞ

where S is the relative yield decrease per unit salinity
increase and ECt is the salinity threshold. Salt toler-
ance at high salinity has little economic importance

870

© 2008 by Taylor & Francis Group, LLC



P
la

nt
s–

P
um

ps

and measurements made at high salt concentrations
may disproportionately skew the salt tolerance curve.
For these reasons, the numerically most reliable value
for crop salt tolerance response studies is the value at
which yield is reduced by 50% (C50). The C50-value
may still be estimated when too few data points exist
to provide reliable information on the threshold. The
set of equations developed by van Genuchten and
Hoffman[3] takes advantage of the stability of the
C50. The C50 value, together with an empirically-
derived p-value that characterizes the steepness of the
response function, may be obtained by fitting van
Genuchten and Hoffman’s function to observed salt
tolerance response data.

Reliable data to describe the salinity functions can
be obtained only from carefully controlled, monitored,
and well-replicated experiments conducted across a
range of salinity treatments. Data of this type have
been compiled for 127 crop species which includes 68
herbaceous crops, 10 woody species, and 49 ornamen-
tals.[4] This is a valuable resource database for growers
concerned with the potential hazard of a given saline
water or soil.

When high quality water is not available for irri-
gation and leaching, efforts to manage high salinity
traditionally has been through crop substitution, i.e.,
the replacement of salt-sensitive crops with more toler-
ant ones. This practice has been traced back to the
dawn of agriculture and is still probably one of the
easiest and most often used strategies in dealing with
salinity. Thus, barley (Hordeum vulgare, L.) may be
substituted for wheat (Triticum aestivum, L.), cotton
(Gossypium hirsutum, L.) for corn (Zea mays, L.),
sugar beet (Beta vulgaris, L.) for lettuce (Lactuca
sativa, L.), etc. Unfortunately, high value vegetable
crops are typically more salt sensitive than most
field crops. Harvest quality usually has a more signifi-
cant impact on marketable yield of horticultural crops
than it does for field crops. The salt tolerance tables

developed at the USDA Salinity Laboratory in
Riverside, California, have been valuable guides for
extension personnel and growers in determining which
crops can be grown based upon the anticipated soil
salinity.[4]

Beyond crop selection, agricultural management
techniques can be used to minimize and avoid salinity
effects. Some of these practices include leaching, deep
plowing, amendment application, careful choice of
fertilizer source and type, installation of drainage,
leveling operations, and irrigation techniques. Other
management options include the use of drip or sprin-
kler irrigation to improve water application efficiency
and elaborations in seed bed formation and planting
design to facilitate removal of accumulated salts from
the areas in which roots are developing and extracting
water.[5] Some strategies which have not been
researched and developed adequately include the
manipulation of population densities to improve plant
stand and the application of non-saline or more saline
water dependent on the variable salt tolerance of
plants during different growth stages.

More recently, crop breeding and genetic manipu-
lation, using tools such as tissue culture and molecular
techniques, have been proposed as adjunct strategies to
deal with the salinity problem. In the last two decades
especially, there has been great interest in breeding
plants for improved salt tolerance.[6] Strategies that
have been tried or suggested include conventional
screening, selection, and breeding with established
cultivars, introduction of high salt tolerance into culti-
vated species through introgression with tolerant wild
relatives, or the domestication of salt-tolerant wild
or halophytic species through genetic improvement
of agronomic or horticultural characteristics. Some
of these efforts have resulted in limited success, but
major advances have not been noted.

Examples of screening and selection criteria that
have been tried include selection during germination
and emergence, resistance to salinity-induced reduc-
tions in plant height or weight, maintenance of high
yield or quality under salt stress, and plant survival.
Extensive efforts have also been made to identify
reliable physiological or biochemical markers for salt
tolerance. Such markers include capability to exclude
ions (e.g., Na and Cl) from shoots or specific tissues,
maintenance of nutrients (K, Ca, Mg, P, and NO3) in
plant tissues against high external salt concentrations,
and ion selectivity (e.g., high K/Na, Ca/Na, or NO3/
Cl).[7,8] The accumulation of metabolic-compatible
cellular osmoprotectants such as proline, glycine-
betaine, and certain sugars and alcohols has also been
proposed as indices for high salt tolerance, but the evi-
dence that accumulation of compatible solutes offers a
quantitatively measurable improvement in salt toler-
ance is not unequivocal.

Fig. 1 Measurement of salt tolerance.
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Most recently efforts have been made to use molec-
ular tools to improve the salt tolerance of plants, but
specific genes that confer salt tolerance have proven
to be elusive. Still there are increasing examples of
success. Plants respond to two basic components of
salinity—the ionic component and the osmotic com-
ponent. The osmotic component is physiologically
equivalent to dehydration or drought stress. Thus,
plants grown in soils having high salinity have more
difficulty in extracting water from the soil matrix. A
gene for D-ononitol that confers drought tolerance
in ice plant (Mesambrythium L.) has been found to
improve drought tolerance in tobacco (Nicotiana taba-
cum, L.) under laboratory conditions.[9] Now several
researchers are pursuing this strategy with other osmo-
protectant genes and other species.

In an approach that focuses on ion regulation, the
gene for an ion pump protein located in the vacuoles
of Arabidopsis (Arabidopsis Thaliana, Heynh.) was
transferred to tomato (Lycopersicon esculentum, Mill.).
The transgenic tomatoes expressed increased salt
tolerance in the greenhouse when grown in solutions
equivalent to about one-third seawater.[10] The gene
AtNHX1 is over-expressed in these plants making them
more efficient at sequestering sodium in the vacuole and
away from the sensitive metabolic machinery of the
cytoplasm. Another Arabidopsis gene, AtHKT1, when
inactivated has been shown to limit the transport of
sodium through the root cell membrane barrier and
effectively increase salt tolerance.[11] None of these
approaches has thus far resulted in the improvement
of salt tolerance in field-grown plants, however; there
is room for optimism as more information is developed
concerning the many mechanisms that plants use to
respond to salt stress.
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Platte River

William L. Graf
University of South Carolina, Columbia, South Carolina, U.S.A.

INTRODUCTION

The Platte River of central Nebraska is a braided
stream draining 223,000 km2 of the High Plains and
Rocky Mountains. Formed by the confluence of the
North Platte and South Platte rivers, the Platte River
flows 500 km eastward across the state to join the
Missouri River near Omaha. The river has played a
key role in the economic development of the region,
with its valley serving as part of the storied Oregon
Trail, as part of the route of the first transcontinental
railroad, and as the location of about 500,000 ha of
irrigated agriculture. The river also provides habitat
for whooping cranes (and other species not discussed
here), an endangered bird species. The fundamental
issue in the management and use of the river is how
to resolve the conflict between demands on the river
resource for water supply and for support of imperiled
species.[1]

The root of the conflict over water resources along
the Platte River is a difference in philosophical per-
spectives on water: first, water as a commodity, and
second, water as an ecosystem component. For most
of the past century and a half, society has viewed the
river as a conduit for water as a commodity, with all
of the discharge of the river assigned to users with
legally vested water rights. To exercise these rights,
water users and government agencies have constructed
an elaborate water-control infrastructure, including
dams and diversion works that control the flow of the
river. The flows, in turn, have resulted in geomorphic
and riparian vegetation adjustments. The decline in
the whooping crane population was partly the result
of continent-wide influences such as habitat destruction
and hunting,[2] but the shrinking population of whoop-
ing crane was particularly noticeable along the Platte
River. Recognition of the important role of the river
in health of wildlife populations led to a more recent
perspective on its water as an ecosystem component.
While changes in water flows have had detrimental
effects, the water-control infrastructure also offers
opportunities through regulation of the flow to restore
some of the ecosystem functions and to enhance crane
habitat.

EFFECTS OF WATER DEVELOPMENT
IN THE PLATTE RIVER BASIN

The Platte River flows across the hundredth meridian,
a north–south line which marks the western edge of the
region of rainfall abundant enough to sustain humid-
region agriculture. The agricultural development of
the areas associated with the river therefore required
the creation of an extensive system of dams, diversions,
and canals. Withdrawal of water from the river at local
diversions began in the mid-1800s, and small head-
waters dams created relatively small water storage
reservoirs beginning in 1900. The construction of very
large dams and reservoirs began in 1909 and ended in
1958. By the 1960s, the infrastructure was capable of
exerting major changes in the flow of the Platte River.
In the central reaches of the Platte River, annual peak
flows declined to a mere 20% of their predam magni-
tudes, and mean daily flows declined to only 30% of
their predam magnitudes.[3] The number of pulse flows
declined, and their timing changed.

The flow changes on the Platte resulted in dramatic
changes in the river’s geomorphology and riparian
vegetation.[4] Photographs taken in the middle 1800s
show the river channel as a ribbon of sand as much
as 2 km across, with wooded islands scattered along
its course. Timber cutting by pioneers along with
prairie fires probably reduced the riparian forest that
had previously existed along the channel margins.
The earliest aerial photography shows that this open
condition continued at least until the late 1930s (Fig. 1).
The completion of the dams in the system, with asso-
ciated changes in flows, resulted in a shrinkage of the
channels of the river, and a few small channels
replaced the broad braided system. In many reaches
of the river, woodland areas that once were limited
to islands expanded to cover much of what had been
active channel areas. Under predam conditions large
annual floods maintained a wide, barren active chan-
nel, and periodic pulse flows swept away seedlings of
cottonwood and willow each year. Under postdam
conditions, the small annual floods could maintain
only narrow channels, and the lack of pulse flows
allowed the expansion of woodland cover. A positive
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feedback resulted, whereby the new vegetation
trapped and stabilized sediment on expanded islands
and bars, further restricting channels.

WHOOPING CRANES AND THE
PLATTE RIVER

The physical changes in the Platte River had poten-
tially negative effects for the population of whooping
cranes. Whooping cranes historically visited the Platte
River twice each year during their migrations from
their wintering grounds in the southern United States
and northern Mexico to summer breeding areas in
north central Canada, and then back again. The cranes
favored the Platte River as a stopover during
migration because the river offered preferred habitat:
shallow water, bars separated from the river banks
by flowing water for protection from predators, long
sight lines, and nearby food sources, often grains.[5]

The postdam changes in the river’s geomorphology
and vegetation reduced the useful habitat for cranes
because the character of the river changed. The
creation of narrow channels, loss of bars, and expan-
sion of woodland were contrary to suitable crane
habitat. These local changes, combined with other
continent-wide influences, resulted in the vitual disap-
pearance of whooping cranes by the early 1940s, when
the migrating population dwindled to 15 birds with
virtually no use of the Platte River. Conservation
measures, begun in the 1940s, resulted in a gradually
increasing population, so that in 2003, 194 birds were
in the migrating population. As the population
expands and conservation efforts are undertaken in
other areas, the Platte River, midway in the
biannual migration route, is increasingly important.
The recreation of predam conditions would be
helpful in supporting the expanding whooping crane
population.

RESTORATION OF THE PLATTE RIVER

The future of agriculture in the Platte River Valley
depends on treating the river’s water as a commodity,
and the sustainability of the future population of
whooping cranes depends on the availability of suit-
able habitat that results from treating the river as an
ecosystem. The restoration of the river to include suit-
able crane habitat, while maintaining the water-supply
functions of the stream, is the objective of the Central
Platte River Recovery Implementation Program. The
program includes federal, state, local, and private
interests, all engaged in research and decision making
for the river. The basic strategy for restoration is to
replicate in miniature the predam flow regime to
maintain a geomorphology and vegetation community
similar to original predam conditions. The magnitudes
of flows introduced to the river to improve habitat
will be smaller than in predam conditions, recog-
nizing the value of the water for agriculture. Instream
flow recommendations by federal agencies include
recommended low flows, annual pulse flows, and
once-every-five-year peak flows. These efforts, along
with some vegetation clearing, are attempts to recreate
and maintain increased areas of suitable habitat for
whooping cranes. It is too soon to determine the suc-
cess of the program, but active proposals include the
purchase of water to operate the system for the benefit
of crane habitat.

CONCLUSIONS

The Platte River experience has important general les-
sons for similar rivers that serve as economic resources
as well as valued habitat. First, water is the key to
understanding the changes in habitat that have been det-
rimental to wildlife populations. Second, environmental

Fig. 1 Aerial photographs of the Platte River

near Kearney, Nebraska, showing geomor-
phology and vegetation changes as a result of
flow controls. Left image: 1938 (black and

white); right image 1998 (IR false color).
(From imagery by U.S. Geological Survey.)
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rehabilitation depends on restoring the physical integrity
of the system, with the biological system to follow. Third,
change is an integral part of any river system, and the
rehabilitated Platte River will not be a static arrange-
ment. Commodity and ecosystem perspectives on the
river will need to coexist rather than continue as exclusive
viewpoints.
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INTRODUCTION

Environmental pollution is one of the foremost eco-
logical challenges. Pollution is an offshoot of techno-
logical advancement and overexploitation of natural
resources. From the standpoint of pollution, the term
environment primarily includes air, land, and water
components including landscapes, rivers, parks, and
oceans. Pollution can be generally defined as an unde-
sirable change in the natural quality of the environ-
ment that may adversely affect the well being of
humans, other living organisms, or entire ecosystems
either directly or indirectly. Although pollution is often
the result of human activities (anthropogenic), it could
also be due to natural sources such as volcanic erup-
tions emitting noxious gases, pedogenic processes, or
natural change in the climate. Where pollution is loca-
lized it is described as point source (PS). Thus, PS pol-
lution is a source of pollution with a clearly identifiable
point of discharge that can be traced back to the spe-
cific source such as leakage of underground petroleum
storage tanks or an industrial site.

Some naturally occurring pollutants are termed
geogenic contaminants and these include fluorine,
selenium, arsenic, lead, chromium, fluoride, and radio-
nuclides in the soil and water environment. Significant
adverse impacts of geogenic contaminants (e.g., As)
on environmental and human health have been
recorded in Bangladesh, West Bengal, India, Vietnam,
and China. More recently reported is the presence of
geogenic Cd and the implications to crop quality in
Norwegian soils.[1]

The terms contamination and pollution are often
used interchangeably but erroneously. Contamination
denotes the presence of a particular substance at a
higher concentration than would occur naturally and
this may or may not have harmful effects on human
or the environment. Pollution refers not only to the
presence of a substance at higher level than would

normally occur but is also associated with some kind
of adverse effect.

NATURE AND SOURCES OF CONTAMINANTS

The main activities contributing to PS pollution
include industrial, mining, agricultural, and commer-
cial activities as well as transport and services (Table 1).
Uncontrolled mining, manufacturing, and disposal of
wastes inevitably cause environmental pollution. Mili-
tary land and land for recreational shooting are also
important sites of PS contamination. The contaminants
associated with such activities are listed in Table 1.
Contamination at many of these sites appears to have
resulted because of lax regulatory measures prior to the
establishment of legislation protecting the environment.

CONTAMINANT INTERACTIONS IN SOIL
AND WATER

Inorganic Chemicals

Inorganic contaminant interactions with colloid parti-
culates include: adsorption–desorption at surface sites,
precipitation, exchange with clay minerals, binding by
organically coated particulate matter or organic col-
loidal material, or adsorption of contaminant ligand
complexes. Depending on the nature of contaminants,
these interactions are controlled by solution pH and
ionic strength of soil solution, nature of the species,
dominant cation, and inorganic and organic ligands
present in the soil solution.[2]

Organic Chemicals

The fate and behavior of organic compounds depend
on a variety of processes including sorption–desorption,
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Table 1 Industries, land uses, and associated chemicals contributing to points, non-point source pollution

Industry Type of chemical Associated chemicals

Airports Hydrocarbons Aviation fuels
Metals Particularly aluminum, magnesium, and chromium

Asbestos production

and disposal

Asbestos

Battery manufacture

and recycling

Metals Lead, manganese, zinc, cadmium, nickel, cobalt, mercury,

silver, and antimony
Acids Sulfuric acid

Breweries/distilleries Alcohol Ethanol, methanol, and esters

Chemicals manufacture

and use

Acid/alkali Mercury (chlor/alkali), sulfuric, hydrochloric and nitric acids,

sodium and calcium hydroxides
Adhesives/resins Polyvinyl acetate, phenols, formaldehyde, acrylates, and

phthalates
Dyes Chromium, titanium, cobalt, sulfur and nitrogen organic

compounds, sulfates, and solvents
Explosives Acetone, nitric acid, ammonium nitrate, pentachlorophenol,

ammonia, sulfuric acid, nitroglycerine, calcium cyanamide,

lead, ethylene glycol, methanol, copper, aluminum,

bis(2-ethylhexyl) adipate, dibutyl phthalate, sodium

hydroxide, mercury, and silver
Fertilizer Calcium phosphate, calcium sulfate, nitrates, ammonium

sulfate, carbonates, potassium, copper, magnesium,

molybdenum, boron, and cadmium
Flocculants Aluminum
Foam production Urethane, formaldehyde, and styrene
Fungicides Carbamates, copper sulfate, copper chloride, sulfur,

and chromium
Herbicides Ammonium thiocyanate, carbanates, organochlorines,

organophosphates, arsenic, and mercury
Paints

Heavy metals Arsenic, barium, cadmium, chromium, cobalt, lead,

manganese, mercury, selenium, and zinc
General Titanium dioxide
Solvent Toluene, oils natural (e.g., pine oil) or synthetic

Pesticides Arsenic, lead, organochlorines, and organophosphates
Active ingredients Sodium, tetraborate, carbamates, sulfur, and synthetic

pyrethroids
Solvents Xylene, kerosene, methyl isobutyl ketone, amyl acetate, and

chlorinated solvents
Pharmacy Dextrose and starch

General/solvents Acetone, cyclohexane, methylene chloride, ethyl acetate, butyl

acetate, methanol, ethanol, isopropanol, butanol, pyridine

methyl ethyl ketone, methyl isobutyl ketone, and

tetrahydrofuran
Photography Hydroquinone, pheidom, sodium carbonate, sodium sulfite,

potassium bromide, monomethyl paraaminophenol sulfates,

ferricyanide, chromium, silver, thiocyanate, ammonium

compounds, sulfur compounds, phosphate, phenylene

diamine, ethyl alcohol, thiosulfates, and formaldehyde
Plastics Sulfates, carbonates, cadmium, solvents, acrylates, phthalates,

and styrene
Rubber Carbon black
Soap/detergent

General Potassium compounds, phosphates, ammonia, alcohols,

esters, sodium hydroxide, surfactants (sodium lauryl

sulfate), and silicate compounds
Acids Sulfuric acid and stearic acid
Oils Palm, coconut, pine, and tea tree
Solvents

General Ammonia
Hydrocarbons e.g., BTEX (benzene, toluene, ethylbenzene, xylene)
Chlorinated organics e.g., trichloroethane, carbon tetrachloride, and

methylene chloride

(Continued)
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Table 1 Industries, land uses, and associated chemicals contributing to points, non-point source pollution (Continued)

Industry Type of chemical Associated chemicals

Defense works See ‘‘Explosives’’ under ‘‘Chemicals Manufacture and

Use, Foundries, Engine Works, and Service Stations’’

Drum reconditioning See ‘‘Chemicals Manufacture and Use’’

Dry cleaning Trichlorethylene and ethane
Carbon tetrachloride
Perchlorethylene

Electrical PCBs (transformers and capacitors), solvents, tin,

lead, and copper
Engine works Hydrocarbons

Metals
Solvents
Acids/alkalis
Refrigerants
Antifreeze Ethylene glycol, nitrates, phosphates, and silicates

Foundries Metals Particularly aluminum, manganese, iron, copper, nickel,

chromium, zinc, cadmium and lead and oxides,

chlorides, fluorides and sulfates of these metals
Acids Phenolics and amines

Coke/graphite dust

Gas works Inorganics Ammonia, cyanide, nitrate, sulfide, and thiocyanate
Metals Aluminum, antimony, arsenic, barium, cadmium,

chromium, copper, iron, lead, manganese, mercury,

nickel, selenium, silver, vanadium, and zinc
Semivolatiles Benzene, ethylbenzene, toluene, total xylenes, coal tar,

phenolics, and PAHs

Iron and steel works Metals and oxides of iron, nickel, copper, chromium,

magnesium and manganese, and graphite

Landfill sites Methane, hydrogen sulfides, heavy metals, and complex acids
Marinas Engine works, electroplating under metal treatment

Antifouling paints Copper, tributyltin (TBT)

Metal treatments Electroplating metals Nickel, chromium, zinc, aluminum, copper, lead,

cadmium, and tin
Acids Sulfuric, hydrochloric, nitric, and phosphoric
General Sodium hydroxide, 1,1,1-trichloroethane, tetrachloroethylene,

toluene, ethylene glycol, and cyanide compounds
Liquid carburizing baths Sodium, cyanide, barium, chloride, potassium chloride,

sodium chloride, sodium carbonate, and sodium cyanate
Mining and extracting

industries

Arsenic, mercury, and cyanides and also refer to

‘‘Explosives’’ under ‘‘Chemicals Manufacture and Use’’
Power stations Asbestos, PCBs, fly ash, and metals
Printing shops Acids, alkalis, solvents, chromium (see ‘‘Photography’’

under ‘‘Chemicals Manufacture and Use’’)

Scrap yards Hydrocarbons, metals, and solvents
Service stations and

fuel storage facilities

Aliphatic hydrocarbons

BTEX (i.e., benzene, toluene, ethylbenzene, xylene)
PAHs (e.g., benzo(a) pyrene)
Phenols
Lead

Sheep and cattle dips Arsenic, organochlorines and organophosphates, carbamates,

and synthetic pyrethroids

Smelting and refining Metals and the fluorides, chlorides and oxides of copper, tin,

silver, gold, selenium, lead, and aluminum

Tanning and associated trades Metals Chromium, manganese, and aluminum
General Ammonium sulfate, ammonia, ammonium nitrate, phenolics

(creosote), formaldehyde, and tannic acid

Wood preservation Metals Chromium, copper, and arsenic
General Naphthalene, ammonia, pentachlorophenol, dibenzofuran,

anthracene, biphenyl, ammonium sulfate, quinoline, boron,

creosote, and organochlorine pesticides

Source: From Ref.[11].
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volatilization, chemical and biological degradation,
plant uptake, surface runoff, and leaching. Sorption–
desorption and degradation (both biotic and abiotic)
are perhaps the two most important processes as the
bulk of the chemicals is either sorbed by organic and
inorganic soil constituents, and chemically or micro-
bially transformed/degraded. The degradation is not
always a detoxification process. This is because in some
cases the transformation or degradation process leads
to intermediate products that are more mobile, more
persistent, or more toxic to non-target organisms. The
relative importance of these processes is determined
by the chemical nature of the compound.

IMPLICATIONS TO SOIL AND
ENVIRONMENTAL QUALITY

Considerable amount of literature is available on
the effects of contaminants on soil microorganisms
and their functions in soil. The negative impacts
of contaminants on microbial processes are impor-
tant from the ecosystem point of view and any
such effects could potentially result in a major eco-
logical perturbance. Hence, it is most relevant to
examine the effects of contaminants on microbial
processes in combination with communities. The
most commonly used indicators of metal effects on
microflora in soil are: (1) soil respiration, (2) soil
nitrification, (3) soil microbial biomass, and (4) soil
enzymes.

Contaminants can reach the food chain by way
of water, soil, plants, and animals. In addition to
the food chain transfer, pollutants may also enter
via direct consumption or dust inhalation of soil
by children or animals. Accumulation of these
pollutants can take place in certain target tissues of
the organism depending on the solubility and nature
of the compound. For example, DDT and PCBs
accumulate in human adipose tissue. Consequently,
several of these pollutants have the potential to
cause serious abnormalities including cancer and
reproductive impairments in animal and human
systems.

SAMPLING FOR PS POLLUTION

The aims of the sampling system must be clearly
defined before it can be optimized.[3] The type of
decision may be to determine land use, how much
of an area is to be remediated, or what type of reme-
diation process is required. Because sampling and the
associated chemical and statistical analyses are
expensive, careful planning of the sampling scheme
is therefore a good investment. One of the best ways

to achieve this is to use any ancillary data that are
available. These data could be in the form of
emission history from a stack, old photographs
that give details of previous land uses, or agricul-
tural records. Such data can at least give qualitative
information.

As discussed before, PS pollution will typically be
airborne from a stack, or waterborne from some
effluent such as tannery waste, cattle dips, or mine
waste. In many cases, the industry will have modified
its emissions (e.g., cleaner production) or point of
release (increased stack height), hence the current
pattern of emission may not be closely related to
the historic pattern of pollution. For example, liquid
effluent may have been discharged previously into a
bay, but that effluent may now be treated and per-
haps discharged at some other point. Typically, the
aim of a sampling scheme in these situations is to
assess the maximum concentrations, the extent of
the pollution, and the rate of decline in concentration
from the PS. Often the sampling scheme will be used
to produce maps of concentration isopleths of the
pollutant.

The location of the sampling points would nor-
mally be concentrated towards the source of the pol-
lution. A good scheme is to have sufficient samples to
accurately assess the maximum pollution, and then
space additional samples at increasing intervals. In
most cases, the distribution of the pollutant will be
asymmetric, with the maximum spread down the
slope or down the prevailing wind. In such cases more
samples should be placed in the direction of the
expected gradient. This is a clear case of when ancil-
lary data can be used effectively. A graph of concen-
tration of the pollutant against the reciprocal of
distance from the source is often informative.[4] Sam-
pling depths will depend on both the nature of the
pollution and the reason for the investigation. If the
pollution is from dust and it is unlikely to be leached,
only surface sampling will be required. An example
of this is pollution from silver smelting in Wales.[5]

In contrast, contamination from organic or mobile
inorganic pollutants such as F compounds may
migrate well down to the profile and deep sampling
may be required.[6,7]

ASSESSMENT

In order to assess the impacts of pollution, reliable
and effective monitoring techniques are important. Pol-
lution can be assessed and monitored by chemical
analyses, toxicity tests, and field surveys. Comparison
of contaminant data with an uncontaminated reference
site and available databases for baseline concentrations
can be useful in establishing the extent of contamination.
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However, this may not always be possible in the field.
Chemical analyses must be used in conjunction with bio-
logical assays to reveal site contamination and associated
adverse effects. Toxicological assays can also reveal infor-
mation about synergistic interactions of two or more
contaminants present as mixtures in soil, which cannot
be measured by chemical assays alone.

Microorganisms serve as rapid detectors of environ-
mental pollution and are thus of importance as pol-
lution indicators. The presence of pollutants can
induce alteration of microbial communities and
reduction of species diversity, inhibition of certain
microbial processes (organic matter breakdown,
mineralization of carbon and nitrogen, enzymatic
activities, etc.). A measure of the functional diversity
of the bacterial flora can be assessed using ecoplates
(see http://www.biolog.com/section_4.html). It has
been shown that algae are especially sensitive to vari-
ous organic and inorganic pollutants and thus may
serve as a good indicator of pollution.[8] A variety of
toxicity tests involving microorganisms, invertebrates,
vertebrates, and plants may be used with soil or water
samples.[9]

MANAGEMENT AND/OR REMEDIATION OF
PS POLLUTION

The major objective of any remediation process is to:
(1) reduce the actual or potential environmental threat;
and (2) reduce unacceptable risks to man, animals, and
the environment to acceptable levels.[10] Therefore,
strategies to either manage and/or remediate contami-
nated sites have been developed largely from appli-
cation of stringent regulatory measures set up to
safeguard ecosystem function as well as to minimize
the potential adverse effects of toxic substances on
animal and human health.

The available remediation technologies may be
grouped into two categories: (1) ex situ techniques that
require removal of the contaminated soil or ground-
water for treatment either on-site or off-site; and
(2) in situ techniques that attempt to remediate without
excavation of contaminated soils. Generally, in situ
techniques are favored over ex situ techniques because
of: (1) reduced costs due to elimination or minimization
of excavation, transportation to disposal sites, and
sometimes treatment itself; (2) reduced health impacts
on the public or the workers; and, (3) the potential
for remediation of inaccessible sites, e.g., those located
at greater depths or under buildings. Although in situ
techniques have been successful with organic contami-
nated sites, the success of in situ strategies with metal
contaminants has been limited. Given that organic
and inorganic contaminants often occur as a mixture,
a combination of more than one strategy is often

required to either successfully remediate or manage
metal contaminated soils.

GLOBAL CHALLENGES AND RESPONSIBILITY

The last 100 yr has seen massive industrialization.
Indeed such developments were coupled with the rapid
increase in world population and the desire to enhance
economy and food productivity. While industrializa-
tion has led to increased economic activity and much
benefit to human race, the lack of regulatory measures
and appropriate waste management strategies until
early 1980s (including the use of agrochemicals) has
resulted in contamination of our biosphere. Continued
pollution of the environment through industrial emis-
sions is of global concern. There is, therefore, a need
for politicians, regulatory organizations, and scientists
to work together to minimize environmental contami-
nation and to remediate contaminated sites. The
responsibility to check this pollution lies with every
individual and country although the majority of this
pollution is due to the industrialized nations. There is
a clear need of better coordination of efforts in dealing
with numerous forms of PS pollution problems that
are being faced globally.
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Porous Pavements

Bruce K. Ferguson
School of Environmental Design, University of Georgia, Athens, Georgia, U.S.A.

INTRODUCTION

The underlying cause for nearly all urban stormwater
problems is the loss of the soil’s water-retaining
function, because rain water is denied access to it by
impervious pavements or rooftops. Porous pavements
restore that function by bringing water back into con-
tact with the underlying soil, or emulate that function
by filtering and storing water in the pavement struc-
ture. Unlike stormwater detention and infiltration
basins, which mitigate stormwater problems down-
stream from urban developments, porous pavements
reduce or eliminate the problems at the source by
changing the way urban structures are built and the
way they operate hydrologically.

Porous paving materials have been in existence since
approximately 1970. Since then laboratory research,
field monitoring, and on-the-ground experience have
been documented in many countries. As porous paving
materials become increasingly used, their potential
cumulative effect can be great, because pavements are
the most ubiquitous structures built by mankind: they
occupy two-thirds of the potentially impervious
surfaces in urban watersheds.

POROUS PAVEMENT CONSTRUCTION

The hydrologic and structural success of porous
pavements depends on correct selection, design, instal-
lation, and maintenance. Failures—clogging and struc-
tural degradation—result from neglect of one or more
of these steps. Construction of porous pavements is
not more difficult than that of dense pavements, but
it is different, and its different specifications and pro-
cedures must be strictly adhered to for successful
performance.[1]

Porous pavements are made in the same types of
structural layers as dense pavements: surface course,
base course, and subgrade (Fig. 1). Each layer has mul-
tiple structural and hydrologic functions. Alternative
materials can be selected for each layer by applying
physical principles that are well known in all pavement
design. Part or all of a porous pavement’s base course
functions as a reservoir while water infiltrates the sub-
grade or discharges laterally.

The dominant component in most porous paving
materials is aggregate such as crushed stone. Although

aggregate is a simple material, its physical character
greatly influences the success of the pavement. Most
importantly, it must be single-sized or ‘‘open-graded,’’
having a narrow range of particle sizes. Clean, open-
graded aggregate has open voids between particles,
giving a porosity of 30–40% and permeability usually
over 1000 in./hr. As long as the particles remain angu-
lar, open-graded aggregate obtains structural stability
from particle-to-particle interlock.

To preserve the surface infiltration rate against sedi-
mentary clogging, a porous pavement’s surface must
be designed, paradoxically, as if to discharge constant
runoff. Sediment must be prevented from washing
on, and sediment and debris must be allowed to wash
off. Surface drainage should be away from the pave-
ment edge in every possible direction: on the downhill
side, if necessary, numerous large curb cuts should be
added; on the uphill side, if necessary, a swale should
be added to prevent off-site sediment from washing
onto the pavement surface. These provisions limit most
porous pavements to letting in only the rain water that
falls directly upon the pavement, and not the storm-
water runoff from the surrounding earthen slopes.

ALTERNATIVE PAVING MATERIALS

In Table 1, a list of alternative porous paving materials
is given. The ‘‘soft’’ category includes crushed shell,
wood chips, and rubber particles. Decks are surrogates
for pavements that are commonly porous and per-
meable. Each material has its own advantages and dis-
advantages for specific applications and requirements
for design, construction, and maintenance.[1]

None of the material types—porous or dense—
should be spread thoughtlessly everywhere. An urban
development site should be analyzed in detail to iden-
tify pavement settings where different, optimally suited
materials can be placed. Universally accessible pedes-
trian routes require surface textures different from
those of ‘‘general’’ routes. The driving lanes of streets
and parking lots and the portions of parking lots near
building entrances have heavy traffic that require fre-
quent braking and turning, which in turn require
greater surface stability than that in parking stalls
and areas distant from entrances. In ‘‘calmed’’ traffic
areas, coarse surface textures and perceptible traffic
noise may be desirable. Steep slopes have demanding
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Unreliable maintenance discourages the use of living
turf. In all pavements, areas can be distinguished, with
different requirements for hydrology, appearance, sub-
surface tree rooting, and cost.

WATER-QUANTITY EFFECTS

During a rain storm, small pores in porous pavements
completely retain the first water, to be evaporated
later. Over the course of a year, more than half of
the total rain water amount may be thus captured
and evaporated gradually.[2] When further rain water
fills and connects a pavement’s voids, the water flows
into the base reservoir, where it is stored in and trans-
mitted through the large void spaces between aggre-
gate particles.

Soil infiltration from the reservoir reduces surface
stormwater volume and restores natural subsurface
flow paths. The native soil infiltration rate depends
largely on soil texture. Compaction during construction
greatly reduces infiltration rate, but it is commonly
necessary to stabilize the subgrade structurally. Com-
paction and the resulting reduction in infiltration rate
are most likely to be required in the case where the
subgrade is plastic clay or fill soil, the pavement base
course will be too thin to compensate structurally for
soft wet soil, or the surface course will be of a type

that is sensitive to movement (asphalt, concrete, blocks,
and grids). Compaction might be omitted, and the
native infiltration rate preserved, where the subgrade
is native cut (and therefore has in situ compaction
and stability); an adequately thick base course will
compensate for soft subgrade; and the surface course
will be of a type that tolerates movement (e.g., aggre-
gate, turf, and geocells).

Where slowly permeable soil prohibits significant
infiltration, a porous pavement can perform detention
and water-quality treatment comparable to those of
off-pavement reservoirs and ponds. If a lateral outlet
(perforated pipe) is added at the bottom of the reser-
voir, then the pavement performs treatment and deten-
tion and only incidental soil infiltration. If an outlet is
added at the top of the reservoir, or if water is allowed
simply to overflow at the pavement surface, water in
the reservoir is permanently in contact with soil and
infiltrates; only excess water discharges laterally.

Hydrologic modeling can be used to design a pave-
ment reservoir and its outlet pipes to store and infil-
trate a desired amount of water and to produce a
desired discharge rate from a given storm.[3,4] In hydro-
logic models requiring assignment of a surface runoff
coefficient or runoff curve number, it is reasonable to
assign to most porous pavements a value equivalent
to that of grass on the same soil and slope, rather than
the high values characteristic of impervious surfaces.

WATER-QUALITY EFFECTS

Porous pavements are effective filters and degraders of
the urban pollutants commonly associated with pave-
ment use. Oil leaked from automobiles is degraded
(broken into chemically simpler constituents) by a bio-
tically diverse micro-ecosystem that exists on the abun-
dant surface area within a porous pavement’s voids.
The community’s habitat is aerated and occasionally
moistened. The community blooms to feed on oil when
it is provided. The oil’s constituents go off as carbon
dioxide and water and very little else; essentially no
oil is discharged from the bottom of the pavement.[2]

Fig. 1 Common components in porous pavement construction.

Table 1 Alternative porous paving materials

Material Distinctive characteristics

Porous aggregate Inexpensive and very permeable

Porous turf Living and dynamic

Plastic geocells Recycled

Open blocks and grids Sturdy, attractive, and reliable

Porous concrete Quality depends on installer

Porous asphalt Technology is advancing

‘‘Soft’’ paving materials Organic and recycled

Decks Adaptive to site

Porous Pavements 883
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The metal ions released by automobile corrosion
and wear, such as those of lead, zinc, and cadmium,
cannot be degraded, but they can be captured and
prevented from moving downstream and accumulating
inadvertently in the environment. Voids in porous
pavements trap metal ions by capturing the minute
sediment particles to which the ions are characteristi-
cally attached. Most of the capture occur near the
pavement surface, in the first sufficiently narrow voids
that the particles encounter during their infiltration
and percolation. The amounts of solids and metals dis-
charging from the bottom of a pavement are less than
one-third of those from the surfaces of nearby dense
pavements. Elevation of metal levels in the underlying
subgrade has been essentially undetectable.[5]

Beneath a porous pavement, almost all subgrade
soils further protect the quality of water before it
percolates into aquifers.[6] Natural clay particles have
electrochemically active surfaces that interact with
the dissolved chemicals in percolating water; naturally
occurring soil microbiota degrade complex chemicals
into simpler constituents. A soil’s cation exchange
capacity (CEC), multiplied by the thickness of the soil
mantle, indicates the relative renovation capability of a
soil profile. It takes only a few inches of most kinds of
soil to trap and transform oils and metals. Where a
natural subgrade’s CEC is too low to assure treatment,
a ‘‘treatment liner’’ of soil with higher CEC can be
installed. If a liner of this type will be required, any
hydrologic modeling must be redone taking into
account the new artificial layer’s infiltration rate.

COSTS AND BENEFITS

A porous pavement is both a pavement structure and
a stormwater control facility. Compared with a dense
pavement, it can provide the same structural pavement
function while reducing or eliminating the need for
downstream facilities such as detention ponds, which
involve additional costs of land acquisition, exca-
vation, piping, and outlet structures. Comparing a
porous pavement’s cost with that of a dense pavement
requires consideration of the cost of both the pavement
structures and the associated stormwater control facili-
ties. A systematic way to make this comparison is to
allocate the cost of a porous pavement’s surface course
to the pavement structure, and the cost of its base
course to stormwater control. Using this accounting,
for example, a porous asphalt pavement structure
in the mid-Atlantic area of the U.S.A. is slightly
less expensive than an equivalent dense pavement,
and the porous pavement’s stormwater control is
less expensive than equivalent off-pavement control
required for a dense pavement’s runoff.[7]

In addition to controlling urban stormwater
hydrology, properly applied porous pavements can
also enlarge urban tree rooting space, reduce the urban
heat-island effect, reduce traffic noise, increase driving
safety, and improve appearance.[1] Therefore, selection
and implementation of porous pavements are integral
parts of the multifaceted concerns of urban design,
and all of their effects are considered together in eval-
uations of costs and benefits.

CONCLUSIONS

Porous pavements are becoming increasingly common
because of public concern about and legal requirements
for urban stormwater management. Suppliers are chan-
ging their industrial processes to make the materials
widely available. The transition to new materials is
gradual because many regulatory agencies are slow to
approve new construction practices. Nevertheless, this
technology’s environmental and economic advantages
encourage increasing awareness and adoption.

ARTICLE OF FURTHER INTEREST

Stormwater Management, p. 1163.
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Precipitation: Distribution Patterns

Gregory L. Johnson
National Water and Climate Center, U.S. Department of Agriculture (USDA),
Portland, Oregon, U.S.A.

INTRODUCTION

Precipitation formation and distribution are largely
controlled by two factors: the availability of atmo-
spheric moisture, and the presence of upward vertical
motion. Warmer air can hold more moisture than
colder air, which often means tropical areas have more
precipitation than colder regions, although this is not
always true. Continental interiors usually have less
precipitation than nearby coastal areas, also due to
less available atmospheric moisture. It is estimated
that only 15% of globally evaporated water each year
comes from continental areas, with the remainder from
the world’s oceans.[1] Locations with predominant
rising air, such as the forced lifting over mountain
areas, usually have more precipitation than nearby
lower elevations. There are clear exceptions to these
general patterns, however, which result from a some-
times complicating set of factors.

LATITUDINAL AND LAND–OCEAN EFFECTS

The general precipitation characteristics mentioned
earlier must be considered in light of the global circu-
lation patterns that transfer energy, as well as mois-
ture, poleward from the equator. Fig. 1 illustrates the
chief latitudinal and vertical flow patterns that consist
largely of three cells from the equator to each pole.
This meridional circulation system was first depicted
by Bergeron.[2] Rising air is noted in equatorial regions
and at approximately 60� latitude, leading to relatively
more precipitation in those regions. Conversely, sub-
sidence is common at approximately 30� latitude and
at the poles, which are the locations of the major desert
regions.

These global circulation patterns in both the oceans
and the atmosphere are modified by the shape and
position of continents. The flow in the major oceans
is largely anticyclonic, and the associated atmospheric
flow transports tropical water and atmospheric mois-
ture poleward along the east sides of continents. There-
fore, eastern portions of North and South America,
Africa, Australia, and Asia have relatively greater
precipitation than their western regions, especially at
latitudes of approximately 25–45�, and during their

respective summers. In the winter, polar air shifts
southward and intensifies the atmospheric thermal
boundary and, thus, upper air steering winds. This
typically moves the jet stream, with its associated
storminess and greatly enhanced precipitation, to the
west coast of the continents at 40–60� latitude. This
produces, for instance, very wet winters along coastal
areas of the Pacific Northwest northward to Alaska,
as well as in southern Chile.

At middle and high latitudes, precipitation is chiefly
the result of large-scale weather systems. These
synoptic-scale (>500 km or so) systems often have
rather long lifetimes (days), and can produce precipi-
tation over a wide area, although generally there are
regions of enhanced precipitation within these broad
areas associated with the position of the upper air jet
stream. These systems are more common in the cold
season months. In the warm season, precipitation usu-
ally is of smaller spatial scale (such as individual thun-
derstorms), resulting in precipitation signatures that are
of considerably smaller spatial dimensions (10–100 km),
and often with accompanying shorter time durations.
There are exceptions to these spatial rules, as well,
such as organized tropical systems (storms and hurri-
canes) that occasionally impact midlatitude areas, and
thunderstorm complexes (such as the mesoscale con-
vective complexes, or MCCs common over the U.S.
Midwest in the summer), which can have spatial
scales approaching those of synoptic systems.

In the tropics, typical areal dimensions of thunder-
storms can be as little as 2 km2. Average durations at
a location often are less than 1 hr, and whole storms
generally last less than 3 hr.[3] Tropical storm systems
can have much longer durations and larger spatial
dimensions, but are quite infrequent in most locations,
and usually contribute only a relatively small percent-
age to the average annual precipitation except in a few
regions. These systems do follow rather common tran-
sit routes, however, such as from off the African coast
westward to the Caribbean and the southeastern coast
of the United States; and from the Mexican coast west-
ward across the Pacific south of Hawaii to east Asia.
In these regions, tropical storms can contribute
more significantly to annual precipitation, even on a
30-yr average basis. Another region of enhanced
convection is the intertropical convergence zone
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(ITCZ). This is a semipermanent (at climatic time
scales) region of surface convergence, clouds, and
enhanced precipitation associated with the equatorial
trough, in the general region across the Pacific, Indian,
and (to a somewhat lesser extent) Atlantic Oceans.

Northeast and southeast trade winds converge at the
ITCZ, and in the Pacific, it is commonly 5–10� north
of the equator.

GLOBAL PRECIPITATION PATTERNS

The result of these and other forcings is a global pre-
cipitation structure as very generally depicted in
Fig. 2. Equatorial regions are generally the wettest,
but note the extremely wet coastal regions of southern
Alaska and western Canada, and also southern Chile.
The great deserts are generally in the region of 20–30�

latitude, and along west coasts or in continental inter-
iors. This general map, of course, fails to show much of
the great spatial variability that exists even in small
regions.

SPACE AND TIME SCALES
OF PRECIPITATION

The matching of space and time scales of precipitation
processes is an important consideration in the deter-
mination of precipitation patterns. Over short time-
averaging periods precipitation generally has high
spatial variability. A snapshot image of precipitation
coverage over the continental United States in Fig. 3
is derived from compositing all doppler weather radar
reflectivity coverages. At once this springtime image
reveals a number of different precipitation processes,
including organized precipitation structure along the
Atlantic seaboard associated with an upper level
trough and a surface cold front. Other areas of precip-
itation exhibit greater spatial variability, and cover

Fig. 1 Vertical distribution of the three major atmospheric

cells in each hemisphere responsible for poleward energy
transfer and atmospheric circulation systems (after Ref.[2]).

Fig. 2 Global mean annual precipitation isohyets (mm).
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much smaller spatial domains. Isolated subtropical
showers with more inherent randomness in their loca-
tions are evident off the northeast coast of Mexico. A
small area of organized convection is at least partially
due to the presence of mountains in extreme north-
central Mexico. A large portion of the country is dry.

In contrast, at longer time scales, precipitation pat-
terns begin to emerge that reveal more consistency in
moisture-availability and lifting-mechanism-presence.
For instance, at monthly time scales, weather features
that exhibit consistency over 30-day periods emerge.
Any given month, representing just one sample of
30 days, can show features that may be associated with
large-scale forcings like El Niño, or upper air patterns
that become relatively ‘‘locked in’’ for that month. In
contrast, a 30-yr average, or longer, will reveal precipi-
tation processes that are even more consistent. Take
for example the contrasting images of mean July pre-
cipitation (based on 30 yr of data) vs. the map of July,
1993 precipitation over the continental United States
(Fig. 4). The mean map (top) reveals numerous fea-
tures, including the moist eastern half of the country,
especially along the Southeastern coast; the extreme
dryness in California and most of the West coast; the
summer Monsoon circulation creating precipitation
over Arizona, New Mexico, and Colorado, with moun-
tain enhancement, as well; and two smaller regions
with relatively drier July weather compared to
surrounding areas, in southern Missouri–northern
Arkansas, and across most of Michigan. These relative
minima are explained by a relatively greater frequency
of surface high pressure over the cooler Great Lakes,

which suppresses summer thunderstorm and shower
activity over Michigan; and by the Ozark Mountains
inhibiting northward-flowing moist air from the Gulf
of Mexico, as well as slightly interrupting the dynamics
of thunderstorm development.

In contrast, the bottom map (July 1993) depicts
processes that were dominant over this 31-day period
only. Note the fairly large region of enhanced precipi-
tation in the Iowa–Nebraska–Kansas–Missouri area
that was associated with a stationary frontal system
for much of the month, and moisture-feedback pro-
cesses that helped generate excessive precipitation for
many weeks. To the south, a similar-sized area with
very little precipitation covered much of Texas. The
area with near-zero precipitation in California
expanded to include much of Nevada and Arizona, as
well, and another region with enhanced precipitation
covered much of eastern Montana and the Dakotas.
July, 1993 thus represented both an accentuation of
the mean map (top), as well as at least two regions
with significantly anomalous rainfall—abnormally
large rainfall amounts over the Midwest to Plains
region, and the dryness from eastern Texas to northern
Georgia.

These maps also reveal differences in small-scale
variability. Over the relatively short time period of a
single month (e.g., July, 1993) the map appears
‘‘speckled’’ with precipitation values. Particularly in
regions not directly under the influence of major syn-
optic forcing there is a great deal more variability
between individual climate stations than in the 30-yr
mean map (top), in which most of this small-scale

Fig. 3 Composite radar reflectivity image of the United States, showing precipitation areas, 2000 UTC, April 25, 2001.
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variability associated with a limited sample size is
removed. The 30-yr mean map thus represents only
very consistent and dominant precipitation forcings.

At the average annual time scale, with a 30-yr aver-
aging period, consistent precipitation patterns are
clearly in evidence (Fig. 5), while the small-scale vari-
ability shown in the July, 1993 map, and somewhat dis-
tinguishable even in the 30-yr mean July map, are now
clearly absent. Note the significantly greater detail and
spatial variability depicted in this map compared to
the generalized global precipitation map shown in
Fig. 2. Other atmospheric forcings are at work, as well,
and include.

Orographic Enhancement

Air flow over mountain barriers creates forced uplift
and, typically, an increase in precipitation, called

orographic enhancement. This increase in precipitation
with elevation is largely local, however, with regional
or national relationships often insignificant or non-
sensical. For instance, elevation increases from the
Mississippi River westward to the Rocky Mountains
across the Plains, but precipitation decreases west-
ward across this region. In mountainous regions,
precipitation–elevation relationships can be different
from one mountain barrier to the next, with the upwind
barrier often having more precipitation enhance-
ment than succeeding ridges downwind. Orographic
enhancement is controlled by a number of factors,
including wind direction relative to the barrier, wind
speed, available atmospheric moisture, elevation
increase, and slope angle.

Significant orographic enhancement is noted on
this map (Fig. 5) over much of the western United
States, and in some of the highest mountain terrain
in the southern Appalachians and in New England.

Fig. 4 Mean 1961–1990 July precipitation (top) and July 1993 precipitation (bottom). Maps created using the PRISM modeling
system of the Spatial Climate Analysis Service, Oregon State University.
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Over much of the western United States, between the
Cascade/Sierra Nevada ranges and the Rocky
Mountains, this mean annual precipitation map looks
very much like an elevation map. The mountains are
very effective at ‘‘scouring’’ what moisture is available
in the air flow. In some cases, as over much of Idaho,
the terrain contains many successive mountain bar-
riers with very small spacing between them. In this
case, the entire region acts as an elevated terrain fea-
ture with fairly consistent precipitation enhancement
over the area.

There are elevational limits to orographic enhance-
ment. Across most of the continental United States,
precipitation increases with elevation to approximately
3000 m in southern latitude areas, and around 2500 m
to the north. In Alaska, it is conjectured that precipi-
tation is a maximum above 2000 m. In regions where
the trade wind inversion is prevalent, such as many
oceanic areas 10–30� latitude either side of the equator
(e.g., Hawaii), precipitation is maximized at levels as
low as 1000 m, with highest mountain elevations some-
times extremely dry.

Other Causes of Vertical Motion

There are factors other than topography that can
control vertical motions and, thus, precipitation dis-
tribution. These include sea breezes that often create
areas of surface convergence and, necessarily, upward

vertical motions some distance (typically 10–50 km)
inland from the immediate coastline. Peninsular
Florida in the warm season is a good example of this
phenomenon. On many afternoons, in the absence of
any other synoptic forcings, an onshore airflow will
develop that penetrates approximately 30-km inland,
creating a convergence zone where storms develop
and precipitation enhancement is noted.

In midlatitudes, jet stream dynamics create and
strengthen storm systems and vertical motions. These
are strongest when thermal contrasts between the poles
and tropics are greatest, in the respective hemispheric
cold seasons.

Convective instability creates upward vertical
motions that can create significant precipitation. These
precipitation processes are most common in the tropics
and in the warm season at midlatitudes, and are the
result of local heating (both sensible and latent). Their
space and time dimensions are typically quite small.

PRECIPITATION MAPPING

Climatologists and, in particular, climate mapping
specialists, study these precipitation processes and
build them into precipitation distribution models. These
models objectively determine precipitation amounts
and patterns by quantifying causative processes, such
as orographic enhancement. One example of this is

Fig. 5 Mean annual precipitation of the United States (in.), 1961–1990. derived using the PRISM modeling system.
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the parameter–elevation regressions on independent
slopes model (PRISM), used to create the maps shown
in Figs. 4 and 5.[4] This model distributes point precipi-
tation values, usually at a time step of 1 mo or longer,
to a grid by estimating many of the factors discussed
earlier, and others. PRISM has been successfully used
to develop maps in the new, digital Climate Atlas of
the United States,[5] as well as many other products.

CONCLUSION

The distribution of precipitation over the landscape is
dictated by processes that enhance upward vertical
motion in the presence of sufficient moisture. Longer
time averaging periods reveal only the most consistent
processes, while at successively shorter time periods
spatial heterogeneity and inconsistencies increase.
Due to a multitude of factors that control these pro-
cesses, including the shape and size of land and water

areas, latitude and topography, precipitation distri-
bution pattern determination is usually less than
straightforward.
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Precipitation: Forms

Richard T. Wynne
National Weather Service, National Oceanic and Atmospheric Administration (NOAA),
Amarillo, Texas, U.S.A.

INTRODUCTION

In nature, water can take solid or liquid form under
many situations in the atmosphere and on the sur-
face of the earth. Precipitation is a special category
or subset of the conditions under which water exists.
Specifically, water particles, in either liquid or solid
form, to be defined as precipitation that must both
1) fall from the atmosphere and 2) reach the ground.
This definition would then include rain, drizzle, snow,
sleet, and freezing rain and exclude other forms of
water in the atmosphere such as clouds, fog, dew,
rime, or frost in that it must fall from the atmosphere.
It also eliminates forms such as virga since precipita-
tion must reach the ground.[1]

BEGINNINGS OF THE PROCESS

What determines the type of precipitation? The verti-
cal temperature and moisture profiles of the atmo-
sphere are important factors. If ice crystals encounter
warm and cold layers of air on the way to the ground,
then the form of precipitation could change. Vertical
motions of the air are also factors since they will affect
the path of the water particles on the way to the
ground. No matter what the type of precipitation we
see at the ground, the process usually begins in clouds.
Tiny droplets join to form much bigger drops, which,
begin to fall earthward. At lower temperatures, clouds
may consist of ice crystals that form from the freezing
of water droplets or sublimate directly from water
vapor into solid ice crystals. The crystals begin to col-
lide and aggregate to form snowflakes that start to fall
toward the earth. The process, however, is just begin-
ning. The temperature and moisture structure of the
atmosphere determines which form of precipitation is
observed at the ground.

COMMON FORMS OF PRECIPITATION

In the warm season of the year, rain is usually the most
common form of precipitation. When a deep, moist

layer of air is at the earth’s surface with the tempera-
ture above 0�C, rain occurs if the drops survive to
the surface. If ice or snowflakes enter this warm surface
layer and it is sufficiently deep, then the ice melts into
liquid drops and arrives at the surface as rain. When
the surface air is very dry as it is often in the western
Great Plains, one may see rain shafts extending below
the cloud bases but evaporating before reaching
the ground. This feature is identified as virga and is
not considered to be precipitation.

Ice crystals can carry a thin coating of water even at
temperatures well below freezing. As a result, cloud ice
crystals will join together when they collide and form
flakes. Once these flakes become heavy enough, they
will fall toward the earth. During the winter season,
the entire layer of air may be below 0�C and the flakes
will reach the ground as snow.

Sometimes, a warm layer of air will ride over a very
cold layer of air where temperatures are below freez-
ing. When this happens, the drops can freeze into pel-
lets of ice and is termed sleet in most parts of North
America. These ice pellets tend to bounce when they
land on a solid surface and remain intact. On the other
hand, snow on its way to the ground may encounter an
air layer just warm enough to melt the smaller snow-
flakes producing a mixture of snow and rain at the sur-
face. This is termed sleet in some parts of the world.[2]

As stated earlier, water-coated ice crystals can join
together to form snow. These ice crystals may also fall
through a cold air layer freezing the outer coating. The
precipitation then becomes snow pellets, sometimes
called graupel. Graupel is opaque and, like ice pellets,
bounces when it hits a solid object. Often, it will break
up following impact unlike ice pellets.

Drizzle is another form of precipitation since it falls
to the ground. Numerous, very small drops that are
affected easily by air currents, but do eventually fall
to the surface, are classified as drizzle. Fog, which often
accompanies drizzle, is not considered to be precipi-
tation since it does not fall. In observing, drizzle drops
are considered to be less than 0.5 mm.[3] Drops larger
than this size are classified as raindrops. Sometimes,
while making an observation, it is difficult to tell if
light rain or drizzle is occurring. A rule-of-thumb
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many observers use is to observe an open surface of
water such as a puddle of water if one is available. If
the water surface is being disturbed by the precipi-
tation, then it is considered to be light rain. If the water
surface remains undisturbed, it is classified as drizzle.
Drizzle usually forms in shallow, stratiform low cloud
layers. Typically, the weather system is non-convective,
or does not have much vertical development. Warm
frontal systems usually have a gentle sloping structure.
Air and moisture is lifted slowly and fewer collisions
between water particles occur. Many times, drizzle
forms in advance of a warm front.

Hail is another common form of precipitation.
Hail most often accompanies strong thunderstorms
where violent downdrafts and updrafts exist nearly
side-by-side. Hail formation can begin as ice crystals
fall through a moist air layer where liquid water
coats the ice particles. The ice particles are then
caught in an updraft and carried to great altitudes
where the water coating freezes. Once again, the fro-
zen particle falls toward the earth and is coated with
a layer of liquid water and carried upward in another
updraft. This cycle continues and layer after layer of
ice builds up on the original particle. Strong updrafts
can result in large hail sizes. Finally, the hail becomes
too heavy to be held by the updrafts and it falls to
the earth.

CONCLUSION

Many forms of precipitation have been identified. Only
the most common ones have been reviewed here. To be
classified as ‘‘precipitation,’’ the liquid or solid form of
water must both fall from the atmosphere, and, it must
reach the ground. The temperature and moisture struc-
ture of the column of air through which the particle
falls often determined what form it will be in when it
reaches the ground. Ongoing research continues on
the use of temperature and moisture profile of the
atmosphere to predict what type of precipitation can
be expected. Weather models now give a ‘‘first guess’’
as to what these profiles will look like in the future and
to predict the weather type.
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Precipitation: Measurement

Marshall J. McFarland
Texas A&M University, Stephenville, Texas, U.S.A.

INTRODUCTION

The objective of precipitation measurement is to deter-
mine the spatial and temporal distribution of preci-
pitation, primarily rain and snow, but including all
forms of precipitation. Measurement requirements
depend on the scope and purpose of their use. For cli-
matological and hydrological purposes, such as water
supply assessment, precipitation measurement seeks
to determine the amount of water that reaches the
earth surface over a given area, usually for a 24-hr
period with an area of 100 km2 or greater. For storm-
water runoff and flash flood forecasting, precipitation
amount and rate measurements are needed on a time
scale of minutes to an hour for areas of tens of square
kilometers. For microwave circuit design, rainfall
rate along a narrow transmission path is needed on a
time scale of a few minutes. Precipitation is usually mea-
sured with gages of various designs that meet specific
needs over a wide range of geographic locations. Pre-
cipitation may also be indirectly measured or inferred
with remote sensing technology with sensors operating
in visible, infrared, microwave, or gamma ray portions
of the electromagnetic spectrum. Remote sensing tech-
nology is beyond the scope of this report. A review of
the measurement of precipitation is given in Ref.[1].

PRECIPITATION GAGES

Development of Precipitation Gages

Rain gages were used in India in the 4th century B.C.,
Palestine in the 1st century B.C., China in the 13th cen-
tury, and Korea in the 15th century.[2,3] The gages used
in Korea were cylindrical about 30 cm deep and 15 cm
diameter, so would have about the same characteris-
tics and accuracy as many of the gages in widespread
use today. Rain gages were first used in Europe in
the 17th century and included a tipping-bucket gage
developed by Sir Christopher Wren and modified by
Robert Hooke in 1678.[3] Numerous designs of gages
were developed around the world in the 18th century.
In 1802, Dalton (cited in Ref.[3]) described the function
and basic design of the rain gage:

‘‘The rain gage is a vessel placed to receive the falling
rain, with a view to ascertain the exact quantity that

falls upon a given horizontal surface at the place. A
strong funnel, made of sheet iron, tinned and painted,
with a perpendicular rim two or three inches high, fixed
horizontally in a convenient frame with a bottle under

it to receive the rain, is all the instrument required.’’

Virtually any open container will collect rain and
snow, but few will collect the ‘‘exact quantity’’ of rain
or snow that would fall on the horizontal surface in the
absence of the gage. The measurement of the exact
quantity of rain and snow that falls on a given hori-
zontal surface has been the subject of considerable
research and development in the past several hundred
years. In 1769, it was established that gages elevated
above the surface caught less rainfall than gages near
the surface,[4] which was subsequently shown in 1861
to be due to effects of wind.[5] Ground level gages were
developed in 1842 to avoid the effects of wind.[4] In the
late 1800s, Nipher developed the first shielded gage, a
design still in use, to decrease the influence of wind
on the collection of snow.[5]

Standard Precipitation Gages in the
United States

Two similar designs of non-recording rain gages are
used in the climatological network of the National
Weather Service.[6] The standard gage has a 20.3-cm
(8 in.) orifice diameter, a funnel, a measuring tube,
and an outer container. The measuring tube holds
5.08 cm precipitation; overflow collects in the outer
container. A calibrated measuring stick is inserted into
the measuring tube and is read to the nearest 0.01 in.
(0.254 mm). The funnel and measuring tube are
removed when snow is expected. The snow is melted
for equivalent water measurement. A 10 cm scale
version of the standard gage is also in use, with mea-
surements read from a calibrated scale on the clear
plastic side.

The National Weather Service has two types of
weighing gages that record rate and amount of precipi-
tation,[6] with an accuracy of 0.01 in. (0.254 mm). The
collection portion of the gage is similar to the stan-
dard gage, but the funnel directs the catch to a col-
lector mounted on a weighing mechanism. The
Belfort (Fischer and Porter) recording gage converts
the weighed precipitation to a punched tape output.
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The Universal recording gage converts the weighed
precipitation to a strip chart or to direct current (dc)
voltage for telemetry.

Tipping bucket recording precipitation gages are
used, especially with automatic weather stations, to
record precipitation rate and amount. The collector
portion of the gage is a scale design of the standard
gage. The funnel directs the catch to one of two buck-
ets balanced on a fulcrum, each with a typical capacity
of 0.01 in. (0.254 mm). When the bucket fills, it tips and
discharges the water into a container and rotates the
other bucket under the funnel. The time of the tip is
recorded electronically when a magnet trips a switch.

Orifice Design for Precipitation Gages

Any open container will collect precipitation. If the
requirements for accuracy are not precise, then vir-
tually any open container will be satisfactory. Indeed,
for extreme rainfall events when the daily or storm
event rainfall exceeds the capacity of the gage, ‘‘bucket
surveys’’ are used to estimate the total rainfall. The
rainfall depth in any open container, such as a barrel
or a bucket, will be measured. Rain gages for indi-
vidual’s use, as opposed to gages in networks, may be
of any design and any design may be satisfactory if
precision is not an issue. Common designs are clear
plastic gages with square or cylindrical orifices, with
imprinted measurement scales on the collection tube.
Orifice widths or diameters range from about 2 cm to
10 cm. The larger diameter orifice gages may have a
funnel; smaller diameter gages do not, but may be
wedge or cone shaped to increase the accuracy for
measurement of lower rainfall amounts. The diameter
or width of the orifice does not have a significant effect
on the amount of rainfall collected by the gage.[7–9]

Effects of Wind on Precipitation Measurement

Any object placed above ground level will result in
increased wind speed over the top of the object. When
the object is a rain gage, the increased air flow over
the top of the collector will deflect rain and snow par-
ticles from their original path. This results in an under-
catch of precipitation,[10,11] especially for snow.[12,13]

As the gage gets larger, the effects of the wind increase.
The height of the gage is also a major factor, because
the wind speed increases rapidly with height above the
surface. A large gage mounted on a post will catch less
precipitation than a smaller gage mounted on a rod
or open stand. The measurement error associated with
large gages above ground level with moderate wind
and light snow may exceed 50%. Several approaches
have been used to reduce the effect of wind on the

catch of precipitation. Shields of vertical metal or
wood slats surrounding the gage will deflect the wind
downward and away from the gage orifice. Shielded
gages are in widespread use for snow measurement
networks (e.g., SNOTEL—SNOw TELemetry[14]) in
the United States, but are not routinely used in the
National Weather Service climatological network.
Ground level or pit gages installed at the surface will
eliminate wind effects, but create other problems such
as splash effects, and collection of blowing leaves, drift-
ing snow, or surface water in the gage. Pit gages are
used for reference purposes, but are not used in
measurement networks. Low bushes and/or 50% snow
fence around the gage will also reduce the effects of
wind on the precipitation catch by the gage.[15,16]

Precipitation Measurement Errors

Precipitation gages are subject to measurement errors
from wetting, evaporation, condensation, rain splash,
and snow plugging and capping. Rainfall that adheres
to (wets) the surface of the gage will not be measured
in the collection tube. The collected precipitation in
the collection tube is subject to evaporation, especially
in hot and dry conditions. Condensation that forms
dew and frost on the gage may add a few mm depth
to the precipitation total. Rain may splash out of the
gage, especially for designs that have a shallow funnel
with a slope of less than 45� from the vertical and
designs with open collector tubes when the gage nears
its capacity. Wet snow will stick to the inside of the
gage orifice and may prevent additional snow from
entering the gage. Small diameter (or width) gages
and gages with shallow funnels are especially suscep-
tible to snow plugging and capping.

Another source of measurement error arises from
a combination of wind with sloping terrain with the
precipitation event. The precipitation caught by a gage
with a horizontal orifice will deviate from the precipi-
tation that is actually incident upon the terrain. For
precise measurements, a pit gage or a gage with an ori-
fice parallel to the terrain slope will provide precipi-
tation measurements that are more representative.[17]

DIRECT MEASUREMENTS OF SNOW

The measurement of snow in mountainous areas is
complicated by inaccessibility for daily observation,
lack of ideal exposures for gages, measurement errors
with gages, sloping terrain, variable exposures due to
trees and natural topographic features, and redistri-
bution of snow by wind. Snow measurements are made
by direct methods such as gages, core extractions, and
depth measurements with a stick; and by indirect
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methods such as weighing snow pillows and remote
sensing from air and space craft.[14] A white-painted
wooden board is used for snow depth measurements.
The snowboard is placed horizontally on the ground
surface or flush with the snow surface in a representa-
tive location. The observer records the 24-hr depth
accumulation with a ruler, then cleans and replaces
the snowboard. The federal snow sampler is used to
extract cores from the total snow pack. The sampler
is a light-weight graduated aluminum tube that is
forced into the snow pack.[18] The snow water equiva-
lent is obtained by weight. Core samplers are used
to take snow measurements at monthly or longer
intervals along predetermined transects known as
snow courses. A snow pillow is a hydraulic weighing
platform of rubber or stainless steel. The snow that
accumulates on the pillow or a series of pillows is
weighed with the use of a pressure transducer so the
water equivalent may be transmitted via telemetry.[19]

CONCLUSION

The basic technology of precipitation measurement
with gages has not changed in the past several hundred
years. A precipitation gage is basically an open con-
tainer that ideally catches the precipitation that would
accumulate on a horizontal ground surface at the gage
location. Measurement errors, needs for rainfall inten-
sity measurements, and problems with snow measure-
ment have resulted in a wide variety of gage designs.
When precision is not required, virtually any open
container will serve the purpose. For hydrology and
climatology, standardized gage designs and measure-
ment procedures are necessary. New technology,
especially in remote sensing, will continue to evolve
and to increase our knowledge of the spatial and
temporal distribution of precipitation.
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Precipitation: Modification

George W. Bomar
Texas Department of Licensing and Regulation, Austin, Texas, U.S.A.

INTRODUCTION

The water resources of any nation are one of its most
precious treasures. However, increases in population
and economic growth place greater demands on this
valued asset. We are continually reminded that water,
while indispensable for personal and economic well
being, is a finite resource. We are made all the more
keenly aware of its value when deviations in the normal
patterns of rain (and snow) foment drought, which
places even greater strain on the available water supply.

Traditionally, sources of fresh water are regarded as
either surface or groundwater, which are replenished,
of course, by precipitation yielded by various species
of cloud formations. To augment the supply of water
from those sources, dams are constructed to confine
more of the streamflow above the surface or wells are
drilled to capture greater quantities of water from sub-
terranean aquifers. Seldom is the atmosphere viewed
as yet another repository of substantial amounts of
water—albeit in the form of vapor—waiting to be
harvested.

Today, careful and well-designed efforts to manage
atmospheric water resources are proliferating world-
wide. Through the responsible use of new weather-
modification, or cloud-seeding technologies, those
who manage the development of atmospheric water
are confronting the challenge of finding new fresh-
water sources with increasing success.

GROWING ATMOSPHERIC WATER

Exceedingly tiny cloud droplets materialize in the
atmosphere when moist air is sufficiently cooled to
its dew point. These minuscule droplets, which typi-
cally number in the trillions in a swelling cumulus
cloud, may collide with one another to grow larger
and larger droplets, which might eventually become
big and heavy enough to fall as rainwater. For this
to happen, the cloud must persist for a prolonged
period. Most clouds do not live long enough to develop
a significant load of rain.

Nature facilitates the rain-making process by capi-
talizing on the role of supercooled droplets to grow
raindrops much more readily. In growing taller, an
increasingly buoyant convective cloud (cumuli) moves

more of its water mass into colder (higher) regions of
the atmosphere. Though the air is colder than 32�F,
the tiny cloud droplets do not immediately freeze into
ice, but rather remain in liquid form (supercooled).

Meanwhile, innumerable microscopic particles, such
as soil, dust, sand, and salt, start the rain-production
process by acting as ‘‘seeds’’ or crystalline skeletons
on which these very tiny, supercooled droplets can
freeze to form either snowflakes or soft ice (graupel).
These seeds become de facto ice nuclei, around which
more and more supercooled cloud water converges to
grow larger and larger raindrops.

Cloud seeding involves the release of artificial ice
nuclei to grow even more, and larger, water droplets
out of this usually abundant supply of supercooled
cloud water. The artificial seeds are of one of two
types: 1) glaciogenic (ice forming); and 2) hygroscopic
(water attracting). The most common type of glacio-
genic seed is silver iodide, who crystalline structure
most closely resembles that of a natural ice crystal.
Another well-used glaciogenic material is dry ice,
which almost instantaneously produces large numbers
of small ice particles when dropped in pellet form into
clouds with supercooled water. In clouds that never
develop vertically, such that the cloud’s water mass is
never chilled to the point of becoming supercooled,
hygroscopic seeding agents work well in growing large
raindrops. The hygroscopic seeds are usually small salt
particles, such as potassium chloride.

SEEDING TECHNIQUES

Timing and targeting the artificial seeds in promising
clouds are the two most critical factors in successful
cloud seeding. Seeding must be done opportunistically
and precisely, in the right locations when the time
is ripe.

For seeding convective clouds, which tend to grow
dynamically in a matter of minutes, aircraft are the
favored method of delivery. Specially-equipped air-
craft, bearing racks containing flares (pyrotechnics)
of seeding materials or wing-mounted generators for
releasing solutions of artificial ice crystal, can release
the seeds straight into the rising air current (updraft)
below the bases of developing clouds. In some
instances, aircraft can get seeding material into the
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core region of supercooled clouds by dropping flares
from above the tops of those clouds.

In mountainous terrain, where moisture-laden
clouds tend to ‘‘hug’’ ridge lines, aircraft usually can-
not safely navigate to dispense seeding materials.
Because the flow of moist air feeding the clouds is often
quite predictable, it is possible to disperse the seeds
using a network of ground-based generators. These
generators can be manually operated, even remotely
controlled, to regulate the flow of seeding material at
prescribed levels and for predetermined durations.

ASSESSING THE IMPACT

The true measure of any endeavor, including weather
modification, is the answer to the daunting question:
Are the results from the effort worth the resources
needed to produce those results? Assessing cloud-
seeding activities is a formidable challenge because
the impact of the seeding must be separated from
the highly variable, natural occurrence of rain, snow,
and hail from cloud formations. Many methods and
types of data have been used to evaluate cloud-seeding
efforts, with each having its own strengths and weak-
nesses. Some assessments are made using direct
evidence: measurements of rain, hail, snow. Others
are based largely on secondary evidence: insurance
statistics and crop yields. Ultimately, the efficacy of
any particular evaluation will depend on the type and
amount of data available for analysis.

Many weather-modification projects, past and
ongoing, have furnished evidence that seeding, when
performed timely and in a well-targeted fashion, has

altered the behavior of cloud formations in such ways
that the objectives of the projects (rain enhancement,
snowpack augmentation, hail suppression) have been
achieved. Benefits, when quantified, have far outpaced
the costs to conduct the operations.

The ultimate way to evaluate a weather-
modification project is through randomization: Storms
are randomly selected for seeding—or to be left
untreated. Then, the two groups are compared to dis-
cern differences in behavior, during and following
seeding. The drawback to such an analytical approach
is that only about half of all storms get treated, reduc-
ing the overall effect as well as the benefit-to-cost ratio.

Still, with the promise of success, the technology
will continue to be applied in many different climatic
regimes. As research techniques improve, and as better
seeding technologies are developed, better and more
consistent results are sure to be achieved.
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Precipitation: Remote Sensing Measurement

Marshall J. McFarland
Texas A&M University, Stephenville, Texas, U.S.A.

INTRODUCTION

The objective of precipitation measurement is to
determine the spatial and temporal distribution of
precipitation, primarily rain and snow. Historically,
precipitation has been measured with gages, which
capture samples of the precipitation for direct mea-
surement. Gage measurements of precipitation have
limitations, especially for operational meteorological
and hydrological purposes such as short period
weather and flash flood forecasting. These limitations
include:

1. The density of measurements in most gage net-
works is not sufficient for assessment of precipi-
tation from thunderstorms in small watersheds.
More-or-less typical precipitation networks for
climatological purposes have a gage density of
about one gage every 30 km (900 km2 area).
The highest precipitation intensities in a thun-
derstorm cell occupy a much smaller area, so
could easily be missed in a fixed gage network.

2. Many areas of interest are not suitable for direct
measurement of precipitation with gages. These
areas include mountains (for water supply
assessment) and oceans (for earth heat and
moisture budgets).

3. The cost of direct measurements (including
equipment, maintenance, personnel, data acqui-
sition and processing) precludes expansion of
gage networks for operational uses.

Remote sensing of precipitation is widely used to
obtain increased spatial and temporal accuracy. With
remote sensors, the precipitation is not captured or
directly measured. The precipitation is inferred from
physical, statistical, and/or empirical relationships
between precipitation characteristics and the emitted
or reflected radiation from the earth and atmosphere.
Remote sensors that record naturally emitted radiation
are referred to as passive, while active remote sensors
record reflections of radiation emitted from the sensor.
Precipitation estimation with weather radar is an
example of an active remote sensor. Cloud information
from visible and near-infrared imagery obtained from
earth satellite sensors is an example of passive remote

sensing. The sensors may be land-based, or mounted
on aircraft or earth satellites. A summary of measure-
ment of precipitation is in Ref.[1].

ESTIMATION OF PRECIPITATION WITH
WEATHER RADAR

Weather radar operates in the microwave portion of
the electromagnetic spectrum, usually at wavelengths
from 3 cm to 10 cm. At these wavelengths, large cloud
water droplets, raindrops, hail, snow particles, and
other solid forms of precipitation reflect emitted radi-
ation. The backscattered radiation, known as the
reflectivity, Z, is highly correlated with the characteris-
tics of the precipitation in the volume of the radar
beam. For spherical raindrops, the reflectivity is a func-
tion of the sixth power of the raindrop diameter.
Reflectivity of rainfall within and below a cloud
volume is primarily a function of the numbers and
diameters of the larger raindrops.

The relationship between the radar reflectivity and
the rainfall rate is a power function, Z ¼ aRb, where
a and b are empirically fitted variables.[2] The variables
a and b of the Z–R relationship change with type of
precipitation, precipitation intensity, raindrop shape,
presence of liquid films on frozen forms of precipi-
tation, and ambient conditions within the cloud. The
value of a is typically 200 and will range from 100 in
stratiform rainfall to 400 for intense convective rain-
fall. The value of b is nearly constant at 1.6, with a
usual range of 1.3 to 1.6.[3] With constant values of
a and b, radar estimates of precipitation should be
within a factor of two about 75% of the time.[4]

Several sources of error in the estimation of preci-
pitation with radar are present. Any change in the
relationship between reflectivity and rainfall will
change the accuracy of the rainfall estimation. A major
source of error is inherent in the geometry of the
radar beam as it intersects a cloud. Normally, the radar
scans at low elevation angles, such as 0.5–1.5�, within
about 75 km of the radar location. Consequently, the
precipitation is fairly close to the earth surface. If
the fall speeds of the precipitation particles differ
from terminal velocity as a result of updrafts or down-
drafts, the radar estimation will be an overestimation
or an underestimation. For heavy rainfall intensity in
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a strong downdraft, the underestimation could be
nearly 50%.[3]

Due to earth surface curvature, the radar beam
intersects cloud volumes at increasing elevations with
increasing range from the radar location. At increasing
range, the radar estimate of rainfall rate could be an
underestimation if the cloud volume in the radar beam
is above a layer where precipitation rate is still increas-
ing through growth of raindrop size through processes
of coalescence and collision. With increased range, the
radar beam may intersect the 0�C isotherm, where
melting of snow begins to occur. With initial melting,
a snowflake becomes covered with a film of water
before collapsing into a smaller raindrop. Water cov-
ered snow is much more reflective than the raindrops
below the layer of melting snow. As a result, a ‘‘bright
band’’ about 100 m deep with a reflectivity typically
two to five times greater than that of the rainfall below
will appear in the radar display of the return.[5] If the
radar beam includes cloud volume above the bright
band, the reflectivity will decrease due to the very
low reflectivity of the snow. Generally, the precipi-
tation rates will be underestimated when the radar
beam is above the freezing level.

Other sources of error include incomplete beam
filling by the cloud, false echoes, and anomalous
propagation, and intervening clouds and precipitation.
Rain drops on the radome will also attenuate the back-
scattered radiation.

For maximum accuracy of radar estimates of pre-
cipitation rate and amount, the variables in the Z–R
relationship should be calibrated on a real-time basis.
This is possible with a network of automatic, recording
rain gages that is connected to the radar processing
system through telemetry, modem, or other means of
communication. The spatial and temporal accuracy
of radar is combined with the point accuracy of gages
in this method. Two approaches have been demon-
strated. The deterministic approach is to use rainfall
rate information from point gages to calibrate the
values of the a and b variables in the Z–R relationship
or to determine the ratio of gage to radar estimation of
rainfall. The adjusted values are then used to adjust the
radar estimates of rainfall for the areas between gages.
A statistical approach combines the radar and gage
spatial information to interpolate and extrapolate the
gage measurements throughout the area.[6–8]

VISIBLE AND INFRARED ESTIMATION OF
PRECIPITATION FROM SATELLITE IMAGERY

Earth satellites with sensors operating in the visible,
near-infrared, and thermal-infrared portions of the
electromagnetic spectrum provide several methods of
estimation of precipitation.[9] The simplest is perhaps

the areal extent of snow, which is readily apparent in
visible and near-infrared imagery. Another method
has been developed for convective rainfall. Methods
of estimating convective rainfall rates and/or amounts
are based on the premise that the intensity of convec-
tive rainfall is correlated with the visible brightness
and radiative temperature of the cloud tops (10.5 mm
to 12.5 mm wavelength). Colder and brighter cloud tops
represent both deeper and more intense convection,
which is highly correlated with precipitation intensity
and amount. The relationships between satellite-
derived variables of cumulonimbus cloud top features
and rainfall features are developed from radar and
gage measurements.

Several advanced methods for estimation of rainfall
from satellites with visible and thermal-infrared sen-
sors have been developed. The life-history techniques
incorporate information about the life cycle of the con-
vective cloud into the rainfall estimation method[10–12]

for scales from individual convective cloud to synoptic
systems. The methods are based on similar assumptions
that convective cloud development follows an estab-
lished pattern, raining convective clouds have cloud
top temperatures colder than a threshold (e.g., �19�C),
rainfall rate is proportional to the cloud area, rainfall
intensity is inversely proportional to the temperature
of the cloud top, and rainfall distribution in time is a
function of the stage of the life cycle of the cloud.

PASSIVE MICROWAVE MEASUREMENT

Snow pack properties, such as depth, snow water
content, and age, may be developed with the use of pas-
sive microwave radiometers on earth satellites. Passive
microwave radiation sensors operate in similar wave-
lengths as weather radar, which is active microwave
radiation. Passive microwave sensors record the radi-
ation naturally emitted by the earth surface and atmo-
sphere, which is proportional to the product of the
emissivity and the first power of the temperature at
microwave wavelengths (the Rayleigh–Jeans approxi-
mation to Planck’s Law[13]). Consequently, the
recorded radiation is referred to as the brightness tem-
perature. The emissivity is an inverse function of the
dielectric constant of the emitting surface. The value
of the real component of the complex dielectric con-
stant, the permittivity, is in the low single digits for
air, dry soils, and ice and snow. The permittivity of
water ranges from about ten to twenty in the micro-
wave wavelengths of the sensors (e.g., 0.81 cm to
1.55 cm), so the addition of water to dry soil decreases
the brightness temperature. The brightness tempera-
ture of a land surface is decreased by the loss factor,
which is also a function of the dielectric constant.
The loss factor is high for water but very low for ice
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and snow. A dry snowpack will scatter, or attenuate, the
brightness temperature proportional to the snowpack
depth. Typically, the snowpack properties are retrieved
with multiple linear regression for the multiple wave-
lengths and both polarizations of the radiometer.[14]

The atmosphere is essentially transparent to emitted
microwave radiation from the earth surface except
when convective clouds with rainfall are present. Tropical
rainfall over oceans is determined from the emitting and
scattering characteristics of the precipitating clouds.[15]

At the microwave wavelengths of the passive micro-
wave sensors on earth satellites, the precipitating clouds
appear as warm areas over a very cold background.

TERRESTRIAL GAMMA SNOW MEASUREMENT

The water equivalent of a snowpack can be determined
by measuring the attenuation of naturally occurring
gamma radiation emitted from potassium, uranium,
and thorium isotopes in the upper 20 cm of soil.[16]

Water mass (not necessarily liquid) in the soil and
snow attenuates the gamma radiation, so differences
in the radiation emitted from bare ground and snow-
covered ground are used to determine the snow water
content and other properties. The gamma radiation
sensors are flown on aircraft to determine snowpack
properties, primarily in the Great Plains of the north-
ern United States and southern Canada.

CONCLUSION

Remote sensing of precipitation is in widespread use
in meteorology, climatology, and hydrology. In remote
sensing of precipitation, the precipitation is not cap-
tured or otherwise directly measured. The interactions
of the precipitation with radiation in the electromag-
netic spectrum are measured with sensors, and then
translated into precipitation characteristics with the
use of physical, statistical, and empirical relationships.
Precipitation estimation with weather radar is a good
example of a remote sensor system. Microwave radi-
ation is emitted from an antenna at the radar site. As
the radiation pulse intersects a cloud, some of the radi-
ation is scattered back towards the antenna by snow,
water, and ice. The reflectivity is correlated with the
precipitation characteristics, which have been deter-
mined with precipitation measurements from gages.
Information on clouds and precipitation may be
obtained from visible, near-infrared, thermal-infrared,
microwave, and gamma ray portions of the electro-
magnetic spectrum. The sensors may be at fixed loca-
tions, or may be mounted on ships, aircraft, or earth
satellites.
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Precipitation: Simulation Models

Timothy O. Keefer
Southwest Watershed Research Center, U.S. Department of Agriculture (USDA),
Tucson, Arizona, U.S.A.

INTRODUCTION

The variability of precipitation across a range of spatial
and temporal scales, from short-duration high-
intensity down-bursts within a localized storm to the
seasonal and annual variations at a single location
and across the globe is obvious to a casual weather
observer. Frequently, in the planning and management
of agricultural and engineering activities, precipitation
information that reflects this natural variability is
needed. Examples include irrigation design and appli-
cation, evaluation of agricultural runoff for soil
erosion and water quality, cropping and seeding
patterns, sizing and placement of culverts and dams,
scheduling and selection of agricultural and construc-
tion equipment. The demands of the particular use of
the information vary from within-storm intensities to
daily amounts to regional and seasonal accumulations
each with different precision. Generally, the source of
such information is the precipitation data measured
and recorded at a point. Precipitation information
for a particular location may not be adequately
known or available in the specific time-frame required
because of short or non-existent records of measure-
ments, inaccurate or inconsistent data, or budgetary
constraints.

An alternative approach is to use a precipitation
simulation model which generates sequences of syn-
thetic precipitation which share the same statistical
properties as the observed time series. Three broad
categories of precipitation simulation models exist in
various degrees of mathematical and statistical com-
plexity which relate to the type of precipitation simu-
lated. Low-resolution, large-area precipitation data
can be generated by 3-dimensional dynamic-numerical
general circulation models (GCMs); rainstorm event
occurrence and intensities are simulated by spatial-
temporal models; daily precipitation occurrence and
amount are modeled by a family of fairly simple
stochastic/statistical algorithms. The latter of these
are often part of a larger model called a weather gen-
erator, which simulates other weather related land/
atmosphere variables such as solar radiation, tem-
perature, or soil moisture. The generated synthetic

sequences of precipitation are used for a variety of
purposes such as: analysis for water resource engineer-
ing applications, climate change scenarios, and as input
to other hydrological or natural resource models. This
differentiates these models and their results from the
class of models which are used in weather prediction
and forecasting. All three categories of models are
valuable tools for scientific research and agricultural,
engineering and hydrological applications. The selec-
tion of any one type should fit the intended analysis,
level of complexity and scale of required results. Over-
views of various precipitation simulation models are
Ref.[1] for GCMs, Ref.[2] for rain storm modeling,
and Ref.[3] for daily precipitation.

MODELS AND APPLICATIONS

General Circulation Models

General circulation models (also referred to as global
climate models and sharing a common acronym,
GCM) use the same fundamental equations of conser-
vation of mass, energy and momentum as do numerical
weather prediction (NWP) models. These dynamic
meteorology models, and similarly structured regional
climate models (RCM), attempt to numerically solve
systems of simultaneous non-linear differential equa-
tions which themselves are intended to represent the
complex physical processes involved in atmospheric
dynamics. Whereas NWPs use observations of recent
atmospheric dynamics as boundary conditions for
model runs and produce weather prediction in the
short term (1–10 days), GCMs use arbitrary boundary
conditions and alternative atmospheric parameters to
simulate climate for the past, current or future. One
result of GCM simulations is precipitation over an
area, called a grid, which may be on the order of
105 km2, whereas for an RCM the spatial resolution
may be 101–103 km2.

Precipitation is generally simulated in these models
by convective processes resolved from radiation, tem-
perature, pressure, and humidity simulated at various
atmospheric layers within a gridbox. These simulations
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of precipitation are useful for evaluating changes in
vegetation and surface water resources under different
possible climate change scenarios. To increase the
resolution of the GCM simulation, downscaling by
statistical techniques or incorporating an RCM into
the GCM achieves finer resolution precipitation output
applicable to soil moisture and runoff analysis for
subgrid scales. Excellent sources of information about
and applications of the models are available at WEB
sites such as Intergovernmental Panel on Climate
Change,[4] American Institute of Physics,[5] and
NASA’s Goddard Institute for Space Studies.[6]

Spatial-Temporal Rainstorm Models

Stochastic simulation models of rain storm events in
space and time attempt to reproduce the statistical
properties of the event across a range of temporal
and spatial scales. Two of the most advanced modeling
concepts are: i) stochastic representation of the physi-
cal process of rainstorm temporal and spatial evo-
lution and ii) scale-invariance or self-similarity of the
spatial rainfall field. The stochastic approach defines
the arrival of the rain cells within a rain storm by a
point cluster process[7] represented by one of two
common models, the Neyman–Scott process or the
Bartlett–Lewis process. The former uses a Poisson
distribution for the cluster centers, a random number
of cells and a distribution of the distance of cell from
the cluster center. The latter assumes a Poisson process
for arrival of storms, and distributions for the number
of cells per storm, intercell intervals, duration and
intensity within a cell. For each characteristic, a sta-
tistical distribution must be assumed and numerous
parameters identified. Alternatively, scale-invariant
models[8] exploit the properties of multiplicative
random cascades developed in turbulence theory.
Observations of rainfall fields suggest that there are
certain spatial and temporal properties that behave
similarly over a range of scales differing only by a scale
parameter. Thus a hierarchy of attributes (e.g., rainfall
intensity) can be developed such that larger areas of
lower intensity have embedded within them smaller
areas of higher intensity and these in turn have even
smaller areas of yet higher intensities. Applications
of these models are design storms for engineering
and water resources and continuous time hydrologic
modeling.

Other statistical storm models of simpler structure
are derived empirically. One method is to disaggregate
daily rainfall amounts to within-storm intensities for
the duration of a storm. These models have parameters
that are location specific. Another approach is the
regionalization of probabilities associated with storm
interarrival time, duration, and amount.

Daily Precipitation Models

Daily precipitation simulation models are the most
common for use in a variety of agricultural and engi-
neering applications. These models describe the occur-
rence (wet) or non-occurrence (dry) of precipitation on
a day and subsequently the amount of precipitation
given the day was wet. The occurrence process is mod-
eled most frequently by a first-order, two-state Markov
chain. Linked to this occurrence process is a statistical
description of precipitation on a wet day, often a
gamma or exponential distribution.[9] This family of
fairly simple models of daily precipitation is referred
to as chain-dependant processes. Equations for these
models are given in a companion article, Precipitation:
Stochastic Processes, and are not duplicated here. The
models can be parsimonious in the necessary para-
meters, are easily parameterized with a sequence of
observed daily precipitation (a commonly recorded
observation for many stations) albeit for many years.
Seasonal variation of model parameters can be accom-
plished by writing them as Fourier series or by
assuming they vary step-wise on a monthly or seasonal
basis. The structure of the model provides simple gen-
eration of multiple realizations of daily time series.
Model output is generally used as input to hydrologic,
natural resource, or agricultural models requiring daily
time step precipitation. The model parameters are
location specific with limited transferability to neigh-
boring locations that do not share the same stochastic
precipitation structure, e.g., to a location with a large
elevation change. Another limitation of the model is
the underestimation of interannual variability. One
approach to resolve this has been determining the
appropriate order of the Markov chain indicating that
for particular seasons and geographic locations a
second-order or higher conditional dependence may
be required, although not all such variability is
explained. Markov chains of more than two states
may explain more of the variability and a continuum
of states may be best.

Other methods to model daily precipitation occur-
rence have been advanced, among them: alternating
renewal process, discrete auto-regressive moving
average, Markov–Bernoulli process, dependence on
weather type, Markov-renewal. Some recent weather
generator models use multivariate techniques to simu-
late precipitation conditioned on other weather vari-
ables or simultaneously with other weather variables
or using semiempirical distributions. Although numer-
ous inter-comparisons have been done, no single model
provides simplicity, ease of parameterization, and the
best fit for all weather types and locations.

An example of a particular precipitation simulation
model is provided. The Markov chain-mixed exp-
onential model (MCME) is used to simulate daily
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precipitation for two stations with different climates
in the western United States. This model is the pre-
cipitation algorithm embedded in the U.S. Department
of Agriculture-Agricultural Research Services (USDA-
ARS) weather generator, Generation of Weather Ele-
ments for Multiple Applications (GEM).[10] This
model is an enhanced version of a series of weather
generators developed by the USDA-ARS.[11] Daily
precipitation model parameters are estimated from
an observed time series of daily data. The optimized
parameters are used in the model in conjunction with
a random number generator to synthesize a 30-yr
period of daily precipitation occurrence and amount.
Daily values are summed to seasonal values and
the annual averages and variances of these are com-
pared to observations. Fig. 1 shows the results for

Tombstone, Arizona plotted as a cumulative distri-
bution function for two 3 month seasons, United
States Department of Agriculture, January, February
and March (JFM) and October, November and
December (OND); Fig. 2 is the same for Eugene, Ore-
gon. The mean is fairly well preserved for both seasons
and both the amount and number of occurrences at
Tombstone, but the variance is underestimated
especially for JFM. The mean is not as well preserved
at Eugene, and the variance is underestimated for
OND. This is one of the limitations mentioned pre-
viously and it may be due to low-frequency ocean-
atmospheric signals, such as the El Niño-Southern
Oscillation, which have varying influences seasonally
and regionally and which are not adequately identified
in the daily parameters.

Fig. 1 Empirical cumulative distribution function (CDF) of simulated and observed precipitation for Tombstone AZ 1961–
1990. (A) January, February and March (JFM) amount; (B) JFM number of wet days; (C) October, November and December
(OND) amount; (D) OND number of wet days.
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CONCLUSION

Precipitation simulation models generate synthesized
sequences of precipitation at a range of spatial and
temporal scales. Three broad categories are general
circulation models, stochastic spatial-temporal
rainstorm models, and daily precipitation models.
Model selection and use should be justified by the
desired resolution of results and ability to fully esti-
mate the required parameters. Future developments
to precipitation simulation models will be downscaling
techniques which link regional and local scales,
improved algorithms to more faithfully represent the
stochastic and physical dynamics of precipitation,
and the inclusion of low-frequency oscillations and
spatial distribution of parameters in daily precipi-
tation models.
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Precipitation: Stochastic Properties

David A. Woolhiser
Colorado State University, Fort Collins, Colorado, U.S.A.

INTRODUCTION

As one observes the evolving patterns of radar images
of precipitation on television or the internet, it becomes
clear that it is a stochastic process—a process occur-
ring in time (and space) and governed by probability
laws. We can only make probabilistic statements
because even if we have perfect knowledge of weather
variables at some point in time, we cannot predict their
values for some future time with certainty.

Day-to-day variations in weather variables, especially
precipitation and temperature, have a major influence
on agricultural and engineering decisions. Choices of
crops to grow, as well as planting, tillage, spraying
and harvesting dates are all weather and climate
related, and estimates of rainfall probabilities for the
next few days can be helpful in guiding decisions.
Engineering design of agricultural or urban drainage
facilities, control of erosion by structural means, or
agricultural management methods must be based upon
information on the statistical characteristics or rainfall.
Computer models of the growth and yield of major
crops such as wheat, corn, soybean and cotton are
dependent on real or simulated precipitation data.

PRECIPITATION AS A STOCHASTIC PROCESS

Although precipitation varies widely in space and
time, a description of the process at a given location
is essential for many agricultural and engineering
applications and is not as difficult as describing both
spatial and temporal characteristics. Symbolically, we
can describe the daily precipitation process for year,
t and day, n as:

ZtðnÞ ¼ Z1ð1Þ;Z1ð2Þ;Z1ð3Þ; . . .

Z1ð365Þ;Z2ð1Þ;Z2ð2Þ; . . . ;ZMð365Þ;

t ¼ 1; 2; . . . ;M; n ¼ 1; 2; . . . ; 365:

where Z is the amount of precipitation on day n of
year t, the maximum n is either 365 or 366 and M is
the number of years. The process, Zt(n) can be written
as the product X(n)Y(n) where X(n) ¼ 0 if day
n was dry and X(n) ¼ 1 if day n was wet. Y(n) is a

random variable denoting the depth of precipitation
if the day was wet.

The occurrence process, X(n), usually exhibits the
phenomenon of persistence, which means the prob-
ability of measurable precipitation on a given day
depends on what happened on the previous day
or days. In many cases, persistence can be adequately
described by a first order, two state Markov chain
where the occurrence of precipitation on day n only
depends on whether the previous day (day n � 1)
was wet or dry, or:

pi;jðnÞ ¼ PfXtðnÞ ¼ jjXtðn � 1Þ ¼ ig;

i; j ¼ 0; 1; n > 1

pi;jð1Þ ¼ PfX1ð1Þ ¼ jjXt � 1ð365Þ ¼ ig

The pi,j(n) are called transition probabilities.
In some climates, particularly when precipitation is

caused by slowly moving fronts, a second-order
Markov chain may be required.

pi;j;kðnÞ ¼ PfXtðnÞ ¼ kjXtðn � 1Þ ¼ j;Xtðn � 2Þ ¼ ig;

i;j;k ¼ 0;1; n > 2

Although other occurrence processes may be superior
for some climates, the simplicity of the first or second
order Markov chain is an advantage for most applied
purposes.

As an approximation, the amount of precipitation
on a wet day n, is often assumed to be independent
of the amount (or occurrence) of precipitation on
day n � 1. Several distribution functions have been
used to describe Y(n), but the most common is the
gamma distribution:

fnðyÞ ¼
bðnÞaðnÞyaðnÞ � 1e�bðnÞy

G½aðnÞ� ; y; aðnÞ; bðnÞ > 0

where fn(y) is the probability density function on
day n, a(n), b(n) are parameters specified for day n,
G[a(n)] is the gamma function and e is the base of
natural logarithms.
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Another density function commonly used is the
three parameter mixed exponential:

fnðyÞ ¼
aðnÞ exp½�y=bðnÞ�

bðnÞ
þ ½1 � aðnÞ� exp½�y=dðnÞ�

dðnÞ

where a(n) is a weighting function with values between
zero and one and b(n) and d(n) are the means of two
exponential distributions.

Because of seasonal variations, the parameters of
these distributions must vary within the year. This
variability can be accommodated by estimating the
parameters for fixed periods such as seasons (spring,
summer, fall, and winter), months, or weeks. An alter-
native approach is to use finite Fourier series to pro-
vide a daily variation with only a small number of
parameters—annual means and the amplitudes and
phase angles of significant harmonics. For example,
eight parameters are required to specify a first order
Markov chain for four seasons, twenty four param-
eters are required for monthly representation, and
eighteen parameters for a Fourier series representation
with five harmonics for P00 and three harmonics
for P10.

EXAMPLES, PARAMETERS OF
STOCHASTIC MODELS

These Markov transition probabilities and the daily
rainfall amount distribution will exhibit dramatic dif-
ferences seasonally and spatially. Figs. 1–3 illustrate
the stochastic daily rainfall characteristics for three

general climatic types in the United States. The stations
represented, Portland, Oregon, Waterloo, Iowa and
Walnut Gulch, Arizona—are examples of Mediterra-
nean, continental, and monsoon climates, respectively.
Fig. 1 shows the variability of the dry–dry transition
probabilities, P00(t). The most striking feature is the
nearly opposite behavior of this parameter for Portland
and Walnut Gulch. Because the probability of a wet day
following a dry day is 1 � P00(t), Fig. 1 illustrates that
the driest period in coastal Oregon occurs at the same
time as the wettest (monsoon) period in southeastern
Arizona. Oregon, of course, has a much higher fre-
quency of precipitation in the winter than Arizona.
The Corn Belt (Waterloo) has the greatest probability
of a wet day following a dry day in early June.

Fig. 2 shows the variations in the wet–dry transition
probabilities, P10(t). The probability of a wet day

Fig. 1 Seasonal variation of the dry–dry transition
probability.

Fig. 2 Seasonal variation of the wet–dry transition
probability.

Fig. 3 Seasonal variation of the mean daily rainfall depth.
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following a wet day is 1 � P10(t), so the lowest vales of
P10(t) have the highest persistence. As expected, coastal
Oregon has the highest persistence, with the prob-
ability of a wet day following a wet day as high as
0.79 in early January. Walnut Gulch has the lowest
persistence in June just before the higher persistence
during the monsoon season. P10(t) shows less varia-
bility for Waterloo, with the highest persistence in
April.

Fig. 3 shows the seasonal variation of the mean
daily precipitation depth on a wet day. Waterloo shows
the greatest mean depth during the summer growing
season while the daily precipitation depth at Portland
peaks during the winter. Walnut Gulch exhibits a
complex pattern with the greatest depth in the fall when
the remnants of hurricanes can intrude into Arizona.
Secondary peaks occur during the monsoon season
(mid summer) and the winter.

PRECIPITATION DATA SOURCES

Micro-computers have facilitated the delivery of cli-
mate information to users. Historical weather data
are widely available from the world-wide-web. The
site of the Climate Prediction Center of the U.S.
National Weather Service[1] is particularly helpful. In
the United States, personnel at Regional Climate
Centers can provide assistance. The web sites of these
centers can be found by searching the web for
‘‘Regional Climate Centers.’’ Micro-computer pro-
grams and data-bases are also available for the con-
tiguous United States[2,3,4] and provide an easy
method to obtain simulated daily data for virtually
any location in the United States. The CLIMWAT[5]

database has monthly precipitation data from 144
sites around the world. Such models have limited
application in mountainous regions because most
weather stations are located in the valleys and the data
for these stations are not valid for higher elevations.
Analysis of precipitation data from raingage networks
in mountainous regions has shown some regularity,
with the frequency of precipitation and mean daily
amounts increasing with elevation.

OTHER SOURCES OF INTER-ANNUAL
STOCHASTIC VARIATIONS

Although the assumption of year-to-year stationarity
for daily precipitation models is adequate for many
purposes, it has been found that such models do not

preserve the variance of annual precipitation totals.
Although model simplifications may account for some
of this variance reduction, large-scale interactions
between the atmosphere and oceans play a substantial
role. It has been demonstrated by many studies that
the El Nino-southern oscillation phenomenon or
ENSO affects precipitation regimes in several conti-
nents. For example, during El Nino years the south-
western United States typically has wetter than
normal winters, while the Pacific Northwest has drier
than normal winters. The opposite effect occurs
during La Nina years. An excellent documentation of
this phenomenon for the United States is available
from the National Oceanic and Atmospheric Adminis-
tration (NOAA).[6] Other factors that may affect daily
precipitation include random explosive volcanic events,
changes in radiation received due to changes in the
angle of the earth with the sun, global warming, etc.

The additional randomness due to ocean-
atmosphere interactions or other causes has been
incorporated into stochastic precipitation models by
estimating monthly parameters separately for months
classified in the lower 30%, middle 40%, and upper
30% of the climatological distributions of total pre-
cipitation.[7] The transitions between each of these
classes are described by a first-order, three-state
Markov chain.
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Precipitation: Storms

Clayton L. Hanson
U.S. Department of Agriculture (USDA), Boise, Idaho, U.S.A.

INTRODUCTION

Precipitation includes all water particles, whether
liquid or solid, that fall from clouds and reach the
ground. Precipitation includes both liquid (drizzle
and rain), freezing (freezing drizzle and freezing rain)
and frozen (snow, ice crystals, and hail) water.[1] For
precipitation to occur, air must be cooled sufficiently
to cause condensation and droplet growth. The mech-
anism that causes precipitation is adiabatic-expansion
cooling as air is lifted in the atmosphere. When cooling
is sufficient, vapor condenses on nuclei that are gener-
ally small particles of dust or salt, and combustion
products that are always present in the atmosphere
to form either ice crystals and supercooled liquid cloud
droplets, or only liquid cloud droplets. Clouds that
extend above the 0�C level are referred to as cold
clouds and those that do not extend above the 0�C
level are called warm clouds. Ice particles grow to suf-
ficient mass to fall as precipitation in cold clouds by
three processes; vapor condensation, collisions with
supercooled droplets, and aggregation with other ice
particles. In warm clouds, droplets grow large enough
to fall as precipitation through the coalescence process
where larger particles (which fall faster than small
particles) collide and coalesce. As shown in Fig. 1, air
is generally lifted by four means: 1) frontal conver-
gence (cyclonic convergence); 2) orographic lifting;
3) thermal convection; or 4) tropical cyclones
(hurricanes).[2–4]

FRONTAL CONVERGENCE

Precipitation caused by frontal convergence occurs
when the general atmospheric circulation brings air
masses of different temperatures and moisture from
high-pressure regions (cold, relatively heavy air) to
low-pressure regions (warm, relatively light air) which
forces the air to rise, producing adiabatic cooling.
Areas of high pressure at the surface are associated
with converging air on the west side of high altitude
troughs and areas of low pressure at the surface are
associated with diverging air on the east side of the
troughs. These cyclonic systems are usually larger than
500 km across and in the mid-latitudes, the air is lifted
at the frontal surface as shown in Fig. 1A. Non-frontal

convergence generally occurs in the tropics within a
mass of warm, moist air.

The area of contact is called a cold front when a
cold air mass replaces a warm air mass, and is a warm
front when a warm air mass replaces a retreating cold
air mass. Cold fronts generally move faster then warm
fronts, so when a cold front overtakes a warm front,
the colder air stays at the surface with the warm
air lifted above to form an occluded front as shown
in Fig. 1A. If a front is not moving, it is called a
stationary front.

Typically, cold fronts have relatively steep slopes of
1 in 50 to 1 in 150, whereas warm fronts have slopes of
1 in 100 to 1 in 300.[3] As cold fronts are usually steeper
and move faster than warm fronts, the band of weather
associated with cold fronts is narrower, more severe
and of shorter duration than that of warm fronts.
When cold fronts move slow and have stable, warm
air ahead of the front, stratus-type rain clouds form
in a wide band over the front. When cold fronts move
rapidly, the weather associated with these fronts is gen-
erally of shorter duration and more severe than that of
slower moving cold fronts. When the warm air ahead
of cold fronts is moist and unstable, a squall line
of showers and thunderstorms may form 50–400 km
ahead of the front. The weather associated with squall
lines is often more severe than that of the subsequent
cold front.

Because warm fronts are flatter than cold fronts,
clouds and precipitation are generally widespread, up
to several hundred kilometers ahead of the front with
the heaviest amounts of precipitation extending cyclo-
nically 50–250 km north and westward of the center of
the cyclone. If the warm air above a warm front is
moist and relatively stable, the precipitation is gentle
and increases as the front approaches. Thunderstorms
can be embedded in the clouds when the warm air
above a warm front is moist and unstable.

As a frontal system moves, the associated cold front
overtakes the warm front and is forced up over the
cold air that forms an occluded front. Occluded
fronts typically form when frontal systems are at their
maximum intensity, which results in widespread
cloudiness and precipitation with the maximum pre-
cipitation to the north of the low pressure center.

The two major sources of moisture in the United States
are from the Pacific Ocean and the Western Atlantic-Gulf
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of Mexico region. The Gulf of Mexico is the primary
source of moisture for the large frontal systems that
develop in the Great Plains of the United States.

OROGRAPHIC LIFTING

Orographic precipitation results when moist air is
forced to ascend over natural barriers such as the
coastal hills and mountains along the West Coast of
the United States (Fig. 1B). As air is forced up the wind-
ward side of barriers, it cools until the air reaches satu-
ration, at which time water vapor begins to condense
into liquid water droplets. If the upward airflow is
strong enough, precipitation can develop, and this pre-
cipitation usually increases with elevation. This process
continues until the air is either too dry to produce more

precipitation or the air moves over the barrier. After the
air moves over the barrier, it warms and precipitation
becomes less as the air moves down slope (subsidence),
which results in a ‘‘rain shadow’’ on the leeward side of
barriers, e.g., the semi-arid and arid regions of central
Oregon and Washington, and western Nevada. Oro-
graphic precipitation is the greatest during the winter
in mid-latitudes when atmospheric flow is strongest;
however, convective precipitation in summer months
is enhanced over barriers due to diurnal winds which
tend to move up slopes during the day.[3–5]

THERMAL CONVECTION

Convective precipitation, which is generally associated
with air mass showers and thunderstorms, is most

Fig. 1 The primary methods by which air is cooled to saturation by adiabatic cooling are (A) frontal convergence;
(B) orographic lifting; (C) thermal convection; and (D) tropical cyclones. (The illustrations are not to scale.)
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prominent in mid-latitudes during the summer
(Fig. 1C). Thunderstorms cause some of the most
severe precipitation events that often include high-
intensity precipitation, hail and damaging winds. For
convective activity to develop, the atmosphere has to
be conditionally unstable, there has to be some trigger-
ing mechanism to release the instability, and there has
to be an adequate supply of moisture in the atmo-
sphere. Some lifting mechanism such as upper air sys-
tems, frontal lifting, orographic lifting, and/or very
strong day time heating is required to release atmo-
spheric instability. As the air is lifted, it cools to the
dew point and condensation forms a cloud that results
in latent heat being added to the air, which lifts it even
more rapidly. When the rapidly uplifted air reaches
high altitudes, ice crystals and water drops grow big
enough to overcome the updraft, and they fall as rain
and/or hail. Single thunderstorm cells can range in size
from a few kilometers to 20 km and lines of thunder-
storms along a cold front can be several hundred
kilometers long.[3–5]

The Rapid City, SD storm of June 9–10, 1972 is a
good example of the flooding that can occur due to
the precipitation produced by convective thunder-
storms that are aided by orographic lifting. The pri-
mary atmospheric phenomenon that contributed to
these severe storms was the strong low-level easterly
airflow that forced moist air upslope over the Black
Hills and the unusually light winds aloft over the Black
Hills. These light winds at higher levels did not move
the thunderstorms away from the hills, which resulted
in concentrated rainfall along the eastern slopes of
the Black Hills. At one location in the Black Hills,
this storm produced 380 mm of precipitation in
about 6 hr.[6]

TROPICAL CYCLONES

Tropical storm systems can produce significant
amounts of precipitation and cover relatively large sur-
face areas.[4,5,7] These systems typically affect the
United States between June and November, with peak
activity in the late summer. Atlantic tropical systems
originate as tropical waves off the west coast of Africa
where the sea-surface temperature is at least 26�C and
move westward toward the Caribbean in the predomi-
nate easterly winds (trade winds) that flow across the
ocean. Some of these systems develop into hurricanes,
which means that they have sustained winds in excess
of 33 m sec�1. Larger hurricanes can sometimes have
radii in excess of 500 km, and their movement is much

less directed by winds aloft, thus making prediction of
their movement difficult.

The quantity of precipitation that falls from tropical
systems is a function of storm movement, relative
location to the storm center, and storm movement
relative to land masses. Even relatively weak tropical
cyclones have sometimes produced extremely heavy
rainfall. Precipitation around a tropical cyclone, parti-
cularly one that has become fairly well organized and
concentric, usually comes from rain bands rotating
cyclonically around the low-pressure center. These
bands of showers and thunderstorms typically increase
toward the center of the storm and are maximized in
the eye wall of organized hurricanes where a solid
circle of severe thunderstorms is usually located
(Fig. 1D). Often, the heaviest precipitation is from these
‘‘eye wall thunderstorms’’ and from rain bands that are
generally to the east of the center of the cyclone.

In the southeastern United States, tropical storms
are responsible for 5–30% of the normal precipitation
in the summertime.[4] Tropical cyclone activity in the
eastern Pacific Ocean sometimes produces heavy
precipitation in the Southwest where desert locations
in Arizona and southern California can sometimes
receive most of their annual precipitation from the
remnants of these storms.

REFERENCES

1. Geer, I.W.; Ed. Glossary of Weather and Climate with
Related Oceanic and Hydrologic Terms; American
Meteorological Society: Boston, MA, 1996; 272 pp.

2. Dingman, S.L. Precipitation. In Physical Hydrology;
Prentice-Hall, Inc.: Upper Saddle River, NJ, 1994;
87–158.

3. Schroeder, M.J.; Buck, C.C. Fire Weather, Agricultural
Handbook 360, U.S. 4; Department of Agriculture
Forest Service: Washington, DC, 1970; 229 pp.

4. Hanson, C.L.; Johnson, G.L.; McFarland, M.J.;
Gebhardt, K.; Smith, J.A. Hydrology Handbook (Man-
ual No. 28); Committee on Hydrology Handbook,
Ed.; American Society of Civil Engineers: New York,

NY, 1996; 5–74, Chap. 2.
5. Stull, R.B. Meteorology for Scientists and Engineers,

2nd Ed.; Brooks/Cole: Pacific Grove, CA, 2000; 502 pp.

6. Schwarz, F.K.; Hughes, L.A.; Hansen, E.M.; Petersen,
M.S.; Kelly, D.B. The Black Hills-Rapid City Flood of
June 9–10, 1972: A Description of the Storm and Flood,

Geological Survey Professional Paper 877; U.S. Depart-
ment of the Interior Geological Survey: Washington,
DC, 1975; 47 pp.

7. Williams, J. The Weather Book; Vintage Books: New
York, NY, 1992; 212 pp.

Precipitation: Storms 911

© 2008 by Taylor & Francis Group, LLC



P
lants–P

um
ps

Precision Agriculture and Water Use

Robert J. Lascano
Texas A&M University, Lubbock, Texas, U.S.A.

Hong Li
Citrus Research and Education Center, University of Florida, Lake Alfred, Florida, U.S.A.

INTRODUCTION

In current agronomic practices, inputs such as fertil-
izer, pesticides, and water are applied uniformly across
a field regardless of their need and their management is
normally based on average responses of these inputs to
crop yield across the field. However, with current
emphasis on quality and efficiency of food production,
it is imperative that inputs be managed according to
specific needs across the field. This type of farming is
known as precision farming, a generic term that
describes the way whereby inputs to a farming oper-
ation are managed. Perhaps a better descriptor for this
type of farming is site-specific management, which can
now be implemented due to commercially available
hardware that allows farm equipment to variably
apply products across a field using onboard computers.

PRECISION FARMING

Precision farming refers to the practice of applying
agronomic inputs across a farm, mainly fertilizers
and other chemicals, at variable rates based on soil
nutrients or chemical tests, soil textural changes, weed
pressures, and/or yield maps for each field in the farm.
In large fields (e.g., >40 ha), crop yield and thus crop-
water use are notoriously variable. The sources of this
variation are related to soil physical and chemical
properties, pests, microclimate, genetic and phenologi-
cal responses of the crop, and their interactions. The
technology for crop yield mapping is more advanced
than current methodologies for determining and
understanding causes of yield variability. Prevailing
and traditional management practices treat fields uni-
formly as one unit. However, recent reports (e.g.,
Refs.[1–3]) show that to understand underlying soil pro-
cesses that explain crop yield variability, research must
be done at the landscape level and using appropriate
statistical tools for large scale studies (e.g., Refs.[1,3,4]).

Precision farming must incorporate the inherent
spatial and temporal variability of soil physical (e.g.,
crop water supply factors), chemical, and biological
factors within a field for input management. Accurate

representation of spatial and temporal variability in a
field requires taking and analyzing many samples.
Sampling is normally done on a grid with a scale that
can vary from one to several hundred meters.[5] Once
properties are measured, geostatistical tools (e.g., semi-
variogram, kriging, cokriging, etc.) and other spatial
statistical tools (e.g., autocorrelation, crosscorrelation,
state–space analysis, etc.) can be used to establish sta-
tistical relations in space and to minimize the number
of soil samples to characterize and map fields.[2,3,6]

The number of samples required a priori to determine
spatial and temporal variability is perhaps the single
largest deterrent in the application of precision farming
practices to manage and improve crop-water use.

CROP YIELD AND WATER USE

There is a linear relation between crop yield and water
use when the only limiting factor is water (e.g., Ref.[7]).
Precision farming has the potential for improving
water use efficiency on large fields provided there is a
quantitative understanding of what factors and where
in the field they affect crop-water use. We know that
crop-water use is a function of many biotic and abiotic
variables, including managed inputs, and harvestable
yield is a manifestation of how these variables and
inputs interact and are integrated during the growing
season. However, it is difficult to determine a hierarchy
on the contribution of each input and variable to the
measured yield using classical statistics.[2,3] Often, vari-
ables that affect water supply to the plant would con-
tribute to yield at a high level assuming an adequate
plant stand and weed control. The cause and effect
relation between a single state variable and crop yield
is site specific and is difficult to establish without con-
siderable sampling of the soil and/or crop. The estab-
lishment of response functions, i.e., crop-water use as a
function of variable xi, only gives a partial answer to
explain crop-water use and yield based on inputs.
The general idea of precision farming is to optimize
input application to the measured crop yield at each
sampling location. This is a simple premise; however,
the decisions for variable-rate application of any
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agronomic input must consider temporal and spatial
variability of the soil’s properties affecting crop
growth, water use, and yield. Soil factors that affect
stored water, such as depth to root restricting layer
and soil textural differences, must be considered in
any precision farming operations that attempt to
improve crop-water use and yield related to agronomic
inputs.

There is very little information published on crop-
water use across large fields at the landscape level
and in the context of precision farming (e.g., Refs.[1,8,9]).
An exception is a study[1] where cotton-water use was
measured along a 700-m transect with the objective
to 1) illustrate the landscape pattern of cotton-water
use and 2) determine the underlying soil processes
governing cotton lint yield variability. In this study,
state–space analysis[1,3] was used to formulate manage-
ment decisions that may improve crop-water use and,
thus, yield using precision farming practices.

LANDSCAPE CROP-WATER USE

To illustrate the concept of crop-water use in a large
field we use the study of Li et al.[1] In 1999, a field exp-
eriment was conducted near Lamesa, Texas on a
research farm of Texas A&M University on the south-
ern edge of the High Plains of Texas. The soil is classi-
fied as an Amarillo sandy loam. The field was 60 ha
with slopes ranging between 0.3% and 6.3%.[1] To
assess the effect of soil water, NO3-N, and topography
on cotton lint yield across the landscape, two irrigation
levels were used. The irrigation treatments consisted of
water applications at the 50% and 75% potential
evapotranspiration (ET) with a center pivot LEPA irri-
gation system.[10] At each irrigation level, one transect
was established following the circular pattern of the
center pivot. The two transects were instrumented with
50 neutron access tubes each 15 m apart, and volu-
metric water content (yv) was measured periodically
throughout the growing season. At each point yv

was measured in 0.3-m depth increments to 2.0-m
depth using a neutron probe calibrated for this soil.
In addition, at each transect point soil texture, soil
and plant N–NO3, leaf area index, lint yield, slope,
plant density, and other parameters were measured.[1]

Statistical Calculations

It has been shown that the use of classical statistics,
such as regression analysis and analysis of variance,
fails to completely explain the cause and effect
between, for example, crop yield and measured soil
variables in precision farming experiments.[1–4,11]

Instead, there are other more appropriate statistical

tools for relating the variability of soil and plant
parameters measured in space and time. For example,
the structure of the spatial variance between measure-
ments may be derived from the sample semivariogram,
which is the average variance between neighboring
measurements spatially separated by the same dis-
tance. Spatial structure between variables is often
determined using autocorrelation and crosscorrelation
functions. Autocorrelation measures the linear corre-
lation of a variable in space along a transect. The
crosscorrelation is the comparison of two variables
measured along a transect and is used to describe the
spatial correlation between two landscape variables,
i.e., where one variable, the tail variable, lags behind
the head variable by some distance. The spatial associ-
ation between several variables can be described using
state–space analysis, which is a multivariate autore-
gressive technique.[1–4,6,11]

SPATIAL ANALYSIS OF CROP-WATER USE

To illustrate the variability of crop-water use or ET,
values measured along the 50% irrigation transect were
selected.[1] In Fig. 1, the relation between the scaled
ET and elevation both as a function of distance along
the transect is shown. The ET data are scaled to the
maximum of 426 mm of water measured 210 m from
the south end of the transect. These results show that
higher ET was measured at lower elevations and ET

Fig. 1 Scaled ET and elevation as a function of distance
along a 700-m transect.
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decreased at higher elevations. Spatial crosscorrelation
between lint yield and soil water, lint yield and site ele-
vation, and soil water and site elevation are shown in
Fig. 2. For a 95% confidence interval, the cotton lint
yield was positively crosscorrelated with soil yv across
a lag distance of �30 m. Lint yield and yv were nega-
tively crosscorrelated with elevation at a lag distance
of �30 m. These results show the effect of topography
on yv and crop-water use measured along the transect.
Similar results are given in other reports.[1,8,9,11] In this
example, the crosscorrelation between yv and elevation
shows the spatial structure of measured variables and
further shows that more water was stored in lower ele-
vations resulting in higher ET.

Linear regression analysis between yv and lint yield
and relative site elevation is shown in Fig. 3, and the
state–space analysis for the relation between lint yield
and three measured parameters is shown in Fig. 4.
Results in Fig. 3 show the shortcomings of using an
inappropriate statistical tool to understand underlying
processes explained with the state–space analysis. This
analysis (Fig. 4) quantified how cotton lint yields var-
ied as a function of distance and showed that by using

yv, soil NO3–N, and elevation, the variation in lint
yield can be explained with a high level of confidence.

Benefits of precision farming to improve crop-water
use may be obtained by an economic analysis of max-
imizing crop yield as a function of application of N fer-
tilizer and irrigation water as given by the state–space
equation. In the example given, decision can be made
to apply more N fertilizer to lower areas of the field
that also hold more water and increase crop-water
use and yield. With the introduction of variable rate
planters it will be possible in the near future to dis-
criminate site locations and plant more ‘‘drought’’ tol-
erant varieties or change the seeding rate in areas that
are prone to have less soil water. This implies the delin-
eation of management zones within a field that are
defined based on potential crop-water use and their

Fig. 2 Crosscorrelation as a function of lag distance. (A)
Lint yield and soil water, (B) lint yield and elevation, and
(C) soil water and elevation. Shown is the 95% confidence
for the crosscorrelation distance. Source: From Ref.[1].

Fig. 3 Soil water content (yv) and cotton lint yield as a func-
tion of site relative elevation.

Fig. 4 State–space equation relating cotton lint yield (Y) to
water content (W), nitrogen (N), and elevation (E) as a func-
tion of distance and location (i) along a 700-m transect.
Source: From Ref.[1].
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interaction with other input variables to maximize
economic yield across the field. This type of precision
farming is not currently practiced but remains within
the realm of possibilities that this type of farming has
to offer.
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INTRODUCTION

Precision conservation is defined as ‘a set of spatial
technologies and procedures linked to mapped vari-
ables directed to implement conservation management
practices that take into account spatial and temporal
variability across natural and agricultural systems.’[1,2]

Precision conservation is related to the emerging field
of precision agriculture, but it has a broader scope
and scale when applied to the conservation of agricul-
ture, forest, rangeland, and other ecosystems (Fig. 1).
Whereas many precision agriculture applications focus
on maximizing crop production and profitability, pre-
cision conservation focuses on ecosystem sustainabil-
ity. The geographic extent to precision conservation
encompasses agricultural fields and their surrounding
landscapes, and it evaluates management practices
across several scales from site-specific to sub-watershed
and watershed levels to reduce the amount of eroded
sediment, nutrients, and agrochemicals that accumu-
late in waterways (Figs. 1 and 2).[1,3,4,5]

The emerging field requires the integration of spatial
technologies (global positioning systems (GPS), remote
sensing (RS), and geographic information systems
(GIS)) and analytical approaches. These spatial tech-
nologies and analytical approach capabilities are used
to implement precision conservation practices that
contribute to effective soil and water management in
agricultural and natural ecosystems. Precision conser-
vation can account for variability in topography,
length, slope, hydrology, soil cover parameters, and
other chemical and physical properties to implement
best conservation and management practices. These
procedures can reduce the transport of nutrients and
sediments from fields to surrounding areas; help man-
age off-site areas, buffer areas, water channels and
other areas of a watershed, and contribute to minimiz-
ing the entry of agrochemicals into water.

The need to evaluate and account for spatial erosion
variability is widely reported by Wheeler,[6] Mitasova
et al.,[7] Wang et al.,[8] and others. Therefore, the
Universal Soil Loss Equation (USLE) was initially

developed as a tool to assess soil erosion by slope sec-
tions[9] and now it is used extensively at a watershed
scale.[5,10–12] Erosion and off-site transport of soil
particles, nutrients, and chemicals can significantly
impact water bodies. These processes alter the physical
and chemical properties of site-specific soil, remove
essential nutrients and soil organic matter, and reduce
productivity.[13–15] Availability of data are making a
more spatially detailed assessment possible, which[5]

is making precision conservation feasible. Precision
conservation is increasing the ability to analyze
numerical relationships across landscapes to evaluate
site-specific erosion patterns across fields and to
develop erosion probability maps.[16,17] Precision
conservation tools are used to assess how this spatial
erosion variability is affecting site-specific yields and
how conservation practices can increase/sustain these
yields.[18–20]

ELEMENTS OF PRECISION CONSERVATION

Global positioning, remote sensing, and geographic
information systems provide the mechanisms and fra-
meworks for collecting, managing, and processing
mapped data used for precision conservation. Global
positioning systems technology enables precise posi-
tioning within a few meters using standard handheld
devices and within a few centimeters using more soph-
isticated equipment. The spatial resolution of the data
has increased from an acre per pixel to a few feet for
satellite imagery, a few inches for aerial photography,
and millimeters for digital, in-field photos. Remote
sensing technology utilizes satellite, aerial, and ground-
based imagery to characterize landscape conditions.
Geo-referenced RS data can be used to monitor land-
scape erosion potential, to assess risk, and to develop
best management scenarios from field to watershed
and regional scales.

Global positioning systems technology is helping to
encode, store, use, analyze, and display information
needed to run detailed models. This allows for the
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development of geo-registered map layers that can be
mathematically analyzed to discover spatial relation-
ships among landscape characteristics and erosion,
which are needed to apply precision conservation man-
agement practices. These new technologies allow users
to link results from analysis with management actions

at precise locations in fields and to buffer areas and
their surrounding landscapes.

Precision conservation is a new way of conceptualiz-
ing and utilizing the spatial information contained in
mapped data for the purpose of management and con-
servation of the landscape using digital representations

Fig. 1 The site-specific approach can be expanded to a 3-D perspective that assesses inflows and outflows from fields to water-
shed and regional scales. Source: From Ref.[1].

Fig. 2 Application of a simplified erosion potential model at the field and watershed scales.
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that are linked to databases and a multitude of new
processing capabilities. Spatial analysis is a recently
issued approach that extends the basic set of discrete
map features of points, lines, and polygons to map sur-
faces that represent continuous geographic space as a
set of contiguous grid cells. Spatial statistics seek to
uncover numerical spatial relationships within and
among mapped data layers with the potential to inte-
grate site-specific management actions with site-specific
conservation practices that can contribute to water-
shed sustainability (Fig. 2).

Now that software and technologically advanced
computers are readily available and the necessary data
sets are arriving online to evaluate the surface flow of
water over a terrain surface, our scientific understand-
ing of calibrations and weights of spatial models is
emerging as the most limiting factor in precision
conservation. Berry et al.[1,2] presented an example of
how a simple model of surface flow over an elevation
map can be used to determine an erosion potential
map (Fig. 2). The analyses show that the gray tone
(ridges) will be the location with minimal flows, while
the red areas (depressions) will be the locations collect-
ing the larger amount of water flow. Berry et al.[2] used
this analysis to show how this erosion potential model
can be applied to a larger watershed scale to identify
effective erosion buffers around waterways that takes
into consideration the intervening terrain to derive
variable-width buffers (Fig. 2).

EXAMPLES OF PRECISION CONSERVATION
APPLICATIONS

Emerging ideas and applications served as the focus
of a symposium on ‘Precision Conservation in North
America,’ at the 2004 annual meeting of the Soil
Science Society of America. At the symposium, sev-
eral researchers presented papers describing how preci-
sion conservation can be applied to soil management
systems;[18,20] landscape positioning;[21] and the inter-
actions with nutrient distribution, nutrient application
to reduce NO3–N leaching losses,[22,23] and soil organic
C sequestration potential.[24–26] The concept of pre-
cision conservation was also used and applied with
conservation planning.[3,27] Precision conservation
was applied to erosion probability maps,[16] erosion
variability,[5] identifying spatial patterns of erosion,[17]

and the effect of erosion patterns on yield pro-
ductivity.[19] Precision conservation concepts were also
applied to precision irrigation.[28]

Delgado and Bausch[22] showed how precision
conservation techniques can be used to identify this
spatial variability and how to improve management
to increase the synchronization of the applied nitrogen
with plant nitrogen uptake to reduce NO3–N leaching.

Spatial variability can also be managed using site-
specific management zones to reduce NO3–N leaching
from the field.[23] The general principles for managing
nitrate leaching have been discussed in detail by
Meisinger and Delgado.[29]

Precision conservation approaches have been
adapted by the USDA in guiding its conservation
actions with private landowners.[4,24] Precision conser-
vation is contributing to the use of tools to develop
management plans that are site-specific and account
for spatial variability in more detail than previously
possible.[3,4,27] Precision conservation tools also can
be used to assess the effects of best management prac-
tices at a watershed scale using grid-based analysis of
spatially distributed impacts across a watershed.[5]

These new capabilities provide the means for identify-
ing areas of high erosion impact with detailed models
of erosion, addressing issues of scaling in more
detail,[5,17,30] and identifying areas of nitrate leach-
ing.[22] Berry et al.[1,2] reported that the off-site flows
needed to be taken into consideration in precision con-
servation across the landscape, because these off-site
flows interconnect fields and natural ecosystems.

CONCLUSION

Precision conservation utilizes a set of technologies
and procedures that link mapped variables with ana-
lytical capabilities to appropriate management actions.
It requires the integration of the spatial technologies of
GPS, RS, and GIS with the ability to analyze spatial
data. Precision conservation will continue to evolve
to link new technologies in order to assess how man-
agement practices can be more effective across differ-
ent erosion risk landscape scenarios to reduce the
off-site transport of nutrients. Precision conservation
will contribute to conserve the sustainability of the sys-
tem and even to improve the system’s physical and
chemical properties, which increase productivity. Pre-
cision conservation will be a crucial science influencing
to the sustainability of our biosphere in this century.
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Professional Societies

Faye Anderson
School of Public Affairs, University of Maryland, College Park, Maryland, U.S.A.

INTRODUCTION

Professional societies play a vital role in every disci-
pline as they function to serve the individual interests
of their members, represent their collective interests,
and communicate information about the discipline to
a wider audience. Professional societies can be viewed
as individual membership organizations because pro-
fessionals pay annual dues to join these organizations.
Individuals join professional societies for the career
opportunities accompanying membership, and many
join more than one society. These opportunities
include attending conferences at reduced costs, sub-
scribing to journals, gaining leadership experience,
and access to professional networks. Most profes-
sionals state their reasons for joining as gaining access
to the most up-to-date information in their profession
and networking with colleagues about common
challenges, problems, and solutions.

Water-related professional societies foster scientific
research, disseminate cutting-edge information, advo-
cate for water resources, facilitate employment oppor-
tunities, and work to influence the future course of the
profession. Common activities often include publishing
journals and newsletters, conducting conferences and
workshops, maintaining listservers and websites, and
providing various networking opportunities for their
members. Members are elected to run these organi-
zations through a Board of Directors. This Board
typically works alongside a headquarters office staff,
which includes an Executive Director. Due to the large
number of associations, association management has
grown to have its own professional societies, e.g., the
American Society of Association Executives.[1]

Agricultural water is an important societal resource,
ultimately affecting every person on Earth through food
systems. Water resources professionals in agriculture-
related fields work in a wide variety of capacities—
federal government, state and local government, uni-
versities, extension offices, non-profit organizations,
agribusiness, etc.—and on a wide variety of issues—
irrigation methods, water quality, non-point source
pollution, soil, drought, water conservation, etc.
These sectors and disciplines often come together
under the broader umbrella of a professional society’s
mission, and sometimes more narrowly defined
interests form their own professional society as well.

The majority of these societies are non-profit organi-
zations and membership fees vary widely. Some socie-
ties have tens of thousands of members and others
just a few hundred. These professional societies serve
both the individual needs of their members and the
collective needs of the profession. Some societies have
a code of ethics. Professional societies will often draft
position or white papers on key issues affecting water
resources. As agricultural water resources increasingly
face stress and water professionals confront multiple
demands in the workplace, these professional societies
will continue to serve important functions for both
their memberships and society.

U.S. PROFESSIONAL SOCIETIES

Many agricultural water professional societies are
based in the United States and predominantly serve
the interests of U.S.-based professionals by focusing
the majority of their efforts on domestic agricultural
water issues and concerns. Due to the large number
of professional societies, there is substantial compe-
tition for both professional influence and members.[2]

American Agricultural Economics Association

The American Agricultural Economics Association
(AAEA)[3] is a professional society for those interested
in agricultural economics issues, including those
related to rural communities and natural resources.
AAEA strives to keep its members abreast on the latest
agricultural economics research developments and
policy issues. Its official mission is to enhance the skills,
knowledge, and professional contributions of those
economists who serve the society in solving problems
related to agriculture, food, resources, and economic
development. The AAEA publishes the American
Journal of Agricultural Economics, CHOICES maga-
zine and a newsletter. It conducts an annual meeting
and several workshops and smaller meetings each year.
Water resources are an important component of this
agricultural economics organization’s natural
resources agenda and there is some activity related to
aquaculture as well.
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American Geophysical Union

American Geophysical Union (AGU)[4] is an inter-
national scientific society with over 35,000 members
in 115 countries. Formed over 75 years ago, AGU is
devoted to advancing the understanding of earth and
its environment in space and making the results avail-
able to the public. AGU publishes many newsletters,
books, and journals, including the well-respected
Water Resources Research, which is popular with
many agricultural researchers.

American Institute of Hydrology

The American Institute of Hydrology (AIH)[5] was
formed in 1981 to provide certification, training, and
education for hydrologists. It is the only national
and international professional organization that
certifies Professional Hydrologists and Professional
Hydrogeologists.

American Society of Agricultural Engineers

American Society of Agricultural Engineers (ASAE)[6]

is a professional and technical organization dedicated
to the advancement of engineering, applicable to agri-
cultural, food, and biological systems. Founded in
1907, ASAE has grown to over 9000 members and
has an active Soil and Water division. Their Hancor
Soil and Water Engineering Award recognizes out-
standing contributions to the field.

American Society of Agronomy

The American Society of Agronomy (ASA)[7] is dedi-
cated to the development of agriculture enabled by
science, in harmony with environmental and human
values. ASA publishes Agronomy Journal, Journal of
Environmental Quality, and Journal of Natural
Resources and Life Sciences Education. The ASA
has an environmental quality division and a committee
on water management on agricultural lands and
sustainable agriculture. The Crop Science Society of
America[8] and the Soil Science Society of America[9]

share a close working relationship and related interests
with the ASA, including sharing the same Head-
quarters office and staff. However, each of these
Societies is autonomous, has its own bylaws, and is
governed by its own Board of Directors.

American Society of Civil Engineers

American Society of Civil Engineers (ASCE)[10] is
widely considered the leading source of technical and

professional information in the field of civil engineer-
ing. ASCE publishes dozens of journals, including
the Journal of Irrigation and Drainage Engineering.
ASCE has a Water Resources Planning & Manage-
ment (WR) division and the Environmental & Water
Resources Institute (EWRI). The ASCE awards the
Royce J. Tipton Award in recognition of contributions
to the advancement of irrigation and drainage
engineering.

American Water Resources Association

American Water Resources Association (AWRA)[11]

has a broad-based membership representing every
sector of the water resources profession. AWRA pub-
lishes the Journal of the American Water Resources
Association and Water Resources Impact. It also has
an active Agricultural Hydrology Committee and ses-
sions dealing with agricultural issues at its annual
meetings and specialty conferences.

American Water Works Association

American Water Works Association (AWWA)[12] is
an international non-profit scientific and educational
society dedicated to the improvement of drinking
water quality and supply. Founded in 1881, AWWA
is the largest organization of water supply profes-
sionals in the world and is dedicated to the promotion
of public health and welfare in the provision of drink-
ing water of high quality and sufficient quantity. Its
Government Affairs office is very active in policy pro-
cesses, including those concerned with agricultural
water and water conservation issues.

Irrigation Association

Since 1949, the Irrigation Association (IA)[13] has
represented the widely varied interests of its member-
ship in irrigation, drainage, and erosion control. Pri-
marily a trade association, IA has led the advances in
water-use efficiencies for irrigated agriculture, land-
scape, and golf course applications and offers many
training opportunities to its membership. The IA
awards annual prizes for technological innovations
and helps define research priorities relating to
irrigation.

National Ground Water Association

National Ground Water Association (NGWA)[14] seeks
to enhance the skills and credibility of all ground water
professionals, develop and exchange industry knowl-
edge, and promote the ground water industry and
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understanding of ground water resources. NGWA
publishes an extensive list of publications and has a
multitude of professional educational opportunities. It
also manages the National Ground Water Educational
Foundation.

Society of Range Management

The Society of Range Management (SRM)[15] works
to promote and enhance the stewardship of rangelands
to meet human needs based on science and sound
policy. The SRM has over 4000 members organized
into geographic sections and has a Watershed/
Riparian Committee.

Society of Wetland Scientists

The Society of Wetland Scientists[16] was founded in
1980 to promote wetland science and the exchange of
information related to wetlands. With over 4000 mem-
bers, the society has regional chapters, holds annual
meetings, publishes a journal Wetlands, and organizes
professional certification programs.

Soil and Water Conservation Society

The Soil and Water Conservation Society (SWCS)[17]

has approximately 10,000 members and is very active
in agricultural water issues. The mission of SWCS is
to foster the science and the art of soil, water, and
related natural resource management to achieve sus-
tainability. The SWCS serves to both promote and
practice an ethic recognizing the interdependence of
people and the environment. The Society acts as an
advocate for both the conservation profession and
for science-based conservation policy. Its members
help carry out this mission through 80 geographic
chapters, including student chapters. The organization
plays an active role in the Farm Bill and other pieces of
relevant agriculture and water legislation, and often
publishes white papers on agricultural water-related
policy issues. The SWCS publishes the Journal of Soil
and Water Conservation and Conservation Voices, and
organizes annual meetings.

U.S. Committee on Irrigation and Drainage

The U.S. Committee on Irrigation and Drainage
(USCID)[18] was organized in 1952, as a non-profit
professional society. Its multi-disciplinary membership
shares an interest in irrigated agriculture—its planning,
design, construction, operation and maintenance of
irrigation, drainage and flood control works; agricul-
tural economics; water law; and environmental and
social issues. The USCID represents the United States

on the International Commission on Irrigation and
Drainage (ICID). The ICID is an international organi-
zation of more than 70 countries founded in 1950. It
operates as a non-governmental organization devoted
to the development of the science and technique of
irrigation engineering worldwide.

Water Environment Federation

Since 1928, the Water Environment Federation
(WEF)[19] has sought to promote and advance the
interests of water quality industry and to benefit
society through protection and enhancement of the
global water environment. The WEF mostly focuses
on domestic and industrial wastewater issues, yet it
has a non-point source committee that addresses agri-
culturally related issues. Its research foundation, the
Water Environment Research Foundation, provides
research grants to study both point and non-point
sources of water pollution.

INTERNATIONAL PROFESSIONAL SOCIETIES

Increasingly, the above professional societies are
incorporating more global water and agricultural
issues into their activities and are attempting to attract
more foreign members to help sustain their organiza-
tions. A few agricultural water-related professional
societies have a specific international focus in both
mission and membership base. The broad ranges of
water and agricultural challenges facing many areas
of the world, as well as the needs for networking
working professionals across geographic regions, often
drive the activities of these international-focused
societies.

International Erosion Control Association

International Erosion Control Association[20] has 2400
members and provides education, resource infor-
mation, and business opportunities for professionals
in the erosion and sediment control industry. It offers
a professional certification program.

World Association of Soil and
Water Conservation

The World Association of Soil and Water Conserva-
tion (WASWC)[21] has 500 members and its philosophy
is that the conservation and enhancement of the
quality of soil and water are a common concern of all
humanity. The WASWC strives to promote policies,
approaches, and technology that will improve the
care of soil and water resources and to eliminate
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unsustainable land use practices. It has a quarterly
newsletter and also publishes books. Its meetings are
usually held in conjunction with the International Soil
Conservation Organization and the Soil and Water
Conservation Society’s meetings.

Other associations with relevant international
interests include the International Association for
Environmental Hydrology, the International Com-
mission of Agricultural Engineering (CIGR), the
International Association for Hydraulic Engineering
and Research, the ICID, the International Soil Con-
servation Organization, and the International Society
of Soil Science.

CONCLUSION

Increasingly, professional societies build partnerships
with organizations having similar agriculture and
water-related interests, such as federal and state agen-
cies (e.g., the U.S. Department of Agriculture),
environmental groups (e.g., American Rivers), research
institutes (e.g., International Water Management Insti-
tute), and other professional societies. These partner-
ships facilitate work on common goals and access
each other’s resources. Water-related professional
societies are even partnering to form broader alliances
to further their common interests, such as Water Asso-
ciations Worldwide[22] and several environmental
societies collaborating under the umbrella of the
Renewable Natural Resources Foundation.[23]

The number and diversity of agricultural water
professional societies reflects the interdisciplinary nature
of the discipline. All of the above water-related pro-
fessional societies have interests in agricultural water
issues, and have information and activities of interest
to those working in agricultural water fields. This is
exhibited in the articles published in their journals, the
sessions held at their meetings, and the content of their
professional education opportunities. In many ways,
the current interests of members and the critical
challenges confronting society serve to motivate these
professional societies’ activities. Further information
on the specific activities of any professional society can
be found on their respective websites and by contacting
them directly.
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Psychrometry: Accuracy, Interpretation, and Sampling

Derrick M. Oosterhuis
Altheimer Laboratory, University of Arkansas, Fayetteville, Arkansas, U.S.A.

INTRODUCTION

Thermocouple psychrometers are generally considered
to be reliable and accurate for measurement of plant
and soil water potential (c).[1–3] However, the rigorous
requirements for using these highly sensitive instru-
ments are frequently misunderstood by users, often
leading to frustration and erroneous data.[4] The use
of psychrometry in soil and plant water relations has
been comprehensively reviewed.[5–8]

ACCURACY OF PSYCHROMETER
MEASUREMENTS

The accuracy and reliability of psychrometric mea-
surements of leaf c have been demonstrated in
many studies. Comparisons of psychrometers with
Scholander-type pressure chambers for measurement
of leaf c have generally exhibited close agreement.[2,3,9]

At high water potentials, the psychrometric c tends to
be more negative than the c measured in the pressure
chamber, but as the water c decreases, pressure cham-
ber values become more negative[2,7] due to resistance
to water movement through the xylem towards the
cut surface as a result of compression of the vascular
tissue.[10] Psychrometric c measurements on excised
tissues are generally more negative than those of in situ
values, with deviations from the 1:1 relationship being
greatest at high c values with errors often exceeding
0.3 MPa.[11] The source of error for the lower c values
was associated with evaporative water losses during
tissue sampling. A field comparison of the main com-
mercially available thermocouple psychrometers
showed differences between the types of psychrom-
eters,[12] attributed to the size of the tissue sample
used[13] and evaporative losses.[14] The screen-caged
psychrometer most closely correlated with the pressure
chamber measurements of c. Measurement of leaf c
with the end-window and leaf-cutter types of psy-
chrometer were similar but slightly more negative
and variable than the larger screen-caged psy-
chrometer, while the C-52 sample chamber (Wescor
Inc, Logan, UT) was the most variable of the
psychrometers tested.

INTERPRETATION OF PSYCHROMETRIC
WATER POTENTIAL MEASUREMENTS

Despite widespread acceptance of thermocouple psy-
chrometry, results have not been always satisfactory
due to substantial variability in the c measurements.
Prerequisites for accurate and reliable measurement
of c with psychrometers include scrupulously clean
psychrometers, careful calibration, precise temperature
control, proper measurement techniques, and correct
interpretation of data. Some of the more common
and important sources of errors are discussed below.

Temperature gradients between the reference junc-
tion and the sensing-junction can cause errors in the
measuring circuit, which are ultimately included in
the wet bulb temperature depression. These ‘‘zero off-
sets’’ are easily measured on the microvoltmeter prior
to Peltier cooling and can then be compensated for
to eliminate them from the measurement of c.[4] Equa-
tions are available for correcting these temperature
gradients if so desired.[15,16] The achievement of com-
plete vapor equilibrium within the sample chamber is
essential. Insufficient equilibration can result in exces-
sively low c measurements, whereas excessively long
equilibration periods can result in non-representative
c values due to metabolic changes in the sample
tissue.[2,3] Careful interpretation of the microvolt out-
put following Peltier cooling[17] is important, and psy-
chrometer users should be aware of the possible shapes
of the microvolt output and the interpretation thereof
to obtain the corresponding sample c.[4,9,17] Adsorp-
tion of water by thermocouple psychrometer assem-
blies can cause erroneously low c measurements[18]

because many of the materials used in the construction
of thermocouple psychrometers act as vapor sinks and
adsorb more water than required to saturate the vol-
ume of air within the sample chamber.[19,20] These
errors may be largely overcome by covering both the
inside of the chamber and the neoprene O-rings with
a thin coating of Vaseline.[4,5] Errors due to adsorption
of water by the psychrometer assembly are negligible
when sufficient tissue is used, but significant with small
volumes of tissue.[18]

To achieve a given level of statistical precision for a
given experiment and measurement technique, some
knowledge of the sources of variation is essential to
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determine the number of samples and replications
needed. An understanding is required, therefore, of
the sampling error due to instrument variation, leaf-
to-leaf, and plant variation so as to devise a sampling
scheme (discs per leaf, leaves per plant, and number
of replications) that minimizes the variability, achieves
maximum efficiency, and gives the required precision.
For example, total error (experimental þ sampling)
is significantly larger (P < 0.05) for stressed than for
well-watered wheat leaves.[21] This will vary with spe-
cies and should be considered for each experiment.
Savage, Cass, and de Jagger[22] provided a statistical
assessment of errors encountered during the use of
thermocouple pychrometers for c measurement.

An underlying requirement often overlooked in
psychrometric measurement of c is the need for con-
sistency in all procedures from one sample to the
next. Strict adherence to experimental protocol will
greatly enhance the reproducibility of the data and will
ensure more meaningful and reliable results with less
variability.

SAMPLING FOR SOIL OR PLANT
PSYCHROMETRIC MEASUREMENTS

Accurate measurement techniques for c measurement
are of little use if the soil or plant sample is not repre-
sentative of the water status of the biological system
being measured. The water potential of the excised
plant sample or excavated soil sample must show little,
if any, change prior to being sealed into the
psychrometer sample chamber.[23] Oosterhuis and
Wullschleger[7] reviewed the use of thermocouple
psychrometers for the measurement of c in leaf discs
and highlighted the precautions necessary during tissue
sampling and the interpretation of results for accurate
psychrometric measurement of c. A similar review for
sampling soil material is not available.

Water lost by evaporation following sample exci-
sion, particularly from succulent and turgid leaf sam-
ples, could result in a decrease in measured c.
However, leaf c can rise within a few minutes after
excision because xylem tension is released,[24] followed
by a rapid decrease in c dependent on the evaporative
demand. Thus, ideally, samples should be punched
directly from attached leaves into the psychrometer
chamber with only one sample being taken from each
leaf.[5] The leaf-cutter psychrometer was developed[25]

with these concepts in mind. Precautions are needed
to reduce evaporative losses after excision especially
under conditions of high evaporative demand. Leaves
with waxy cuticles may require the use of abrasion to
reduce cuticular resistance and vapor pressure equili-
bration times.[14,26]

Tissue-sample size can affect the measurement of
leaf c,[13,24] although results are inconclusive as to
the optimal size which should be used with a particular
psychrometer chamber volume. The relative amount of
the chamber volume occupied by leaf tissue and air is
important as this introduces problems associated with
vapor pressure equilibration. The larger the volume of
the psychrometer sample chamber, the larger the leaf
material sample, i.e., the chamber should be filled with
as much leaf material as practically possible. This will
also reduce the problems associated with sources and
sinks of water vapor on the chamber walls.[5] Exces-
sively small samples may require longer vapor pressure
equilibration times because less tissue is available to
contribute water vapor. Most data suggest that the
measured leaf c is higher in tissue having a high cut
surface area (A) to sample volume (V ) ratio,[24,27]

although the opposite has been reported.[13] Neverthe-
less, the area of the cut surfaces represents a potential
site for excessive evaporation losses, and the A/V ratio
gives some indication of the possible extent of these
losses. Using the largest possible leaf disc to fill the
chamber will ensure that the A/V ratio is minimized and
the effects of evaporative losses concomitantly reduced.

For in situ soil c measurement, psychrometers
should be placed in horizontal positions because verti-
cal gradients are more pronounced than horizontal
gradients. Furthermore, soil c measurements may be
compromised if psychrometers are used in the upper
0.3 m of the soil.[28]

CONCLUSION

With good techniques and adequate precautions dur-
ing sampling, precise measurement techniques, and
careful interpretation of the recorded data, thermo-
couple psychrometers offer a convenient, accurate,
and reliable method of measuring c. The most impor-
tant sampling procedures include consistency of
technique, prevention of evaporative losses during
collection and sealing in the psychrometer chamber,
and careful sample selection. Measurements of water
potential with thermocouple psychrometers compare
favorably with those made using the pressure chamber.
Close attention should be paid to careful cleaning and
calibration, achievement of complete vapor pressure
equilibration, and prevention and detection of tem-
perature gradients.

REFERENCES

1. Riggle, F.R.; Slack, D.C. Rapid determination of soil
water characteristic by thermocouple psychrometry.
Trans. ASAE 1980, 80, 99–103.

Psychrometry: Accuracy, Interpretation, and Sampling 925

© 2008 by Taylor & Francis Group, LLC



P
lants–P

um
ps

2. Walker, S.; Oosterhuis, D.M.; Savage, M.J. Field use of

screen-caged thermocouple psychrometers in sample
chambers. Crop Sci. 1983, 23, 627–632.

3. Bennett, J.M.; Cortes, P.M.; Lorens, G.F. Comparison
of water potential components measured with a thermo-

couple psychrometer and a pressure chamber and
the effects of starch hydrolysis. Agron. J. 1986, 78,
239–244.

4. Brown, R.W.; Oosterhuis, D.M. Measuring plant and
soil water potentials with thermocouple pychrometers:
some concerns. Agron. J. 1992, 84, 78–86.

5. Wiebe, H.H.; Campbell, G.S.; Gardner, W.H.; Rawlins,
S.L.; Cary, J.W.; Brown, R.W. Measurement of plant
and soil water status. Utah State Univ. Bull. 1971,
484, 71.

6. Brown, R.W., Haveren, B.P. van, Eds.; Psychrometry in
Water Relations Research; Agric. Exp. Stn, Utah State
University: Logan, UT, 1972; 342 pp.

7. Oosterhuis, D.M.; Wullschleger, S.D. Psychrometric
water potential analysis in leaf discs. In Modern Meth-
ods in Plant Analysis, New Series, Vol. 9. Gases in Plant
and Microbial Cells; Linskens, H.F., Jackson, J.F.,
Eds.; Springer-Verlag: Berlin, 1989; 1–133.

8. Oosterhuis, D.M. Psychrometry for measuring plant

and soil water potential: theory, types and uses. In
Encyclopedia of Water Science; Stewart, B.A., Howell,
T., Eds.; Marcel Dekker Inc.: New York, 2002.

9. West, D.W.; Gaff, D.F. An error in the calibration

of xylem water potential against leaf water potential.
J. Exp. Bot. 1971, 22, 342–346.

10. Boyer, J.S. Leaf water potentials measured with a pres-

sure chamber. Plant Physiol. 1967, 42, 133–137.
11. Baughn, J.W.; Tanner, C.B. Excision effects on leaf

water potential of five herbaceous species. Crop Sci.

1976, 16, 184–190.
12. Oosterhuis, D.M. Comparison of thermocouple psy-

chrometers for plant water status measurement. Ark.
Farm Res. 1991, 40 (1), 8.

13. Walker, S.; Oosterhuis, D.M.; Wiebe, H.H. Ratio of cut
surface area to leaf sample volume for water potential
measurements by thermocouple psychrometers. Plant

Physiol. 1984, 75, 228–230.
14. Wullschleger, S.D.; Oosterhuis, D.M. Electron micro-

scope study of cuticle abrasion on cotton leaves in

relation to water potential measurement. J. Exp. Bot.
1987, 38, 660–667.

15. Michel, B.E. Correction of thermal gradient errors in

stem thermocouple hygrometers. Plant Physiol. 1979,
63, 221–224.

16. Brown, R.W.; Bartos, D.L. A calibration model for

screen-caged peltier thermocouple psychrometers.
USDA For. Serv. Res. Pap. 1982, INT-293, 24.

17. Savage, M.J.; Wiebe, H.H. Voltage endpoint determi-
nation for thermocouple psychrometers and the effect

of cooling time. Agric. For. Meteorol. 1987, 39,
309–317.

18. Bennett, J.M.; Cortes, P.M. Errors in measuring water

potentials of small samples resulting from water adsorp-
tion by thermocouple psychrometer chambers. Plant
Physiol. 1985, 79, 184–188.

19. Dixon, M.A.; Grace, J. Water uptake by some chamber
materials. Plant Cell Environ. 1982, 5, 323–327.

20. Campbell, E.C. Vapor sink and thermal gradient effects
on psychrometer calibration. In Psychrometery in Water
Relations Research; Brown, R.W., Haveren, B.P. van,
Eds.; Agric. Exp. Stn, Utah State University: Logan,
UT, 1972; 94 pp.

21. Johnson, R.C.; Nguyen, H.T.; McNew, R.W.; Ferris,
D.M. Sampling error for leaf water potential measure-
ments in wheat. Crop Sci. 1986, 26, 380–383.

22. Savage, M.J.; Cass, A.; de Jagger, J.M. Statistical assess-
ment of some errors in thermocouple hygrometric water
potential measurement. Agric. Meteorol. 1983, 30, 83–97.

23. Savage, M.J.; Cass, A. Psychrometric field measurement
of water potential changes following leaf excision. Plant
Physiol. 1984, 74, 96–98.

24. Barrs, H.D.; Kramer, P.J. Water potential increase in

sliced leaf tissue as a cause of error in vapor phase deter-
minations of water potential. Plant Physiol. 1969, 44,
959–964.

25. Brown, R.W. New technique for measuring the water
potential of detached leaf samples. Agron. J. 1976, 68,
432–434.

26. Savage, M.J.; Wiebe, H.H.; Cass, A. Effect of cuticular
abrasion on thermocouple psychrometric in situ
measurement of leaf water potential. J. Exp. Bot.
1984, 35, 36–42.

27. Nelsen, C.E.; Safir, G.R.; Hanson, A.D. Water potential
in excised leaf tissue: comparison of a commercial dew
point hygrometer and thermocouple psychrometer for

in situ measurement of soybean, wheat and barley. Plant
Physiol. 1978, 61, 131–133.

28. Brown, R.W.; Chambers, J.C. Measurements of In Situ
Water Potential with Thermocouple Psychrometers: A
Critical Evaluation, Proceedings of International Con-
ference on Measurement of Soil and Plant Water Status,

July, 6–10, 1987; Utah State University: Logan, Utah,
1987; Vol. 1, 125–136.

926 Psychrometry: Accuracy, Interpretation, and Sampling

© 2008 by Taylor & Francis Group, LLC



P
la

nt
s–

P
um

ps

Psychrometry: Theory, Types, and Uses

Derrick M. Oosterhuis
Altheimer Laboratory, University of Arkansas, Fayetteville, Arkansas, U.S.A.

INTRODUCTION

Measurements of water potential (c) and its compo-
nents are being increasingly used to characterize plant
and soil water relations. The psychrometric technique
has a number of advantages compared to other meth-
ods including the ability to facilitate a large number of
samples and also allows the determination of the com-
ponents of c. Reviews of psychrometry in soil and
plant water relations have been published,[1–3] the use
and construction of these instruments have been docu-
mented,[1,4,5] and concerns about their use for measur-
ing soil and plant c have been addressed.[6]

THEORY OF THERMOCOUPLE
PSYCHROMETERS

The Concept of Water Potential

The use of thermodynamic principles to express the
water relations of soil and plant tissue[1,2] is well recog-
nized. The free energy of water in the soil–plant–
atmosphere continuum influences both the movement
of water along energy gradients and water availability
in the plant. Application of these concepts has proven
extremely meaningful, since the chemical potential
of water and dissolved solutes greatly affects cell
growth.[2] The chemical potential of water is related
to the change in the free energy of the system and
can be expressed in terms of the partial water vapor
pressure.[7] In an isothermal system, the volumetric c
(MPa) is given by the Kelvin equation:

c ¼ ðRT=VwÞlnðe=e0Þ ð1Þ

where R is the universal gas constant (8.3143 �
10�6 m3 MPa mol�1 K�1), T the absolute temperature
(K), Vw the partial molar volume of pure water
(1.805 � 10�5 m3 mol�1), and e and e0 are the partial
and saturated vapor pressures of water (relative
humidity of the air in the psychrometer chamber
expressed as a fraction). Therefore, the c of a system
can be determined if the equilibrium water vapor
pressure (e/e0) is measured at a known temperature
and pressure. The thermocouple psychrometer is based
upon this concept and upon the principle that the

vapor pressure above a solution or segment of plant
tissue is related to its water potential according to
Eq. (1).

Principles of Operation of Thermocouple
Psychrometers

Two fundamental designs of thermocouple psychrom-
eters have been used to determine water potential in
plant tissues,[8,9] and a number of modifications and
advances have been suggested for both. The Spanner-
type psychrometer, however, has certain advantages
over the Richards and Ogata instrument[4,10,11] and is
more widely used. The thermocouple is usually con-
structed from chromel and constantan wire of approxi-
mately 25-mm diameter[1] to meet the requirements of
both high temperature sensitivity and small junctions.
The typical Spanner psychrometer (Fig. 1) consists of
a thermocouple sensing-junction (constantan–chromel)
and two reference junctions (copper–constantan and
copper–chromel).[1]

Three primary methods of using thermocouple
psychrometers are currently available including the
psychrometric,[8] dew point,[12] and isopiestic methods.[13]

For the psychrometric method, a sample is sealed into
the chamber, allowed to reach both temperature and
vapor pressure equilibrium and then the wet bulb
temperature of the air in the chamber is measured
relative to the dry bulb temperature. This method
requires that water be condensed onto the sensing
junction by applying an electric cooling current.[14]

This Peltier cooling current continues until the
sensing-junction temperature is below the dew point
temperature of the chamber air and water condenses
on the thermocouple junction.[1,8] When the current is
discontinued, the droplet evaporates and the voltage
output is monitored (Fig. 2). In the dew point
method, the depression of the dew point temperature
is measured, again related to the relative humidity
within the chamber, and hence, to the c of the sample
at the prevailing temperature.[15] The isopiestic vari-
ation is a null method of measurement in which the
vapor pressure of a sucrose solution is balanced
against the water potential of the sample.[13] The iso-
piestic and the dew point methods involve no net
transfer of water once condensation has occurred.
Although each of these methods has its advantages,
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the psychrometric and dew point techniques are more
widely used, with the former method being the more
popular and easily available commercially. Both techni-
ques use identical sensors but different microvoltmeter
circuitry. In this review, thermocouple psychrometers
are used as a collective term for both thermocouple
psychrometers and dew point hygrometers.

TYPES OF THERMOCOUPLE
PSYCHROMETERS

Many different thermocouple psychrometer designs
have been developed for soil or leaf c measurement,
and a number of these are commercially available.[16]

These include the end-window psychrometers, leaf-
cutter psychrometers, and screen-caged psychrometers,
the leaf in situ psychrometers, self-standing alumi-
num insulated psychrometers, porous ceramic shield
psychrometers, and a multichambered psychrometer
apparatus. The majority of these instruments use a
small soil or plant tissue sample for determination of c.
All of these commercially available psychrometers are
generally used without modifications except for leaf
in situ psychrometer which should be modified by insu-
lating the housing assembly with a covering of foam
insulation and reflective aluminum tape for tempera-
ture control.[17] In situ measurements of c can be made
of leaves in the field using the leaf in situ psychrom-
eter attached directly to an intact leaf,[17,18] in tree
trunks with screen-caged thermocouple psychrometers
inserted into the trunk,[19,20] or in the soil using ceramic
or screen-caged psychrometers buried in the soil at
right angles to the soil surface.[21]

USE OF THERMOCOUPLE PSYCHROMETERS

Preparation of Psychrometers

The thermocouple junction is normally protected by a
stainless steel housing. New psychrometers should be
thoroughly cleaned with a solution of boiling 10%
acetone or a jet of steam to remove any oil or debris,
which may have accumulated during construction.
All psychrometers and sample chambers must be scru-
pulously cleaned before and after use by repeated
flushing of the psychrometer and the sample chamber
with deionized water. If possible, the psychrometer
should also be periodically inspected under a dissecting
microscope to check the cleanliness and physical state
of the thermocouple junction. The use of a detergent
or steam may help to remove stubborn deposits. After
cleaning, the psychrometers and sample chambers
should be partially dried with filtered, compressed air
and then placed in an oven (<30�C) for few hours.
After drying, the psychrometers should be allowed to
cool to prevent possible condensation before being
stored in their sample chambers or in clean plastic bags.

Calibration of Psychrometers

Accurate calibration of thermocouple psychrometers
is essential for accurate and reliable measurements of
water potential and its components. The procedure
consists of placing a filter paper disc in the sample
chamber of a previously cleaned psychrometer using
forceps. A small quantity of the appropriate standard
solution (0.1 mol kg�1, 0.3 mol kg�1, 0.5 mol kg�1,
0.7 mol kg�1, and 1.0 mol kg�1 NaCl or KCl solutions),

Fig. 1 Diagrammatic representation of a spanner-type

end-window. Thermocouple psychrometer used for measur-
ing leaf-disc water potential. Source: From Ref.[3] with
permission.

Fig. 2 A typical chart-recorder trace during the determi-
nation of relatively high (A) and low (B) leaf-disc water
potential. Source: From Ref.[3] with permission.
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sufficient to saturate the filter paper, is added to the
filter paper disc in the sample chamber with a syringe
or eye dropper beginning with the most dilute
calibration solution. The microvolt output (water
potential) is then determined using an appropriate
microvoltmeter, after a 4-hr vapor pressure equili-
bration in a constant temperature water bath (i.e.,
25�C). Each standard is measured in turn after careful
washing and drying of the psychrometers between
measurements. A calibration curve is then constructed
from conversion tables[22] by which future measure-
ments of the microvolt output can be converted to
the equivalent leaf c. Use of a computer greatly facil-
itates these conversions. If a psychrometer is in con-
stant use, it should be recalibrated every few months.[1]

Temperature Control, Thermal Gradients, and
Zero Offsets

Thermocouple psychrometers are typically placed in
isothermal water baths to minimize temperature-
related errors in c measurements. Failure to under-
stand and adequately qualify these errors can seriously
affect the accuracy of experimental results. Tempera-
ture gradients within the psychrometer can arise from
thermal fluctuations in the environment, heat pro-
duced by sample respiration, and heating of the refer-
ence junctions during the Peltier cooling operation.[23]

These gradients can introduce systematic error either
through temperature differentials between the sensing
junction and the sample, or by causing temperature-
induced zero offsets within the thermocouple measur-
ing circuit. Thermocouple psychrometers measure
the relative humidity of the air in equilibrium with
the sample, and therefore any difference in temperature
between the sample and chamber air will introduce
significant error. This error results from the fact that
the air in the chamber and the sample come to the
same vapor pressure, not the same relative humidity.[23]

The error in c introduced is approximately
7.77 MPa �C�1.[24] Commercial psychrometers which
utilize leaf-disc samples do not currently allow for
the measurement and correction of this error.

Transient electrical zero offsets are another source
of possible error in the use of thermocouple psychrom-
eters. Observed zero offsets at the microvoltmeter are
generally interpreted as originating within the sensing
head of the psychrometer. However, zero offsets can
also originate from other locations within the psy-
chrometer circuitry, i.e., at the connection of the meter
or the data logger and these should be insulated from
direct solar radiation or air currents by enclosing the
connectors with a plastic shield.[6] Poorly earthed
equipment and the proximity of AC main cables to
the hygrometer output leads may cause significant zero

offsets and error in c. Shielding the wire does not
eliminate the problem, but spatial isolation from other
electrical equipment within at least a 2-m radius mini-
mizes these errors. Some long-term drift can be toler-
ated, but short-term fluctuations should be kept to a
minimum, less than 0.0005�C for proper precision.[1]

Vapor Pressure Equilibration

It is essential that the vapor pressure within the sensing
head of the psychrometer must be in dynamic equilib-
rium with that of the sample under the established iso-
thermal conditions for precise c measurement.[6] This
usually occurs within 2–4 hr at 25�C in an isothermal
water bath. Failure to achieve complete vapor equilib-
rium within the sample chamber due to an insufficient
equilibration period can result in excessively low c
measurements. In contrast, non-representative c values
can also result from long equilibration times due to
metabolic changes, i.e., starch hydrolysis, in the sample
tissue.[25,26] Error associated with equilibration times
can also result from changes in cellular turgor which
accompany growth when the leaf-disc tissue is separated
from its water source.[27] This error is greatest when
sampling from young, actively growing tissues, but is
presumable of only minor concern with mature tissues.
Psychrometer chambers with rubber seals or dirty or
oxidized metal surfaces can display equilibration char-
acteristics dominated by the chamber material.[28] High
leaf cuticular resistance may necessitate longer equili-
bration times[29] or cuticular abrasion.[30]

Measurement Procedure

After psychrometer selection, initial preparation and
calibration, the actual measurement procedure involves
tissue sampling, equilibration in an isothermal water
bath, and recording of the voltage output. The
psychrometer-sample chamber assembly is placed in
an isothermal water bath for an appropriate vapor
pressure equilibration time (4 hr is usually sufficient).
The psychrometric mode is then used and water con-
densed on the measuring junction by applying a 5-mA
Peltier cooling current for 15 sec. These are the recom-
mended and most widely used values; however, opti-
mum cooling times and cooling currents may vary
with the tissue and condition of measurement.[31]

The voltage output should be monitored continuously
during evaporation with an appropriate dedicated
microvoltmeter (e.g., from J.R.D. Merrill Specialty
Equipment, Logan, Utah, or Wescor Inc., Logan Utah)
and a chart recorder.[32] Care is required in analysis of
the voltage output plateau[31] since it indicates the equi-
librium c of the sample in the psychrometer chamber.

Psychrometry: Theory, Types, and Uses 929
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Interpretation of the Psychrometer
Output Plateau

Accurate determination of leaf c with thermocouple
psychrometers requires reliable and accurate deter-
mination of the plateau voltage output following the
Peltier cooling (Fig. 2). Immediately following the
termination of cooling, psychrometer output sharply
increases, reaches a peak or plateau, followed by a rela-
tively rapid decline as water on the sensing junction
evaporates back into the air of the chamber. The pla-
teau represents the wet bulb temperature of the psy-
chrometer when the evaporation of water from the
junction reaches a steady state with the vapor pressure
of the air in the chamber. If the leaf or soil sample has
a relatively high c, then the plateau may be horizontal
and easy to interpret (Fig. 2A), whereas with drier sam-
ples, the plateau becomes increasingly transient and
interpretation more subjective (Fig. 2B).[32] Although
several approaches for determining the plateau can
be used, the one most typically used is to extrapolate
the plateau back to intersect the vertical line corre-
sponding to the beginning of the evaporation period.
The voltage corresponding to this intersection point
is then used to calculate c. Caution should be exercised
to ensure that identical methods of interpretation are
used in psychrometer calibration and in the measure-
ment of sample c.

CONCLUSIONS

Psychrometry is an extremely useful technique for
measuring water potential of plant or soils if proper
sampling and measurement precautions are taken.
Calibration and cleaning of the instruments are funda-
mental steps in thermocouple psychrometry. Major
concerns during measurements include achievement
of complete vapor pressure equilibration, prevention
and detection of temperature gradients. With good
calibration and cleaning techniques, precise measure-
ment techniques, and careful interpretation of the
recorded data, thermocouple psychrometers offer a con-
venient, accurate, and reliable method of measuring c.
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Pumps: Displacement
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INTRODUCTION

A displacement pump is a device that traps a fixed
amount of water at the intake conditions (lower
elevation or pressure) and either transports it to a dis-
charge elevation and/or compresses it to the discharge
pressure. This article deals with screw pumps and three
types of reciprocating positive displacement pumps:
piston, plunger, and diaphragm.

SCREW PUMPS

Screw pumps are the oldest of the positive displace-
ment pumps. It is known that they were used in ancient
Egypt to lift water from the Nile. The Cochleon or
Egyptian Screw was composed of tubes wound round
a cylin der (see Fig. 1). As the entir e unit ro tates, wat er
is lifted within the spiral tube to the higher elevation.

Later, other designs of screw pumps were used
where a spiral groove was cut on the outside of a solid
wooden cylinder and then the cylinder was covered by
boards or sheets of metal closely covering the surfaces
between the grooves. Although the screw pump is said
to have been invented by Archimedes and has been
named after him, there is no record of Archimedes
himself claiming its invention. The invention was
attributed to him by Diodorus who lived 200 yr later.
He claimed that Archimedes invented the screw pump
in Egypt suggesting that Greeks adopted the pump
from Egypt where the first records of the pump can
be found. An astronomer of Alexandria, Conon of
Samos, also called Conon of Alexandria, who was a
close friend of Archimedes, is believed to have invented
or adopted the screw pump from lower Egypt.
Archimedes demonstrated and fully explained its
properties and the screw pump eventually became
known as the Archimedean screw.[1] Screw pumps
have been used since then in many applications and
are still used today.

The simplest, single screw pumps also called ‘‘pro-
gressive cavity’’ or Archimedean pumps are often used
in land drainage since they can pump large volumes of
water over levees. Large pumps of this kind, powered
by the windmills, have been employed by the Dutch

to drain polders since 1634. The Archimedean screw
turned in a brick-lined casing enclosing approximately
one half of the screw, but open at the top. When it has
reached the top of the screw, the water flowed over a
low sill to the tail race. A sluice door or trap, which
is closed by its own weight as soon as the screw stops,
prevented the water in the storage basin from flowing
back to the polder (Fig. 2).[2]

The diameter of a typical drainage pump is 0.3 m or
greater and the length is up to 15–18 m. The screw is
normally arranged at an angle of 30�. The greater the
angle of inclination, the lower the output. The output
lowers approximately 3% for every degree increase
over a 22� inclination. At 30� angle, 15 m long screw
can lift water to 7.5 m. The output depends also on
the level of water in the intake reservoir and the ratio
of the diameter of the screw shaft to the outside diam-
eter of the screw flights. It is also limited by the rota-
tional speed which for a single screw pump is
between 30 rpm and 60 rpm.

Modern Archimedean screw pumps can have effi-
ciencies up to 75%. For practical purposes they are
no longer than approximately 15 m but they can have
very large diameters in order to increase the capacity
of the screw. If the required lift is larger than 7.5 m,
a number of screws arranged in series can be used. In
addition, single, double, and triple flights are often
used (Fig. 3). Flight s are a lso known as he lixes. W ith
each increase in flights, there is a 20% increase in
capacity. The three-flight pump can handle the most
capacity in the least amount of space. Finally,
the clearance between screw flights and trough will
impact the output of the pump.[3]

Modern screw pumps fall into two basic catego-
ries: rigid screw pumps and eccentric screw pumps.
Rigid pumps can be subdivided into single screw
pumps described above and intermeshing screw pumps
with two or more screws. The eccentric pumps can
come in two basic configurations. In one, the rotor
thread is eccentric to the axis of rotation and meshes
with internal threads of the pump housing (stator).
In the other, the stator wobbles along the pump center-
line. Multiple-screw pumps are available in a variety of
configurations and designs. All employ one driven
rotor in mesh with one or more sealing rotors. They can
be single-ended, or more commonly double-ended.[4]
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The multiple rotor pumps can be further divided
into timed and untimed categories. Timed rotors rely
on internal or external set of timing gears for phasing
the mesh of the threads and for supporting the forces
acting on the rotors. Untimed rotors rely on precision
and accuracy of the screw itself for proper mesh
and transmission of rotation.[4]

Screw pumps are a unique type of rotary positive
displacement pump in which the flow through the
pumping elements is truly axial. The water is carried
between the screw threads on one or more rotors.

It is then displaced axially as the screws rotate and
mesh. In other types of rotary pumps, the liquid is
forced to travel circumferentially, however, the screw
pump has an axial flow pattern and low internal velo-
cities. They are true positive displacement pumps and
they will deliver a definite amount of water with every
revolution of the rotors. Due to relatively low inertia of
rotating parts, some screw pumps can operate at higher
speeds than other pumps often up to 10,000 rpm. They
are self-priming and flow characteristic is essentially
independent of pressure.

Commonly, screw pumps are used today in pump-
ing wastewater and storm water due to their large
capacity and low heads and no need for screening the
debris. Modern screw pumps consist of revolving shaft
fitted with one, two, or three helical blades to rotate
in an inclined trough and push the wastewater up the
trough. This type of pump can pump large solids with-
out clumping and can operate at a constant speed over
a wide range of flows with good efficiencies.

The capacity of any screw pump is the theoretical
capacity minus the internal leakage. In order to find
the capacity of a screw pump the speed of the pump
must be known. The delivered capacity of any rotary
screw pump can be increased in several different ways.
The capacity of the pump depends on several factors:
diameter of the screw, speed of the screw, and the
number of flights mounted on the screw shaft.[4]

The advantages of screw pump include: 1) wide
range of flows and pressures; 2) wide range of liquids

Fig. 1 Egyptian screw pump. Source: From Ref.[1].

Fig. 2 Archimedean screw pump used in a Dutch windmill.
Source: From Ref.[2].

Fig. 3 Various types of flights in a screw pump.
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and viscosities; 3) Built-in variable capacity; 4) High
speed capability allowing freedom of driver selection;
5) low internal velocities; 6) self-priming with good
suction characteristics; 7) high tolerance for entrained
air and other gases; 8) minimum churning or foaming;
9) low mechanical vibration, pulsation-free flow, and
quiet operation; 10) rugged, compact design—easy to
install and maintain; and 11) high tolerance to con-
tamination in comparison with other rotary pumps.[4]

There are also some disadvantages to screw pumps.
Their cost is relatively high due to close tolerances
and running clearances. Performance characteristics
are sensitive to viscosity change and high-pressure
capability requires long pumping elements.[4]

RECIPROCATING PUMPS

Reciprocating pumps like screw pumps are among
the oldest types of pumps used. Early reciprocating
pumps consisted of a piston that moves back and forth
within a cylinder. A primitive, piston pump has its
origin in a syringe that was used in ancient Egypt.
The forcing pump was greatly improved and described

by Greek inventor Ctesibius (200 B.C.) the son of a
barber in Alexandria who is considered the inventor
of a piston forcing pump for pumping water (Fig. 4).

Pumps, utilizing a piston-and-cylinder combination,
were commonly used in Greece to raise water from
wells. The pumping action is due to the mechanism
that is literally forcing slugs of water from the intake
pipe to the outlet. Due to the forcing action of the
mechanism, the pump head curve for this pump is
almost flat. The other similar type of reciprocating
pump is a plunger pump where the piston is replaced
with a plunger that fits the cylinder less tightly than
the piston. Plunger pump (Fig. 5) was invented later
and patented by Sir Samuel Moreland in 1675.[1]

Positive displacement, reciprocating pumps are
usually selected for low-flow-rate/high-pressure appli-
cations. Since most of the water pumping applications
require high flow rate, as for example in irrigation
systems, reciprocating pumps have limited use in
water pumping applications. However, piston and dia-
phragm pumps are ideal for pumping water using solar
energy. Solar water pumps utilize DC electric power
from photovoltaic panels and they must work during
low light conditions at reduced power, without stalling

Fig. 4 Early piston pump. Source: From Ref.[1]. Fig. 5 Early plunger pump. Source: From Ref.[1].
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or overheating. Positive displacement pumps seal water
in cavities and force it upward. As a result, lift capacity
is maintained even while pumping very slowly. These
pumps are used for pumping water for domestic
supply, livestock, and small irrigation systems where
electricity is not readily available.

A modern reciprocating positive displacement
pump (also called power pump) is one in which a
plunger or piston displaces a given volume of water
for each stroke. All power pumps have a fluid-handling
portion, called the liquid end consisting of displacing
device such as piston or plunger, a fluid holding cylin-
der, suction and discharge valves, and a packing seal.
The liquid end must have a driving mechanism to
provide force to the plunger or piston.

A piston is a cylindrical disk, mounted on a smaller
diameter rod and usually fitted with some type of

sealing rings that move with the piston whereas a
plunger is a smooth rod, similar to a piston. The
sealing rings in the plunger pump are stationary and
the plunger slides through the rings. Schematics of a
double-acting piston pump and a plunger pump are
given in Figs. 6 and 7, respectively.[5]

A modern power pump is a constant speed, constant
torque, and nearly constant-capacity reciprocating
pump whose plungers or pistons are driven through a
crankshaft from external source. It can have a vertical
or horizontal construction. Horizontal construction is
used on plunger pumps up to 150 kW and piston
pumps rated to 2200 kW. Maximum number of plun-
gers in a horizontal pump is usually no more than five
whereas horizontal piston pumps usually do not exceed
three pistons. Vertical construction plunger pumps are
larger (up to 1100 kW) and contain 3–9 plungers.
Plungers are used in pumps producing pressures

Fig. 7 Schematic of a plunger pump.

Fig. 8 A schematic of a diaphragm pump. Source: From Refs.[4–6].

Fig. 6 Schematic of a double-acting piston pump.
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between 7000 kPa and 200,000 kPa while maximum
pressure developed by a piston water pump is approxi-
mately 13,800 kPa.[6]

Mechanically and hydraulically driven diaphragm
pumps are positive displacement pumps with flexible
membranes that operate in a similar manner to a
pist on or plunger pump. (Fig. 8). A diaph ragm is a
flexible disk or tube which isolates water from the pis-
ton, plunger, hydraulic liquid, or compressed air that
are used to actuate the diaphragm. Diaphragm pumps
do not have seals or packing and can be used in appli-
cations requiring zero leakage. They do not require
priming and can be run dry without damage.

Mechanically driven diaphragm pumps operate by
reciprocating movement of plunger rod. The force on
the central part of the diaphragm creates the suction
and discharge pressures. Hydraulically actuated dia-
phragm pumps, where reciprocating piston forces
hydraulic fluid in and out of the chamber behind the
diaphragm, is also a positive displacement pump. Air
operated diaphragm pumps are displacement pumps
but they should not be considered as positive displace-
ment pumps since the maximum pumping pressure
cannot exceed the pressure of the compressed air
powering the pump.

The disadvantages of diaphragm pumps are that
they are not manufactured for operating pressures
above 860 kPa and they are not practical for pumping
rates above 16 L m�3 (58 m3 hr�1).[7]

A most common disadvantage of all reciprocating
pumps is pulsation. This can be minimized in some
modern pumps by increased number of pistons,

plungers, or diaphragms that operate out of synchroni-
zation with each other.[8] In addition, the initial cost of
a reciprocating pump is larger than the cost of a
centrifugal pump.
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Pumps: Internal Combustion Engines

Hal Werner
Agricultural and Biosystems Engineering, South Dakota State University,
Brookings, South Dakota, U.S.A.

INTRODUCTION

Internal combustion engines or electric motors power
most water pumps. This section will present infor-
mation on the use of internal combustion engines.

The most common internal combustion engines are
diesel and natural gas with propane and gasoline used
less frequently. Choosing a particular power unit fuel
may be governed more by necessity rather than desire.
For example, natural gas is not an option unless gas
service is located near the pumping site because of
the high cost of extending natural gas lines. Other
considerations are discussed in this article.

Advantages of using an internal combustion engine
for water pumping include variable speed allowing
for varying pump output and, except for natural
gas, portability between pumping sites.

Disadvantages of internal combustion engines are
high repair and maintenance costs, susceptibility of
units to cooling and lubrication failure, and the need
for right-angle drives when using deep well pumps.

Depending on actual local fuel prices, natural gas
and diesel generally have the lowest pumping costs
for a given installation. Diesel engines are often the
highest initial cost and servicing for diesel engines
may not be readily available in some areas. Gasoline
engines generally require more frequent overhaul and
repair but fuel may be more readily available. Few
gasoline engines are rated for continuous duty service
needed for pumping water.

Thermal efficiency is the rate at which an engine
can convert energy in the fuel into mechanical
power. For well-maintained engines, the thermal effi-
ciency of diesel engines is highest followed by natural
gas and propane. Gasoline engines have the lowest
efficiency.

Several factors need to be considered when selecting
an engine for pumping water. Engineering considera-
tions include the type of pump, pump speed, and
horsepower requirements. Economic considerations
include cost of the equipment, cost of the fuel, hours
of operation, and labor requirements. Other factors
to consider include fuel availability or cost for service,
need for portability, safety controls, and any periph-
eral equipment such as a generator.

POWER REQUIREMENTS

The power needed to drive a water pump is determined
by the following factors. Flow rate (Q) is the amount
of water pumped per time period. Total head (TH) is
the amount of head (pressure) that the pump supplies
to the flow delivered. Total head includes static head
or vertical lift, delivery pressure, friction losses, and
other miscellaneous losses. Total head is also called
total pumping head or total dynamic head (TDH).
Finally, the efficiency of the pump (Ep) and drive unit
(Ed) is used to calculate power needs. In general form,
the equation to calculate pump power (P) is:

P ¼ ðC � Q � THÞ
ðEp � EdÞ

ð1Þ

where C is a coefficient to convert the units to the
desired units of power. Power is often expressed in
units of kilowatts or horsepower.

It is very important to size the power unit large
enough to meet the power required for the pump. It
is crucial not to overload the power unit and thereby
shorten its life, or worse, have it fail completely. While
electric motor sizes can be matched to the pump power
needed, engines are generally sized larger to account
for rating methods. Engine ratings may be designated
as intermittent, automotive, industrial, or continuous.
Engines used for pump powering should be selected
using an industrial or continuous rating that provides
for the continuous, constant load of a water pump. If
no continuous rating is available for the engine, the
output power rating of the engine should be reduced
by at least 20% to avoid overloading.

Additionally, most engines are rated for a standard
operating condition that does not reflect varying con-
ditions found for most installations. For example, most
are rated as bare engines at sea level and 16�C (60�F).
Below are some of the derating factors that should be
applied to engines:

� For each 300 m (1000 ft) above sea level deduct 3%.
� For each 5.5�C (10�F) above 16�C (60�F) deduct 1%.
� For radiator and fan deduct 5%.
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� For accessories (alternator, etc.) deduct 5%.
� For drive losses (right angle, belt) deduct 5%.

Neglecting to derate an engine for the various fac-
tors could result in overloading and premature failure
of the unit. Finally, add power for any other options
that the engine supplies, such as hydraulic motors or
a generator set that provides power for auxiliary elec-
tric motors.

A right-angle drive system is required when engines
power deep well pumps. A right-angle gear drive unit
is the most common drive with belt drives uncom-
mon and less desirable. It is critical that drive shafts
and couplers be properly aligned when connecting
engines to drive units and pumps. It may be desirable
to install a clutch between the engine and the pump
to allow for running the engine and auxiliary equip-
ment without operating the pump.

If possible, direct connect the pump to the engine to
avoid drive unit losses. This requires that the engine
speed be matched to the desired pump speed for
the proper output. This speed may be different from
the highest rated power for the engine and must be
considered when sizing the engine since power out-
put varies with engine speed. It may be desirable to
operate the engine at a slower speed than the
maximum rated speed to prolong life. Fuel efficiencies
are also often higher at speeds less than the maximum
rated speed.

Tractors are occasionally used to drive pumps. It is
critical to derate the tractor engine for continuous
operation since they are rated for intermittent oper-
ation. Also apply an additional derating factor (about
5%) to cover the losses between the engine and the
power take off (PTO) shaft if the power rating is not
given for the PTO output. Standard tractor PTO
speeds are 540 rpm and 1000 rpm. Few modern pumps
operate at those speeds; thus a gear or belt speed
increaser will generally be required. Retrofit tractor
engines with safety controls to protect the engine from
hazards such as loss of pump pressure, coolant
temperature, and oil pressure.

Two types of safety equipment are essential for
engines. First operator safety is imperative. All shafts,
belts, and fans must be shielded. Also pump and pipe
fittings must be secure and rated for the operating
pressure to prevent failure.

The second type of safety equipment protects the
pump from damage if a malfunction occurs. These
safety controls should shut down the engine whenever
a condition exists that could damage the engine. Most
important is a device to shut off the engine in case of
excessive engine temperature, either high coolant
or oil temperature. It may also be desirable to
provide oil level protection. For centrifugal or deep

well pumps, protection must be supplied for a loss of
pressure at the pump discharge or in a downstream
pipeline. A drop in pressure may overload the engine
and result in premature failure. Finally, the engine
and pump should be protected from loss of water,
e.g., loss of prime of a centrifugal pump.

Another option is to automate the controls for the
engine. A variety of features are available including
remote monitoring, remote starting and stopping,
and controls to interlock peripheral equipment like
chemigation application units. The interlock feature
shuts down the engine when the secondary unit
malfunctions.

ENGINE FUEL USE

The fuel-to-power conversion efficiency of internal
combustion engines varies from less than 20% to nearly
40%. As a result considerable heat energy must be
dissipated from the engine to prevent overheating.
Engines use three cooling options. The radiator and
fan option is common and is similar to units on most
cars and trucks. Air-cooled engines use a high capacity
blower and shrouds to direct cooling air over the
engine. Heat exchangers are similar in principle to
radiators except no fan is used and water from the
pumping source circulates through a heat exchanger
instead.

Estimates of hourly fuel use for internal combustion
engines can be made using the table below. Divide the
total energy requirements of the pump [using Eq. (1)
given previously] by the values from the table to esti-
mate the fuel use for the pumping station. Actual fuel
use may be different from the estimated depending on
the relative performance of individual engines and
pumps. Energy use for electricity is included in the
table for reference. The cost of operation can be
estimated by multiplying the fuel use by its cost.

Maintenance of internal combustion engines is
crucial to long life and efficient operation. Monitor
oil levels and regularly change oil. Insure that safety
devices are functioning properly. Conduct mainte-
nance on a planned schedule, and keep records of
service and maintenance.

Fuel Power output per unit of energy

Diesel 11.79 MJ/L (16.66 hp hr/gal)

Propane 6.51 MJ/L (9.20 hp hr/gal)

Gasoline 8.14 MJ/L (11.5 hp hr/gal)

Natural gas 7.79 MJ/m3 (82.2 hp hr/1000 ft3)

Electricity 3.16 MJ/kW hr (1.18 hp hr/kW hr)
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CONCLUSION

Internal combustion engines are excellent choices to
power water pumps. The engine needs to be matched
to the pump requirements to insure efficient operation
and long life. Options to consider for each engine
include a clutch, auxiliary generator, and automated
controls. Safety devices must be provided to protect
both the opartor and the equipment. Proper mainte-
nance is essential to guarantee long engine life.
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INTRODUCTION

Rainfall shelters (shelters) have been used during the
past 50 yr to exclude rainfall and other precipitation
from research plots and lysimeters. They bridge the
gap between the controlled environment of a green-
house or growth chamber and uncontrolled field con-
ditions. Meteorological variables such as radiation
and wind are altered under the shelter,[1] but with lim-
ited rainfall duration, the effect on crop growth is
minimal. The main limitation of rainfall shelters is the
small crop area that requires careful extrapolation of
results to field areas.

Foale, Davis, and UpChurch[2] identified the follow-
ing six subsystems or components of rainfall shelters:
site, tracks, shelter structure, drive (mechanism), power
supply, and controller. Auxiliary components include
in-shelter irrigation systems and cranes for weighing
lysimeters. Rainfall shelter subsystems and features
are illustrated in Fig. 1, and the references provide
examples of various types of shelters.

RAINFALL SHELTER SUBSYSTEMS

Site

The site needs to be representative of the soil to be
studied, and the surrounding area must be similarly
and uniformly cropped for accurate evapotrans-
piration measurements.[2] The area needs to be well
drained with surface runoff from adjacent areas
excluded. Since plot areas are small, isolating individ-
ual blocks of soil with vertical walls of plastic film or
concrete may be desirable.[2] Utilities such as electricity
and telephone service are also desirable, and a water
supply of adequate quantity and quality must be avail-
able for irrigated experiments. Overall shelter design
should allow all or most of the research area to be
planted, cultivated, and harvested with farm machinery.

Tracks

Most rainfall shelters have two tracks, but some also
have a center track to reduce the structure span or to
support a center drive mechanism.[3,4] The center track

restricts access to the research area and is not recom-
mended, except for unusual conditions. Tracks may
be at ground level for low structures or for structures
with support walls (Fig. 1).[5] Tracks may also be ele-
vated to eliminate the support walls, and secondary
walls may then be suspended from the structure roof
(Fig. 1).[3,4] Foundations for the tracks may be con-
tinuous footings or individual piers located along the
tracks. Tracks are generally single, I or C section
beams of rolled-steel, but angles, railway tracks, and
welded-up sections have also been used. In addition
to the load of the structure, the tracks must resist
upward wind forces and lateral forces in one or both
directions.

Structure

Structures consist of the framing, covering, truck
assemblies, and any walls or doors. Maximum length
is about 30 m, and is governed by the length of time
to cover the research area during intense storms. Dual
shelters that cover the research area from both ends are
sometimes used to increase the length of the research
area.[3] Foale, Davis, and UpChurch[2] provide design
information for minimizing the shading from the
second shelter. Maximum width has normally been
about 12 m, but wider spans are possible with heavier
structures and tracks.[6] The height of the structure
largely determines the wind loading, and Foale, Davis,
and UpChurch[2] provide excellent wind design infor-
mation for rainfall shelters. Some structures are designed
to be easily moved from one location to another where
crop rotations or insect and disease populations require
frequent changes in the research location. For example,
the shelter by Kvien and Branch[7] was mounted on
standard automobile tires rather than tracks and rollers
to allow easy movement across a field area.

Construction materials range from light aluminum
trusses with fiberglass covering to heavy steel beams
and columns.[5,8] The structures are usually covered
with fiberglass, aluminum, or steel sheeting. Unless
the shelters are in locations with extended daytime
rainfall, the light transmittance of the covering is not
considered. Walls are omitted on some structures for
low crops, but are needed for tall crops, and a taller
shelter allows personnel to work inside the shelter.[5]
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With ground level tracks, walls are attached to the
load-bearing columns, and with elevated tracks, the
walls are suspended from the roof trusses or beams.
On many shelters, walls are placed along the rear end
of the structure to exclude blowing rain from the
research area. On some more recent shelters, bifold
doors originally designed for aircraft hangers have
been installed on both ends of the structure.[5,8] With
both doors open, wind forces in the direction of travel
are greatly reduced in comparison to having a perma-
nent rear wall. Truck or roller assemblies are generally
placed under the columns of structures with support
walls or under the beams or trusses of structures
without support walls.

Drive Mechanism

Rainfall shelter drive mechanisms can be classified by
the location and type of the drive. Most drive mechan-
isms have been permanently installed at the rear of
the parked structure (Fig. 1).[6] Another approach is
to install the drive mechanism entirely on the struc-
ture.[5,8] The on-structure location eliminates the
separate building to house the drive mechanism and
the long drive shaft spanning the distance between
the two tracks.

Rain shelter drive mechanisms are of four basic
types: cable and drum,[6,9] sprocket and chain,[10] rack

and pinion,[3,11] and rack drive.[5,8] The cable and drum
mechanism is simply a closed-loop cable passing over a
drive drum at the rear end of the shelter and an idler
pulley at the opposite end of the tracks. A sprocket
and chain drive can use either a closed-loop chain simi-
lar to the cable and drum or a drive sprocket traveling
along a fixed chain. The rack and pinion is an excellent,
but expensive, drive because the machined rack must
run along the full length of travel. A rack drive is simi-
lar to a rack and pinion, but it utilizes a specially
designed drive sprocket that allows a tensioned roller
chain to be used in place of the rack. Flexidyne drives
now allow the use of independent drives on each side
of the structure thus eliminating the long drive shaft
across the structure.[5,8]

Power Supply

Alternating current (a.c.) electricity from a reliable
utility grid is the preferred power supply because it
allows the use of larger motors and heavier struc-
tures.[5,6] For starting and reversing the larger motors,
three-phase a.c. is preferred to single-phase a.c.[6] If a.c.
power is unreliable, especially during storms, it can be
used to charge batteries that then power a direct
current (d.c.) system.[2] At remote sites without a.c.
power, solar battery chargers can be used, or charged
batteries can be transported to the shelter.

Fig. 1 Illustration of rainfall shelter subsystems and features. All items would not be used on a single shelter.
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Control System

A rain shelter control system consists of a rain sensor
for initiating movement of the shelter, controls for start-
ing and stopping motors, and mechanisms for safe oper-
ation of the shelter and auxiliary components. Initially,
rain sensors were collectors with float-activated micro-
switches or water-activated electrodes.[9,11] Rainfall of
sufficient intensity would initiate a control sequence
and cause the shelter to move over the research area.
After sufficient drainage from the collector through a
capillary drain, the shelter would be returned to the
parked position. Resistance circuit boards provide
the same function with rainfall decreasing the resist-
ance between electrodes and absence of rainfall causing
the resistance to return to the normal larger value.[11]

The electric pulses from tipping bucket rain gages have
also been used to initiate the control sequence.[3,6]

After a sufficient time without pulses from the rain
gage, the shelter is returned to the parked position.
Rain sensors designed for lawn sprinkler systems have
been used on rainfall shelters, but they do not accu-
rately sense the end of rainfall.[5]

Rain shelters have been traditionally controlled
with timers, relays, and microswitches that followed
some logic sequence to start and stop the drive
motors.[3,9] The controllers were usually designed by
individual researchers to meet the unique features of
the shelter. More recently, programmable controllers
with input from a rain sensor, microswitches, and
transducers have been used to control the shelter
motors.[5,6] The control program with complex logic
can be developed on a computer, and then downloaded
to the controller. Programmable controllers are
especially well suited to controlling several motors
and meeting numerous failsafe conditions normally
required of a complex shelter. Typical failsafe con-
ditions include locking out the drive motors when the
doors are closed or when an in-shelter crane scale is
attached to a lysimeter.

Auxiliary Components

The most common auxiliary components are in-
shelter spray irrigation systems[12] and cranes for
weighing lysimeters.[5] Spray systems suspended from

the structure frame can be designed for uniform,
multiple treatment, or line source irrigation. A bridge
crane inside the shelter structure can be substituted
for a gantry crane and used to lift, move, and weigh
lysimeters. Weighing the lysimeters inside the structure
eliminates wind effects on measurements and increases
accuracy.[5]
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INTRODUCTION

As farmers grow plants in a wide range of environ-
ments, rainfed-farming systems are highly diverse,
ranging from intense production systems with high
capital, equipment, and management investments to
systems that consist of reseeding forage species with
grazing animals harvesting the crop. Regardless of
the size of the enterprise or the crop grown, a key to
the success of rainfed-farming systems is soil water
management. Crop plant productivity in rainfed
systems is greatly determined by the amount and/or
seasonal distribution of soil water and by the physio-
logical capability of the plants to use that water.
Systems that have been developed to increase crop
yields include soil management techniques that opti-
mize root zone water content and crop management
techniques that best utilize the stored soil water plus
seasonal precipitation. Continued increases in pro-
ductivity of rainfed-farming systems will require a
combination of improved soil and crop management
practices. For a more in-depth treatment of the subject
of rainfed-farming characteristics than space allows
here, the reader is referred to Loomis and Conner[1]

and Gimenez, Orgaz, and Fereres.[2]

SOIL MANAGEMENT

Under rainfed conditions, there are two water-related
problems that farmers have to contend with; either
not enough or too much water. For some farmers,
particularly in humid areas, both of these problems
can occur during the same growing season. Optimizing
soil water content and using methods that minimize
the effects of excess or ill-timed rain are important
for timely application of agronomic practices, plant
health, and, in many cases, crop quality.

SOIL MANAGEMENT UNDER CONDITIONS
OF EXCESS WATER

A significant amount of land used for farming in
humid regions is prone to excess water, at least during
some part of the growing season. For most crops, a
long period of excess water causes root damage or
death because of lack of soil oxygen. Many common
crops cannot survive flooded conditions for more than
a few days. In addition, saturated soil conditions can
increase severity of plant disease.

Agricultural soils prone to prolonged periods of
excess water are generally relegated to grazing land
or actively drained with subsurface drain lines. More
recently, subsurface drainage has been replaced by
controlled drainage, or water table management, to
allow for better water management of the crops. With
this, the same drain-line systems are used, but ditch
outlets are controlled to keep ditches partially filled
much of the time keeping the soil saturated deep in
the profile. Controlled drainage conserves water for
periods of low rain and reduces nitrate contamination
of surface and ground water.

Excess precipitation often creates the most prob-
lems by affecting farming operations. Wet soils or long
periods of rain can delay tillage, planting, farm chemi-
cal applications, and harvesting. Operating equipment
on wet fields can severely damage soils by compaction
and rutting. To help overcome crop losses because of
too much rain, technological advances have been made
in field equipment such as large tires and high horse-
power tractors and harvesters that allow for field
operations under wetter soil conditions. In addition,
the post-harvest technologies of grain drying or ensil-
ing forage and grain crops when animals are a part
of the farm enterprise allow for earlier harvesting
(which reduces the amount of time the crop is at risk
from too much rain).
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SOIL MANAGEMENT PRACTICES TO
INCREASE PLANT AVAILABLE WATER

Water that falls on an agricultural field can become
unavailable to crops in three ways, previously illu-
strated using the hydrologic balance.[3] It can run off
the field before it enters the soil, it can enter the soil
and drain below the rooting zone, or it can evaporate
from the soil surface. In water-deficit conditions, man-
agement techniques to reduce these losses can have
profound effects on crop productivity.

Reducing Runoff/Increasing Rainfall Infiltration

Techniques that farmers use to reduce water loss via
runoff were originally designed to control soil erosion.
By protecting the soil surface, those farming practices
that increase the long-term sustainability of land for
crop production and enhance environmental quality
also increase the amount of rainwater that enters
the soil.

Farming practices that have long been used to
reduce runoff losses include terracing, strip cropping
with alternating bands of sod and row crops, and con-
tour plowing. These practices keep water from moving
quickly down slopes, allowing it time to seep into the
soil. A more recent practice, rapidly growing in use
among farmers, is conservation tillage or any cropping
system that keeps 30% of the soil surface covered with
plant residues. Residues increase rainfall infiltration
by acting as small barriers that slow water movement
down slopes. Residues on the surface also absorb the
force of raindrops that fall to the soil, reducing the
packing effect of raindrop impact on the soil surface.
If the surface layer of soil becomes packed, infiltra-
tion slows and more water is susceptible to runoff.

Increasing the Soil’s Capacity to Provide Water

On many soils throughout the world, crop plants often
become water-stressed because soil physical properties
reduce the volume of soil that roots can grow into.
Compaction is common throughout the world and
can be caused by animal or machinery traffic, or be a
natural characteristic of the soil. Current management
systems to loosen compacted soils generally consist of
some form of tillage. This can range from lightweight
surface tillage implements designed to loosen and
crumble compacted surface soils to large, energy-
intensive tillage tools designed to loosen compacted
subsoil layers. Relieving compaction stress generally
results in increased crop yields, especially in rainfall-
limited seasons and environments. Similarly, eliminat-
ing chemical restrictions to root growth, such as liming

acid subsoils, increases the volume of soil for roots
to extract water.

The capacity of the soil to provide water to plants
can also be increased by enhancing soil water holding
capacity with soil organic matter. Adding large
amounts of organic material has resulted in crop yield
increases in soil inherently low in organic matter. In
conservation tillage, and especially no-tillage, improve-
ments in yield can occur because the slowly decompos-
ing residues that are left on the surface build soil
organic matter near the surface and thereby increase
water-holding capacity of the soil.

Reducing Soil Water Evaporation

A common method used to reduce soil water evapo-
ration, especially in semiarid areas, is conservation
tillage. Stirring and mixing the soil with tillage imple-
ments aerates the soil and exposes moist soil to the
atmosphere where the soil water can quickly evapo-
rate. Keeping the ground covered with plant residues
also reduces evaporation rates by keeping soils cooler
so there is less energy at the soil surface for evapo-
ration. In addition, plant residues that are left on the
soil surface act as a physical barrier to water vapor
movement from the soil to the air.

CROP MANAGEMENT

In most rainfed-farming situations, variability in rain-
fall from year to year is more detrimental to the crop-
ping system than is the lack of rainfall. Since farmers
cannot plan for a specific amount of water for their
crop each year, they tend to be cautious and limit
inputs to levels that optimize a historically normal
rainfall year. This management, quite different from
irrigated farming where yield can be more accurately
predicted, does not allow for the most efficient use of
water in most years.

Water use efficiency (WUE) is calculated as the
product of aboveground biomass of the crop and its
harvest index divided by the sum of evaporation
and transpiration (ET) (WUE ¼ biomass � harvest
index/ET). Harvest index is the ratio of harvested pro-
duct to the aboveground biomass. Production practices
differ between forage and grain crops partially because
of the differences in the contribution of harvest index
to WUE and yield.

Biomass production of plants is closely related to
the amount of water transpired; so forage production
practices generally attempt to maximize early-season
vegetative growth. To accomplish this, forages are
usually solid seeded at high populations. This planting
practice maximizes early season vegetative growth,
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minimizes E, and results in many roots across
the entire surface layer so that more of the stored
soil water is used. Grain crop species planted for
forage are generally seeded at higher populations than
when grown for grain; an example would be corn
(Zea mays L.).

For grain crops, rainfed-farming practices must be
designed so that the water needs of the crop are met
during both the vegetative and the reproductive
growth stages. Maximizing early-season vegetative
growth, as is done with forages, can have a detrimental
effect on yield in some environments if stored soil
water is exhausted during that growth stage and rain-
fall during reproductive growth is not enough to pre-
vent water stress of the crop. To reduce early-season
water use, summer-seeded grain crops are generally
planted at lower plant densities and often in wide rows.
This increases the amount of water available per plant,
and stores water in the soil for the reproductive stage.
Some grain crops are solid-seeded such as wheat
(Triticum aestivum L.), but they avoid excessive early-
season water use by being grown in cooler climates or
are planted so that vegetative growth occurs during
the time of year when air temperatures are cool.

Farmers often grow a mix of crop species and culti-
vars under rainfed conditions. Growing crops with a
range of maturities spreads the risk of water-deficit
stress during the growing season. This practice is
especially valuable for crops that have extremely sensi-
tive periods to water-deficit stress, like silking in corn.
Planting genotypes with a range in maturity ensures
that not all of the crop will be in the sensitive period
should short droughts occur. In addition, a wide range
of maturities allows for more timely management at
critical times during the growing season and at harvest.
Similarly, planting dates of crops can be spread out to
ensure a range of crop growth stages throughout the
season.

Farmers generally apply less fertilizer to rainfed
than to irrigated crops. Lower amounts of relatively
immobile nutrients like phosphorous and potassium
are applied because crop productivity is generally less
under rainfed conditions than under irrigated, so lower
amounts of these nutrients are removed from the fields
with the harvest. Nitrogen fertilization schemes for
grain crops under rainfed conditions generally include
lower amounts early in the season, especially in semi-
arid and arid areas, because fast vegetative growth
may deplete all of the soil water and result in drought
stress during reproductive growth. In more humid
areas, N amounts are generally recommended based
on yield potential for average rainfall years.

Pests can reduce crop transpiration by competing
for water resources (weeds), by reducing root numbers

(insects and diseases), and by damaging leaves (dis-
eases and insects). Insects and diseases that attack
seeds and fruits can also reduce water-use efficiency by
lowering harvest index. Pests are generally managed
through crop rotations, mechanical means, and with
pesticides, often using the principles of integrated pest
management (IPM). With IPM, multiple methods
of pest management are employed and applications
of pesticides are based on in-field determinations of
pest populations and economic thresholds. Where
grown, new crop genotypes with insect and/or broad-
spectrum herbicide resistance simplify pest manage-
ment decisions.

CONCLUSION

New rainfed-farming practices will likely be combina-
tions of soil and crop management practices. For
example, farmers in the southeast United States tra-
ditionally grew soybean [Glycine max (L.) Merr.] in
76-cm wide rows (or wider) with conventional tillage
practices and in-row subsoiling. Many hectares of
soybean in the area are now being produced with con-
servation tillage in narrow rows (25-cm wide or less)
and with deep tillage implements that loosen the entire
surface horizon of soil. Yield increases with this con-
servation tillage system were realized in research[4]

and by early farmer adopters of the technology, but
the system gained rapid popularity with growers when
new soybean genotypes became available that toler-
ated broad-spectrum herbicides. Integrating soil and
crop management practices into systems that reduce
water losses and increase the ability of crop plants to
use soil water will continue to be a high priority of
research to improve rainfed farming.
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INTRODUCTION

Water is a limited resource. Even if water is a renew-
able resource, it is, at the same time, finite. Its
availability is largely dictated by climate. Low precipi-
tation and high evaporation often mean small amounts
of useable water. In recent years, much progress in
efforts to improve living conditions has been achieved
through technological solutions. Total water use in the
world has quadrupled during the past 50 years. At
present and in the future, livelihood conditions for
the burgeoning populations can only be marginally
improved through the construction of dams, reservoirs,
and conveyance structures. New approaches are
needed for the proper management and use of water
resources.

Among the various alternative technologies to aug-
ment water resources, rainwater harvesting is a simple,
decentralized solution and imposes insignificant impact
on the environment. It is an important water source in
many areas with significant rainfall but lacking any
kind of conventional, centralized supply system. It is
also a good option in areas where good-quality fresh
surface water or groundwater is lacking. Rainwater
harvesting systems have been used since ancient times
and evidence of roof catchment systems dates back
to early Roman times. In the Negev Desert in Israel,
in Libya and Egypt, in Mexico, and in the Andes
Range in South America as well as in the Arizona
Desert in North America, stone dams and tanks
were built to divert and store rainwater for irrigation
purposes.

ADVANTAGES OF RAINWATER HARVESTING

Rainwater harvesting systems can provide water at, or
near, the point where water is needed or used. The sys-
tems can be both owner-operated and utility-operated,
and owner-managed and utility-managed. Rainwater
collected using existing structures (rooftops, parking
lots, playgrounds, parks, ponds, and flood plains) has
few negative environmental impacts compared with
other water resources development technologies.[1]

Rainwater is relatively clean and the quality is usually
acceptable for many purposes with little or even no
treatment. The physical and chemical properties of
rainwater are usually superior to sources of ground-
water that may have been subject to contamination.

Other advantages of rainwater harvesting include
the following:

1. Rainwater harvesting can coexist with, and pro-
vide a good supplement to, other water sources
and utility systems, thus relieving pressure on
other water sources.

2. Rainwater harvesting provides a water supply
buffer for use in times of emergency or break-
down of public water supply systems, particu-
larly during natural disasters.

3. Rainwater harvesting can reduce storm drain-
age load and flooding in cities.

4. The owners who operate and manage the rain-
water catchment system are more willing to
exercise water conservation.

5. Rainwater harvesting technologies are flexible
and can be built to meet almost any requirements.

TYPES OF RAINWATER
HARVESTING SYSTEMS

Collection systems can vary from simple households to
large catchment systems. The categorization of rain-
water harvesting systems depends on factors such as
the size and nature of the catchment areas and whether
the systems are in urban or rural settings.[2]

Simple Rooftop Collection Systems

The main components of a simple rooftop collection
system are the cistern itself, the piping that leads
to the cistern, and the appurtenances within the cis-
tern (Fig. 1). The materials and the degree of sophisti-
cation of the whole system largely depend on the initial
capital investment. Some cost-effective systems involve
cisterns made with ferrocement. In some cases, the har-
vested rainwater may be filtered or disinfected.
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Large Systems for Educational Institutions,
Stadiums, Airports, and Other Facilities

When the systems are larger, the overall system can
become more complicated (e.g., rainwater collection
from roofs and grounds of institutions, storage in
underground reservoirs, and treatment and use for
non-potable applications) (Fig. 2).

Rooftop Collection Systems for High-Rise
Buildings in Urbanized Areas

In high-rise buildings, roofs can be designed for catch-
ment purposes and the collected roof water can be kept
in separate cisterns on the roofs for non-potable uses.

Land Surface Catchments

Ground catchment techniques (Fig. 3) provide more
opportunity for collecting water from a larger surface
area. By retaining small creek and stream flows in
small storage surfaces or underground reservoirs, can
meet water demands during dry periods. However,
there is a possibility of high seepage loss to the ground.
The marginal quality of the water collected is suitable
for use mainly in agriculture.

Collection of Stormwater in
Urbanized Catchment

The surface runoff collected in stormwater ponds/
reservoirs from urban areas is subject to a wide variety
of contaminants. Keeping these catchments clean is of
primary importance; hence the cost of water pollution
control can be considerable.

DESIGN AND MAINTENANCE OF RAINWATER
HARVESTING SYSTEMS

Typically, a rainwater harvesting system consists of
three basic elements: the collection system, the convey-
ance system, and the storage system.

Catchment Surface

The effective catchment area and the material used in
constructing the catchment surface influence collection
efficiency and water quality. Materials commonly used
for roof catchment are corrugated aluminum and
galvanized iron, concrete, fiberglass shingles, tiles,

Fig. 1 A simple roof catchment system (illustrated by
Chia-Ming Lin).

Fig. 2 An indoor storage system in a monastery in China
(photographed by K. F. Andrew Lo). Fig. 3 A land catchment system (illustrated by Chia-Ming Lin).
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and slates. Mud is used primarily in rural areas. Bam-
boo roofs are least suitable because of possible health
hazards. The catchment surface materials must be
non-toxic and must not contain substances that impair
water quality. Roofs with metallic paint or other coat-
ings are not recommended because they may impart
tastes or color to the collected water. Catchment sur-
faces and collection devices should be cleaned regularly
to remove dust, leaves, and bird droppings to minimize
bacterial contamination and to maintain the quality of
collected water. Roofs should also be free from over-
hanging trees because birds and animals in the trees
may defecate on the roofs.

When land surfaces are used as catchment areas,
various techniques are available to increase runoff
capacity: 1) clearing or altering vegetation cover;
2) increasing the land slope with artificial ground cover;
and 3) reducing soil permeability by soil compaction.
Specially constructed ground surfaces (concrete, paving
stones, or some kind of liner) or paved runways can
also be used to collect and convey rainwater to storage
tanks or reservoirs. Care is required to avoid land sur-
face damage and contamination by people and animals.
If required, these surfaces should be fenced to prevent
people and animal entry. Large cracks in the paved
catchment because of soil movement, earthquakes, or
prolonged exposure should be repaired immediately.
Maintenance, typically consisting of the removal of
dirt, leaves, and other accumulated materials, should
take place annually before the start of the major rainfall
season.

Conveyance Systems

Conveyance systems are required to transfer the rain-
water collected on catchment surfaces to storage tanks.
This is usually accomplished by making connections
to one or more downpipes connected to collection
devices. The pipes used for conveying rainwater, wher-
ever possible, should be made of plastic, polyvinyl
chloride (PVC), or other inert substance because the
pH of rainwater can be acidic and may cause corrosion
and mobilization of metals in metal pipes.

When it first starts to rain, dirt and debris from
catchment surfaces and collection devices will be
washed into the conveyance systems. Relatively clean
water will only be available sometime later in the
storm. The first part of each rainfall should be diverted
from the storage tank. There are several possible
options for selectively collecting clean water for the
storage tanks. The common method is a sediment
trap, which prevents debris entry into the tank. Instal-
ling a first-flush (or foul-flush) device is also useful
to divert the initial batch of rainwater away from
the tank.[3]

Rainwater pipes must be permanently marked in
such a way that there is no risk of confusing them with
drinking water pipes. Gutters and downpipes need to
be periodically inspected and carefully cleaned. A good
time to inspect gutters and downpipes is while it is
raining, so that leaks can be easily detected.

Storage Tanks

Various types of rainwater storage facilities can be
found in practice. Storage tanks should be constructed
of inert material. Reinforced concrete, fiberglass,
polyethylene, and stainless steel are suitable materials.
Ferrocement tanks and jars made of mortar or earthen
materials are commonly used. As an alternative, inter-
connected tanks made of pottery or polyethylene may
be suitable. They are easy to clean. Bamboo-reinforced
tanks are less successful because they may become
infested with termites, bacteria, and fungi.

Precautions are required to prevent the entry of con-
taminants into storage tanks. The main sources of
external contamination are pollution from debris, bird
and animal droppings, and insects. A solid and secure
cover is required to avoid breeding of mosquitoes, to
prevent insects and rodents from entering the tank,
and to keep out sunlight to prevent algae growth inside
the tank.[4] A coarse inlet filter is also desirable for
excluding coarse debris, dirt, leaves, and other solid
materials.

All tanks need cleaning and their designs should
allow for thorough scrubbing of the inner walls and
floors. A sloped bottom and the provision of a pump
and a drain are useful for collection and discharge of
settled grit and sediment. Chlorination of the cisterns
or storage tanks is necessary if the water is to be used
for drinking and domestic uses. Cracks in the storage
tanks can create major problems and should be
repaired immediately.

The extraction system (taps/faucets, pumps) must
not contaminate the stored water. Taps/faucets should
be installed at least 10 cm above the base of the tank
because this allows any debris entering the tank to set-
tle on the bottom.[5] If it remains undisturbed, it will
not affect the quality of the water. The handle of taps
might be detachable to avoid misuse by children.
Periodic maintenance should also be carried out on
pumps used to lift water.

CONCLUSION

In the future, water scarcity in both developing and
developed countries is inevitable.[6] The challenge of
meeting the water demand can be largely met by
appropriate understanding, study, and application of
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rainwater harvesting. Rainwater harvesting is about to
come of age.[7] It has an appropriate image about it
that meshes well with the gentler ideas of the late
20th century. Because the technique makes use of an
untapped resource—precipitation that would other-
wise be evaporated before it had a chance to play a use-
ful role in feeding the human population—it looks like
getting something for nothing. Making use of such a
resource has certain poetry to it, particularly in a field
where the resource itself can never be increased or
decreased; unlike food, water cannot be grown to
order, even given the right soil and the right fertilizer.
But, like food, water can be harvested more efficiently.
Doing so is a major priority for the 21st century.
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INTRODUCTION

Rangelands occupy almost half of the earth’s land sur-
face and are a major source of the meat, fiber, and
water necessary to sustain the world’s burgeoning
human population. Water is the driving force of range-
land ecosystems and must be used efficiently because
most rangelands are in climatic regions where water
is scarce and limits plant growth. Healthy rangelands
conserve water and nutrients, but rangelands in many
regions have deteriorated and are dysfunctional.
Excessive losses of soil and nutrients to the erosive
forces of water and wind can further reduce the pro-
ductivity of these vast landscapes for hundreds of
years. Ecologically sound rangeland management
involves working with the natural ecological processes
of energy flow, hydrologic cycles, and biogeochemical
cycles. Practices useful for enhancing the efficiency
of water utilization on rangelands include proper graz-
ing management, control of undesirable weeds and
woody plants, ripping, contour furrowing, pitting,
and reseeding.

HYDROLOGICALLY FUNCTIONAL
RANGELANDS

Healthy rangelands have high rainfall infiltration rates
because of good soil structure, meaning that the soil
particles are held together in water-stable clusters
(aggregates) by roots, fungal hyphae, byproducts of
organic matter decay and microbial synthesis, and
resistant humus components.[1] Water-stable aggre-
gates do not readily disperse during rainfall events;
hence, they do not plug up the large soil macropores.
Pore space in a soil increases with aggregation, and this
aids rainfall infiltration. Healthy rangelands support a
variety of plant species with the genetic potential to
grow an abundance of foliage (which becomes litter
after it dies) and deep root systems capable of extrac-
ting water and nutrients from a large volume of soil.
They have a sufficient amount of vegetative cover
(standing live and dead plants and litter) to protect
the soil surface aggregates from being dispersed by
raindrops and to provide resistance to surface runoff.
Vegetative cover also ameliorates the extremes of soil

temperature, reduces evaporation of soil water, and
provides a microenvironment favorable for decompo-
sition of organic matter, which in turn contributes to
the formation of water-stable soil aggregates.[2]

HYDROLOGICALLY DYSFUNCTIONAL
RANGELANDS

The direct and indirect effects of drought and excessive
grazing by livestock or wildlife can render rangelands
dysfunctional relative to conserving water and nutri-
ents and yielding the products needed by society.[2]

These effects seriously diminish the production of foli-
age and deposition of litter, the depth and branching of
plant root systems, soil aggregation, and infiltration
rates, while increasing the losses of water and nutrients
from the landscape as surface runoff. The kinetic
energy of raindrops hitting bare soil, as well as exces-
sive hoof action, break soil aggregates into small parti-
cles that move with water into the large soil pore
spaces, plugging them or seriously reducing their vol-
ume and the capacity of the soil to absorb and store
water. Over time, plant composition changes and cover
decreases as the productive, palatable, deep-rooted
plants die and are replaced by lower densities of
smaller, less palatable, less productive, shallow-rooted
plants.[3,4] The result is reduced microorganism
activity, less aggregate formation, a harsher environ-
ment for seed germination, more soil exposed to rain-
drop impact, fewer roots to exploit soil water and
nutrients, decreased rainfall infiltration, and acceler-
ated surface runoff and erosion. The downward spiral
of deterioration eventually leads to desertification.[2]

Weeds, woody plants, and succulents [e.g., cactus
(Opuntia spp.)] often increase in or invade deteriorated
rangelands and compete with the remaining forage
species for the diminished supply of soil water and
nutrients.

MANAGEMENT TO ENHANCE
WATER UTILIZATION

Ecologically sound rangeland management means
working with natural ecological processes (energy flow,

950

R
ainfall–S

atellite

© 2008 by Taylor & Francis Group, LLC



R
ai

nf
al

l–
S

at
el

li
te

the hydrologic cycle, and biogeochemical cycles) to
manage vegetation and soils to achieve and maintain
high infiltration rates and to minimize loss of water,
soil, and nutrients in runoff.[5,6] Proper grazing man-
agement is the basic tool for achieving efficiency in
water and nutrient utilization on rangelands. Control
of weeds and woody plants can make more water avail-
able for desirable plants. Water conservation practices,
such as ripping, contour furrowing, or pitting, may be
necessary to reverse the downward spiral toward
desertification on severely deteriorated rangelands
and reseeding may be necessary to introduce plants
that can efficiently use the available water.

Grazing Management

Excessive grazing affects plants directly by altering
their physiology and morphology and indirectly by
altering microclimate, soil properties, and the competi-
tive interactions among plants.[3] Without sufficient
leaf surface area, plants cannot efficiently capture the
energy from sunlight via photosynthesis and root
growth will be reduced. Over time, the composition
of the vegetation changes, rainfall infiltration declines
(Fig. 1), surface runoff increases, and plant production
decreases. Grazing management involves balancing the
number of animals with the forage supply, selecting the
appropriate kinds and classes of animals to be grazed,
controlling the timing of grazing, and distributing
grazing evenly across the landscape.[7] Achieving the
proper level of utilization of plants and maintaining
an acceptable minimum amount of litter is the most
important management decision, regardless of whether
rangeland is grazed continuously or in a complex
grazing system. The minimum amounts of litter needed
to sustain productivity of shortgrass, mid-grass, and

tall-grass rangelands are 340–560 kg/ha, 840–1120 kg/
ha, and 1350–1680 kg/ha, respectively.[8] ‘‘Take half
and leave half’’ is the guiding principle for determining
stocking rates. Under most management systems, 50%
of the forage produced during the year should remain
ungrazed. Twenty-five percent of the year’s forage
growth will be lost to trampling, insects, and other

Fig. 1 Mean infiltration rates for four grazing treatments 6

years after they were initiated on the Edwards Plateau, Texas.
LEX ¼ livestock exclosure; MCG ¼ continuously grazed
at moderate intensity; SDG ¼ short duration rotation (14-
pasture, 1-herd; 4 days on, 50 days rest) stocked at 1.75 times

the moderate intensity; HCG ¼ continuously grazed,
stocked at 1.75 times the moderate intensity. Means within
a time period with different letters are significantly different

at P � 0.05.[2]

Fig. 2 Controlling young redberry juniper
(Juniperus pinchotii Sudw.) plants with
1% picloram (4-amino-3,5,6-trichloro-2-

pyridinecarboxylic acid) high-volume foliar
sprays prevents development of juniper
woodlands which intercept and transpire
large amounts of water and cause deterio-

ration of the herbaceous understory.
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animals, or rendered ungrazable due to livestock dung
or urine. The remaining 25% of plant growth can be uti-
lized by livestock.[8] Rangeland vegetation and pre-
cipitation records should be continually monitored,
and livestock and wildlife numbers should be adjusted
annually or even seasonally to achieve proper use.

Management of Undesirable Vegetation

Excessive grazing, drought, climatic changes, and
a reduction in the frequency and intensity of fire
predispose many rangelands to invasion by weeds,
woody plants, and succulents that have little or no
value to grazing animals or humans. These plants
intercept or transpire large quantities of water that
might otherwise be used by desirable forage plants.
The efficiency of water use on rangelands can be
increased by controlling undesirable vegetation.[9,10]

Herbicidal, mechanical, prescribed burning, and bio-
logical control methods, or appropriately timed and
sequenced combinations of these methods, coupled
with proper grazing management can provide effec-
tive, cost efficient, and ecologically practical solutions
to noxious plant problems.[11] Rangelands should be
monitored annually for noxious plants, and control
programs should be initiated before these plants
mature, thicken, utilize excessive amounts of water,
and cause deterioration of desirable vegetative cover[12]

(Fig. 2).

Special Water Conservation Treatments

Severely deteriorated rangelands, especially in arid and
semiarid regions, often recover slowly or not at all after
initiation of proper grazing management or the total
removal of livestock because of the lack of vegetative

Fig. 3 Ripping reduces runoff, enhances
rainfall infiltration, and provides a seedbed
for germination and establishment of
new plants. Three months after ripping

(A) and 5 years after ripping (B) severely
deteriorated rangeland (Tulia loam soil;
3–4% slope) in the southern rolling plains,

Texas.
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cover, poor soil aggregation, low infiltration rates, and
the resultant harsh environment for plant establish-
ment and growth. Mechanical land treatments such
as ripping, furrowing, and pitting can expedite natural
recovery of these desertified rangelands[5,13] by increas-
ing resistance to surface runoff, shattering compacted
soil layers, and thereby increasing water infiltration
and retention. Mechanical treatments that effectively
increase deep infiltration or percolation of precipi-
tation in saline soils can leach soluble salts below
the root zone and thus increase the availability of
water to plants. The objective of using these mechan-
ical treatments is to facilitate the establishment of
dense patches or bands of vegetative cover that will
persist and continue to conserve water and nutrients
naturally, long after the soil disturbance has disap-
peared. The full potential of these practices will
only be realized if treated areas are initially protected
from grazing to allow the establishment of vegeta-
tive cover and afforded proper grazing management
thereafter.

Ripping (also referred to as subsoiling or deep chis-
eling) involves pulling a heavy shank equipped with a
broad lifting tip 40–60 cm deep through the soil on
the contour.[13] Space between rips is usually 3–9 m.
Ripping fractures impervious soil layers (which
increases porosity and the rate of infiltration), causes
uplifting of the soil (which resists surface runoff),
leaves a furrow in the center of the uplift (which will
retain water), and the soil disturbance provides a
seedbed for new plant establishment. Ripping facili-
tated infiltration of water from a 5 cm convection thun-
derstorm to a depth of 100–125 cm, compared to only
10–13 cm on adjacent, unripped rangeland. Increased
forage production after ripping (Fig. 3) would support
a cow/calf unit year long on 9 ha, compared to 32 ha
without ripping.[14]

Contour furrowing involves pulling disk plows or
other tillage implements to create depressions or
grooves in the soil surface 10–20 cm deep, 15–75 cm
wide, and 0.6–3 m apart.[13] These soil depressions
increase on-site water retention and the displaced soil
provides resistance to surface runoff. Furrowing
implements can be designed with rippers in front of
the disks and dikers that dam up the furrows at selec-
ted intervals. Seeders can also be attached that deposit
seed on or into the disturbed soil during the furrowing
process to establish plant species that can make
beneficial use of the water retained in the furrows.

The most effective rangeland pitting has been done
with disk plows equipped with eccentric or deeply
notched disks or disk plows with eccentric furrow
wheels that alternatively raise and lower the disks.
These create thousands of small basins or pits across
the landscape, which function similarly to contour
furrows.[13] Seeders can also be attached to pitting

implements. Pits installed with implements that utilize
spike teeth tend to fill in with soil within about a year.

CONCLUSION

Maintaining good vegetative cover, litter, and soil
aggregation is critical for the efficient utilization of
water on rangelands. Proper grazing management bud-
gets about half of the annual plant production to be left
to maintain a healthy hydrological cycle. Management
of undesirable plants can decrease wasteful interception
and transpiration of water and increase availability of
water for beneficial plants. Mechanical water conser-
vation treatments can effectively reduce surface runoff
and increase infiltration, but their long-term effective-
ness hinges upon the establishment and maintenance
of dense patches or bands of vegetative cover.
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INTRODUCTION

To supplement water supplies, there has been consider-
able interest in using vegetation management (brush
control) to increase stream flow and water yields
(runoff þ deep percolation) from watersheds. One
option on rangelands[1,2] is to replace deep-rooted
woody brush species, which may intercept a substantial
amount of precipitation and have high whole-plant
transpiration rates due to high leaf areas, with
shallow-rooted herbaceous vegetation that usually
intercepts less precipitation and has less leaf area.
The amount of increased stream flow and/or water
yield, if any, on treated watersheds depends on several
factors, including the pre- and post-treatment vegeta-
tion types or land use,[3] treatment method or soil,[4]

climate,[5] and time since treatment imposition.[6]

Wilcox[7] presents a perspective on the mechanisms of
how brush clearing could affect streamflow. Several
field and modeling studies in Texas have shown water
yield increases associated with brush removal (Table 1).
Based, in part, on these studies, a study was conducted
to use a hydrologic simulation model to evaluate
changes in stream flow and water yield associated with
brush removal on several watersheds.[11] This report
uses results from that work to present a case study of
how brush clearing can influence rangeland water yield.

CASE STUDY

Methods

Eight Texas watersheds investigated in this study were:
Canadian River above Lake Meredith, Wichita River
above Lake Kemp, Upper Colorado River above Lake
Ivie, Concho River, Pedernales River, several water-
sheds above the Edwards Aquifer recharge zone, Frio

River above Choke Canyon Reservoir, and Nueces
River above the junction with the Frio River. For ease
of simulation, several of these watersheds were further
subdivided, resulting in 17 modeled watersheds.

The Soil and Water Assessment Tool (SWAT)
model used in this study[12] is physically based, uses
readily available inputs, and is capable of simulating
long periods. A GIS interface was developed[13] that
creates SWAT model input data files from map layers
and associated relational databases. Model inputs
included daily precipitation totals and maximum and
minimum temperatures; a United States Geological
Survey (USGS) Digital Elevation Model at a 1:24,000
scale; and a USDA-Natural Resources Conservation
Service soils database.

Because of the need to discriminate brush land use by
species and cover density, current, detailed, and accu-
rate land use data for these watersheds were required.
These data were developed by classifying 1999 Landsat
data. Scenes were radiometrically and precision-terrain
corrected and then classified using >1100 ground con-
trol points (GCPs), where land use (e.g., brush species
and cover density) and areal extent were recorded. Land
use was classified as heavy (>30% canopy coverage)
cedar, mesquite, oak, or mixed brush; moderate (10–
30%) cedar, mesquite, oak, or mixed brush; light
(<10%) brush; open range, cropland, water, barren,
urban, and other. Classification accuracy, determined
from the GCP data, was approximately 70%.

Model Calibration

Plant growth parameters (e.g., maximum leaf area
index, base temperature, canopy height, albedo, and
rooting depth) for each land use were input for two
model simulations. For the first, i.e., the ‘‘with brush’’
condition (calibration), we used the classified land use
layer created for this study (and associated model
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inputs for each land use) and assumed[14] existing
brush sites were in fair hydrologic condition (50–75%
ground cover). For the second, the ‘‘without brush’’
condition, areas with heavy and moderate brush land
use (excluding oak) were changed to a grassland with
no brush by adjusting land use input files (e.g., rooting
depth, leaf area, etc.) and were assumed[14] to be in
good hydrologic condition (greater than 75% ground
cover). The fraction of each watershed where brush
removal was simulated varied from 26 to 74%. All
other model inputs were held constant.

The model was calibrated by adjusting runoff curve
number, soil evaporation compensation factor, shallow
aquifer storage, shallow aquifer re-evaporation, and
channel transmission loss to match USGS measured
monthly stream flow from 1960 through 1998 for vari-
ous locations in each watershed. The fraction of base
flow and surface runoff in each watershed was esti-
mated using a base flow filtering algorithm.[15]

Measured annual average stream flows varied from
2.4 � 103 ML to 6.2 � 105 ML (106 L) because of dif-
ferences in precipitation (annual averages ranged from
430 mm to 861 mm) and watershed area (1.3 � 104 ha

to 2.2 � 106 ha). Correlation coefficients between
predicted and measured monthly stream flow for each
watershed varied from 0.26 to 0.99, and averaged 0.8.
Correlations tended to be lower in watersheds with less
precipitation. The average percentage error between
predicted and measured average annual stream flow
was 9%. Thus, the calibrated model accurately
predicted measured stream flow.

Simulated Effects of Brush Control

Average annual stream flow, per unit treated area,
increased in all watersheds due to brush control (with-
out brush) and increases were closely related to annual
precipitation (Fig. 1). Scatter about the regression line
was due to variation in soils, type and density of brush
removed, and topography across watersheds. The
estimated annual precipitation associated with a zero
stream flow increase in Fig. 1 (ca. 450 mm) is very simi-
lar to previous estimates.[5]

Annual water yield increases for sub-basins in
the Wichita River watershed (used for illustrative

Table 1 Estimated annual water yield increase (ML per hectare of treated land) resulting from brush removal at selected

locations in Texas. N. Concho water savings are based on model simulations

Location References Land use change Increase

Seco Ck. [6] Remove all juniper (3-yr post-treatment avg.) 0.3

Sonora [8] 60% juniper/40% grass–100% grass 0.9

Annandale [9] Remove all juniper 1.2a

N. Concho [10] Remove all brush (mesquite and juniper) 0.3
aCalculated from ratio of average runoff to precipitation and from measured increase in runoff.

Fig. 1 Average annual increase in
stream flow, per unit area treated
for brush removal, vs. average

annual precipitation in selected
Texas watersheds.
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purposes), per treated area, varied from 0.2 to 1.1 ML/ha
(results not shown). The large range of annual water
yield increases across sub-basins in this watershed
was due, again, to differences in soils, type and density
of brush removed, precipitation, and topography. For
most watersheds, sub-basin water yield increases
increased with increasing precipitation. All watersheds
showed large variability across sub-basins (results not
shown). These results highlight the need for high spa-
tial resolution of model inputs and simulation units
to precisely identify where brush control would yield
maximum benefits.

CONCLUSION

Field research has shown that vegetation management
(brush control) may increase stream flow and water
yield from watersheds. In this study, we used satellite
imagery to classify brush cover into species and density
categories and used a hydrologic simulation model to
simulate the effects of brush removal on stream flow
and water yield in selected watersheds in Texas. All
watersheds showed an increase in stream flow as a
result of removing brush and large spatial variability
of water yield increases.

Results from this study will be used, along with
other considerations (e.g., economics and wildlife), to
prioritize watersheds and areas within watersheds for
imposition of brush control programs to increase water
supplies. This study demonstrates how research tools
can be applied to address policy questions.
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INTRODUCTION

Rangelands are found in a variety of climate and
moisture regimes and may include natural grasslands,
savannas, shrublands, deserts, tundra, alpine ecosys-
tems, marshes, and meadows. Most rangelands,
however, are found in relatively dry climates where
potential evapotranspiration is significantly greater
than precipitation. For this reason, our discussion of
water balance on rangelands will be generalized for dry-
land conditions. In water-limited rangelands, most of
the incoming precipitation returns to the atmosphere
via evapotranspiration. Of the other components,
runoff will account for most of the remaining. Water
moving to groundwater is generally relatively small.

WATER BALANCE

Water balance is an expression of how precipitation is
partitioned after it arrives on the land surface. The
relative proportions of its components define the water
budget of a region. The water balance is driven by
another fundamental physical relationship: energy
balance. Together, these two relationships determine
global vegetation patterns. The following equation pre-
sents a simplified interpretation of the water budget:

P ¼ ET þ R þ G þ DS

where P ¼ precipitation, ET ¼ evapotranspiration,
R ¼ runoff, G ¼ groundwater recharge, DS ¼ change
in soil water.

Evapotranspiration comprises all those processes
by which water changes phase from a liquid to a gas.
These processes include: a) evaporation from plant or
litter surfaces (commonly referred to as interception
loss); b) evaporation from the soil; and c) transpiration
from the plant. Where snow constitutes a significant

portion of the total precipitation on rangelands, subli-
mation, which is the transfer of water from solid to
vapor state, may be substantial and is included in this
term. Soil water is the amount of water in the soil.
Water that moves beyond the root zone is considered
to be groundwater recharge, because eventually it will
move to an underlying water body. Runoff is water
that travels from the hillslope toward the stream chan-
nel, the portion of which (not captured by soils or
evaporated en route) becomes streamflow.

EVAPOTRANSPIRATION

Because the different components of evapotranspira-
tion can be difficult to separate, we often measure total
evapotranspiration. At the plant community level,
total evapotranspiration may be measured directly
through knowledge of the energy budget. As an
example, the Bowen ratio methodology,[1] which is
based on calculations of the energy budget, has been
commonly used to estimate evapotranspiration from
rangeland plant communities. Alternatively, evapo-
transpiration can be determined by difference using
the water budget approach, where all the components
of the water budget except evapotranspiration are
measured directly, and evapotranspiration is assumed
to be the difference between the sum of these compo-
nents and the total water budget.

Interception Loss

Interception loss is that component of precipitation
that is captured by the vegetation canopy or underly-
ing litter layer and subsequently evaporates, thus never
reaching the soil surface. On rangelands, interception
loss may be and often is substantial. On a percentage
basis, drylands lose considerably more water via
interception than do more humid environments.[2]
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Interception losses from rangelands may range from
1% to 80% of the annual water budget, but generally
are between 20% and 40% (Table 1). Actual amounts
depend on the character of the vegetation and precipi-
tation. For example, evergreen shrubs, such as juniper,
capture a higher percentage of precipitation because
they are continuously foliated, have a large leaf area,
and a leaf shape conducive to interception. In addition,
these shrubs lay down a thick litter layer that captures
considerable water. Interception loss is generally small
in arid shrublands because of lower canopy cover. In
grasslands, interception loss may be as high or higher
than in shrublands if cover is extensive. The vegetation
canopy has only a finite capacity to capture water—
therefore the percentage of precipitation intercepted
for individual storms is highly variable. For small
storms, most water may be intercepted, whereas for
very large storms the amount intercepted may (on a
percentage basis) be quite small.

Evaporation from Soil

Evaporation from a bare soil is a multistage process.[16]

Initially, after the soil is wetted, evaporation is rela-
tively constant and limited only by the evaporative
demand (which is regulated by meteorological con-
ditions, such as radiation, wind, and air humidity).
As the soil dries and its water content decreases, the
evaporation rate progressively decreases. Evaporation
from bare soil is limited to about the top 15 cm.

The relationship between evaporation from the soil
and transpiration is of special ecological importance as
it determines how much water is available to plants.
The amount of evaporation depends on how much of

the soil surface is bare. Where only small amounts of
bare soil are found, soil evaporation will be low. But
in regions where much of the soil is bare, such as arid
and some semiarid rangelands, the percentage of evap-
oration is likely to be very high. Reported values of
soil water evaporation range from 30% to 80% of the
water budget (Table 2).

Transpiration from Plants

Transpiration is the evaporation of water from the
vascular system of plants into the atmosphere. The
process begins with the absorption of soil water by
plant roots and ends with its evaporation from stoma-
tal cavities. Because the water is pulled through the
plant by the potential energy gradient, transpiration
is primarily a physical process. Plants exert physiolog-
ical control through modification of the size of the
stomatal openings.

The amount of transpiration depends on the
amount of water that is available to the plant. Whereas
evaporation from soils is primarily limited to water in
the very uppermost layers, the water transpired by
plants may be drawn from substantially greater depths,
depending on the depth and development of plant
roots. The plant roots may also redistribute water
within the profile by removing water from a wet area
of the soil and releasing it into a dry area—a process
known as hydraulic lift.

RUNOFF

Runoff from rangelands is normally small but can
nevertheless be very important. It is a principal agent
of erosion, contaminant movement, and geomorphic
change on many rangelands. Additionally, it serves a
vital ecological function of redistributing and concen-
trating the limited water and nutrient resources in
semiarid landscapes. Runoff generally accounts for less
than 10%, and most often below 5%, of the annual
water budget, and most of this occurs as flood flow.
The actual percentage depends partly on the scale of
observation. For example, on piñon-juniper range-
lands, it has been demonstrated that at a very small
scale (1 m2), up to 100% of the precipitation from a
particular storm may run off—while at the hillslope
scale, runoff from the same storm will amount to only
about 5% of the water budget.[18] The difference is due
to the fact that as the scale increases, so too does the
opportunity for storage. Similarly, in the many desert
landscapes, runoff as a percentage of the water budget
will decrease with scale because of transmission losses
in the alluvial stream channels.[19]

Table 1 Measured values of interception loss, expressed

as a percentage of precipitation, for selected U.S.
rangeland shrubs and grasses

% Interception

Shrubs

Creosote (Larrea tridentata.) 36,[3] 12[4]

Mesquite (Prosopis sp.) 32,[3] 16[5]

Sagebrush (Artemisia sp.) 30,[6] 4[7]

Chaparral (Quercus sp.) 8[8,9]

Juniper (Juniperus sp.) 45,[10] 46,[11] 5–25[12]

Oak mottes (Quercus sp.) 46[13]

Grasses

Big bluestem (Andropogon
gerardii)

57–84[14]

Buffalo grass (Buchloe dactyloides) 17–74[14]

California annual grasslands 26[15]

Tabosa grass (Hilaria mutica) 11[13]

Sideoats grama (Bouteloua
curtipendula)

18[13]
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Runoff from rangelands most often occurs as
Horton overland flow,[20] but it may travel other path-
ways as well, including saturation overland flow, shal-
low subsurface flow, and groundwater flow. Horton
overland flow results when precipitation intensity
exceeds soil infiltration capacity. Saturation overland
flow is relatively uncommon on rangelands but may
be observed when soils become saturated, because of
either a rising groundwater table or a perched, satu-
rated zone. Frozen soil runoff is a special type of
saturation overland flow whereby a frozen soil layer
forms an impeding horizon while the soil above it is
unfrozen and saturated. Shallow subsurface flow,
sometimes referred to as interflow or throughflow, is
that portion of runoff that travels laterally through
the soil, generally because of some impeding soil hor-
izon. Shallow subsurface flow is more common in
humid environments, but it can be important in semi-
arid environments, especially when macropores are
present in the soil.[21] Groundwater flow is generally
the source for the base flow of a stream (prolonged
flow, not attributable to a specific precipitation event).

GROUNDWATER RECHARGE

Groundwater recharge, especially deep recharge, is
generally very small in rangeland environments. How-
ever, it can be exceedingly important, especially with
respect to long-term contaminant transport. Com-
monly, in arid and semiarid landscapes, only a few
millimeters or less of water will move beyond the root
zone each year—because in most cases the soils have
the capacity to absorb all or most of the precipitation.
Owing to the high evaporative demand in these
regions, most water stored in the soil will eventually
be evaporated or transpired. In some cases, however,
the capacity of the soil to absorb water is over-
whelmed, and substantial groundwater recharge does

occur. In other cases, groundwater recharge may occur
where there is an accumulation of water in con-
centrated locations, such as snow drifts or stream
channels. In still other situations, surprisingly high
groundwater recharge may occur in very dry environ-
ments if permeability is relatively high, owing to either
the presence of fractures[22] or very sandy soils.[23]

SOIL WATER

The soil storage term DS, in the equation, is the differ-
ence between the amount of water stored within the
plant root zone at the beginning of the period for
which water balance is being calculated and the
amount at the end. The magnitude of DS depends on
weather patterns during that period, the duration of
the period, and the storage capacity of the soil. For
relatively short periods, the weather patterns are criti-
cal because they determine the initial and final S values
(for periods of several years, DS becomes insignificant).
The storage term is important because it determines,
to some extent, the way incoming water is partitioned
among the remaining terms. Where soils have a high
storage capacity, flow to groundwater will tend to be
much lower. The incoming water is instead available
for plant uptake, enabling more plant production;
and it also affects the rates of organic nutrient release
to the soil and of carbon mineralization.

The storage capacity of a soil depends mostly on the
depth of the soil, the coarse-fragment content, and the
texture. Sandy soils hold about 60 mm of water per
meter of soil, while finer-textured soils can store up to
200 mm. Deep, rock-free soils of medium texture may
store over 300 mm of water. The ability of a soil to
store water will decrease in direct proportion to the
amount of coarse fragments in that soil. For example,
a sandy soil with 50% rock content would be expected
to store about 30 mm of water per meter of soil.

Table 2 Experimental estimation of soil water evaporation (SE) relative to total evapotranspiration (ET) in various arid

and semiarid ecosystems in North America

Desert—Location Community type % SE/ET

Sonoran—Arizona, USA Larrea 90

Sonoran—Arizona, USA Mixed 75–95

Mojave—Nevada, USA Mixed shrub 65

Death Valley—California, USA Mixed shrub 45

Great Basin—Utah, USA Ceratoides–Atriplex 45

Chihuahuan—New Mexico, USA Larrea 30

Sonoran—Arizona, USA Larrea 20

Chihuahuan—New Mexico, USA Prosopis, Larrea, Flourensia 30–60

Sahel—Niger Tiger bush 30–80

Source: Modified from Ref.[17].
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CONCLUSIONS

On rangelands, the water balance is driven and defined
to a great extent by the fact that potential evapotran-
spiration is much greater than precipitation, which in
turn contributes to a large soil water deficit. As a rule,
therefore, evapotranspiration is the largest component
of the water balance equation; the other components
are generally quite small (nevertheless, they may be
exceedingly important). In addition, both the mag-
nitude and the definition of the different water bal-
ance components, particularly runoff, are very much
scale-dependent.

Newer measurement technologies allow us to esti-
mate more precisely than ever before the water balance
components. It is now possible to directly measure
plant-community-level evapotranspiration, soil water
evaporation as a percentage of transpiration, intercep-
tion loss during an actual rainstorm, groundwater
recharge, and runoff—all at multiple scales. Appli-
cation of these technologies promises to help us gain
the vital information required to develop workable
strategies for solving the growing problems of range-
land degradation.
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INTRODUCTION

Improvements in irrigation techniques, sustainable
farming methodologies, and drought and pest resis-
tance have made a tremendous impact on global agri-
cultural production. During the last three decades,
production of food crops, such as grain and cereal,
doubled and tripled resulting in a 19% per capita
increase in food for direct human consumption.[1–3]

During the same time, the percentage of the world’s
hungry and malnourished people dropped from 35%
to 20%, and per capita food supplies rose from
2135 cal per day to 2750 cal per day.[4] Despite these
vast improvements, more than 800 million people
globally are still undernourished, and one-third of
all children—two of every five in South Asia—are
malnourished.[5]

INCREASING NEEDS AND INCREASING
EFFICIENCIES

In the next few decades, as world population
increases to between 7 and 10 billion people, global
demand for food is projected to grow twofold, with
even greater increases in the developing world.[6] In
the past, increases in food production were achieved
by placing more land under cultivation. Since the
mid-1960s, however, the rate of growth of the world’s
cultivated lands grew at a declining rate, averaging
only 8%. In many industrialized nations, agricultural
area actually decreased due to competition with
urban sprawl.[7] As a result, recent increases in pro-
duction have been more a factor of higher efficiency
and productivity rather than expansion of land under
cultivation.

Much of that efficiency and productivity is due to
modern irrigation techniques. Since the turn of the
century, land under irrigation globally grew fivefold,
and doubled in the last 25 yr, to approximately 275 mil-
lion ha.[8–10] Today, 40% of the world’s food is pro-
duced on irrigated fields, which cover only 17% of the
world’s cultivated land. Rain-fed agriculture—which
accounts for 83% of the world’s farmland—produces
the remaining 60% of agricultural production.[11,12]

WATER SCARCITY AND AGRICULTURE

While highly productive from a per hectare point of
view, water scarcity remains the single biggest threat
to future food production. Agriculture today is the
largest single consumer of freshwater globally, res-
ponsible for 93% of global consumptive use of water
today.[13] Land under irrigation, which accounts
for 17% of cultivated land (about 270 million ha),
uses more than two-thirds of global water with-
drawals.[14,15] Moreover, at existing rates of use, crop
demands for 2025 could require an additional 200
cubic miles of water—a volume nearly equal to the
annual flow of the Nile River 10 times over.[16] Many
freshwater sources, however, including aquifers, rivers,
and lakes, are stressed far beyond their limits. Eight
percent (8%) of food crops globally is grown on farms
using groundwater at a rate faster than the aquifer can
recharge. Moreover, many large rivers, such as the
Jordan and Rio Grande Rivers, are so heavily diverted
that little if any water reaches the rivers’ mouths.
Significantly, as much as one-third of the world’s
population today lives in regions experiencing moder-
ate to high water stress.[17]

IMPROVING WATER MANAGEMENT AND
USE TECHNOLOGIES

Accordingly, developments in the use and management
of water resources are essential if we are to continue
meeting the needs and demands of the world’s popu-
lation. The use of existing technologies and methodol-
ogies must be expanded to regions stressed by water
scarcity. Drip irrigation, for example, which saves
water and reduces soil salinity, could be used on a
much broader scale. Farmers using drip irrigation typi-
cally can reap two or three harvests every year. Studies
conducted in Israel, Jordan, Spain, and the United
States show that drip irrigation can reduce water use
by 30–70% while increasing crop yield by 20–90%, as
compared to flooding methods.[18,19]

Likewise, research into technology designed to
reduce water use, as well as to reuse and recycle waste-
water, should be pursued. Precision irrigation systems,
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which supply water only when and where needed, are
now being designed. Low-energy sprinklers, already
in use, allow plants to absorb as much as 95% of the
water flowing through the sprinkler. Wastewater is
being treated for use on cultivated fields—treated
wastewater in Israel, for example, accounts for 30%
of the country’s agricultural water supply and is
expected to rise to 80% by 2025. Moreover, gains in
rain-fed agricultural production is also being targeted
with a range of improved small-scale and supplemental
irrigation systems.[20–22]

These and many other improvements in water use
and management are currently being researched and
developed throughout the world at government and
academic institutions, as well as private operations.
While far from comprehensive, the following is a short
list of non-commercial institutions (i.e., universities,
government agencies, etc.) from around the world that
are dedicated to tackling the issue of water scarcity in
agriculture.

RESEARCH ORGANIZATIONS

The Dryland Agricultural Institute at West Texas
A&M University (http://www.wtamu.edu/research/
dryland/), located in Canyon, Texas, assists research-
ers, educators, extension workers, and administrators
to develop practical and workable strategies for
improving the sustainability of dryland agriculture sys-
tems worldwide. The Institute’s chief areas of research
include: efficient water use; wind and water erosion;
soil fertility and organic matter; drought-resistant
germplasm; deficit irrigation; pest management; and
rangeland management.

The Agricultural Research Service (ARS) is the
principal research agency of the United States
Department of Agriculture (USDA). It oversees the
Water Quality and Management National Program
(WQMNP) (http://www.nps.ars.usda.gov/programs/
programs.htm?NPNUMBER¼201), which cooperates
with the Cooperative State Research, Education, and
Extension Service; Economic Research Service; and
National Agriculture Statistics Service to provide
research, technology transfer, education, extension,
and economic assessments for the Natural Resources
Conservation Service within the USDA. Specifically,
the WQMNP is tasked with developing innovative
concepts for determining the movement of water and
its associated constituents in agricultural landscapes
and watersheds, and to develop new and improved
practices, technologies, and strategies to manage the
U.S.’s agricultural water resources. The WQMNP
research is conducted throughout the United States
at various locations on: economical irrigated crop

production; precision irrigated agriculture; water
conservation management; irrigation and drainage in
humid areas; wastewater reuse; erosion on irrigated
land; salinity and trace element management; and
drainage management.

The Agricultural Research Organization (ARO)
(http://agri.gov.il/) of the Israel Ministry of Agri-
culture is responsible for planning, organizing, and
implementing the greater part of Israel’s agricultural
research effort. The ARO, based in Bet Dagan, Israel,
focuses on solving current problems in agricultural
production, introducing new products, processes and
equipment, and researching Israel’s future agricultural
development. Within the ARO, the Institute of Soil,
Water, and Environmental Sciences (http://agri.gov.
il/SoilScience.html) carries out research to ensure
optimal use of two of Israel’s limited natural resources:
soil and water. Research areas include: water scarcity
and quality; the need for more economically and envi-
ronmentally sound irrigation; management of agro-
chemicals and cropping; energy saving; and the
development of efficient and environmentally friendly
greenhouse management schemes.

The Australian Commonwealth Scientific and
Industrial Research Organisation: Land and Water
(CSIRO) (http://www.clw.csiro.au/) is dedicated to
creating the knowledge, the strategies, and the tools
to manage land and water in Australia and inter-
nationally. It is divided into five divisional research pro-
grams: Remediation of Contaminated Environments,
Sustainable Agriculture, Sustainable Catchment and
Groundwater Management, Tropical Land and Water
Management, and Waterway Management and Land-
scape Function. Based in Glen Osmond, Australia,
the Sustainable Agriculture Program identifies, tests,
and develops soil and water management practices
necessary to underpin sustainable production systems
for use in agriculture and horticulture in Australia.
The emphasis of the program is on the identification
and introduction of systems, which are ecologically
suited to the climatic conditions and which do not
lead to degradation of the soil and water resources.
The program also addresses issues relating to the
sustainable use and cycling of wastes in rural areas.

The International Water Management Institute
(IWMI) of Sri Lanka (http://www.cgiar.org/iwmi/)
is a scientific research organization focusing on issues
of sustainable and productive use of water resources,
particularly as they relate to agriculture, water scarcity,
and food security in the developing world. The IWMI
works with partners in the Global South to develop
tools and methods to help these countries eradi-
cate poverty through more effective management of
their water resources. One of the Institute’s four
core programs concerns Irrigation and Water
Resources (IWR). The Program focuses on integrated
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approaches for managing water resources, assessing
the performance of irrigated agriculture, contributing
to improving irrigation system design and operation,
and documenting the impacts of water management
interventions.

CONCLUSION

The future ability of agricultural production to meet
global needs is inextricably linked to improvements
in water management techniques. Knowledge of irri-
gation practices, integrated water management sys-
tems, and other agricultural methodologies must
continue to progress to ensure improvements of agri-
cultural sustainability and productivity. Moreover,
the negative impacts on the environment and agri-
culture that can result from unsound agricultural prac-
tices must be better understood and minimized.
Research conducted at these and other institutions is
indispensable to the progressive development of such
knowledge and, therefore, must be encouraged and
supported if we are to achieve our needs as well as
our full potential.
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Residential Irrigation Water Use and Control

Michael D. Dukes
Agricultural and Biological Engineering Department, University of Florida,
Gainesville, Florida, U.S.A.

INTRODUCTION

As urban areas grow throughout the country, limited
water resources will be stretched to fulfill urban, agri-
cultural, and other needs. Studies have indicated that
half to two-thirds of water use in urban areas is used
in landscape irrigation. This has been a problem for
many years in the arid states, but is becoming problem-
atic in the humid regions of the U.S.A. as well. Some
reasons for the large amount of water used in urban
areas include improper irrigation system design, large
high quality landscapes, improper irrigation system
maintenance, and improper irrigation management
practices.

Proper irrigation management should consist of
supplying the amount of water according to plant
needs throughout the year. Historically, a soil water
budget approach has been the recommended pro-
cedure for landscape irrigation.[1] This method is often
not practical for homeowners to carry out. General
irrigation guidelines, based on historical average
weather data, are typically available through the coop-
erative extension service. One study involving residen-
tial homes showed that the amount of irrigation water
used could be reduced by 16% by setting time clocks
according to seasonal turfgrass demands.[2] Alterna-
tively, new ‘‘smart’’ irrigation controllers have become
available that bypass timed irrigation events based on
soil moisture sensors placed in the irrigated area, or
that perform a running soil water balance calculation
based on estimated evapotranspiration (ET). These
controllers have the potential to save substantial
amounts of water compared with typical management
practices.

RESIDENTIAL IRRIGATION WATER USE

A recent study across the U.S.A. indicated that 58% of
potable water is used for landscape irrigation.[3] It was
also found in this study that homes with buried sprin-
kler systems used 35% more water than homes without
these systems and that homes with irrigation timers
used 47% more water than homes without timers.[3]

In a landscape and irrigation study, which was aimed
at determining residential irrigation water use in

central Florida, that 62% of potable water was used
for landscape irrigation during the 29-month moni-
toring period.[2] The current Florida population of
16 million is projected to exceed 20 million by
2020.[4] Most new homes in Florida come with an in-
ground irrigation system and a time clock controller.
Proper irrigation system design and management have
become critical, as water use has grown.

Barnes[5] found that residential irrigation rates in
Wyoming were 122–156% of seasonal ET rates. A
study using soil moisture sensors to control residential
or small commercial irrigation systems used 533 mm
of water for irrigation when compared to the theoreti-
cal requirement of 726 mm.[6] Aurasteh, Jafari, and
Willardson[7] reported that homeowners with in-ground
irrigation systems used an average of 38% more water
than the estimated water requirements. Residential
landscape water use research in Florida revealed that
typical homeowners used an average of 142 mm of
water per month, which was 37% higher than reference
ET measurements and 82% higher than estimated turf-
grass needs for the irrigated area.[2] Homeowners using
irrigation time clocks, set to seasonal plant water
requirements, used 16% less irrigation water on aver-
age. Typically, homeowners irrigated too much in
the late fall and winter. This often occurred because
of the lack of knowledge about the necessary length
of irrigation run times for specific plant material, or
because it was inconvenient to adjust the irrigation
time clock.[2] As irrigation management appears to be
a major reason for water waste, several steps have been
taken to reduce water waste.

SOIL WATER BALANCE

A calculated amount of water in the plant root zone
has been recommended for many years in a basic irri-
gation management strategy to determine when to
irrigate and how much to irrigate. Change in water
storage within the plant root zone is equal to inputs
of irrigation and precipitation minus ET, runoff, and
drainage. By tabulating historical rainfall and ET data
and assuming a fraction of runoff, general guidelines
can be generated for irrigation required based on an
‘‘average’’ weather year. However, actual weather
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conditions can vary substantially from the ‘‘average’’
year, making irrigation predictions inaccurate.

IRRIGATION CONTROL WITH FEEDBACK

In an irrigation system with feedback, data from soil or
plant sensors are used to initiate and terminate the irri-
gation cycle. The dynamic nature of this control meth-
odology allows for a rapid response to irrigation needs.

Irrigation with soil moisture sensors can consist of
a sensor that has a user adjustable threshold setting
where the scheduled time-based irrigation event is
bypassed, if the soil moisture content exceeds the user
adjustable threshold. This type of control is ‘‘bypass’’
control. The soil moisture sensor(s) should be installed
in the root zone for each irrigation zone. If the sensor
system contains only one soil moisture probe, then that
probe should be installed in the driest irrigation zone
of an irrigation system, and all other irrigation zones
should have their run times reduced to minimize over-
watering. Frequent irrigation events can be pro-
grammed into the irrigation timer and the sensor will
allow irrigation, as conditions in the root zone dictate
in response to rainfall and ET. The second type of soil
moisture control is ‘‘on-demand’’ control, where the
soil moisture-based irrigation control system consists
of a stand-alone controller and multiple soil moisture
sensors. Under ‘‘on-demand’’ soil moisture-based con-
trol, high and low limits are set such that irrigation
occurs only within those limits.

Many types of soil moisture sensors have become
commercially available. Historically, tensiometers have
been recommended, but these devices require more
maintenance than is acceptable for home irrigation.
Newer sensors rely on the ability of the soil to conduct
electricity and the fact that this property is strongly
correlated to soil moisture content.

ET-BASED CONTROL SYSTEMS

Although ET-based control systems have been avail-
able for many years, until recently the technology has
not been reliable or inexpensive enough for residential
irrigation applications, as in the case of soil moisture-
based control systems. The oldest type of these systems
consists of a complete weather station that is inter-
faced with a controller for a large irrigated area. This
type of system is fairly common on golf course irri-
gation systems. However, a complete weather station
costs several thousand dollars and requires frequent
maintenance for accurate measurements. Based on the
meteorological parameters measured by the weather
station, ET is calculated, and then a running soil water

balance is calculated by the controller. Newer
ET-based controllers have been introduced by several
manufacturers and are being marketed for use in resi-
dential applications.

There are a couple of approaches to ET-based con-
trol at the residential home level. Meteorological data
are used to calculate the ET value for a hypothetical
grass surface for the site from where the meteorological
data are collected. This ET value for a specific location
is then sent to individual controllers mounted at a
residence via wireless communication such as a paging
network. Thus, the ET controller adjusts the irrigation
run times or watering days according to climate
throughout the year. The second type of approach
for ET controllers is to use a preprogrammed crop
water use curve for different regions. The curve is
modified by a sensor, such as a temperature or solar
radiation sensor, mounted with the controller to mea-
sure on-site weather conditions and modify the gener-
alized crop water use curve based on this measured
weather parameter. Several laboratory studies have
shown that ET controllers can adjust irrigation in
response to plant needs,[8,9] but few studies exist that
demonstrate the controllers in comparison to actual
homeowner irrigation or non-irrigated test plots.
Results from the two demonstration studies with ET
controllers in California indicate that some irrigation
savings is possible with these controllers, but more
detailed comparisons are needed.[10]

CONCLUSIONS

Preliminary research has shown that soil moisture-
based controllers and ET-based controllers can or have
the potential to reduce residential irrigation consump-
tion. However, these control systems need to be evalu-
ated across geographical regions and even against one
another in comparative studies to determine not only
the most effective in terms of water savings, but also
the reliability of the technology. One challenge for
ET-based controllers in humid regions is to adequately
account for precipitation in the soil water balance
calculations.

REFERENCES

1. IA. Landscape Irrigation Scheduling and Water Man-
agement; Irrigation Association Water Management
Committee: Falls Church, VA, 2005; 190 pp.

2. Haley, M.B. Residential Irrigation Water Use in the
Central Florida Ridge. M.E. Thesis, University of
Florida; Agricultural and Biological Engineering
Department: Gainesville, FL, 2004; 121 pp.

966 Residential Irrigation Water Use and Control

© 2008 by Taylor & Francis Group, LLC



R
ai

nf
al

l–
S

at
el

li
te

3. Mayer, P.W.; DeOreo, W.B.; Opitz, E.M.; Kiefer, J.C.;

Davis, W.Y.; Dzielewski, B.; Nelson, J.O. Residential
End Uses of Water; AWWA Research Foundation
and American Water Works Association: Denver, CO,
1999; 310 pp.

4. USDC. U.S. Bureau of the Census, Population
Estimates Program (PEP). Washington, DC, 2001;
http://www.census. gov/popest/estimates.php (accessed

September 2003).
5. Barnes, J.R. Analysis of residential lawn water use;

Master’s Thesis, University of Wyoming: Laramie,

WY, 1977; 78 pp.
6. Qualls, R.J.; Scott, J.M.; DeOreo, W.B. Soil moisture

sensors for urban landscape irrigation: effectiveness
and reliability. J. Am. Water Resour. Assoc. 2001,

37 (3), 547–559.

7. Aurasteh, M.R.; Jafari, M.; Willardson, L.S. Residential

lawn irrigation management. Trans. ASAE 1984, 27 (2),
470–472.

8. MWD. Weather Based Controller Bench Test Report;
Metropolitan Water District of Southern California:

Los Angeles, CA, 2004; 44 pp.
9. Pittenger, D.R.; Shaw, D.A.; Richie, W.E. Evaluation

of Weather-Sensing Landscape Irrigation Controllers;

University of California Cooperative Extension:
Riverside, CA, 2004; 26 pp.

10. Hunt, T.; Lessick, D.; Berg, J.; Wiedmann, J.;

Ash, T.; Pagano, D.; Marian, M.; Bamezai, A.
Residential Weather-Based Irrigation Scheduling:
Evidence from the Irvine ‘‘ET Controller’’ Study;
Irvine Ranch Water District: Irvine, CA, 2001;

52 pp.

Residential Irrigation Water Use and Control 967

© 2008 by Taylor & Francis Group, LLC

http://www.census. gov


R
ainfall–S

atellite

Reverse Osmosis

Mark Wilf
Hydranautics, Oceanside, California, U.S.A.

INTRODUCTION

Osmosis is a natural process involving fluid flow
across a semipermeable membrane barrier. It is selec-
tive in the sense that the solvent passes through the
membrane at a faster rate than the dissolved solids.
The difference of passage rate results in solvent solids
separation. The direction of solvent flow is determined
by its chemical potential, which is a function of pres-
sure, temperature, and concentration of dissolved
solids. Pure water in contact with both sides of an ideal
semipermeable membrane at equal pressure and tem-
perature has no net flow across the membrane because
the chemical potential is equal on both sides. If a sol-
uble salt is added on one side, the chemical potential
of this salt solution is reduced. Osmotic flow from
the pure water side across the membrane to the salt
solution side will occur until the equilibrium of chemi-
cal potential is restored. Equilibrium occurs when the
hydrostatic pressure differential resulting from the vol-
ume changes on both sides is equal to the osmotic
pressure. Application of an external pressure to the salt
solution side equal to the osmotic pressure will also
cause equilibrium. Additional pressure will raise the
chemical potential of the water in the salt solution
and cause water flow to the pure water side, because
it now has a lower chemical potential. This phenom-
enon is called reverse osmosis (RO). The reverse osmo-
sis technology developed about 50 yr ago, as a scientific
experiment, is used extensively today to reduce salinity
of various water sources and produce potable water in
commercial systems. Other applications include pro-
duction of low salinity water for industrial applications
and reclamation of waste streams. The economics of
RO technology is very competitive in comparison with
other salt reduction processes and, in some cases, the
cost of producing potable water using RO can be lower
than water supplied from natural sources, if pumping
water over long distances is required.

OSMOTIC PRESSURE

The osmotic pressure, Posm, of a solution can be calcu-
lated by measuring the concentration of dissolved salts
in solution:

Posm ¼ 1:19ðT þ 273Þ
X
ðmiÞ ð1Þ

Where Posm is the osmotic pressure (in psi); T, the
temperature (in �C); and

P
(mi), the sum of molal con-

centration of all constituents in a solution. An approxi-
mation for Posm may be made by assuming that
1000 ppm of total dissolved solids (TDS) equals about
11 psi (76 kPa) of osmotic pressure. The mechanism of
water and salt separation by reverse osmosis is not
fully understood. Current scientific thinking suggests
two transport models: porosity and diffusion. That is,
transport of water through the membrane may be
through physical pores present in the membrane
(porosity), or by diffusion from one bonding site to
another within the membrane. The theory suggests that
the chemical nature of the membrane is such that it will
absorb and pass water preferentially to dissolved salts
at the solid/liquid interface. This may occur by weak
chemical bonding of water to the membrane surface
or by dissolution of water within the membrane struc-
ture. Either way, a salt concentration gradient is
formed across the solid/liquid interface. The chemical
and physical nature of the membrane determines its
ability to allow for preferential transport of solvent
(water) over solute (salt ions).

WATER AND SALT TRANSPORT

The rate of water passage through a semipermeable
membrane is defined in Eq. (2):

Qw ¼ ðDP � DPosmÞA ¼ ðNDPÞA ð2Þ

where Qw is the rate of water flow through the mem-
brane, DP, the hydraulic pressure differential across
the membrane, and DPosm, the osmotic pressure differ-
ential across the membrane. A represents a unique con-
stant for each membrane material type, and NDP is the
net driving pressure or net driving force for the mass
transfer of water across the membrane.

The rate of salt flow through the membrane is
defined by Eq. (3):

Qs ¼ DCB ð3Þ

where Qs is the flow rate of salt through the membrane,
DC is the salt concentration differential across the
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membrane, and B represents a unique constant for
each membrane type.

Eqs. (2) and (3) show that for a given membrane:

� Rate of water flow through a membrane is
proportional to net driving pressure differential
(NDP) across the membrane.

� Rate of salt flow is proportional to the concen-
tration differential across the membrane and is
independent of applied pressure.

Salinity of the water that passes through the
membrane, the permeate, Cp, depends on the relative
rates of water and salt transport through reverse osmo-
sis membrane:

Cp ¼ Qs=Qw ð4Þ

The fact that water and salt have different mass trans-
fer rates through a given membrane creates the
phenomena of salt rejection. No membrane is ideal in
the sense that it absolutely rejects salts.

COMMERCIAL REVERSE OSMOSIS
TECHNOLOGY

The semipermeable membrane for reverse osmosis
applications consists of a multilayer film of polymeric
material composed of a skin layer 0.1–0.2mm thick
and spongy supporting layer approximately 0.1 mm
thick cast on a fabric support. The commercial grade
membrane must have high water permeability and a
high degree of semipermeability, i.e., the rate of water
transport must be much higher than the rate of
transport of dissolved ions. The membrane must be
stable over a wide range of pH and temperature, and
have good mechanical integrity. The stability of these
properties over a period of time at field conditions
defines the commercially useful membrane life, which
is in the range of 3–5 yr. There are two major groups
of polymeric materials that can be used to produce sat-
isfactory reverse osmosis membranes: cellulose acetate
(CA) and polyamide (PA). Membrane manufacturing,
operating conditions, and performance differ signifi-
cantly for each group of polymeric material.

CELLULOSE ACETATE MEMBRANE

The original CA membrane, developed in the late
1950s by Loeb and Sourirajan, was made from cellu-
lose diacetate polymer.[1] Current CA membrane is
usually made from a blend of cellulose diacetate and
triacetate. The membrane is formed by casting a thin

film acetone-based solution of CA polymer with
swelling additives onto a non-woven polyester fabric.
Two additional steps, a cold bath followed by high
temperature annealing, complete the casting process.
After processing, the cellulose membrane has an
asymmetric structure with a dense surface layer of
about 0.1–0.2 mm which is responsible for the salt
rejection property. The rest of the membrane film is
spongy and porous and has high water permeability.
Description of manufacturing process of CA mem-
branes and its properties can be found in number of
publications.[2]

COMPOSITE POLYAMIDE MEMBRANES

Composite PA membranes have been developed in the
early eighties by Cadotte and coworkers.[3] Commer-
cially it is manufactured in two distinct steps. First, a
polysulfone support layer is cast onto a non-woven
polyester fabric. The polysulfone layer is very porous
and is not semipermeable, i.e., it does not have the abil-
ity to separate water from dissolved ions. In a second,
separate manufacturing step, a semipermeable mem-
brane skin is formed on the polysulfone substrate by
interfacial polymerization of monomers containing
amine and carboxylic acid chloride functional groups.
The resulting composite membrane is characterized
by higher specific water flux and lower salt passage
than CA membranes. Polyamide composite mem-
branes are stable over a wider pH range than CA mem-
branes. However, PA membranes will degrade more
rapidly by free chlorine than are CA membranes.
Consequently, CA membranes are used today almost
exclusively in commercial composite membrane
elements. The structures of CA and PA polymer are
shown in Fig. 1A and B.

RO MEMBRANE MODULE CONFIGURATIONS

The membrane module configuration used almost
exclusively for commercial reverse osmosis desalting
applications is the spiral wound configuration. In a
spiral wound configuration two flat sheets of mem-
brane are separated with a permeate collector channel
material to form a leaf. This assembly is sealed on
three sides with the fourth side left open for permeate
to exit. A feed/brine spacer material sheet is added to
the leaf assembly. A number of these assemblies or
leaves are wound around a central plastic permeate
tube. This tube is perforated to collect permeate from
the multiple leaf assemblies. A diagram of the spiral
membrane leaf assembly is shown in Fig. 2. The typical
industrial spiral wound membrane element is approxi-
mately 100 cm or 150 cm (40 in. or 60 in.) long and
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10 cm or 20 cm (4 in. or 8 in.) in diameter. The feed/
brine flow through the element is on a straight axial
path from the feed end to the opposite brine end,
running parallel to the membrane surface. The feed
channel spacer induces turbulence and reduces concen-
tration polarization (excess salt concentration at the
membrane surface). The structure of the corresponding
modules configurations is shown in Fig. 3.

RO SYSTEM CONFIGURATION

RO systems consist of the following basic components:
feed water supply unit, pretreatment system, high
pressure pumping unit, membrane element assembly
unit, instrumentation and control system, permeate
treatment, and storage unit and cleaning unit. The
membrane assembly unit (RO block) consists of a

Fig. 2 Conventional spiral wound module configuration.

Fig. 1 Chemical structure of cellu-
lose triacetate (A) and polyamide

(B) membrane material.
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stand supporting the pressure vessels, interconnecting
piping, and feed, permeate, and concentrate manifolds.
Membrane elements are installed in the pressure ves-
sels. Each pressure vessel may contain 1–8 membrane
elements connected in series (Fig. 4). A system is
divided into groups of pressure vessels, called concen-
trate stages. In each stage, pressure vessels are connec-
ted in parallel with respect to the direction of the feed/
concentrate flow. The number of pressure vessels in
each subsequent stage decreases in the direction of the

Thus, one can visualize that the flow of feed water
through the pressure vessels of a system resembles a
pyramid structure: a high volume of feed water flows
in at the base of the pyramid, and a relatively small vol-
ume of concentrate leaves at the top. The decreasing
number of parallel pressure vessels from stage to stage
compensates for the decreasing volume of feed flow,
which is continuously being partially converted to per-
meate. The permeate of all pressure vessels in each
stage, is combined together into a common permeate
manifold. The objective of the taper configuration

of pressure vessels is to maintain a similar feed/
concentrate flow rate per vessel through the length of
the system and to maintain feed/concentrate flow
within the limits specified for a given type of membrane
element. A picture of the actual RO unit is shown in
Fig. 6. The concentrate from the first stage becomes
the feed to the second stage; this is what is meant by
the term ‘‘concentrate staging.’’ The flows and pres-
sures in the multistage unit are controlled with the feed
and concentrate valves. The feed valve, after the high-
pressure pump, controls feed flow to the unit. The con-
centrate valve, at the outlet of RO block, controls the
feed pressure.

FEED WATER PRETREATMENT

The extend of pretreatment process depends on the
quality of raw water, which is usually associated with
its origin: surface or well water. The initial removal
of large particles from the feed water is accomplished
using mesh strainers or traveling screens. Mesh

Fig. 3 Membrane schematic showing
materials and flows.

Fig. 4 Pressure vessel with three

membrane elements.
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strainers are used in well-water supply systems to stop
and remove sand particles that may be pumped
from the well. Traveling screens are used mainly for
surface-water sources, which typically have large
concentrations of biological debris. It is a common
practice to disinfect surface feed water in order to con-
trol biological activity. Biological activity in well water
is usually very low, and in majority of cases, well water
does not require chlorination. In some cases, chlori-
nation is used to oxidize iron and manganese in the
well water before filtration. Settling of surface water
in a detention tank results in some reduction of sus-
pended particles. Addition of flocculants, such as iron
or aluminum salts, results in the formation of cor-
responding hydroxides; these hydroxides neutralize
surface charges of colloidal particles, aggregate, and
adsorb to floating particles before settling at the lower
part of the clarifier. To increase the size and strength of
the flock, a long chain organic polymer can be added
to the water to bind flock particles together. Use of
lime results in increase in pH, formation of calcium
carbonate and magnesium hydroxide particles. Well
water usually contains low concentrations of sus-
pended particles, due to the filtration effect of the
aquifer. The pretreatment of well water is usually lim-
ited to screening of sand, addition of scale inhibitor to
the feed water, and cartridge filtration. Surface water
may contain various concentrations of suspended

particles, which are either of inorganic or biological
origin. Surface water usually requires disinfection to
control biological activity and removal of suspended
particles by media filtration. The efficiency of filtration
process can be increased by adding filtration aids, such
as flocculants and organic polymers. Some surface
water may contain high concentrations of dissolved
organics. Those can be removed by passing feed water
through an activated carbon filter. Depending on com-
position of the water, acidification and addition scale
inhibitor may be required. Recently, new pretreatment
equipment has been introduced to the RO market. It
consists of backwashable capillary microfiltration and
ultrafiltration membrane modules. This new equip-
ment can operate reliably at very high recovery rates
and low feed pressure. The new capillary systems can
provide better feed water quality than a number of
conventional filtration steps operating in series. The
cost of this new equipment is still relatively high com-
pared to the cost of conventional pretreatment, and
therefore is mainly used for treatment of heavily foul-
ing streams, such as municipal wastewater effluents.

RO APPLICATIONS

The majority of applications involve production of
potable water from brackish or seawater streams.

Fig. 5 Flow diagram of a two-
stage RO system.
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Reverse osmosis technology is also used in industrial
applications to reduce water salinity prior to ion
exchange equipment. Another growing area of appli-
cation is reclamation of municipal wastewater. These
applications usually involve integrated membrane
technology, where the secondary municipal effluent is
treated with macrofiltration or ultrafiltration prior to
reverse osmosis unit. Municipal wastewater recla-
mation produces water for number of applications
including industrial (cooling water makeup), agricul-
tural (irrigation), and aquifer injection (prevention
of sweater intrusion). The cost of reverse osmosis
process decreased significantly in the last decade.
The current cost of desalting of brackish water is in
the range of $0.25–$0.35 m�3 ($0.95 m/1000 gal–$1.32/
1000 gal). For recent large seawater projects the water

cost as low as $0.54 m�3 ($2.04/1000 gal) has been
reported.[4,5]
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Fig. 6 Commercial RO train.
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Richards’ Equation

Graeme D. Buchan
Centre for Soil and Environmental Quality, Lincoln University, Canterbury, New Zealand

INTRODUCTION

Darcy’s law is the basic law governing the flow of
water (or other liquids) in permeable materials, and it
tells us that the flow velocity q (m sec�1) at any point
(e.g., in soil, porous rock, concrete, timber, or other
material) is proportional to the gradient of the water
potential at that point. However, Darcy’s law tells us
only about the flow at individual points and is
sufficient to describe only steady flow processes. To
model unsteady flows (where the moisture distribution
changes with time), we must also know the relation-
ship between velocities at neighboring points. If the
neighboring velocities are unequal, their ‘mismatch’
must be compensated by a filling or emptying of pores
between the points. The additional equation required
to complete the mathematical description of flow is
the so-called continuity equation. Basically, this equa-
tion ensures that matter is not created or destroyed,
and so is also called the conservation equation. When
Darcy’s law is combined with the continuity equation,
we obtain Richards’ equation, first derived by the
physicist Lorenzo Adolph Richards in 1931.[1]

Richards was a pioneering soil physicist who con-
tributed enormously to soil water physics in the United
States in the period c.1930–1960.[2,3] His contributions
to theory included the conceptual extension of Darcy’s
Law to unsaturated flow,[1] as part of his development
of Richards’ equation. On the experimental side, he:
invented the tensiometer;[2,4] developed the pressure-
plate apparatus[5] to measure water desorption from
soil; developed the thermocouple method for measur-
ing the vapor pressure (or ‘‘water activity’’) in soil
or biological materials; and helped establish the rela-
tionship between the permanent wilting point for
plants and the soil water content at 15 bar suction.
He also investigated salt-affected soils.

THEORY

We need a mathematical description of water flow in
permeable materials. The resulting equations can then
be used to model flow in: 1) soil or sediments, including
phenomena such as infiltration, drainage, drying by
evaporation, or water flow towards roots; 2) ground-
water, including aquifers; and 3) other materials,

during wetting or drying processes (e.g., timber, con-
crete, foodstuffs, or granular or powder materials).

Darcy’s Law

First, we limit attention to flow in unsaturated
materials. The saturated case will be described later
as a special case. Also, for simplicity, assume that
liquid flow is initially in the horizontal (x) direction
(Fig. 1). Darcy’s law states that the flow velocity q
at any point is proportional to the gradient @H/@x
of hydraulic head H.

q ¼ �K@H=@x ð1Þ

Here H (m) is the water potential expressed in terms of
the equivalent height or head of a column of water,
and K (m sec�1) is the hydraulic conductivity of the
material. In saturated soil, water is under positive
pressure, so H > 0. In unsaturated soil, where the
water is under suction, H becomes negative:

H ¼ �c ð2Þ

where c (intrinsically positive) is the so-called matric
suction, a measure of the energy status of the water.[4]

For vertical flow, gravity enters as an additional
driving force, and H has two components:

H ¼ �c þ z ð3Þ

where z (the vertical coordinate, Fig. 1) represents
the gravitational potential. Extending Darcy’s law
to three dimensions gives:

q ¼ �KrH ð4Þ

where H represents the 3-D gradient (a vector quan-
tity). Eq. (4) assumes an isotropic material, i.e., that
K is equal for all flow directions.

K is a function of soil wetness, and may be written
in one of two ways. First, in the ‘‘mass picture’’ we
write K ¼ K(y) where y (m3 m�3) is the volumetric
water content. However, y ¼ y(c) is related to the
suction c. The y(c) relationship is known as the soil
moisture characteristic (SMC).[4,5] Thus, in the ‘‘energy
picture,’’ K is expressed instead as K(c).
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For vertical flow, Eq. (1) becomes [using Eq. (3)]:

q ¼ �K@H=@z ¼ K@c=@z � K ð5Þ

The two terms on the right side of Eq. (5) mirror the
two head components in Eq. (3), and represent, respec-
tively, the suction-driven and gravity-driven compo-
nents of flow. For horizontal flow, only the first
term applies.

Eq. (1) gives the flow velocity q at any point. In
order to describe transient (non-steady) processes, we
need to introduce the continuity equation.

The Continuity Equation

Consider an imaginary small cubical volume in the
material (Fig. 1), with entry velocity qin and exit veloc-
ity qout. The mismatch of these two velocities must be
balanced by a change in the volumetric water content
y in the cube.

V@y=@t ¼ A½qin � qout� ¼ �A dx@q=@x ð6Þ

Since V ¼ A dx, then

@y=@t ¼ �@q=@x ð7Þ

The corresponding equation for vertical flow is
@y/@t ¼ �@q/@z. In 3-D analysis we replace @q/@x
with H � q, which is a measure of the so-called diver-
gence of the water flux at the point. (The divergence

is, as its name suggests, the net outflow through the
surfaces of a tiny volume surrounding the point.) Then:

@y=@t ¼ �H � q ð8Þ

Eq. (8) is the continuity equation.

Richards’ Equation

We can now combine Darcy’s law with the continuity
equation. For vertical flow, combining Eq. (5) and the
vertical (z) form of Eq. (7) one can derive:

@y=@t ¼ �@=@zðK@c=@zÞ þ @K=@z ð9Þ

This is Richards’ equation for vertical flow. Note that,
mirroring Eq. (3), Eq. (9) contains both a suction-
driven and a gravity-driven flow term. Extending
Eq. (9) to isotropic 3-D flow, we add horizontal
(x and y) terms.

@y=@t ¼ �H � ðKHcÞ þ @K=@z ð10Þ

However, we have a problem. Eq. (10) cannot be
solved immediately as it contains two unknowns, both
y and c. To eliminate one unknown, we exploit the
relationship between y and c, i.e., we assume that the
SMC y(c) is known. There are two options.

(1) The energy picture. Here we retain c as the
unknown, and solve Eq. (10). Since y(c) and K(c)
are both highly non-linear functions, and also may
be based on experimentally derived data rather than
analytical functions, analytic solution of Richards’
equation is not generally possible, except in special
cases.[6] Hence, numerical solution is required. Note
that Eq. (10) is first order in the time derivative
(@/@t) and second order in space derivatives (@2/@x2

etc). Hence, solutions generally have the space
variables (x, y, or z) paired with

p
t.

(2) The mass picture. Here we retain y as the
unknown.

@y=@t ¼ H � ðDHyÞ þ @K=@z ð11Þ

In Eq. (11), the substitution D ¼ �K dc/dy ¼ D(y)
has been used. D is called the ‘‘hydraulic diffusivity,’’
because Eq. (11) now looks like a diffusion type
equation. However, the water transport described by
Eq. (11) is not a true diffusion process. It is a mass flow
process.

To summarize, in the ‘‘energy picture,’’ water
potential c is the dependent variable; while in the
‘‘mass picture,’’ y becomes the dependent variable,
and the mass flow equation takes the apparent form
of a diffusion equation.

Fig. 1 Horizontal flow of a liquid across an imaginary vol-
ume element in a permeable material, with volume V ¼ A dx.

In unsteady flow, the velocities qin and qout are unequal, and
the continuity principle implies a net filling or emptying of
pores in the element.
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APPLICATIONS AND COMPLICATIONS

Richards’ equation is the foundation of all mechanistic
models used to simulate the dynamics of water (or
other liquid) in permeable materials, including soils,
rocks, aquifers, or industrial materials. Because
Richards’ equation is so generic, any model based on
it should be able to simulate any flow process, in
either unsaturated or saturated material, assuming that
appropriate values for the equation parameters have
been determined for a particular application. In soils,
processes in the unsaturated (or vadose) zone include:
infiltration of water into the soil;[4] its redistribution
once inside the soil; water uptake by root fibres;[7]

and drying by evaporation. Processes in saturated
materials include the flow of water beneath the water
table in soil drainage systems, and groundwater
flow in aquifers (permeable rock, gravels, or other
sediments).

Saturated Flow

In saturated flow in a stable material, Richards’ equa-
tion [Eq. (10)] simplifies, because y ¼ ysat is now con-
stant in time, so that @y/@t ¼ 0. If the water is under
positive pressure (e.g., in soil submerged beneath the
water table), we replace the suction c with the pres-
sure head H (>0). Also, for a uniform isotropic mate-
rial, K ¼ constant. Then Richards’ equation, Eq. (10),
becomes Laplace’s equation:

H2H ¼ 0 ð12Þ

Eq. (12) can be used to solve the flow regime in
groundwater systems.[4]

Relevance to Solute Transport

An analog of Richards’ equation can also be
developed for the movement of solutes in permeable
materials. However, the solute transport equations
are complicated by the additional flow processes that

occur. While Richards’ equation describes only the
convection (by mass flow) of water in a material,
solutes do not just ‘‘convect’’ with the bulk flow of
water. Differences in solute concentration also cause
solutes to ‘‘diffuse’’ (by molecular diffusion) and ‘‘dis-
perse’’ (via the microscopic irregularities in water
flow).[4]

Complications

The above analysis neglects: 1) hysteresis, i.e.,
the dependence of the y(c) and K(c) relationships on
the ‘‘history’’ of how the material reached its current
state of wetness, via drying or wetting actions; and
2) anisotropy, or the dependence of the hydraulic
conductivity K on flow direction. These topics are
discussed in Ref.[4].

ARTICLE OF FURTHER INTEREST

Darcy’s Law, p. 143.
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INTRODUCTION

Field characterization of soil hydraulic properties is an
important first step in solving soil water and solute
transport problems. Ponded ring infiltrometers and ten-
sion infiltrometers are experimental devices designed
for in situ measurement of soil hydraulic parameters.
According to Green and Topp,[1] double ring infiltrom-
eter is one of the most popular methods for estimating
saturated hydraulic conductivity. Tension infiltrom-
eters are also gaining more popularity in estimating soil
hydraulic properties and in documenting macropore
and preferential flow.[2] This entry provides a brief
overview of the recent development and application
of ring and tension infiltrometers for soils and hydrol-
ogic studies.

RING INFILTROMETERS

Infiltration is the process of water entering the soil sur-
face. One of the most common devices for measuring
infiltration rate and water intake capability at the soil
surface is ring (cylinder) infiltrometer made of either
metal or plastic and coming in various sizes. Depend-
ing on their configuration, ring infiltrometers can be
classified as single- and double-ring infiltrometers. In
a single-ring infiltrometer, water is filled and the infil-
tration rate from the ring into the soil is measured.
In a double-ring infiltrometer, an outer ring is used
to provide a buffer zone to reduce lateral flow so that
the inner ring will measure ‘‘true’’ vertical (1-D) flow,
and infiltration rate is measured only in the inner ring
(Fig. 1). The ponding level in the outer ring is kept as
close as possible to the level in the inner ring. The rate
of water intake can be measured either manually or
automatically using electronic pressure transducers.

A typical infiltration curve has a very high initial
infiltration rate due to the high initial hydraulic gradi-
ent. As the wetting front extends deeper into soil, the
hydraulic gradient decreases with time, and so does
the infiltration rate. By assuming that the water flow

in a soil profile is a piston-type flow and the soil in
the wetted region has a constant water content or
matric potential (ho), hydraulic conductivity (Ko),
water diffusivity (Do), and matric potential head at
the wetting front (hf), Green and Ampt[3] showed that
the infiltration rate (i) can be calculated as

i ¼ �Ko
hf � ho � L

L � 0
¼ Ko

L
ðDh þ LÞ ð1Þ

where Dh ¼ ho�hf, L is the depth of the wetted zone.
It can be shown that the infiltration rate (i) decreases
as time (t) increases:[4]

i ¼ DyðDo=2tÞ1=2 ð2Þ

where Dy ¼ yw�yi is the difference in volumetric
water content between the wetted zone (yw) and
the initial profile (yi); Do ¼ KoDh/Dy is soil water
diffusivity.

Based on the 1-D Richards’ equation with approx-
imations, Philip[5] also showed that the infiltration rate
can be estimated as:

i ¼ 1

2
St�1=2 þ A ð3Þ

where S is called sorptivity, and A is a constant that
approaches saturated hydraulic conductivity under
ponding conditions.

TENSION INFILTROMETERS

Tension infiltrometers are devices that can be used to
estimate soil hydraulic properties and structural char-
acteristics based on infiltration measurement at the soil
surface. Depending on soil conditions, the physical
appearance of tension infiltrometers can vary consider-
ably. They may be called tension infiltrometers[6] where
a relatively small contact disk is used at the soil–water
interface or disk permeameters[7] where a relatively
large disk is used. The most important difference
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between ring and tension infiltrometers is that for ring
infiltrometers water is usually supplied with a positive
head, whereas for tension infiltrometers the infiltration
water at the soil–water interface is under tension.
Because of the negative pressure head at the soil–water
interface, in designing tension infiltrometers, it is
usually necessary to place a porous membrane between
the infiltrometer and the soil surface that prevents air
entry from this interface into the water supply. Most
tension infiltrometers or disk permeameters consist of
three components: 1) a circular disk or plate connected
to the water supply at the top and to a porous mem-
brane at the bottom; 2) a water supply tube or reser-
voir that supplies the infiltration water; and 3) a
bubbling tube or tower that is connected to the water
supply tube for air supply and is used to adjust the
water tension at the soil–water interface with a single

or multiple air entry tubes with preselected settings
for water tension (but only one will be open at one
time) (Fig. 2).

The most widely used method for parameter esti-
mation based on tension infiltrometer measurement is
to use the approximate steady-state solution of water
flow from a shallow circular pond by Wooding:[9]

iðhtÞ ¼ Ks 1 þ 4

proa

� �
expðahtÞ for large times ð4Þ

where i(ht) is the steady-state infiltration rate under a
given supply tension ht, ro is the radius of the infiltrom-
eter disk, Ks is the soil hydraulic conductivity under
saturated conditions, and a is the empirical parameter.
Because the only unknowns in this equation are Ks and
a, they can be solved by making measurements at a
fixed radius with multiple tensions or at a fixed tension
with various radii.

Because the determination of steady-state infiltration
rate can be subjective and limited by experimental con-
ditions, methods using early-time infiltration data to
estimate soil hydraulic properties are needed. Wang
Yates, and Ernst[10] proposed an alternative procedure
requiring only early-time infiltration data and the mea-
surement of water content increase during the infil-
tration event. The first step is to solve for soil sorptivity
(S) from the transient tension infiltration data using
an approximate infiltration equation by Warrick:[11]

iðtÞ � S=2
ffiffi
t
p
þ DeS=ro for small times ð5Þ

where i(t) is the transient infiltration rate, and De is
an effective diffusion coefficient, which is a constant
for a given set of ht and ro. A non-linear regression
between i(t) and t1/2 would provide a satisfactory
estimation of sorptivity. The second step is to solve

Fig. 2 Schematic of a tension infiltrometer. Source: From
Ref.[8].

Fig. 1 Schematic of a double-ring

infiltrometer.
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for Ks from a relationship developed by Youngs[12]

using S and the measured water content increase dur-
ing the infiltration:

Ks ¼ 342:25
Zrg

s2ðyo � yiÞ2
S4 for small times ð6Þ

where Z is water viscosity (10�2 g cm�1 sec�1), r is the
density of water (1 g cm�3), g is the gravitational accel-
eration (980 cm sec�2), s is the surface tension of water
(72.75 dyn cm�1 or g sec�2), and yo and yi are, respec-
tively, the final and initial water content. The final step
is to solve for a from White and Sully[13] using the S and
Ks values as:

a ¼ ðy � yiÞKs

bS2
b � 0:55 ð7Þ

APPLICATIONS AND LIMITATIONS

While the purpose of the ring infiltrometer measure-
ment is to evaluate the water intake capability of a soil,
the infiltration rate measured from infiltrometers is
not always directly applicable in practice since the
field infiltration problems are mostly 1-D or vertical
infiltration rate. The flow from a ring into the soil is
a 3-D problem.[14–16] Many factors, including ring
geometry, soil conditions, and time during the
measurement sequence, can affect the vertical infil-
tration rate measured by ring infiltrometers. Lateral
divergence of flow by capillary forces can lead to over-
estimation of vertical infiltration. The extent (degree)
of this overestimation also depends on the ring size.
Wu et al.[16] showed that in both single- and double-
ring infiltrometers, the possibility of overestimation
decreases as the ring size increases. As one might
expect, overestimation of vertical infiltration caused
by lateral flow is more significant in a fine-textured soil
than in a coarse-textured soil. Bouwer[17] indicated that
the final infiltration rate gives true vertical infiltration
rate correctly only if hcr/d ¼ 0, where hcr is called
critical matric head and d is ring diameter.

Ring insertion depth and soil layering also affect the
infiltration rate measurement. Since the flow from a
ring infiltrometer is confined to a vertical direction
before the wetting front reaches the ring insertion
depth, there can be no overestimation. However, lat-
eral flow occurs when the wetting front passes the inser-
tion depth. Numerical experiment by Wu et al.[16]

showed that the infiltration rate decreases as the inser-
tion depth increases for a 12-hr infiltration simulation.
Restricting layers deeper in the profile can also cause
lateral flow. The significance of this effect depends on

the position of restricting layers. In addition, many
non-systematic errors (including soil surface disturb-
ance, water quality, temperature, and biological fac-
tors) can influence infiltration measurement.[18]

Theoretically, the true final vertical infiltration
rate should be equal to the field-saturated hydraulic
conductivity.[18] Reynolds and Elrick[15] developed a
solution for steady-state water flow rate from a
single-ring infiltrometer by accounting for the soil
initial matric potential head, the radius of the ring,
and the ring insertion depth. By modifying the
Reynolds and Elrick method and using a scaling
approach, Wu and Pan[19] developed a generalized
infiltration curve for single-ring infiltrometers. By
applying their solution to soils with different initial
and boundary conditions and rings with various geo-
metries, they found that the dimensionless infiltration
curves were close to each other for their test soils. They
further applied the generalized infiltration equation to
measure the field saturated hydraulic conductivity
(Ks) using the infiltration data from single-ring infilt-
rometers, and found that the Ks values from the new
method were comparable with the values measured by
other methods.[20]

Tension infiltrometers are commonly used to esti-
mate soil-saturated hydraulic conductivity. Depending
on the water supply tension, soil sorptivity and a
macroscopic capillary length[2] may also be estimated.
While the steady-state method requires the tension
infiltration to reach the steady-state rate, alternative
methods need accurate measurements of transient
infiltration rate for a preselected tension. Experimen-
tally, the decision on when a steady-state flow may
have reached is prone to subjective decisions and
sometimes it is limited by the total amount of water
available in the water supply tube, as in the case of
coarse soils. For soils with fine textures or low infil-
tration rate, infiltrometers with automated recording
mechanisms such as the one described by Ankeny
Kaspar, and Horton[6] may be required because of
the extended time needed to reach steady-state flow.
Besides the drastic differences in infiltration rate for
different types of soil, the size of infiltrometer disk
and supply tension also affect the time needed to
approach the steady-state condition and possibly the
accuracy on parameter estimation.[21] The use of auto-
mated recording can provide a more detailed and
accurate measurement of the transient infiltration
from a tension infiltrometer, which would enable the
application of other methods for parameter esti-
mation, such as numerical inversion.[22]

In addition to their application for measuring water
flow and soil hydraulic properties, with tracers tension
infiltrometers can be used to measure solute exchange
coefficients between the mobile and immobile water
content.[23,24]
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Riparian Geomorphology
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New South Wales, Australia

INTRODUCTION

Geomorphology is the study of the morphology of
landforms and the processes responsible for their evo-
lution, while the term riparian refers to landforms within
and adjacent to permanent, intermittent or ephemeral
streams, which include the channel bed, banks, and
floodplain.[1] Riparian vegetation is vegetation growing
within the riparian zone, while large wood is defined as
organic material>0.1 m diameter, including logs, pieces
of timber, live trees, branches, and rootwads located
within the riparian zone. Riparian geomorphology is
therefore the study of the dynamic and complex rela-
tionships that exist between vegetation, large wood,
and the formation and morphology of stream channels
and floodplains. It is a cross-disciplinary field combin-
ing aspects of the disciplines of fluvial geomorphology,
biogeography, and riparian ecology.

Essentially, while riparian vegetation and large
wood exert influence on the morphology of the riparian
zone, the distribution of riparian vegetation species,
including grasses, sedges, shrubs, and trees is in turn
influenced by the hydrogeomorphic characteristics of
the stream channels and floodplains they inhabit.
Riparian vegetation communities generally exhibit a
degree of zonation, which refers to the lateral, vertical,
and longitudinal distribution of vegetation species
within the riparian corridor[2] (see Fig. 1). Such
zonation of species is due to their relative tolerance of
the varying frequency, magnitude, and duration of,
and sediment deposited by, floods experienced at differ-
ent elevations above or away from the streambed or at
various locations on the floodplain. The zonation of
vegetation may also be a function of succession that
refers to temporal variations in the structure and com-
position of the vegetation community. The distribution
of large wood within the riparian zone is influenced by
the distribution of vegetation from which it is recruited,
the dominant recruitment processes (e.g., windthrow,
bank erosion, landslides), and the hydrogeomorphic
processes responsible for its storage and/or transport.[3]

Riparian vegetation and large wood exert a signifi-
cant influence on fluvial processes and channel and
floodplain morphology.[4] This influence is greatest
when the ratio of vegetation size to channel size is at
a maximum and declines when channel width exceeds
the mean height of vegetation growing adjacent to

the stream.[5] Several mechanisms including bank ero-
sion control, sediment storage patterns, bed stability,
resistance to flow, and floodplain hydraulics are linked
to the influence of riparian vegetation and large wood
on stream morphology.[6] The remainder of this entry
discusses these mechanisms in greater detail.

BANK EROSION CONTROL

Live riparian vegetation is effective in stabilizing
streambanks as roots are able to bind bank sediment,
thus increasing its cohesion and reducing erosion and
lateral migration rates. Trees, shrubs, grasses, and
sedges may all contribute to the cohesiveness of sedi-
ment. For example, in a study of anastomosed chan-
nels in Alberta, Canada, it was concluded that bank
sediment with 16–18% by volume of roots and a 5 cm
thick root mat, was 20,000 times more resistant to
erosion than comparable bank sediment without veg-
etation.[7] Similarly, Australian research indicated that
the addition of Eucalyptus camaldulensis (River Red
Gum) or Melaleuca ericifolia (Swamp Paperbark)
roots to an otherwise degraded streambank profile
increased bank stability to mass failure by up to
60%[8] (see Fig. 2).

Large wood too can impact upon rates of stream-
bank erosion to both positive and negative degrees.
Individual pieces of large wood aligned with the
mainstream flow direction and positioned adjacent
to streambanks can serve to defend the banks from
erosion and reduce channel migration. In some cases,
such pieces of large wood in the Californian Redwood
forest streams were reported to be several channel
widths in length.[3] Large wood may also become incor-
porated in the bank or floodplain sediments, serving to
reduce erosion. Conversely, individual large wood
pieces or large wood accumulations aligned transverse
to the mainstream flow direction may become out-
flanked and direct flows onto streambanks, leading to
increased bank erosion.[3]

SEDIMENT STORAGE

Both large wood and live riparian vegetation contrib-
ute to sediment storage within channels. Riparian
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vegetation, by colonizing recent deposits within stream
channels and by reducing streambank erosion, reduces
the amount of sediment transported through a river
reach. In this way, riparian vegetation serves to reduce
in-stream sediment loads. While trees contribute to the
storage of considerable volumes of sediment in some
channels, in others the role of grasses and sedges
may be just as important.[9] Large wood also plays a
major role in maximizing sediment storage within
stream channels. Obstructions on the channel bed pro-
vide suitable sites for sediment deposition by increas-
ing channel roughness, reducing flow velocity and,
therefore, reducing sediment transport capacity.[3] In
general, the relative amount of sediment stored by
large wood is inversely proportional to channel size
(and usually catchment area) and, on lower order
streams, the sediment stored by large wood can exceed
the annual sediment flux.[10]

BED STABILITY

Log steps are individual pieces of large wood that span
the active channel bed, forming a natural wooden drop

structure. The small vertical falls created are respon-
sible for the dissipation of a lot of stream energy and
are most commonly found on lower order, steep
channels.[3,10] In addition to providing storage sites
for sediment, large wood and vegetation in channels
are important for creating hydraulic diversity. This
includes a greater diversity of runs, riffles, hydraulic
jumps, and pools. Step pools formed downstream of
log steps and scour pools formed around and under
immobile pieces of large wood (see Fig. 3) are impor-
tant for creating slow water habitat.[11]

RESISTANCE TO FLOW

Live riparian vegetation and large wood can contribute
to channel and floodplain stability by increasing chan-
nel roughness thereby reducing flow velocity, stream
power, and bank shear stress. The blockage ratio or
the proportion of a channel cross-section taken up by
large wood or vegetation is important in determining
the degree of resistance to flow. The blockage ratio is
dependent on the relative size and volume of the wood

Fig. 1 Zonation of riparian vegetation on Mogo Creek near Sydney, Australia. Vegetation symbols are not to scale. Ep, Euca-
lyptus punctata, Bm, Backhousia myrtifolia, Tl, Tristaniopsis laurina, Dt, Dodonaea triquetra, Lp, Leptospermum polygalifo-
lium, Pe, Pteridium esculentum, Bn, Blechnum nudum, Ll, Lomandra longifolia, Cl, Cyperus lucidus. Source: From Webb, A.A.

Episodic erosion, riparian vegetation colonisation and the late Holocene stability of sand-bed, forest streams in southeastern
Australia. PhD thesis, University of Sydney: Sydney, Australia, 2002.
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as well as its orientation to the mainstream flow
direction. To have a significant impact on bankfull
flow hydraulics, research has shown that large wood
would have to occupy greater than 10% of the channel
cross-section.[12]

CHANNEL AND FLOODPLAIN MORPHOLOGY

Vegetation can have marked impacts on the mor-
phology of stream channels. In general, streams with

heavily vegetated banks have smaller width to depth
ratios than those with unvegetated banks.[5] However,
in some instances, vegetation (including large wood)
within the channel may divert flows against stream-
banks leading to localized bank erosion and channel
widening. The influence of riparian vegetation on
channel morphology and pattern dates back to the
Permian. Sedimentary evidence from the Karoo Basin
of South Africa indicates that following the Permian–
Triassic extinction and concomitant changes in plant
ecosystems, there was a basin-wide change from

Fig. 2 Roots of river red gum
(Eucalyptus camaldulensis) trees
contribute to streambank stability:
Murray River, Australia. (Photo by

author.)
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meandering to braided river systems. This was attrib-
uted to an increased supply of bedload due to catas-
trophic extinction of terrestrial plant life and
decreased resistance of the channel boundary due to
the loss of channel-margin vegetation.[13]

Vegetation may also play an active role in shaping
the morphology of floodplains. Vegetation often acts
as a nucleus for bar and bench sedimentation and also
influences the development or destruction of floodplain
landforms. On low gradient streams, the formation of
flood chutes and meander cutoffs can be attributed
to the presence of dense vegetation in the riparian zone
creating significant backwater effects and diverting
floods through the neck of floodplain loops.[14] Smaller
scale landforms can also be induced on forested flood-
plains, such as scour holes formed around tree stumps/
roots and mounds/hummocks formed on nuclei of
shrubs, rushes, or grasses.

CONCLUSIONS

Riparian geomorphology is a term used to describe the
study of the complex and dynamic interactions that
exist between riparian vegetation, large wood, and

the morphology and evolution of stream channels
and floodplains. The geomorphology of riparian zones
exerts influence over the distribution or zonation of
vegetation species and the large wood that it recruits.
Conversely, riparian vegetation and large wood can
significantly influence the geomorphology of channels
and floodplains through mechanisms including bank
erosion control, sediment storage patterns, bed sta-
bility, resistance to flow, and floodplain hydraulics.
This influence is greatest when the ratio of vegetation
size to channel size is at a maximum and declines when
channel width exceeds the mean height of vegetation
growing adjacent to the stream.

Worldwide, a number of river systems have been
subjected to extensive clearing of riparian vegetation
and the removal of large wood, which has resulted
in a plethora of documented environmental impacts
including increased flow velocity, spatially extensive
bed degradation, massive channel enlargement, and
loss of fish habitat.[15] In recent decades, our under-
standing of riparian geomorphic processes has
increased dramatically, primarily due to advanced
studies of riparian vegetation, large wood, and geo-
morphic interactions in forest streams. Knowledge of
such processes will become increasingly important as

Fig. 3 Scour pools formed beneath channel-spanning pieces of large wood are an important source of fish habitat, Wheeny
Creek, Australia. (Photo by author.)
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river managers attempt to rehabilitate our river sys-
tems from the impacts of human disturbance.
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River Channelization

Nicola Surian
Dipartimento di Geografia, University of Padova,
Padova, Italy

INTRODUCTION

Channelization includes those methods of engineering
(resectioning, straightening, construction of levees,
diversions, etc.) that modify existing river channels or
create new channels, often changing the relationship
between river channels and floodplains. The most com-
mon purposes of channelization are flood control, land
drainage improvement, creation of new spaces for
urbanization or agriculture, maintenance or improve-
ment of navigation, and reduction of bank erosion.
Channelization is carried out both on very large rivers
and small streams; it is widespread in lowland rivers,
but also many upland (mountain) rivers have experi-
enced this type of human intervention.

Human impact on rivers has a long history. For
instance, the Yellow River, in China, has been regu-
lated for at least 4000 yr and most alluvial rivers in
Europe have been channelized during the last
2000 yr. Nowadays, channelization is much more wide-
spread in those countries that have undergone a
remarkable economic development during the last
century or so (e.g., United States, European countries,
Japan). In the United States, the federal government
has been rechanneling rivers since the 1870s and more
than 8000 miles of streams and rivers have been chan-
nelized during the 1950s and the 1960s for agricultural
purposes.

Often channelization has induced severe effects on
the environment (e.g., channel dynamics, groundwater
resources, aquatic and riparian ecology, etc.) as well as
on human structures (e.g., bridges, roads). For this rea-
son, in some countries, especially in those strongly
affected by channelization, there have been some
changes in the attitude about stream management
through a more careful use of traditional methods,
through the use of different approaches (in particular
geomorphological and ecological ones) and the resto-
ration (or rehabilitation) of existing channelized rivers.

TYPES OF CHANNELIZATION

Channelization is carried out through different engi-
neering methods that can be used one by one or by

more than one method at the same time, according
to river characteristics (e.g., channel cross section,
channel gradient, bed and bank material, vegetation)
and purposes of intervention (flood control, urbani-
zation, agriculture, navigation). The most commonly
adopted methods are briefly described.

Resectioning by Widening and Deepening

Widening and deepening increase the channel cross
section; therefore, channel capacity to contain flows
is increased and floodplain is inundated less frequently
(flood control and agricultural purposes). In some
cases this type of intervention is adopted to lower the
water table for the improvement of agriculture. Chan-
nels are commonly designed with trapezoidal cross
sections, but rectangular sections can be used where
banks are stable (e.g., concrete banks) and triangular
sections in small ditches.

Straightening

Straightening implies the cut of river bends (meander
cutoff in the case of a meandering river); it produces
shortening of the river channel, increasing of the gradi-
ent, and increasing of the flow velocity. The purpose is
to reduce flood heights.

Levees (or Embankments)

The aim of levees is to increase channel capacity so
that flood flows are confined and do not inundate the
areas adjacent to the channels (floodplains), which
would be inundated under normal conditions. Levees
generally have a trapezoidal section and can be built
close to channel banks (in this case levees must be quite
high) or more far apart (for instance including
the ‘‘shifting belt’’ or the ‘‘erodible corridor’’ of the
river). This type of intervention, which is used both
in rural and urban areas for flood control, requires
extensive maintenance of the structure itself (geotech-
nical properties of materials may decay through time)
as well as of the river channel [aggradation of the
river bed may occur once the flows have been confined
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within embankments; e.g., several lowland rivers in the
Po Plain (Italy) or braided rivers in New Zealand].[1]

Flood Walls and Lined Channels

This type of method is commonly used in urban areas
where other kinds of channelization are limited or
where access for maintenance is restricted.[2] Lined
channels generally have a rectangular cross section
with vertical sides made of concrete. This type of chan-
nelization produces a remarkable decrease of channel
roughness, an increase of flow velocity, and, conse-
quently, a decrease of water level for a given discharge.

Bank Protection Structures

Groynes are structures built transverse to the river flow
and extending from the banks into the channel. The
aim of these structures, which deflect the direction of
the flow, is to protect the banks from erosion processes
and, in some cases (groynes can be either impermeable
or permeable), to induce sediment deposition behind
the structures. The use of revetments is another tech-
nique adopted to prevent bank erosion. Different
materials (concrete, gabions, synthetic materials, live
or dead vegetation) are used for revetments.

Diversion Channels

New channels can be constructed to divert flows out of
the existing channel (e.g., the Danube River in Vienna).
Diversion channels are usually aimed at flood control
(for instance where river channel cannot be resectioned
or where levees cannot be built or built higher) and
agriculture improvement.

Culverts

This type of channelization has often been used for
urban streams, but also for small rural/mountain
streams. In the latter case large-diameter concrete pipes
are used. Culverting of a stream is most likely the
‘‘hardest’’ type of channelization since it implies the
disappearance of the stream below ground surface
for short or longer reaches.

EFFECTS OF CHANNELIZATION

Several studies have documented that channelization
may have different effects on channel morphology,
riparian and floodplain ecology, human infrastruc-
tures, etc. (Table 1). Such effects regard not only the
channelized reaches of a river but, quite often, also

Table 1 Examples of studies documenting the effects of channelization

Location Effects (channel morphology, ecology, structures, etc.) References

Danube River, Austria Ecology [12]

Rhone River, France Incision; destabilization of infrastructures;
lowering of water table

[13]

Garonne River, France Ecology [14]

England and Wales Channel adjustments [15]

Main River, Ireland Flows [7]

Skawa and Wisloka Rivers, Poland Incision; decrease of overbank flow and deposition [6]

Raba River, Poland Increased flood magnitude [16]

Denmark Channel adjustments [17]

Italy Channel adjustments [4]

Spoon River, Illinois Channel aggradation; good ecological effects [10]

Wolf River, Tennesse Incision; habitat destruction; increase earthquake risk [18]

Iowa Degradation; loss of land; damage to infrastructures [11]

Several Rivers in Tennessee Incision; aggradation; riparian vegetation [8]

Kissimmee River, Florida Ecology [19]

Salt River, Arizona Channel changes [20]

Rio Puerto Nueva, Puerto Rico Groundwater changes [21]

Kuchoro River, Japan Aggradation; vegetation change in wetlands [9]

New Zealand Riparian ecology; channel morphology [22]

Australia Aquatic habitat [23]
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the upstream and downstream reaches (e.g., nickpoint
migration; increased flood discharges in the down-
stream reaches). In some cases the effects of chan-
nelization have been really dramatic since early
channelization projects were designed with little or no
consideration of sediment transport and river dynam-
ics.[3] The effects of channelization may be grouped
into the following categories: river morphology and
dynamics; hydrology; ecology; human structures and
activities. Since in many situations channelization is
not the only human impact on rivers and their drainage

basins, it is worth noting that most of these effects
are often the results of a combination of such impacts
(channelization, dams, sediment mining, land use
changes).[4]

River Morphology and Dynamics

River morphology and dynamics can be significantly
affected by channelization (Fig. 1). Since the different
types of channelization (see previous section) imply

Fig. 1 Channelization of the Cosa Torrent (Tagliamento River basin, Italy): the braided reach of this torrent has been chan-
nelized at different degrees (strong channelization in the upper reach, softer channelization in the downstream reach): (A) old

map (1805) showing the braided morphology of the Cosa Torrent prior to channelization; (B) conservation of the braided
morphology in the downstream reach where levees were constructed 150–200 m apart; (C) disappearance of the braided
morphology (nowadays the channel is only 35 m wide) following several channelization works (straightening, construction of
levees, etc.).
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changes in the morphological and hydraulic character-
istics of a river (width, depth, slope, bed and banks
roughness), morphological adjustments are likely to
take place to attain a new equilibrium condition. As
regards bed-level adjustments, river incision, due to
increased stream power, is a common phenomenon,
but also bed aggradation is not infrequent (e.g., in
downstream reaches or following a period of channel
incision). ‘‘Classical’’ examples of channel evolution
due to channelization, and in particular to straighten-
ing, are those documented in the southeastern United
States.[5] Other remarkable effects are those produced
by the construction of levees (or by incision induced
by other types of channelization[6]): such construction
dramatically changes sediment fluxes, reducing
sediment deposition in the floodplain.

Hydrology

Channelization works affect river and floodplain
hydrology. As for floods, channelization generally
produces higher velocity in the channelized reach
(therefore lower water stage) but can induce increased
flood discharges in the downstream reaches due to
reduction (or elimination) of floodplain storage and
to an increased hydraulic efficiency of the channels.
Deepening of the channel or incision induced by chan-
nelization may strongly affect hydraulic relationships
between the river and its floodplain. In the case of
unconfined aquifer, the lowering of the water table is
likely to occur, whereas in the case of confined aquifer
an increase of stream flows may take place.[7] In coastal
reaches, changes of water-table levels can produce soil
salinization due to variations in salt wedge position. In
very low gradient rivers, overbank flows, which under
natural conditions are due to backwater effects and
are fundamental from an ecological point of view,
can be significantly reduced or eliminated. In addition,
there are several examples of the effects of channeliza-
tion on water quality.[2]

Ecology

River channelization frequently has serious effects on
aquatic and riparian ecosystems, but may have far-
reaching effects extending into the floodplain. Both
flora and fauna along the river are affected by changes
induced by channelization, such as morphological
(e.g., disappearance of pool-riffle sequences), sedimen-
tological (e.g., more uniform grain-sizes), and hydrolo-
gical changes (e.g., changes in water levels and
temperatures). A detailed reconstruction of riparian
vegetation recovery patterns following stream channeli-
zation has been carried out in West Tennessee.[8] Flood-
plain ecosystems may be affected since hydrological

and sedimentary connectivity between the river and
its floodplain may dramatically change (decrease of
overbank flows, lowering of water tables, etc.). Wet-
land environments, which are often drained for agri-
culture, are frequently affected by channelization.[9]

Finally, it is worth pointing out a recent study, on
the Spoon River (Illinois), describing stream aggra-
dation induced by channelization and the likely
positive effects for the river ecology.[10]

Human Structures and Activity

In addition to several beneficial effects for human
activities (urbanization, agriculture, navigation), chan-
nelization may have some negative effects for man. The
most common effects, frequently induced by channel
instability (e.g., incision or bank erosion), are damage
to transportation and communication infrastructures
and loss of land. In some cases such effects have been
evaluated in terms of economic costs.[11] As for floods,
it should not be forgotten that channelization itself
induces an increase of human occupation and activities
in floodplains and therefore an increase of flood risk.

CONCLUSIONS

Channelization, which includes a series of engineering
methods to modify river channels, or create new chan-
nels, is widespread throughout different environ-
mental settings and aims at flood control, land
drainage improvement for urbanization and agricul-
ture, maintenance or improvement of navigation, and
reduction of bank erosion. Most of the published
studies have focused on negative effects of channeliza-
tion, but it must be recognized that there are several
situations where channelization has been necessary
and useful.

In many countries, especially in those most affected
by channelization and related effects, river manage-
ment approach has undergone some changes in the last
decades. There is more awareness that traditional
engineering methods are not always the best practice
for rivers and related environments, and that remark-
able adjustments may take place in channelized rivers,
especially in higher-energy reaches. Nowadays river
managers not only have ‘‘softer’’ techniques (e.g.,
bioengineering techniques) at their disposal but also
geomorphic and ecological knowledge allowing more
comprehensive approaches to manage fluvial environ-
ments (e.g., basin-based approaches and capability to
predict the potential effects of channelization). There
are also increasing number of examples concerning
enhancement, rehabilitation, or restoration of existing
channelized rivers.[3]
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River Channels
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INTRODUCTION

The earth’s surface is organized into an integrated
system of watersheds drained by rivers that function
to transport water and sediment. In addition to their
role in removing runoff and sediment, rivers perform
important ecological functions, represent valuable
habitat to aquatic flora and fauna, are laterally con-
nected with riparian ecosystems, and represent a
longitudinal corridor between terrestrial and marine
settings. Since the beginning of civilization, humans
have depended on rivers as resources for food and
water, irrigation, and transportation. Humans have
compromised the ecological functioning of many rivers
because of exploitation related to irrigation, commerce
and navigation, and flood control.[1,2] Changes to river
channels frequently occur because of modifications to
the physical controls on river channels, sediment, and
streamflow. Modification to the streamflow and sedi-
ment regime occurs indirectly because of land degra-
dation or dams within the upper basin, or by direct
engineering modifications to the main-stem channel.
Changes in these physical controls have significant
implications to the morphology, behavior, and ecologi-
cal viability of rivers and are likely to be somewhat
unique to each river basin. Nevertheless, to understand
the magnitude, timescale, and character of river
response, it is essential to understand the fundamental
processes controlling river channel morphology.

Rivers exhibit significant variability in form and
behavior, and develop a channel pattern in response
to hydraulic and sedimentary controls.[1] Classification
of river channel patterns is essential for understanding
how fluvial processes alter rivers, and for effective res-
toration and management. The coarsest level of river
classification is based on whether a river is bedrock
confined or is free to adjust its channel within its flood-
plain, also known as an alluvial channel. Rivers in con-
tact with resistant bedrock are not able to dynamically
adjust their channel, such as a river flowing within a
narrow canyon, and are commonly dominated by
much older structural controls such as folds and faults.
Alluvial channels, alternatively, flow within a bed of
their own sedimentary deposits, alluvium, and are
therefore free to adjust their channels in four dimen-
sions: slope, planform, width, and depth.[1] Alluvial

river channels have been classified according to several
criteria, including whether a channel is dominated by
suspended or bedload,[3] has single or multiple chan-
nels, and by planform (overhead) pattern.[5] The latter
is the most utilized approach, with the three dominant
channel patterns being braided, meandering, and
anastomosing. The planform approach to channel
classification is also common because of its ease of
application using a variety of data types and geo-
graphic techniques, such as maps, air photos, satellite
imagery, and GISs (geographic information systems).
Meandering rivers are the most studied because ele-
ments of their channel geometry exhibit systematic
empirical relationships between different morphologi-
cal elements, such as the relationship between meander
bend wavelength and the spacing of pools and riffles
(Fig. 1).

PROCESS: DEPOSITION AND EROSION

River channel patterns are ultimately controlled by a
unique combination of hydraulic and sedimentary con-
trols. However, at a fine scale, channel adjustment
occurs because of the process of fluvial erosion and
deposition. Deposition of sediment, bedload or sus-
pended load, results in channel bed aggradation (verti-
cal adjustment), and the formation of channel bars
(lateral adjustment). Deposition becomes dominant
when sediment load increases relative to discharge,
resulting in the capacity of the channel to transport
the load supplied being exceeded. Deposition also
occurs if the channel competence decreases relative to
sediment size. Excessive channel bed aggradation has
significant consequences to the style and behavior of
alluvial channels, and over historical timescales has fre-
quently occurred because of land use change triggering
excessive soil erosion. Such changes also have negative
consequences to the ecological functioning of channels,
a topic that has become a major area of research by flu-
vial geomorphologists.[2]

Channel erosion occurs by two distinct processes,
entrainment of channel bed sediment (scour) or mass
wasting of channel banks, which results in channel
banks collapsing into the channel bed. Channel scour
occurs when shear stress, controlled by channel slope
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and flow depth, exceeds the critical or threshold shear
stress required for channel bed sediments to be
entrained. The energy required to erode is largely
dependent on sediment size, but factors such as pack-
ing and particle shape are also important.[1] Entrain-
ment and channel scour are velocity-dependent, and
are greatest during large streamflow events. During
large streamflow events, channel banks in small rivers
are often eroded directly by fluvial abrasion. However,
most rivers’ channel banks are eroded primarily by
mass wasting, which is fundamentally a gravity-driven
process. Mass wasting results in bank material collaps-
ing into the river after the bank height becomes
unstable. In most cases, channel bank erosion is a
two-part process, whereby channel bed scour adjacent
to the channel bank results in over-steepening, and
subsequent bank collapse. Because this often occurs
during or shortly after large streamflow events, satu-
ration of the bank material is also important, which
reduces the shear strength of bank material by increas-
ing the weight and decreasing cohesion of bank

material. The resistance of bank material to erosion
is largely dependent on the cohesion of bank material,
a function of the silt–clay within the bank material.[6]

Most channel banks, however, have heterogeneous
deposits, with coarse-grained channel deposits being
capped by fine-grained flood deposits.[1]

Erosion and deposition, therefore, occur over very
short periods, ranging from instantaneous to single-
event timescales. However, the location of erosion
and deposition within a river reach often occurs in
rather predictable locations influenced by the planform
channel geometry.

CHARACTERISTICS OF ALLUVIAL CHANNELS

The characteristics of alluvial channels may be con-
sidered from the standpoint of control and response
(Table 1). While the three types of alluvial channels
considered here each have unique characteristics,
there are also several common features, providing a

Fig. 1 Geomorphic characteristics of mean-
dering rivers. Source: From Ref.[4].
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framework for comparisons between anastomosing,
meandering, and braided rivers. Having an under-
standing of the characteristics of channel patterns is
important because it can be used to understand and
predict the behavior of an individual river system, as
well as providing a guide for more effective river
management and river restoration projects.[2,7]

Meandering rivers have a single channel with a sinu-
osity (ratio of channel length to valley length) ranging
from about 1.5 to 3.5. Meandering rivers are the most
studied of any channel type, in part because their
meander bend geometry is directly linked to stream
energy.[8] Thus, the size of meander bends is scale-
dependent, and there are close relationships between
channel width and radius of curvature, meander bend
wavelength, and the spacing of pools and riffles.[4]

Similarly, the planform geometry of meandering rivers
is associated with a systematic pattern of erosion at
channel cutbanks and pointbar deposition on the
inside of meander bends (Fig. 1). The energy regime
(the product of slope and streamflow) of meandering
channels is generally moderate to low. Meandering riv-
ers with high amounts of silt–clay in the bank material
are associated with relatively stable banks and with
low rates of lateral migration.[3,6] The cohesion pro-
vided by silt–clay in the bank material increases bank
stability, resulting in narrower and deeper channels
(low w/d ratio), and such rivers would generally be
associated with low-energy (low gradient) settings.
High-valley gradients are often associated with an
increase in sinuosity and lateral migration rates.[9] If
such rivers also have sandier channel banks (low %
silt–clay), it has been shown to result in unstable banks

and frequent channel adjustment.[3] Meandering chan-
nels are dominant within large low-energy river valleys
and the lower reaches of large drainage basins,[10] but
meandering rivers can also be found in high mountain
valleys where the gradient and sediment load are not
too high.

Braided rivers have multiple channels separated at
low flow by channel bars or islands, resulting in a high
thalweg sinuosity.[7] At higher flows, channel bars and
islands are inundated, reducing sinuosity as flow is
contained within defined floodplain channel banks.[5]

Braided rivers are generally associated with high rates
of bedload transport, which may include either cobble,
gravel, or sand bed channels. The flow regime displays
greater variability than that in either meandering or
anastomosing (Table 1) and commonly results in fre-
quent reworking of channel bars. Many braided rivers
have relatively stable vegetated channel islands, but
these features are not considered permanent and are
much younger than adjacent floodplain deposits. The
high bedload of braided rivers requires a wide channel
bed, resulting in high w/d ratios, and high channel
gradient for transport (Fig. 2). Channel erosion rates
can be locally high, but because of the absence of a
planform pattern of erosion, such as within meander-
ing rivers, cross-valley rates of erosion are variable.
Deposition occurs on the downstream end of bars,
and braided rivers are not associated with significant
pointbar deposits.

Anastomosing rivers are characterized by a flood-
plain having multiple channels flowing within cohesive
deposits.[7] Such rivers are associated with very low
rates of channel migration, and instead are dominated

Table 1 Characteristics of river channel patterns

Characteristics Anastomosing Meandering Braided

Control Gradient Low Moderate High
Energy Low Moderate to low Moderate to high
Flow
variability

Low Moderate High

% silt-clay
in banks

High Moderate Low

Dominant

sediment
load

Suspended Suspended and bed load Bed load

Response Sinuosity High High to moderate Low
Width:

depth ratio

Low Moderate High

Lateral
migration

Rare Common Common

Planform depiction
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by avulsions, which occur when a channel abruptly
switches courses. Anastomosing channels are low-
energy channels,[10] which are dominated by fine-
grained suspended sediment loads, cohesive channel
banks, low w/d, and low channel gradients (Table 1).
Anastomosing channels are not as common as
meandering and braided channels, and have received
considerably less attention from the research com-
munity. Nevertheless, fluvial geomorphologists and
sedimentologists are currently debating as to whether
anastomosing channels represent a true ‘‘end member’’
channel type, or whether there is a continuum of
channel patterns from braided, to meandering, to
anastomosing.

CONTROLS ON CHANNEL PATTERN

Alluvial rivers differ markedly in morphologic charac-
teristics, and as suggested above, the controls that
determine channel pattern. Understanding controls
on channel pattern is critical to interpreting the fluvial
geologic record, and for understanding the magnitude
of channel change and timescale for channel adjust-
ment when disturbances are introduced into a drainage
system. Two broad approaches have generally been
utilized to understand controls on alluvial channel
patterns: hydraulic and sedimentary.

The hydraulic approach primarily utilizes bankfull
discharge and slope and was championed by various
works of Leopold.[5,8] The hydraulic approach has
been successful at distinguishing between broad chan-
nel patterns (Fig. 2). For a given streamflow and sedi-
ment load, braided rivers are associated with a greater
slope than meandering or anastomosing, which are
generally associated with very low gradients. Anasto-
mosing rivers are associated with low stream power,
primarily owing to low valley gradients.[10] Essentially,
the approach by Leopold and Wolman[5] suggests that
a transition occurs, from meandering to braided, when
a specific energy threshold is crossed. The general
framework has stood the test of time fairly well
because discharge and gradient relate directly to
stream power. Along a river valley, a meandering to
braided transition frequently occurs when slope
exceeds a threshold value (Fig. 3), which is commonly
because of geologic controls. More recent hydraulic
approaches have utilized valley slope (e.g., Ref.[11])
rather than channel slope, because channel slope and
channel pattern are interrelated.

A sedimentary approach was endorsed by
Schumm,[3,6] who considered whether rivers were
dominated by suspended or bedload transport, and
the cohesion (% silt–clay) of bank material. It is impor-
tant that the sedimentary approach be considered
within the context of channel resistance to erosion.

Fig. 2 Distinguishing river channel patterns based on hydraulic controls. Source: Modified from Ref.[5].
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An increase in bedload or bed material size represents
an increase in resistance to the hydraulics of stream-
flow. Similarly, an increase in the silt–clay of bank
material represents an increase in cohesion, increasing
bank resistance to erosion. While both approaches
have been found effective, more recent work has
sought to combine these two approaches. A study by
van den Berg,[11] for example, combined stream power
and bed material size and found that cobble bed
braided rivers were associated with higher stream
power than gravel bed braided rivers. Thus, resistance
to streamflow provided by coarser bed sediments
requires an increase in gradient (energy) for transport.
Such an approach directly considers channel pattern
with respect to flow competence, or the ability of a
channel to entrain and transport its sediment, which
relates to the fundamental processes of erosion and
deposition (discussed above).

Additional influences on channel pattern include
neotectonic controls.[9] While neotectonics would

appear to represent a distinct control, it should actu-
ally be considered from the standpoint of either a
hydraulic or sedimentary control. Neotectonics rep-
resent a hydraulic influence in the case of causing a
reach-scale change in valley gradient, with valley slope
usually being greater on the downside of a fold axis
(hinge point), but lower on the downthrown block of
a normal fault. Such changes in valley slope commonly
result in an adjustment of sinuosity. Neotectonics also
influences sedimentary controls, principally by empla-
cing bedrock or older deposits not associated with
the contemporary hydrologic regime into the active
channel. This produces a reach-scale change in bed
sediment that can result in a local adjustment of chan-
nel planform and w/d ratios. During the past decade,
there has been a much greater appreciation of the
importance of neotectonics to alluvial river channels.
Predictably, this occurs within high relief settings along
active margins, but even low-energy coastal plain
settings along passive margins commonly present

Fig. 3 Plan and long profile (slope) of Cottonwood Creek, Wyoming (U.S.A.). The river changes its channel configuration from
meandering to braided because of an increase in slope. Source: From Ref.[5].
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significant neotectonic influences on river channel
patterns.[9]

ENVIRONMENTAL CONSIDERATIONS

River channel change is environmental change. This
is appreciated when evaluating the response of rivers
to various human impacts, such as land use change
and engineering. The potential impact of a specific
human disturbance to an alluvial channel should be
considered from the standpoint of its influence on
channel controls, namely discharge (Q) and bedload
(Qbl). Schumm[3] developed a framework that can
be used to consider the impact of specific human
disturbances to channel morphology (Table 2). For
example, an increase in discharge and bedload would
result in an overall larger channel, manifested by an
increase in w/d, sinuosity, and meander wavelength
(Table 2, a).

River engineering occurs in several forms, but most
commonly involves a direct modification to the chan-
nel, or direct alteration of the discharge and sediment
regime. The two major ways in which this has occurred
is through channel straightening and in the construc-
tion of dams and reservoirs, both of which were com-
mon for flood control and navigation from the 1930s
to the 1970s. River straightening results in an abrupt
increase in channel slope, and channels frequently
respond by upstream incision of knick points (a local
steep section of channel) and channel widening.[2] This
frequently disturbs downstream aquatic habitat by
reducing channel complexity, principally pool and
riffle environments. Dam and reservoir construction
has largely reduced downstream flow variability and
sediment loads. The geomorphic effect is variable,
but commonly results in downstream channel incision
and a reduction in channel w/d (Table 2, b). Addition-
ally, this disconnects the channel from the floodplain,
altering riparian ecosystem processes.[7] The distance
downstream that such actions influence the channel is
largely governed by dam management and also the
characteristics of tributaries that enter downstream of
the dam.[1]

Land use change as a result of urban sprawl or con-
version to agriculture has had a profound impact on
alluvial river channels. The process of urbanization fre-
quently introduces a specific sequence of changes to a
river channel that occurs over a period of several
decades. Most commonly, this includes initial incision
and bank widening upstream owing to increased peak
discharge and a reduction in sediment load (e.g.,
Table 2, c), with increased sedimentation and flooding
downstream.[1] These changes are also responsible for
significant channel degradation and loss of associated
riparian habitat. Agriculture and logging have impacted
many rural streams, and are largely associated with
increasing runoff and peak discharge events. Associ-
ated with this has been an increase in sediment loads,
particularly suspended sediment loads, because of an
increase in soil erosion. These upper basin land use
changes were manifested in downstream channel
adjustments. This was widespread in the Midwest
and Eastern U.S.A. from the mid-1800s to the early-
1900s. Improvements in land management, particularly
after the 1930s, have resulted in landscape and channel
stabilization. Importantly, the consequence of this
legacy of land mismanagement to river channels has
resulted in a broader appreciation for effective water-
shed management, and in particular, has heightened
our understanding of the linkages between upper basin
controls and downstream fluvial processes and aquatic
ecosystems. The scientific framework developed by
fluvial geomorphologists from the mid-1950s to the
1990s is beginning to be applied by agencies charged
with river management and restoration.

Largely in recognition of human impacts on river
channels, there is increasing interest in river resto-
ration.[2,7,12] The degree to which a river is restored
to its predisturbance form depends largely on present
human interests in a particular river. Rural rivers
may be restored to their ‘‘natural’’ form, such as along
the Kissimmee River in Florida (U.S.A.) where cutoff
meander bends were reconnected. However, in urban
areas where most river restorations occur,[12] rivers
are often aesthetically restored, but the demand for
channel stability dictates that rivers must not be
allowed to act natural, ultimately requiring consider-
able channel engineering.

SUMMARY

Understanding controls and characteristics of alluvial
river channels is increasingly recognized as vital to
understanding broader riparian environments. Because
alluvial river channels include several modes of adjust-
ment, a change in hydraulic or sedimentary controls
can have significant consequences to the physical
integrity of a river, and the associated ecology of its

Table 2 River channel response to changes in bedload
and discharge

a. Qþ, Qsb
þ ! wþ, d�, (w/d)þ, lþ, S�, s�

b. Q�, Qsb
� ! w�, d�, (w/d)�, l�, Sþ, s�

c. Qþ, Qsb
� ! w�, dþ, (w/d)�, l�, Sþ, s�

d. Q�, Qsb
þ ! w�, d�, (w/d)�, l�, S�, sþ

Q: streamflow (discharge); Qsb: sediment bedload; w: channel width;

d: channel depth; (w/d): channel width to depth ratio; l: meander

wavelength; S: channel sinuosity; s: channel slope
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channel and floodplain. For decades, separate disci-
plines studied rivers for distinct reasons, but there is
increasing recognition of the need for an interdiscip-
linary approach to river management and restora-
tion, particularly within geomorphology, biology, and
engineering.
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INTRODUCTION

In arid and semiarid regions, the limited availability of
water is the major constraint to agricultural develop-
ment. These regions are increasingly suffering from
shortage of water. Moreover, due to human population
explosion in most of these areas, the demand for water
continues to grow. Indeed, of the 9.4 billion expected
total world population by 2050, 8.2 billion will live in
developing countries, of which 3 billion will reside in
arid and semiarid environments.[1] Therefore, compe-
tition for water among different sectors will be heigh-
tened, and the share of water for agriculture will be
shrinking. The limited renewable water resources and
the need for higher agricultural productivity means
that developing alternative water resources is necessary
in dry areas.

One of the inefficiently used resources in arid and
semiarid regions is rainfall surface runoff. Rainfall in
these regions is generally low and erratic, and it is
characterized with seasonal and spatial uneven distri-
bution. Due to the absence of proper management,
much of the rainfall is lost to deep seepage, evapo-
ration, and/or unutilized surface runoff. The variability
in rainfall results in crop productivity failure and is
considered the most common and unpredictable prob-
lem that farmers in arid and semiarid regions have to
face year after year.

The gross volume of rainfall received annually by
vast dry areas may be substantial. Any significant
increase in the quantity of water available to crops in
arid and semiarid regions may improve the reliability
and sustainability of agricultural production systems
in these regions. Such increase can be induced by water
harvesting, which offers an efficient approach for con-
fronting the seasonality, uneven spatial distribution,
and ineffectiveness of rainfall in dry regions. Among
numerous examples in various locations around the

world is a productivity analysis done for an agricul-
tural area in the hot arid tropics of India. This study
indicates considerable improvement in gross monetary
returns under diversified cropping systems adopted due
to improved dry-land farming technologies including
water harvesting through creation of farm ponds.[2]

BACKGROUND

Water harvesting is not a new development but rather
an ancient method of water supply.[3–5] Fraiser[6]

reported several examples from the literature of early
water harvesting structures. Researchers found such
structures that date back over 9000 yr in the Edom
Mountains in southern Jordan. Some other evidence
was identified of simple forms of water harvesting
practiced in the Ur area in Iraq at around 4500 B.C.
The term was probably cited for the first time in
the literature by Geddes in 1963 defining it as the col-
lection and storage of any form of water, either runoff
or creek flow, for productive use.[7] This definition, as
well as others, focuses on surface runoff as the key fac-
tor in water harvesting, the source of runoff being
mainly rainfall and snowmelt flowing from slopes
and in ephemeral streams.[8]

During the past 40 yr, water harvesting has been
receiving renewed attention.[9] Boers and Ben-Asher[10]

reviewed the achievements in this field during the
1970s. Research during that period emphasized two
aspects: surface runoff inducement, as well as runoff
collection and conservation. Considerable research
was done on methods to reduce surface storage and
infiltration losses. Runoff farming and the issue of
relative sizes of the catchment area and storage
reservoir have recently concentrated thorough investi-
gation efforts.[11–13] However, very little was done con-
cerning the more fundamental physical and hydrologic
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modeling aspects of water harvesting. Nevertheless, this
field is currently capturing significant attention.[14–16]

The goal of this chapter is to provide an overview of
various water harvesting methods and to present a case
study on the application of reservoir siting in a dry
marginal area of Lebanon using the hydro-spatial
AHP method that was developed for that purpose.

OVERVIEW OF WATER HARVESTING
METHODS

Classification of Water Harvesting Techniques

Boers and Ben-Asher[10] defined three main character-
istics of water harvesting. First, it is applied in arid and
semiarid regions where runoff is intermittent; second,
it depends upon local water such as surface runoff,
creek flow, springs, and soaks; and third, it is relatively
small-scale in terms of catchment area, storage volume,
and investment. Other important elements in the defi-
nitions of water harvesting are the form of runoff,
the use of runoff, and the harvesting technique itself.[8]

Most authors have their own classifications of water
harvesting techniques. However, there is a general
consensus in the literature[8] that the methods of water
harvesting can be divided into two main categories:

Macrocatchment, or runoff farming, where surface
runoff water collected from a relatively large area is
conveyed by means of small channels, waterways,
and/or small diversion dams to a storage reservoir or
to a cultivated field.

Microcatchment, where a within-field system is used
to harvest water for one or several trees or bushes from
a relatively small area.

According to Fraiser,[6] there are three basic types of
water harvesting systems: the Direct Water Appli-
cation System (DWAS), the Supplemental Water
System (SWS), and the Combination System (CS).
In the DWAS the runoff water is stored in the soil
profile of the crop growing area during the pre-
cipitation event. This approach includes two major
configurations:

Floodwater irrigation, a system in which runoff is
diverted directly from small natural drainage channels
using water spreading techniques.

Microcatchment irrigation, where a microcatchment
consists of a small prepared runoff collecting area
directly upslope of the growing area.

In the SWS, the collected water is stored offsite in a
storage facility and applied later to the crop area using
some form of irrigation system. In the CS, the runoff
water is applied first to the crop area, where some
water infiltrates into the soil profile, and then the
excess water is diverted into a storage facility for later
application.

Water Harvesting Planning and Design

There is no standard procedure to simply select a water
harvesting technique for immediate implementation.
Siegert[9] stated that apart from basic technical consid-
erations concerning topography and soil characteris-
tics, the selected method must be compatible with
local lifestyles, social systems, and willingness of the
beneficiaries to adopt it. Unless people are actively
involved in development projects that are aimed to
help them, such projects are doomed to fail. Samra
et al.[17] considered that rainwater harvesting systems
should be site-specific, environmentally sound, com-
patible with indigenous traditional knowledge, present
minimum social conflicts, and meet multiple objectives.

A prerequisite to designing any water harvesting
system is the identification of suitable areas for apply-
ing water harvesting technology. Site selection for the
needed storage facilities is the most important step in
water harvesting system design. It requires the knowl-
edge of climate, topography, natural vegetation cover,
land use, soil characteristics, agricultural practices and
socio-economics of the area.[18] El-Awar et al.[15] added
that comprehensive hydrologic analysis of candidate
watershed(s) is a key element in successful planning
of water harvesting systems.

Collection of the necessary data and information
has been traditionally performed through available
reports, maps, or other sources such as surveys and
field investigations. However, on regional level the
accomplishment of data collection can hardly be made
by such traditional means because it would be too
expensive and time consuming. Remote Sensing (RS),
defined as the science of deriving information about
Earth resources from satellite images and aerial
photos, can be utilized for timely and accurate data
collection. The main advantage of satellite imagery is
that it provides information about natural resources
and land cover patterns quickly and inexpensively.
Digital Geographic Information Systems (GIS)
designed for data mapping, displaying, management,
and analysis can improve the decision making process
in water harvesting system planning by conducting
analyses otherwise rendered impractical and infeasible.
GIS-hydrologic model combinations can be used for
predicting surface runoff and other hydrologic param-
eters needed for water harvesting design purposes.

In the context of water harvesting planning, Giraldez
et al.[19] mentioned that several hydrologic models
have been proposed for evaluating water harvesting
systems from the simple Shanan and Schick[20] model
to the more detailed model of Illangasekare and Morel-
Seytoux.[21] Kutsh[22] introduced an equation based on
empirically derived parameters to approximately deter-
mine the quantity of water held back by water harvest-
ing structures. These empirically derived parameters are
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the water harvesting area (WHA), the water losses in
the WHA, and the water losses from the terraces and
slopes of the command area. Karmieli et al.[23]

developed an empirical model to predict runoff yield
in the Negev Desert. The equation assumes a linear
relationship between annual rainfall and runoff in a
given watershed taking into account the reduction in
runoff efficiency with the increase in catchment size.
Samra et al.,[17] while presenting the process of hydro-
logic design for water harvesting structures, mentioned
several methods to estimate the peak runoff and the
runoff volume. For the computation of peak runoff,
they recommend the use of the Rational Method as well
as several other empirical formulae developed under
different situations. With respect to the computation
of runoff volume, they suggested the use of the SCS
Curve Number Method. El-Awar et al.[16] used RS
and GIS techniques conjunctively with hydrologic
modeling and the Analytic Hierarchy Process (AHP)
for siting small water harvesting reservoirs in dry
marginal areas.

In summary, water harvesting planning consists of
the following steps:

� Collection of needed data on hydrology, soil
characteristics, land cover, and topography of the
investigated area using technologies such as RS.

� Utilization of a computer based analytical environ-
ment for data capturing, storage, manipulation, and
analysis such as GIS.

� Comprehensive hydrologic analysis of the investi-
gated area based on collected hydrologic data and
hydrologic modeling.

� Use of decision making tools for evaluating the
different alternatives of water harvesting systems,
including site selection and storage volume.

HYDRO-SPATIAL AHP METHODOLOGY FOR
SITING WATER HARVESTING RESERVOIRS
IN DRY AREAS: A CASE STUDY

Hydro-Spatial AHP is a methodology for locating and
ranking suitable sites for small water harvesting reser-
voirs. This methodology is based on quantifying the
overall site suitability for such reservoirs through a
Reservoir Suitability Index (RSI) calculated for poten-
tial candidate sites. This index is developed using
hydrologic modeling in conjunction with GIS and
AHP. The resulting procedure excludes sites where
reservoirs cannot be built, due to any physical con-
straints and/or restrictive land use policies and regula-
tions, and ranks the rest of the sites based on their
respective RSI values.

AHP, originally developed and introduced by
Saaty,[24] has been widely used for quantitative assess-
ment and ranking of different alternatives.[25] GIS
technology is used in this work for building and man-
aging the needed digital spatial database to provide
the site attributes required for the decision process.
Hydrologic modeling is used to determine the potential
runoff volume that represents a major decision cri-
terion in the hierarchical ranking process of different
candidate sites.

Site attributes, related to different decision criteria,
are determined through hydrologic modeling and
GIS applications. Both techniques are used simul-
taneously for estimating the necessary spatial hydro-
logic parameters. The AHP decision procedure uses
the calculated attributes in order to rank potential
sites based on their suitability for water harvest-
ing reservoirs.

The RSI is based on a set of selection criteria
defined by experts and discussed below. The method-
ology used for RSI computation can be represented
by the following steps: 1) identification of selection
criteria; 2) development of a hierarchy structure;
3) deciding on the Relative Weights (RWs) of elements
in different levels of the hierarchy structure; 4) deter-
mination of related site attributes through GIS
and hydrologic modeling; 5) calculation of the RSI
for all tested locations; and 6) ranking these locations
based on the calculated values of their indexes.

(1) Selection criteria: The first step is to define the
selection criteria. Such criteria are used to compute the
RSI and rank the sites that are under investigation.
The major selection criteria in this case study are
potential storage and land cover characteristics of
candidate sites.

(2) Decision hierarchy structure: The selection
criteria are arranged in a multilevel hierarchical deci-
sion structure. The first level of this structure repre-
sents the ultimate objective of the decision process.
The major selection criteria are placed in the second
level of the hierarchy structure. These major criteria
are further detailed and categorized into different sub-
criteria within subsequent higher levels of the struc-
ture. The highest level contains attributes or attribute
classes that are determined through hydrologic model-
ing and GIS applications. Classification of attribute
values into a finite number of classes would save on
the efforts needed for the evaluation of a large number
of tested sites.

The hierarchy structure that is developed for this
work is shown in Fig. 1. Its first level contains the RSI,
which is calculated for all candidate sites. The major
decision criteria that are used to calculate the RSI
value are arranged in the second level of the structure.
These criteria are the potential storage and land cover
characteristics of the candidate sites. In the third level,
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potential surface runoff as well as topographic and soil
characteristics are assessed. These represent the
component subcriteria that are used to evaluate the
potential storage. Land cover is subdivided into two
level-3 subcriteria: the proximity to benefiting agricul-
tural lands, and the total acreage of such benefiting
areas. The fourth level, which is the last level, contains
the attribute classes that are related to the major cri-
teria and subcriteria of the second and third levels,
respectively. The values of these attributes are
extracted from the developed GIS and hydrologic
model for the area. These values are grouped into a
number of classes based on value ranges of different
selection criteria and subcriteria.

(3) RWs: Related selection criteria, subcriteria,
and attribute classes are compared to each other in
pairs in order to develop RWs for all elements in the
decision hierarchy structure. All pairs of attribute
classes that belong to the same subcriterion are com-
pared to each other. Experts qualitatively judge all
attribute classes for their RWs in influencing the corre-
sponding subcriterion in the neighboring upper level of
the hierarchy structure. This qualitative judgment is
quantified by fitting different degrees of preference,
or significance, into a numerical scale. Table 1 shows
the scale used to represent different preference degrees
in this case study.

The degrees of preference of certain classes over the
others are represented by their corresponding numeri-
cal values that fill the cells of a decision matrix. The
decision matrices of all comparisons of attribute
classes of level 4 are shown in Table 2.

The matrix provides a format for quantitatively
comparing the weight or the importance of each attri-
bute class relative to other classes that belong to the
same subcriterion. The numerical values in the matrix
cells represent the preference of one attribute class
against another. For example, the first row of Table 2
shows that high potential runoff level is preferred five
times and nine times more than the medium and low
levels, respectively. It is noted that the diagonal cells
of the decision matrices are always filled with values of
unity because they represent the self-comparison of
attribute classes. The RW of an attribute class is con-
sidered as the normalized eigenvalue of the class row
within the comparison matrix. The eigenvalue is cal-
culated as the Nth root of the product of all the ele-
ments of the class row, where N is the total number of
elements in that row. The computed eigenvalue is
normalized by dividing it by the summation of the
eigenvalues of all the rows of the matrix.[26] The
RWs of the subcriteria and major criteria applied in
this work have been developed using the same
procedure. The corresponding decision matrices are
presented in Tables 3 and 4.

(4) Site attribute determination: The site attributes
related to different selection subcriteria are determined
through GIS and hydrologic modeling applications.
A digital GIS is built for the entire investigated area.
Different data layers of the GIS database are used
directly in computing the needed site attributes. The
GIS database is also used indirectly in this process
by providing the needed input data for the hydrologic
model to determine the potential surface runoff at the
candidate sites. The developed site attribute classes are

Fig. 1 Hierarchy structure for water harvesting reservoir siting.

Table 1 Numerical scale for qualitative preferences

Degree of preference Corresponding numerical value

Indifference 1

Weak preference 3

Strong preference 5

Very strong preference 7

Absolute preference 9

Table 2 Decision matrix for attribute classes of level 4 of

the hierarchy structure

High Medium Low Eigenvalue RW

High 1 5 9 3.557 0.735

Medium 1/5 1 5 1.000 0.207

Low 1/9 1/5 1 0.281 0.058
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assigned their respective RWs that are used to calculate
the RSI values at different sites.

(5) RSI computation: The RSI of a potential reser-
voir site is computed through the application of the
following formula:

RSI ¼
XN2

i¼1

RWi

XNi3

j¼1

RWjRWk

" #
ð1Þ

where RWi is the relative weight of level 2 major cri-
terion i, RWj is the relative weight of level 3 subcriter-
ion j, RWk is the relative weight of level 4 attribute
class k, N2 is the total number of level 2 major selection
criteria, Ni3 is the total number of level 3 subcriteria
that belong to level 2 major criterion i.

The above equation represents the ratings approach
of the AHP decision process.[26] The RWs of each
group of level 3 subcriteria are multiplied by the
RWs of their respective level 4 attribute values, aggre-
gated together, and multiplied by the RW of the corre-
sponding major selection criterion of the second level
of the hierarchy structure. This equation is applied to
calculate the RSIs of all potential sites of water har-
vesting reservoirs.

(6) Ranking of potential reservoir sites: The com-
puted RSI values are grouped into several classes,
and the investigated potential sites are ranked based
on their respective RSI classes. Ranking the potential
sites with respect to reservoir suitability helps in assign-
ing priorities for different sites in the terminal stages of
the decision process. The final phase of this process
consists of producing an RSI map showing the ranks
of all potential reservoir sites under analysis.

APPLICATION AND RESULTS

Pilot study area: This study focuses on Irsal, a remote
Lebanese highland region located in the Northeastern
dry marginal lands of the western slopes of the anti-
Lebanon mountain range. The region is characterized
by its semiarid weather with dry hot summers and cold
winters, and its average annual precipitation is about
300 mm. This low precipitation depth, coupled with
its non-uniform temporal and spatial distributions,
has a magnified effect on the water resources budget
in the region.

Decision criteria: All decision criteria and their
respective RWs used in this work were based on
indigenous knowledge and expertise in the pilot area
as well as relevant literature.[15,27] Threshold values
that define attribute class limits within the fourth level
of the decision hierarchical structure (Fig. 1) were
selected on the same bases as well. An interactive par-
ticipatory approach was followed to make use of local
farmers’ experience to improve different criteria and
attribute class limits extracted from the literature.
Local expertise had also been heavily used in assigning
the RWs of different attribute classes in the hierarchy
structure.

All subwatershed outlets in the study area were
considered as potential reservoir sites. The selection
criteria were used within the hierarchy structure to
calculate the RSIs of the potential sites under consid-
eration. The land cover criterion in the decision
hierarchy structure represents the proximity of a
potential reservoir site to stone fruit orchards and
other agricultural lands in the area, as well as the acre-
age of these benefiting areas. In other words, this
decision criterion assesses the potential site based on
the need for water in its vicinity.

The potential storage decision criterion is composed
of the site topographic and soil characteristics, in
addition to potential runoff component subcriteria.
Potential surface runoff within individual subwater-
sheds was estimated by means of the Soil Conservation
Service (SCS) Curve Number method. Watershed
Modeling System (WMS), a comprehensive hydrologic
modeling environment with GIS capabilities, was used
to determine these estimates. A composite (area-
weighted) curve number was derived for each subwa-
tershed. The needed hydrologic and basin data were
extracted from topographic, subwatershed, and land
cover GIS overlays that were imported into WMS and
processed for that purpose. HEC-1 model, interfaced
with WMS, was used for runoff calculations. Runoff
volumes from individual storms were determined, then
routed and summed to estimate the potential annual
runoff for all subwatershed outlets. Based on their indi-
vidual values, these potential annual runoff volumes
were classified into high, medium, and low classes.

Table 3 Decision matrix for level-3 subcriteria of the

hierarchy structure

Runoff Topography Soil Eigenvalue RW

Runoff 1 8 9 4.160 0.798

Topography 1/8 1 3 0.721 0.138

Soil 1/9 1/3 1 0.333 0.064

Area Proximity Eigenvalue RW

Area 1 7 2.65 0.875

Proximity 1/7 1 0.38 0.125

Table 4 Decision matrix for level-2 major criteria of the
hierarchy structure

Potential

storage

Land

cover Eigenvalue RW

Potential storage 1 4 2 0.800

Land cover 1/4 1 0.5 0.200
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The topographic and soil characteristics subcriteria
were used in this study as indicators of the site poten-
tial storage capacity. Candidate sites with very steep or
very mild slopes were considered to have relatively low
storage capacities. Prevailing slopes of the investigated
subwatershed outlets were determined from the topo-
graphic and subwatershed digital maps. Soil character-
istics classification was based on the sites’ soil texture
and clay content. The needed information was
extracted from relevant GIS data layers, and three soil
permeability classes—high, medium, and low—were
considered. Subwatershed outlets found to be on
cracked limestone layers were excluded from further
consideration.

Ranking of potential sites: The RWs of the attribute
classes developed from GIS and hydrologic modeling
applications were used within the decision hierarchy
structure, and Eq. (1) was applied to calculate RSI
values for all subwatershed outlets. Finally, RSI map
was created for the considered RW combinations.
Fig. 2 presents the RSI map that was developed. Five
reservoir suitability classes, based on individual RSI
values, were assigned for the considered subwatersheds.
The highly suitable class was given the first rank (class
A) and the suitable, moderately suitable, and weakly
suitable classes were given the second, third, and fourth
rank, respectively. The subwatersheds of the excluded
sites were ranked as non-suitable (class E).

CONCLUSION

The Hydro-Spatial AHP methodology for small water
harvesting reservoir siting combines the capabilities of
GIS, hydrologic modeling, and AHP approaches. The
application of the methodology shows that it works
efficiently for siting small water harvesting reservoirs.
Moreover, the methodology is highly flexible regarding
the number, types, threshold values, and RWs of
decision criteria on which the reservoir siting process
is based.

The use of the same clearly defined hierarchical
structure of decision criteria to rank all candidate sites
insures the general objectivity of the methodology.
However, the development of the criteria RWs is based
on subjective expert preferences. Therefore, special care
should be taken in developing these RWs that should
always be defendable and subject to cross checking.
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Sacramento–San Joaquin Delta

Mark J. Roberson
Keller-Bleisner Engineering, LLC, Sacramento, California, U.S.A.

INTRODUCTION

The Sacramento–San Joaquin Delta is the largest
estuary on the west coast of North America. It serves
as a major water supply conveyance facility for over
20 million Californians; provides habitat for many
species of birds, mammals, and plants; and supports
agricultural and recreational activities. It is the ter-
minus of several primary rivers: the Sacramento, the
San Joaquin, and the eastern tributaries of the
Cosumnes, Mokelumne, and Calavaras. These water-
sheds drain 40% of the State’s land area. Recreational
uses of the Delta include boating, fishing, hunting, and
wildlife viewing. Agricultural uses include the irri-
gation of a wide variety of tree, vine, vegetable, and
row crops.

DELTA LANDS

The Delta of California covers an area of about
700,000 acres with about 60% of the land use dedi-
cated to agriculture. In Table 1, current land use in
the Delta is compared with historic native state.
Following the 1849 gold rush many miners became
farmers and through reclamation turned much of the
Delta’s swampland into productive agricultural lands.
Due to the continual threat of flooding, more and more
time and money was spent protecting lands through
levees and drainage systems. Currently there are 57
reclaimed islands surrounded by levees designed to
prevent high flow events from inundating low-lying
areas. Large areas of the Delta are covered by organic
soils that are up to 60 ft deep. Oxidation of organic
soils has resulted in as much as a 15-ft loss in ele-
vation.[1] Due to the drop in land elevation, there is
increased pressure on the levees during flooding events.

WATER DEVELOPMENT

The first large-scale impact to the Delta was from
sediment that originated from hydraulic gold mining
in the Sacramento River watershed. The federal
government stopped this form of mining in the 1884
but the residual transport of sediments continues. In
addition to sediments, mercury, which was used to
extract gold also made its way into the Delta. In some

Delta channels, the sediment filled the river bottom
channels to the point where navigation was impossible.
The bed of the Yuba River, a tributary to the Sacra-
mento River, was raised some 60 ft over a period of less
than 30 yr.[2] Sediments also reduced the capacity for
the Delta to contain floodwater and thus enhanced
the need for levee protection.

In 1921 the State initiated the first water plan to
address water supply and flooding issues. This plan
was partially carried out by the Federal government
through the Central Valley Project in 1933 and the
State Water Project in 1951. Combined, these projects
deliver, through pumping plants or direct diversions,
over 7 million acre-ft of water annually (Table 2) to
customers north and south of the Delta. Much of the
controversies surrounding the Delta begin with how
to use the Delta for conveying and protecting the
drinking water supply and restoring its ecological
health.

Flow control on the upstream watersheds and the
construction of upstream and Delta levees has altered
channel hydraulics and eliminated nutrient enriching
flood-events. The Delta levees keep water moving
through the Delta, preventing flooding of the natural
floodplain and subsequent deposition of sediments
(Fig. 1).

WATER QUALITY

Water quality in the Delta is influenced by two sources:
the San Francisco Bay and the upstream watersheds.
Tidal exchanges in the Bay-Delta bring salt water deep
into the upper reaches of the Delta. Prior to the devel-
opment of the Central Valley Project and the State
Water Project, salt water would travel as far as
Sacramento—nearly 70 mi upstream of the San
Francisco Bay. With the advent of flow control on
the rivers feeding the Delta, the extent of tidal action
is much less and salinity intrusion is confined to only
a small portion of the Delta. This has helped the water
users maintain consistent water quality but it has
removed an important component of the estuary’s eco-
system. The water quality in the Sacramento,
Cosumnes, Mokelumne, and Calavaras watersheds is
excellent, however, multiple urban and agricultural
use impairs the water quality as it reaches the Delta.
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Water quality in the San Joaquin River watershed is
heavily impaired by agricultural practices on the west
side of the San Joaquin Valley with the main constitu-
ents of concern being naturally occurring.

One of the engineered functions of the Delta is to
serve as a conveyance facility, moving water from the
Sacramento Valley to the west side of the San Joaquin
Valley and Southern California. Water moving
through the Delta is pumped into the Delta–Mendota
or the California Aqueduct at maximum rate of
11,000 cubic ft per second. During periods of low
inflow to the Delta (summer, following a low precipi-
tation winter) the export pumps can dewater many of
the channels and sloughs. This dewatering results in
ocean water or poor quality San Joaquin River water
entering the export pumps and subsequently being
delivered to the west side and Southern California.

Upstream water quality issues are typical of most
major watersheds in the United States: nutrients, sedi-
ments and pesticides from agriculture operations, dair-
ies and urban runoff containing household chemicals
move downstream into the Delta. However, the drain-
age from the Westside of the San Joaquin Valley may
pose the greatest challenge due to selenium, boron, and
elevated levels of salinity. Unlike farm chemicals, sele-
nium and boron are both naturally derived from the

native soil that was formed from marine sediments.
Common agricultural practices on the Westside soils
include irrigation that solubilizes selenium and boron
coupled with subsurface drainage that quickly moves
the constituents to the San Joaquin River. In 1981
the U.S. Fish and Wildlife Service noticed deformities
among the bird population in wetland refuges that
received drainage water from the Westside. The defor-
mities were eventually traced back to the elevated sele-
nium concentrations that were as high as 1000 ppm
when the known toxicity level to birds is less than
10 ppb. Although great strides have been made in
reducing the concentration of selenium in drainage
water, the levels are still too high for resident bird
populations. The long-term effects of elevated selenium
levels on Delta resources is still under investigation.[4]

Another constituent of concern is mercury that was
used in gold mining operations in the Sacramento
River watershed. Transported on sediments to the
Delta the mercury containing sediments are found in
marshes, on Delta islands, and in protection levees
constructed using dredge material. Although the
elemental form of mercury is used to extract gold,
biotransformations of released mercury make it
more available for biological uptake and food chain
accumulation.

ECOLOGICAL RESOURCES

In the early 1900s striped bass and shad were intro-
duced and have proliferated due to the abundant food
sources. In the late 1990s the Chinese Mitten crab,
thought to have originated from ship ballast, multi-
plied quickly feeding on indigenous Delta species.
Plant life in the Delta is a diverse mixture of riparian

Table 1 Acres of emergent marsh in regions of the

Sacramento–San Joaquin Delta

Region Historic—1906 Current—1993

Percent

change

North 53,660 4,460 �91

East 7,600 1,270 �83

South 470 650 38.3

Central and

West

31,170 5,040 �86

Total 98,900 11,600 �89

Source: CALFED Bay-Delta Program, from USGS maps.

Table 2 Delta flow components and comparisons,

1000 acre-ft for the period of 1980–1991

Inflows Outflows

Sacramento River; 17,220 Outflow to Bay (21,020)

San Joaquin River; 4,300 Tracy Pumping Plant (2,530)

East Side Rivers; 1,360 Harvey Banks Pumping
Plant (2,490)

Precipitation; 990 Consumptive use and

channel percolation (1,690)

Yolo Bypass; 3,970 Contra Costa Pumping
Plant (110)

Total; 27,840 Total (27,840)

Source: From Ref.[3].

Fig. 1 Salinity control gates at the Suisun Marsh pro-
tect the brackish water marsh in the west side of the Delta.

The Suisun Marsh is the largest contiguous water marsh in
the United States and contains 12% of California’s remaining
natural wetlands.[1] (Photo by Mark J. Roberson.)
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scrub and woodland as well as emergent and seasonal
wetlands. Migratory and resident bird populations are
prolific due to the abundant food sources and protec-
tive habitat.

Delta fish species are numerous with some complet-
ing their life cycle within the Delta whereas others may
simply pass through to upstream rearing habitat. The
Delta smelt and the split-tail are two species that com-
plete their lifecycle within the Delta. The split-tail rely
on shallow warmer water for feeding and reproduction
whereas the smelt require high freshwater flows partic-
ularly during the late winter and spring. Due to
upstream flow control and export pumping, these habi-
tats have been dramatically reduced. There are numer-
ous salmon runs in all the primary watersheds.

The numerous channels, sloughs, and islands within
the Delta serve as nesting and feeding grounds for resi-
dential and migratory birds. All anadramous fish from
these watersheds must migrate through, or spawn in,
the Delta.

RESTORATION EFFORTS

The CALFED Bay-Delta Program was established
in 1995 to address ecosystem, water quality, water sup-
ply reliability, and levee and channel integrity issues of
the Bay-Delta system. The Ecosystem Restoration
element of CALFED lists the following stressors to
the Delta’s ecosystem: water diversions, channeliza-
tion, levee maintenance, flood protection, rock place-
ment for shoreline protection, poor water quality,
legal and illegal harvest, wake and wake erosion, agri-
cultural practices, conversion of agricultural lands to
vineyards, urban development, habitat loss, pollution
and the introduction of non-native plants and animals.

IMMEDIATE ISSUES OF CONCERN

The CALFED Bay-Delta program has identified nine
major issues, requiring immediate attention during
the first seven years (2000–2007) of program imple-
mentation. To refine the understanding of the issues,
adaptive management during project implementation
is envisioned.

� The impact of introduced species and the degree to
which they may pose a significant threat to reaching
restoration objectives.

� Recognition that channel dynamics, sediment
transport, and riparian vegetation are important
elements in a successful restoration program and
the need to identify which parts of the system can
be restored to provide the desired benefits.

� Development of an alternative approach to manage
floods by allowing rivers access to more of their
natural floodplains and integrating ecosystem resto-
ration activities with the Army Corps of Engineers’
Comprehensive Study of Central Valley flood
management programs.

� Increasing the ecological benefits from existing
flood bypasses, such as the Yolo Bypass so that
they provide improved habitat for waterfowl, fish
spawning and rearing, and possibly as a source of
food and nutrients for the estuarine foodwebs.

� Thoroughly testing the assumptions that shallow
water tidal and freshwater marsh habitats are
limiting the fish and wildlife populations of interest
in the Delta.

� A better understanding of the underlying mecha-
nisms of the X2 salinity standard in the Delta and
the resultant effects on aquatic organisms.

� A need to better understand the linkage between the
decline at the base of the estuarine foodweb and the
accompanying decline of some, but not all, species
and trophic groups.

� Clarifying the extent to which entrainment at the
Central Valley Project and State Water Project
pumping plants affects the population size of spe-
cies and invertebrates.

� Clarifying the suitability and use of the Delta for
rearing by juvenile salmon and steel head.
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Saline Seeps

Ardell D. Halvorson
Agricultural Research Service (USDA-ARS-SPNRU), U.S. Department of Agriculture,
Fort Collins, Colorado, U.S.A.

INTRODUCTION

Saline seeps occur frequently in dryland farming areas
throughout the Great Plains of North America and
southern and western Australia and have been
reported elsewhere.[1,2] This article addresses saline
seeps in the Great Plains.

WHAT IS A SALINE SEEP?

Saline seep describes a soil salinization process result-
ing from dryland (rainfed) farming practices that allow
water from precipitation to move through salt laden
subsoils in the recharge area that eventually resurfaces
at a downslope topographic area (Fig. 1). Saline seeps
have intermittent or continuous saline water discharge
at or near the soil surface downslope from recharge
area. Crop growth in the saline seep area is reduced
or eliminated because of increased soil salinity
(Fig. 2). Saline seeps differ from other saline soil
conditions by their recent and local origin, saturated
root zone, shallow water table, and sensitivity (short-
term response) to precipitation and cropping system
water-use.

CAUSES OF SALINE SEEP

Saline seeps generally result from a combination of
geologic, climatic, hydrologic, and cultural (land-use)
conditions. The primary cause is a change in vegetation
from grassland to a less water-use efficient cropping
system, such as crop-fallow, that allows precipitation
in the recharge area to move through the root zone
and subsoil dissolving salts, and providing seepage
water. The water accumulates above a geologic layer
of less permeability forming a perched water table or
accumulates in a layer of greater permeability that is
underlain by less permeable material. The water then
moves laterally downslope to a point where the water
is forced to the soil surface or the permeable layer sur-
faces or is exposed on a side slope position. Many dif-
ferent geologic situations exist that can result in saline
seep formation.[1] Other factors contributing excess
water for saline seep development include: above

normal precipitation; restricted surface and subsurface
drainage; large snow drifts; gravelly and sandy soils;
natural drainageway obstructions; artesian water wells;
leaky livestock ponds; crop failures; and water conser-
vation practices, such as level bench terraces.

SALINE SEEP WATER QUALITY

Water quality associated with saline seeps is usually
unsuitable for human and livestock consumption due
to high concentrations of dissolved salts and often high
nitrate-N levels. Total salt concentration makes it
unsuitable for irrigation. Calcium, magnesium, and
sodium are the dominant cations and sulfate the domi-
nant anion associated with saline seeps in the northern
Great Plains.[3–5] Soils in seep areas are in equilibrium
with gypsum, lime, and other Ca–Mg sulfate minerals.

SALINE SEEP CONTROL

Early detection is important to timely implementation
of farming practices to reduce the severity or elimi-
nate the saline seep problem.[1,6] Visual indicators of
impending saline seep problems include vigorous weed
growth following crop harvest in areas that would nor-
mally have dry soil; salt crystals on soil surface; pro-
longed soil wetness after rain; tractor wheel slippage
or bogging down of implements in areas of the field
that would normally be dry; excessive crop growth
with lodging; infestation of salt tolerant weeds; stunted
or dying trees in a shelterbelt; and poor seed germi-
nation. Crop root zone soil salinity can be readily
assessed and mapped with portable field salinity detec-
tion equipment. Salinity in normal productive soils is
generally low in the top meter, increasing with depth.
Developing saline seeps have slightly increased levels
of salinity at the soil surface that increase rapidly with
depth. Developed saline seeps have high salinity at the
soil surface that decrease with increasing soil depth.

Understanding the geology and circumstances caus-
ing a saline seep to form helps in designing effective
control measures. Locating the saline seep recharge
area is important to develop control measures. Gener-
ally, recharge areas are located at a short distance
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(180–600 m) upslope from the seepage area. The
recharge area is usually located directly upslope or at
an angle across the slope from the seepage area. Soil
survey maps can be helpful in locating sandy or grav-
elly areas. Geologic maps may provide information
on subsurface stratification, permeable, and imper-
meable layers. Soil profile information can help to
identify recharge areas. Using a soil probe, one can
often identify wet soil areas going upslope from the
seep area in the direction of the recharge area. Deep
coring can be used to examine and sample the soil
profile at greater depths.

Visual assessment of recharge area location includes
identifying the upslope area, direction of seep expan-
sion, and contributing factors such as bench terraces,
cropping system, and surface water collection areas.
Saline seeps in glaciated areas generally expand
laterally and upslope toward the recharge area. In
non-glaciated areas, they tend to expand laterally and

downslope away from the recharge area. Seep areas
should show signs of drying up within 2 yr or 3 yr after
implementing control measures (more intensive crop-
ping systems, growing alfalfa, or high water-use crops)
in the recharge area if the recharge area was correctly
identified.

Since saline seeps are caused by water moving below
the root zone in the recharge area, there will be no
permanent solution to the saline seep problem unless
control measures are applied to the recharge area.
There are two general procedures for managing
seeps: 1) mechanically draining ponded surface water
where possible, and/or intercepting lateral flow of sub-
surface water with drains before it reaches the seepage
area; and 2) agronomically using the water for crop
production.

Drainage

In recharge areas with small depressions that tempo-
rarily collect runoff water after a rainfall or snowmelt,
surface drainage may reduce the contribution of water
to the perched water table. Drainageways should be
kept open to prevent ponding of water. In areas with
level bench terraces, use of such water conservation
practices may need to be evaluated if saline seeps are
a problem. Drainage studies show that hydraulic con-
trol of the seep area can be achieved when subsurface
interceptor drains are installed on the upslope side of
the seep area. Disposal of the saline water, usually high
in nitrate, is often a problem because of downstream
surface or groundwater pollution. Other legal and
physical constraints also come into consideration when
disposing the seep water. The economics of dryland

Fig. 1 Example diagram of geologic
conditions contributing to saline seep
formation in the northern Great

Plains of U.S.A.

Fig. 2 Typical saline seep area developed on a hillside in
eastern Montana, U.S.A.
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farming systems generally does not allow installation
of costly drainage systems.

Agronomic Control

The best approach for controlling saline seeps is to use
the water for crop production while it is a relatively
non-saline resource in the root zone of the recharge
area.[1,6–8] Planting crops and utilizing cropping sys-
tems in the recharge area that will effectively use avail-
able soil water supplies will achieve hydraulic control
of many seep areas. This requires delineation of the
recharge area followed by adoption of cultural prac-
tices that maximize soil water-use and minimize deep
percolation. Planting deep rooted crops like alfalfa in
the recharge area has been effective.[9] Intensifying
crop rotations from crop–fallow to rotations that have
less fallow or no fallow in the rotation improves crop
water-use efficiency and reduces the amount of water
moved below the root zone. Intensive, flexible cropping
systems that use good soil and crop management prac-
tices to improve crop production and water-use are
economically feasible. Fallow should be considered
only when soil water and expected growing season pre-
cipitation are not sufficient to produce economical
yield levels.

RECLAMATION

Once a saline seep area is brought under hydrologic
control and the water table has been lowered suffi-
ciently (>1.5 m) to stop movement of salts to the soil
surface, reclamation of the seep area can begin.
Research and farmer experiences show that recla-
mation occurs quite rapidly.[1,6,10] The rate of recla-
mation depends on the amount of precipitation
received to leach the salts from the root zone. Because
Ca–Mg sulfate type salts have accumulated in the seep
area, the soil in the seep area is normally not dispersed
by Na, thus permeability is maintained without need
for gypsum application. Practices that enhance water
movement through the soil profile need to be used.
When soil salinity has been lowered sufficiently, normal
crop production practices can be utilized. In the north-
ern and central Great Plains, near normal crop pro-
duction has been achieved on former saline seep areas.

SOCIOECONOMIC CONCERNS

Saline seeps present socioeconomic concerns because
they do not respect property lines. A recharge area
can be located on one farmer’s property with the

seepage area on another farmer’s property. Seep dis-
charge can contaminate streams, natural drainage-
ways, and/or farm ponds. When a recharge area is
on an adjacent farm, co-operation of landowners is
needed to correct a saline seep problem. Formation
of salinity control districts has been effective in getting
farmers and government to work together. Changes in
government farm programs that allow more intensive
cropping practices helps farmers deal with saline seeps
more effectively today. Development of conservation
tillage and no-till farming practices makes it more fea-
sible to implement economical intensive cropping sys-
tems that utilize available water supplies efficiently.
Saline seep is not just an individual farmer problem.
Any loss of farmland decreases the nation’s food and
tax base.
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INTRODUCTION

The word salinity refers to the presence of salts in
waters and soils. It refers to more than just sodium
or chloride, the two elements of table salt. Magnesium,
calcium, carbonate, bicarbonate, nitrate, and sulfate
can all contribute to salinity. The suitability of water
for drinking, irrigation, or wildlife depends on the type
and concentration of dissolved salts in water. The
salinity of water is usually expressed in terms of a
measured parameter that is affected by all the dissolved
salts in water. Electrical conductivity (EC) is the
parameter that is most currently used and expressed
in decisiemans per meter (dS m�1); another is total dis-
solved salts (TDS) expressed as the mass of dissolved
salts per unit volume of water. One decisiemans per
meter is approximately equal to a TDS of 640 mg L�1.
Other terms that are commonly used to express water
or soil salinity are given in Table 1.

SOURCES OF SALTS

The primary source of salts in waters and soils is
chemical weathering of earth materials (rocks and
soils). Natural secondary sources of salts along coastal
areas include atmospheric deposits of oceanic salts,
and seawater intrusion into groundwater basins
and into estuaries. Atmospheric salt deposition also
occurs in the interior of continents. The deposition rate
decreases with distance from the ocean from values
as high as 200 kg ha�1 yr�1 to 20 kg ha�1 yr�1 in the
interior. Other secondary sources of salts found in soils
are saline water from rising groundwaters, inland
saline lakes and playas, leaching of saline lands, and
natural salt deposits.[1,2]

The ocean is the primary source of salts found in
natural salt deposits. These were laid down under the
direct influence of an ocean during earlier geologic
periods and subsequently uplifted. More commonly,
however, the direct source of salts is surface and
groundwater. All of these waters contain dissolved
salts, the concentration depending upon the salt con-
tent of the soil and geologic materials with which
the water has been in contact. There are other sources
of salts which are the result of human activity:
they include irrigation and drainage water, chemical

fertilizers, animal wastes, sewage sludges and effluents,
and oil- and gas-field brines.

Most waters on earth are salty because oceans
contain approximately 97% of the water on earth and
most of the fresh water is frozen in glaciers. The salinity
of the Pacific Ocean is approximately 35,000 mg L�1.
Because of the high salinity of ocean waters and the
volume of fresh water frozen in glaciers, only a small
fraction of earth’s water is available for drinking,
irrigation, environmental, and recreational uses.

SOLUBILITY OF SALTS

What kinds of salts are commonly found and what are
their solubility in water? Listed in the order of their
solubility, they are the chloride (Cl�), sulfate (SO4

2�),
bicarbonate (HCO3

�), and carbonate (CO3
2�) salts of

sodium (Naþ), potassium (Kþ), magnesium (Mg2þ),
and calcium (Ca2þ). The chloride salts are more soluble
than the sulfate salts, which in turn are more soluble
than the bicarbonate/carbonate salts. Likewise, sodium
salts are more soluble than magnesium salts, which are
more soluble than calcium salts (Tables 2 and 3).

SALINITY MEASURMENTS

The salinity of water is closely related to its EC. Elec-
trical conductivity is easy to measure in the laboratory.
Salts ionize when dissolved in water, i.e., the salts dis-
sociate or disintegrate into the elements that make up
the salt. For example, the sodium chloride crystals in
the saltshaker do not just become smaller when put
into water. They totally disintegrate to the point where
the sodium and chloride in the salt crystal become indi-
vidual ions of sodium and chloride in the solution.
These ions are electrically charged: sodium is positively
charged and chloride is negatively charged. If one
places bare wires of an electrical cord plugged into a
wall socket into a solution of dissolved salt, the ions
will carry the current. The saltier the water, the more
current that will be carried and the lower the electrical
resistance to alternating current. For safety and other
reasons, this method is not used to measure the EC
of a water sample. Instead, the sample is put into a
small EC cell, which contains two electrodes, and
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the source of the alternating current is applied to the
electrodes and the electrical resistance is measured
with a resistance meter.[3]

DRINKING WATER QUALITY STANDARDS

Drinking water quality standards and guidelines are
regulated by the U.S. Environmental Protection
Agency.[4] The primary regulations include maximum
contaminant levels (MCL) for inorganic chemicals
such as lead and nitrate, organic chemicals, turbidity,
coliform bacteria, and radiological constituents. The
World Health Organization[5] has set similar standards
for drinking water quality. The salinity of water used
for drinking in the United States does not usually
exceed 1000 mg L�1 (or approximately 1.5 dS m�1).
Reverse osmosis can be used to lower the concen-
tration of salts in drinking water. Drinking water that
does not contain salts does not taste good as well.

WATER QUALITY GUIDELINES
FOR IRRIGATION

Many crops are adversely affected at salinity levels
greater than about 4 dS m�1 in the water extract
obtained from a saturated-soil paste. Decline in crop
yield occurs if salt accumulates in the root zone to a
level such that the crop is no longer able to extract
enough water from the soil solution. If water uptake
is significantly reduced, plant growth will be reduced.
In general, salinity problems are more severe during
the early stages of growth. Decline in crop yield
can be predicted from average root zone salinity.[6]

In general, vegetable and tree crops are more sensitive
to salinity than field crops.

The effects of salinity effects are not limited to crop
damage. Salinity can also have a major impact on soil
structure and infiltration rate. Good quality water (low
salinity) is good for crop production, but it may reduce
the rate at which the water penetrates into soil. To
evaluate the suitability of water for irrigation,[7,8] one
needs to know the water quality related problems
that may cause decline in yield[6] or reduction in soil
permeability to water and air.[9]

Salinity Effects on Plants

Crops vary in their salt tolerance. Each crop has a
unique threshold salinity, or maximum soil salinity
it can tolerate without a yield reduction. The yield
decline per unit of salinity (slope) greater than
the threshold salinity also differ among crops. These
thresholds and slopes are known as the salt tolerance
coefficients.[6] Salinity increases the energy crops need
to expend to maintain turgor pressure and not wilt.
This reduces the energy available for plant growth.

Sodium Adsorption Ratio

Sodium adsorption ratio (SAR) is commonly used
as an index for determining sodium hazard in soils.
Sodium adsorption ratio is usually determined for
irrigation water or soil solution (extract of a com-
pletely saturated soil sample). The presence of excess-
ive exchangeable sodium (Na) in soil solution may
cause clay particles to swell. Clay swelling makes soil
less permeable to water and to air, and can result in soil
crusting and hard setting for sandy loam and loamy
soils, and poor tilth for a broad spectrum of soil tex-
tures.[9] The Na hazard depends on the total salt con-
centration in the soil solution as well as on individual
concentrations of calcium (Ca), magnesium (Mg),

Table 2 Solubility of salts

carbonate < bicarbonate < sulfate < chloride

calcium < magnesium < sodium

Table 1 Salinity conversion table

1 ppm ¼ 1 mg L�1 (for low concentrations)

1 ppb (part per billion) ¼ 1mg L�1

1 ppm ¼ 1000 ppb

1 mg L�1 ¼ 1000 mg L�1

1 dS m�1 ¼ 1 mmhos cm�1

1 dS m�1 ¼ 640 ppm; EC (electrical conductivity) less than
5 dS m�1

1 dS m�1 � 800 ppm; EC greater than 5 dS m�1

Note that EC is affected by temperature. EC25 is most commonly

used to express the EC at 25�C (77�F). Measurements made at other

temperatures should be adjusted to EC25 using the following equa-

tion: EC25 ¼ ECT � 0.02 (T � 25)ECT.

Table 3 Common names of salts (listed in the order of

decreasing solubility)

Symbol Common name

NaCl Table salt

NaHCO3 Baking soda

NaCO3 Washing soda

KCl Potash

MgSO4 � 7H2O Epsom salt

CaSO4 � 2H2O Gypsum—calcium sulfate

MgCO3 Magnesite

CaCO3 Calcite (soil lime)
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and sodium (Na). The effect of these individual ion
concentrations is quantified by SAR, which is defined as

SAR ¼ ½Na�=ðð½Ca� þ ½Mg�Þ=2Þ0:5

where [Na], [Ca], and [Mg] are the concentrations of
sodium, calcium, and magnesium, respectively, all con-
centrations are expressed in mmol of charge per liter
(mmol L�1), or in the non-SI unit of meq L�1.

The effect of SAR on water infiltration rate depends
on the salinity of irrigation water. For a given SAR, water
infiltration rate increases as the salinity of irrigation
water increases. For a given salinity, water infiltration
rate decreases as the SAR of irrigation water increases.

Specific Ion Toxicity

Salinity can affect crop growth through specific-ion
toxicities and osmotic effects. Specific-ion toxicity
occurs when the concentration of one ion is high
enough to cause toxicity.[6] Boron, chloride, and
sodium are some of the ions that impede plant growth
and development. Specific-ion toxicity causes leaf
burn on the tips and margins of crop leaves.

Soil Salinity and Water Potential

Water movement in soil is often considered in terms
of driving force. Water moves from where its energy
status is high to where it is low. The energy status of
water is commonly described by the total water poten-
tial which consists of pressure, capillary (or matric),
osmotic, and gravitational potentials. The capillary
or matric potential is due to cohesion–adhesion forces
in the soil matrix. Osmotic or solute potential is due
to the concentration of salts in soil solution.

Total water potential (H) can be expressed by

H ¼ hp þ hm þ hs þ hg

where hp, hm, hs, and hg are pressure, matric, solute,
and gravitational potentials, respectively. Pressure
and gravitational potentials can be either positive or
negative. However, matric and solute potentials are
always zero or negative.

Most plant roots can extract water from the soil
when matric potential is between �5 bar and 0 bar.
Almost all crops cannot extract any water from the
soil when the matric potential is about �15 bar. This
point is called permanent welting point (PWP), and
its value depends on soil texture and crop type.

The higher the negative value of matric potential,
the harder it is for plant roots to extract water. The
presence of salts in the soil–water system adds another
force that the plant has to work against to extract

water. Solute or osmotic potential is zero when the
concentration of salts in soil–water system is zero.
Osmotic potential becomes more negative due to the
increase in soil salinity. Therefore, salinity increases
the total negative potential of soil water making it har-
der for the plants to extract water from soil solution.

Water movement from soil to plant depends on total
water potential of soil water. At any particular soil moist-
ure content, the higher the concentration of salts, the
harder it is for the plant to extract water from the soil.
The approximate relationship between soil solution’s
osmotic potential and soil salinity at 25�C (77�F) is

hs ¼ �0:4EC

where hs is soil solution’s osmotic potential (bar) and
EC is soil solution’s salinity in dS m�1 (mmhos cm�1).
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INTRODUCTION

California’s largest lake, the Salton Sea, is situated in
the southeast corner of the state in a closed basin at
the bottom of a 7851-mi2 watershed. Over 85% of
the water entering the Salton Sea results from agricul-
tural run-off with less than 3% of inflow from annual
precipitation. The Salton Sea supports a thriving fish-
ery and provides important habitat for millions of
migratory birds. More than two-thirds of bird species
in the continental United States have been recorded
at the Salton Sea and adjacent areas. The long-term
viability of the Salton Sea ecosystem is threatened by
increasing salinity and eutrophication resulting from
the nutrient-rich agricultural drainage. More immi-
nently, the viability of the Salton Sea is threatened
by proposed water transfers and reductions of inflow,
potentially concentrating pre-existing salts and causing
the sea to recede by as much as one-third of its surface
area and more than half its total depth.

GEOGRAPHIC SETTING

The Salton Sea is located in the southeastern desert of
California. It lies in the Salton Trough—a closed basin,
including the Coachella and Imperial valleys of
California, and the Mexicali Valley of Mexico. The
Salton Sea is located at 227 ft below mean sea level
(msl). The shallow nature of the sea, with a surface area
of 367 mi2 (951 km2) and a depth of 51 ft (15.5 m),
renders it very sensitive to even slight changes of
inflow. The sea is sustained by 1.34 million acre ft (af)
of inflow, mostly agricultural run-off diverted from
the Colorado River (Fig. 1).

The Salton Sea is situated in the Colorado Desert
in one of the most arid regions of the United States.
Annual precipitation is less than 3 in. (7.6 cm), and
mean monthly temperatures in July are 92�F
(33.3�C), with maximum temperatures exceeding
100�F (37.7�C) on more than 110 day yr�1. Potential
evaporation is estimated at 5.78 ft (1.76 m) per year.[1]

GEOLOGY AND GEOMORPHOLOGY

The Salton Basin was once connected to the Gulf of
California and characterized by a shallow marine
environment.[2] For the past several million years, as
the Colorado Plateau was uplifted, the sediments that
once filled the Grand Canyon were deposited in the
Gulf of California, eventually building a huge delta,
blocking off the Salton Basin from the ocean.[3] The
deltaic dam is now 40 ft above sea level, with a drain-
age divide about 17 mi south of Mexicali, Mexico.

Once separated from the Gulf of California, the
Salton Basin would periodically dry out as the
Colorado River drained directly into the Gulf of
California. At other times, the river would change
course and fill the basin, sometimes to its brim, spilling
over into the Gulf of California covering more than
2200 mi2. These prehistoric inundations have been
called Lake Cahuilla or Lake LeConte. The Lake
Cahuilla shoreline was established by locating geomor-
phological features with global positioning systems
and plotting these in a geographic information system
(GIS).[4] Further evidence of Lake Cahuilla has been
obtained from archaeological sites along the ancient
shoreline, including fish traps, bones, and other lake-
related remains. The periodicity of Lake Cahuilla epi-
sodes has been estimated based on carbon dates of
the travertine deposits and other organic archaeologi-
cal evidence, indicating that the lake was full most of
the time over the past 1300 yr of record.[5–7]

HYDROLOGY OF THE SALTON SEA

The present-day Salton Sea was formed in 1905 when
flood flows on the Colorado River rushed into a tem-
porary diversion channel, quickly deepening and
widening to capture the entire flow of the river until
the breach was finally filled in 1907. Far from being
an ‘‘accidental lake,’’ it was human intervention that
prevented the next stand of Lake Cahuilla from being
formed.
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After an initial high stand of the Salton Sea from
the 1907 flood at about �195 ft msl, the sea receded
to about �250 ft msl by 1920. Since then, with the
expansion of agriculture in the Imperial and Coachella
valleys and increased agricultural run-off, the surface
elevation of the sea has risen to its current eleva-
tion of about �227 in. The elevation of the sea has
remained relatively stable at its current level since the
1980s, indicating that the inflow of about 1.34 million
af is equal to evaporation at that elevation—or about
15% of the total volume of the sea lost to evaporation
each year.

Approximately 4.5 million tons of salts are added to
the sea annually. Because evaporation is the only outlet
for the sea, the dissolved salts, nutrients, and minerals
that enter the sea remain there, and have accumulated
over the past century to the point at which the sea is
now about 25% saltier than the ocean, at about
44,000 mg L�1.[8]

BIOLOGICAL RESOURCES

The nutrient-rich agricultural drainage that sustains
the Salton Sea also supports an incredible diversity
of life. More than 400 species of invertebrates, mostly

single-celled plankton, have been identified in the
sea.[9] These provide the food base supporting a highly
productive fishery, with an estimated 200 million fish—
one of the most productive fisheries in the world.[10]

The Salton Sea is of critical importance for many
species of migratory birds. The sea supports over
90% of the North American population of eared
grebes, with as many as three million individuals dur-
ing migration, as many as 30,000 American white peli-
cans and 2000 brown pelicans, more than 120,000
shorebirds of 44 species, 25,000 snow and Ross’ geese,
the largest breeding colony of gull-billed terns in
Western North America, and 45% of endangered
Yuma clapper rail habitat.[11]

ENVIRONMENTAL THREATS

Increasing Salinity

Increasing salinity may cause the fishery to collapse as
it approaches 60,000 mg L�1.[12] At the present rate of
salt loading of about 4.5 million tons per year, the
Salton Sea would reach the 60,000 mg L�1 threshold
in about 50 yr, assuming inflow remains at its present
level of 1.34 million af per year.[8]

Fig. 1 The Salton Sea lies in a closed basin, sustained largely by agricultural run-off from the Imperial Valley. Lake Cahuilla
was the prehistoric high stand of a lake that occasionally filled when the Colorado River would drain into the basin.
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Pilot-scale solar evaporation ponds to remove salts
from the sea have been constructed and are oper-
ational. The solar ponds, if fully implemented, would
provide an outlet for concentrated salts in the sea,
requiring approximately 100,000 af of water to be
removed from the sea each year—the amount contain-
ing the equivalent of the annual salt load from
inflow.[8]

Eutrophication

Nutrient loading from agricultural run-off has created
eutrophic conditions at the Salton Sea. Productivity
and biomass are very high, leading to oxygen depletion
caused by decay of accumulated senescent biological
material. These anoxic conditions have contributed to
extensive fish kills over the past few decades, leading
to further oxygen depletion.[13] Eutrophic conditions
worsen during summer months, when high biological
productivity and warm water temperatures conspire
to greatly reduce dissolved oxygen throughout the
water column. One event, in August 1999, resulted in
the death of six to seven million fish over a period of
several days. Chemical limnological data taken at the
time indicated a complete loss of dissolved oxygen
from top to bottom in portions of the sea coincident
with that event.[14]

Reductions of Inflow

Inflow at the present elevation is about 1.34 million af
per year. Proposed water transfers of as much as
300,000 af from the Imperial Irrigation District to
metropolitan water users in Southern California,
together with other potential reductions of inflow,
may reduce total inflow to the Salton Sea by as much
as 500,000 af.

With reduced inflows, salinity increases rapidly, the
contracting lake concentrating salts already in residence
while more salts continue to enter the sea in agricul-
tural run-off. With a reduction of inflow by 300,000 af
per year, salinity would reach the 60,000 mg L�1 thresh-
old for the fishery in about 12 yr; and with a reduction
of 500,000 af, salinity would reach the limit of tolerance
of the fishery in just 7 yr.[15]

The collapse of the fishery would represent a seri-
ous adverse environmental impact. The death of 200
million fish would have a cascade effect on the rest
of the ecosystem, causing the demise of fish-eating
bird populations, exacerbating eutrophication from
decomposition of the dead fish, and creating a huge
breeding ground for flies and other pathogens in
their rotting carcasses.

Many species of birds would be critically impacted.
Ground-nesting bird colonies on Mullet Island—the

only island in the sea—would be exposed to coyotes,
cats, and other predators with a draw down of only
7 ft. Many other species would experience substantial
whole-species population decline.

Other potential impacts of reduced inflows to the
Salton Sea include collapse of lake-related economies,
such as boating, hunting, fishing, and property values;
degradation of air quality as a result of exposure of as
much as 120 mi2 of fine lake bottom sediments to the
desert winds; loss of agricultural productivity from salt
and dust deposition; and increased respiratory disease
and human health problems as a result of airborne
sediments.

CONCLUSION

The Salton Sea is characterized by contrasts. It is
California’s largest lake, situated in one of the hottest,
most arid regions of the United States. Sustained in
large part by agricultural run-off, the nutrient-rich
inflows support one of the most productive fisheries
in the world, in turn supporting millions of migratory
birds. At the same time that agricultural drainage is
the life’s blood of the Salton Sea, it also causes
hyper-eutrophic conditions that lead to occasional fish
kills and bird die-offs that the sea experiences today.

Increasing salinity will cause the collapse of the
fishery within 30–50 yr at present rates of salt loading
and inflow, if salinity control measures, such as solar
evaporation ponds, are not undertaken. With reduced
inflow as a result of water transfers or other actions,
the Salton Sea may drop by more than half its depth,
exposing more than 100 mi2 of land, and become a bio-
logically ‘‘dead’’ sea—a North American version of
the ‘‘Aral Sea.’’
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Satellite Sensing: Atmospheric Water

Vincenzo Levizzani
National Council of Research, Institute of Atmospheric Sciences and Climate,
Bologna, Italy

INTRODUCTION

The World Meteorological Organization (WMO) has
recognized the availability of water as the most crucial
problem of mankind in the new millennium. Local and
global changes in the water cycle will affect entire
populations and the quality of life on the surface of
our planet. The United Nations[1] reports that the glo-
bal freshwater consumption rose sixfold between 1990
and 1995—more than twice the rate of population
growth. If we are to continue with present trends,
two of three people on the planet will live in conditions
of water stress by 2025. In view of this problematic
frame, a global rainfall measurement system in support
of weather and climate forecasting is vital for an accu-
rate monitoring of the hydrological cycle and for risk/
hazard management.

These requirements can only be met by establish-
ing a global rainfall measurement system from space
using remote sensing techniques, which apply to all
conditions, including lands and oceans, deserts, and
scarcely populated areas, and have the necessary
space–time resolution for fine-scale to global-scale
applications. An overview of satellite rainfall measure-
ments is given (see Ref.[2] for a more complete review).
Starting from visible/infrared (VIS/IR) techniques
(‘‘VIS/IR Methods’’), the evolution is followed into
the passive microwave (PMW) methods (‘‘PMW Tech-
niques’’) and the newest technology of space-borne
precipitation radars (PRs) (‘‘Active Sensing’’). A final
brief overview of global methods and the future is
provided in ‘‘Conclusion.’’

VIS/IR METHODS

A rather complete overview of VIS/IR methods is
given in Refs.[3,4]. Such methods are based on the very
crude assumption that rainfall mostly comes from the
coldest/highest clouds. This is true for the towering
convective clouds of thunderstorms. However, cloud
systems are very much heterogeneous and normally
mixed, especially at midlatitudes. Cirrus cloud shields
are often very high and cold, and produce false rainfall

signals. Moreover, the distinction between convective
heavy precipitation and stratiform low rainrates is
difficult to achieve by means of only a cloud top
characterization in the VIS/IR, which does not dwell
on the necessary knowledge of the cloud structure
underneath.

Cloud models are used to introduce the physics of
clouds into the retrieval process for a quantitative
improvement deriving from the overall better physical
description of the rain formation processes. Cloud top
temperature is related to rainrate and rain area via a
one-dimensional cloud model in the Convective Strati-
form Technique (CST).[5] Local minima in the IR tem-
perature are sought and screened to eliminate thin,
non-precipitating cirrus. Precipitation is assigned to
convective areas by means of the cloud model. To
every other element colder than the stratiform thresh-
old, a fixed stratiform rainrate is assigned.

VIS/IR techniques are used as an effective method
to build a global rainfall climatology. The Global
Precipitation Climatology Project (GPCP) of WMO’s
Global Energy and Water Cycle Experiment (GEWEX)
makes available several continuously updated datasets
at daily, 5-day (pentads), and monthly time scales.[6]

An example of global precipitation estimate is given
in Fig. 1.

PMW TECHNIQUES

At PMW frequencies, precipitation particles are the
main source of attenuation of the upwelling radiation.
Thus PMW techniques are physically more direct than
those based on VIS/IR radiation. The emission of
radiation from atmospheric particles results in an
increase of the signal received by the satellite sensor,
while at the same time scattering caused by hydrome-
teors reduces the radiation stream. The type and size
of the detected hydrometeors depend on the frequency
of the upwelling radiation. Above 60 GHz, ice scatter-
ing dominates and the radiometers can only sense
ice while rain is not detected. Below about 22 GHz,
absorption is the primary mechanism affecting the
transfer of PMW radiation, and ice above the rain
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85.5 GHz, the common PMW imagers’ frequency
range, radiation interacts with the main types of hydro-
meteors, water particles, or droplets (liquid or frozen).
Scattering and emission happen at the same time, with
radiation undergoing multiple transformations within
the cloud column in the sensor’s field of view (FOV).
At different frequencies, the radiometers observe
different parts of the rain column.

The most physical approaches are based on time-
dependent cloud radiation models that take full
account of precipitation microphysics. These tech-
niques simulate the physics of the cloud system in the
PMW characterizing the vertical sources of radiation
that contribute to the top-of-the-atmosphere (TOA)
PMW brightness temperatures (TB) measured by the
satellite radiometer. Vertically, angularly, and spec-
trally detailed radiative transfer models (RTMs) are
applied to the highly resolved thermodynamic and
microphysical output of the cloud model. Weighting
functions, which are essentially vertically resolved radi-
ative structure functions describing the process by
which radiation originates and reaches the satellite
radiometer, are found. The functions are then subdi-
vided into individual contributions by the various
hydrometeor species generated by the cloud model.
An example of such model is given in Ref.[7], where a
time-dependent cloud radiation model that establishes
microphysical settings as a base of precipitation
retrieval from PMW is proposed.

ACTIVE SENSING

The launch of the Tropical Rainfall Measuring
Mission (TRMM) in November 1997 as a joint

effort between the National Aeronautics and Space
Administration (NASA) and the National Space
Development Agency (NASDA) of Japan opened up
an entirely new perspective in rainfall measurements
from space. The payload[8] consists of five instruments:
the TRMM Microwave Imager (TMI), the Precipita-
tion Radar (PR), the Visible and Infrared Radiometer
System (VIRS), the Clouds and Earth’s Radiant
Energy System (CERES), and the Lightning Imaging
System (LIS).

The PR, the first of its kind to be flown on board a
spacecraft, operates at 13.8 GHz. The instrument pro-
vides the vertical distribution of rainfall for the inves-
tigation of its three-dimensional structure, obtaining
quantitative measurements over both lands and
oceans, and improving the overall retrieval accuracy
by the combined use of the radar, and the TMI and
VIRS instruments. An example of the multisensor view
of cloud systems by means of the TRMM instrument
package is given in Fig. 2.

CONCLUSION

Recently lunched and planned satellite missions and
sensors are rapidly changing the way mankind under-
stands the global water cycle because its key compo-
nents will be soon monitored and, most important of
all, quantified. Multispectral observations are now pro-
vided, among others, by NASA’s Moderate Resolution
Imaging Spectroradiometer (MODIS)[9] on board the
Earth Observation System (EOS) and by the Spinning
Enhanced Visible and InfraRed Imager (SEVIRI) on
board EUMETSAT’s Meteosat Second Generation
(MSG).[10] Missions to be launched during the first
decade of the millennium will focus on multisatellite

Fig. 1 Twelve-hour rainfall accumulation using a combination of VIS/IR and PMW data from several satellites. The scale is in
millimeters of rain. The map was obtained by the Naval Research Laboratory, Monterey. (Courtesy of Dr. F. Joseph Turk.)
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Fig. 2 (A) Data types from the sensor package on board the TRMM. (B) TRMM swath over hurricane Floyd. The outer swath

is the Visible and Infrared Scanner and the inner swath is the PR coverage. Two vertical cross sections of PR scanning are shown
with radar reflectivity indicated in color. The position of the most active convective cells is highlighted by the higher reflectivity
values. (Courtesy of NASA, Goddard Space Flight Center.)
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strategies to ensure global monitoring of clouds and
precipitation:

� The A-train[11] with the CloudSat spacecraft that
will fly the first space-borne millimeter wavelength
radar. The CloudSat radar will observe, starting
in 2004, jointly most of the cloud condensates and
precipitation, and provide profiles of these proper-
ties with a vertical resolution of 500 m. The satellite
constellation will include the EOS Aqua and
Aura at each end of the constellation, CloudSat, a
second NASA mission that flies an aerosol lidar
(CALIPSO), and another small satellite, PARASOL,
carrying the POLDER polarimeter inserted in
the formation between the larger EOS spacecraft.
TRMM has quantified how much precipitation falls
in the tropical atmosphere, but at present, we can-
not estimate within a factor of 2 the mass of water
and ice in these clouds and how much of this water
and ice is converted to precipitation. We also can-
not say with any certainty what fraction of global
cloudiness produces precipitation that falls to the
ground.

� The Global Precipitation Measurement (GPM)
mission scheduled for 2008 will consist of a
‘‘mother ship’’ with an advanced double-frequency
PR and a PMW radiometer that will fly in forma-
tion with seven or eight ‘‘drones’’ hosting a PMW
radiometer. The drones will calibrate their rainfall
estimates with the precise measurements of the
main ship, thus ensuring a 3-hr global coverage.

These missions will further advance our capacity of
quantitative rainfall measurements from space by
improving current global products (e.g., Refs.[12–15]).
Pending issues on the role of clouds and precipitation
on global climate changes are also at hand. The direct
and indirect effects of anthropogenic and natural
aerosols have to be quantified.[16] An example of
aerosols depressing precipitation formation is shown
in Fig. 3.

The era of single-sensor, single-mission strategies
for observing the water cycle is certainly finished, and
the space agencies and research institutions are con-
ceiving truly international missions that will be flown
to link clouds and precipitation physics into new

Fig. 2 (Continued)
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algorithms that dwell on cloud physics and meet the
requirements of nowcasting, weather forecasting,
climate, and hazard management.
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INTRODUCTION

Soils play a vital role in controlling both hydrological
and ecological processes in watersheds, including
water storage and dynamics, biogeochemical cycling,
and transport as well as biomass production. The
objective of this entry is to discuss scaling issues of
soil-water processes in watersheds and to identify
relevant research questions. Although the origin of
the term ‘‘process’’ (Latin: procedere, to advance)
refers to space, process is nowadays more generally
used in a temporal context to describe dynamic
phenomena. Here, the term is used with respect to
both space and time. Compared with the rapid
temporal variation of weather, and atmospheric con-
ditions affecting processes in watersheds, soil develop-
ment occurs extremely slowly. Conversely, owing to
an infinite number of possible combinations of the five
soil-forming factors—climate, organisms, topography,
parent rock, and time[1]—inherent soil spatial vari-
ation occurs over a variety of scales, from the pore
to sample, to profile–plot–field–watershed–landscape,
and region. Water sculpts soils across scales from
pore connectivity to landscape flow paths and is the
main carrier of solutes in watersheds.[2] Soils, as a
major interface, and control on processes, deserve
our considered attention in unraveling the dynamics
of watershed processes, especially when considered
as a unique and complex material with regard to their
transport properties.[3]

To describe soil spatial heterogeneity, and in parti-
cular assign a value to land, soil scientists have strati-
fied soils into subdivisions, i.e., mapping units that
are not necessarily related to watershed structures.
Unfortunately, subjective boundaries between these
mapping units are artificially introduced that exist only
conceptually. In reality, soils and their variability have
to be understood as continuous bodies in space and
time[4] and there is a significant scientific need for
measurement methods that can quantify soil properties
across the landscape.

HOW TO SAMPLE A PROCESS AND IDENTIFY
AN APPROPRIATE SAMPLING SCALE

Regardless of scale, sampling a process requires the
identification of a system’s continuous change in space
or time. This requirement implies that the system’s
state is observed at the grain level (Fig. 1), i.e., the fin-
est level of temporal or spatial resolution at that scale,
in sufficient resolution. At this level, measurements
made in space or time help identify the continuity of
the process. Measurements are taken over a domain,
called the extent.[5] In this domain, changes over short
distances in space or time are expected to vary less than
changes observed over large distances or the entire
domain. Hence, we can distinguish between structured
variation, i.e., the signal, and random variation, i.e., the
noise of the process. The variogram[6] or the autocorre-
lation function are ecologically relevant measures of
environmental structure and appropriate tools to
determine if the sampling design (volume, size, dis-
tance, time interval) is appropriate at the particular
space–time scale combination.

To identify a process, it is necessary to determine
the range of spatial or temporal representation for
the set of measurements of a variable for identifying
its process. The range of representation or crosscorre-
lation is also essential for relating different variables
sampled in space and time to each other, even though
they may not be measured at exactly the same location
or time.

For many watershed processes, the variance
increases indefinitely with distance.[6] For soil-water
content, this behavior may not be true: At the pore
scale, variance of soil-water content is greater than
that at larger scales, where the combination of volume
fractions, solid, water, and air become more homo-
geneous.[7] In this example, increasing the volume of
observation causes the variance of soil-water content
to decrease until we arrive at a stable mean and
variance, manifesting the representative elementary
volume (REV). Further increase of the sampling
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volume to larger scales may not alter the variance
further, but we miss essential information about spatial
and temporal information within that volume. For this
reason, ref.[8] suggested adding space and time compo-
nents to the REV paradigm. Adding such components
is an essential task for scaling soil-water properties and
processes in watersheds. Soil-water content as the rel-
evant state-variable governing water and solute fluxes
changes its variability structure with its magnitude
and spatial observation scale.[9] In a numerical study
of parameterizing soil as a Miller-similar medium,
ref.[10] showed that moving from water saturation to
dryness, the spatial variance and correlation length of
fluxes decreased until a threshold water content was
reached. At this threshold value, corresponding to a
matric potential close to field capacity, soil-water con-
tent, water flux density, and other relevant hydraulic
state variables behaved in a spatially homogeneous
manner. As the soil-water content decreased further,
the variances of soil water and associated fluxes
became larger owing to the increasing impact of soil
textural variability. Ref.[11] verified these findings at
the field scale for soil-water matric potential in a sandy
loam and a clay soil.

Therefore, the question of whether the observa-
tional scale for soil-water content is appropriate or
not is not easily answered! However, identifying the
spatial change of variability structure, on the one hand,
and the variables that are associated with soil-water
status, on the other, such as infiltration, runoff, drain-
age, and evapotranspiration in space and time, is an
important objective that can be accomplished with
the existing tools.

IMPLICATIONS OF SCALING

Scaling has been widely used in soil science for char-
acterizing the spatial variability of soil hydraulic
property functions,[12,13] water infiltration,[14] internal
drainage,[15] and soil chemical processes such as Cad-
mium sorption.[16] One objective for the scaling of soil
properties and functions is to describe spatially vari-
able systems with a reference parameter or function,
and estimate the spatial distribution of complex
non-linear multiparameter functions using scaling
factors[17] relative to this reference. If chosen appropri-
ately, the set of scaling factors conserves the spatial
variability of processes without having to deal with
multiple parameter sets.[18] These scaling factors can
then be used as coregionalizable information, i.e., their
spatial or temporal autocovariance functions are deter-
mined for quantifying their process through time and
space, and they simplify the handling of spatially vary-
ing input parameters in water balance and transport
models. However, we have not exhausted the opportu-
nities yet to apply the spatial or temporal distributions
of scaling factors for soil-water and chemical processes,
and their auto- and crosscorrelation lengths relative to
other, often already existing, soil information.

Soil physical properties are difficult to obtain for
large areas in an efficient manner, and at a scale rel-
evant for important transport processes. Therefore,
indirect observations are an opportunity to estimate
the spatial distribution of physical properties that
relate to transport processes for large domains or at
large scales, and transfer the spatial distribution of
transport rates to other scales and domains. Ref.[19]

estimated the distribution of hydraulic conductivity
scaling factors based on field drainage rates observed
over two days after a long rainfall period. This and
similar procedures demonstrate an important need
for instrumentation that can measure spatial, root
zone, soil-water content, with its associated relevance
for water fluxes, profile average hydraulic conductivity,
and ecohydrological relationships and their functional
continuity across watersheds and landscapes.

ASPECTS OF SCALE TRANSITIONS

For many soil-water related observations that are
taken across different size areas or time increments in
watersheds, the size of an individual observation is
similar, owing to available instrumentation. Studying
soil-water content and deriving fluxes across a soil pro-
file, on the one hand, or in a plot or across a soil land-
scape, on the other, is often based on the same type of
instrument and the same volume of an individual
observation. Upscaling information from small obser-
vational domains to larger ones can be accomplished

Fig. 1 The scale triplet: spacing, extent, and support.
Source: Adapted from Ref.[33].
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through data aggregation, geometrical averaging,
etc.[20] Ref.[21] studied the impact of data aggregation
and sampling density on the error variances of spatial
estimation using block kriging. However, characteris-
tics and processes in watersheds are not strictly addi-
tive over different scales.[2]

A question relevant for scale transitions would be:
What are the typical processes that can be studied
and measured at particular space–time scales, and
what variables and processes are related that need to
be included when an attempt is made to transfer these
processes to other scales or domains? Fig. 2 is an illus-
tration of some examples for soil-water processes typi-
cally occurring across a range of space–time scale
combinations and their relation to other variables
and processes within and across watersheds.

Recent technological developments provide funda-
mental opportunities to explore soil-water processes
in watersheds at space–time scale combinations that
we have not been able to study in the past, except for
relatively small spatial scales. These opportunities are
especially important at the interface between soil and
atmosphere, where a strongly pronounced spatial and
relatively small temporal heterogeneity meets the large

temporal variability and relatively minor spatial vari-
ability. Gas infrared analyzers for CO2 emissions[22]

and lidar scanners for water vapor fluxes[23] allow mea-
surements over relatively large areas at short time
intervals. These tools are essential for improving our
concepts of upscaling and transferring information
from one domain to another. Within short time inter-
vals, magnitudes of fluxes can be measured over large
areas with high spatial resolution and their spatial
and temporal continuity. It is an important multidisci-
plinary task for research in watersheds to develop or
adapt similar measurement methods for hydrology,
to understand the relation between underlying soil
variables at the land surface such as soil hydraulic con-
ductivity, water content, evaporative fluxes, vegetative
surface cover, soil temperature, and soil texture. The
use of geophysical methods may contribute to a better
understanding of the spatial variability of state and
rate variables at the land surface.[24]

Physically based concepts derived at the sample and
profile scale are often used in models to describe pro-
cesses at a larger scale for the reason that concepts
for these local processes simply do not exist for larger
scales. For example, ref.[25] derived effective hydraulic

Fig. 2 Examples for processes occurring at different combinations of space and time scales in relation to other characteristics
and properties.
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soil parameters at large scales from inverting water
transport models originally developed for small scales.
Ref.[26] combined a large-scale water transport model
with a small-scale model describing soil salinization
processes (UNSATCHEM[27]) and successfully
described long-term and large-scale development of
soil salinity for a region within the Californian Central
Valley. Approaches like these are very promising for
scenario calculations on effects of land use change
upon important watershed processes. However, we
cannot simply downscale information from large scales
like this (60 km2) to the field, plot, or local scale, for
which many transport theories were originally
developed. Ref.[28] pointed out that with increasing
awareness of watershed pollution, soil landscapes have
to be characterized at finer scales to minimize unfavor-
able transport to ground and surface waters. For this
purpose, the concept of pedotransfer functions[29]

needs to be reconsidered. The use of pedotransfer func-
tions extrapolates locally specific physical properties
to qualitative, ill-defined soil mapping units, without
accounting for spatial auto- and crosscorrelation
lengths, ignores spatial continuity of processes, and
therefore remains insensitive to small-scale processes
in watersheds and soil landscapes.[30]

Commonly occurring soil hydrological phenomena
appear to differ whenever their spatial and temporal
resolutions change. The fact that we cannot quantify
preferential transport at a regional scale, i.e., preferen-
tial flow is not manifested in large-scale effective para-
meters, does not mean that it does not occur within the
domain considered. Ref.[31] pointed out that there is no
physical justification for effective parameters. Instead,
there is a need to identify land surface variables whose
patterns can be associated with transport rates and
fluxes at continually smaller scales.

Downscaling may be impossible for many water-
shed processes, as many large-scale processes simply
do not reflect processes occurring at smaller scales.[2]

We have to accept this constraint. Instead, hydrolo-
gists and soil scientists need to identify the space and
time scales at which land use and management affect
the relevant transport properties in watersheds, and
to derive strategies to maintain this information from
small to large scales. Remote sensing of the land sur-
face at increasingly finer resolutions will support this
scale transition greatly,[32] while conserving infor-
mation relevant for pollution studies in watersheds.

CONCLUSION

Soil-water relations control many hydrological and
ecological processes in watersheds. Scaling factors are
widely used to describe the heterogeneity of watersheds

and soil landscapes. Local observations can be
upscaled by aggregation; however, processes are not
simply additive across scales and there is a real need
for more spatially distributed measurements. Water-
shed management requires process understanding at
fine scales. Downscaling from large to small scales can-
not be accomplished without additional small-scale
observations that conserve the variability pattern and
continuity of relevant transport processes.
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Seas: Dead and Dying

Andrey G. Kostianoy
Ocean Experimental Physics Laboratory, P.P. Shirshov Institute of Oceanology,
Russian Academy of Sciences, Moscow, Russia

INTRODUCTION

About 97% of earth’s water is salt water in oceans and
seas. Nearly 70% of the world’s fresh water is frozen in
the Antarctic and Greenland ice sheets, glaciers, and
permanent snow cover and ice. About 30% of all fresh
water is groundwater. Lakes and rivers contain only
about 0.25% of all fresh water. All over the globe,
water is being diverted for industrial, agricultural,
and household uses, and many lakes are suffering
from the resulting lack of inflow. In 2002, the United
Nations Environment Program (UNEP) announced
that about three billion people would face severe
water shortages by 2025, if the present consumption
rates persist. Shallowing, desiccation, and degradation
of certain freshwater and salt lakes and inland seas
are among the major environmental problems at the
beginning of the 21st century. There are clear indica-
tions that the growth of human population and the
increasing use of natural resources, especially water,
combined with climate changes, exert a considerable
stress on closed or semienclosed seas and lakes. In
many regions of the world, marine and lacustrine
hydrosystems are or have been the objects of severe
or fatal alterations ranging from changes in regional
hydrological regimes and/or modifications of the
quantity or quality of water resources, deterioration
of geochemical balances (increased salinity, oxygen
depletion, etc.), mutations of ecosystems (eutrophi-
cation, decrease in biological diversity, etc.) to the
socioeconomic perturbations, which have been the
consequences or may soon be in the near future.

Here, we address several examples of critical inland
water bodies all over the world; ‘‘critical’’ meaning
that the lake or inland sea is facing either a severe
anthropogenic pressure in some form or a rapid change
of its physical conditions owing to climate change.

CRITICAL SEAS AND LAKES

A significant fall in the water level and/or increase in
salinity of many large saline lakes and inland seas have
taken place worldwide during the past century.[1,2]

Examples include in North America—Great Salt Lake
(Utah), Walker and Pyramid lakes (Nevada), Owens
and Mono lakes and the Salton Sea (California),

Dead-moose (Canada); in South America—Llancanelo
(Argentina); in the Middle East—the Dead Sea (Israel/
Jordan/West Bank) and Lake Van (Turkey); in the
Central Asia—the Aral and Caspian seas, Lake
Sarykamysh and Kara Bogaz-Gol Bay (Turkmenistan),
Lake Balkhash (Kazakhstan), Lake Issyk-Kul
(Kyrgyzstan); in China—Lop Nor and Qinghai Hu
lakes; in Africa–Lake Chad and Lake Elmenteita
(Kenya); in Japan—Lake Biwa; and in Australia—
Keilambete, Eyre, Corangamite, Gnotuk, and
Bullenmerri lakes. The most striking examples
include: (i) the Lop Nor Lake in China, which com-
pletely dried up by 1972; (ii) the Aral Sea, which is
following such a fate; (iii) the Dead Sea, whose level
dropped 14 m from 1977 till the beginning of the
21st century; and (iv) Lake Chad, which at the same
time shrunk to about 5% of its size in 1963.

Northern and northwestern China has been experi-
encing a desiccation process since 1950s owing to a
decrease in precipitation by at least 30%.[1] As a result
lake Lop Nor vanished completely in 1972 and
became nuclear testing site; the depth of the lake
Ohlin at the head of the Yellow River dropped by
over 2 cm annually; the Qinghai Hu lake water level
decreased by an average of 10 cm/yr between 1959
and 1982 owing to a decrease in rainfall, groundwater
supply, and the unsustainable use of the water for
irrigation (the total drop since 1908 reached 11.7 m,
the lake salinity increased from 5.6 to 12 g/L since
1950). Because of rapid population growth, the
surface of Ebi Nor, the largest salt lake in northwest
China’s Xinjiang Uygur Autonomous Region, has
shrunk to 530 km2 in the past five decades (its surface
was 1200 km2 in the 1950s). As a result, many plant
and animal species living in and around the lake have
been extirpated.

Once the fourth largest inland water body with a
surface area of 66,000 km2, total volume of 1070 km3,
and maximum depth 69 m, the Aral Sea was about
the size of the Netherlands and Belgium taken
together.[1–6] Many fish species were living in the
brackish (10 g/L) water, 12 of them were very impor-
tant for fisheries (yearly catches of 44,000 tons). But
over the past 45 yr, the freshwater discharge into the
Aral Sea from the Amu Darya and Syr Darya rivers
(formerly 50 km3/yr) has been decreasing because of
diversions for irrigation and ceased almost completely.
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As a result, the Aral has split into two subsidiary
bodies, its surface level has dropped by almost 23 m
(in the Large Aral), the sea has shrunk by a factor of
four in its original size and a factor of 10 in its volume,
and the salinity exceeded 82 g/L in the western Aral
Sea and is even higher in the eastern part (150 g/L).
The desiccation and salinization of the sea have led
to desertification and degradation of the regional eco-
system, and had severe impact on the quality of life
and health of the local population.

The Dead Sea is a deep salty terminal lake at the
border between Israel, Jordan, and the West Bank. The
Dead Sea waters are probably the saltiest (340 g/L)
and densest (1.237 g/cm3) lake/sea waters in the
world.[7] Its level is determined by the balance between
river runoff, precipitation, and evaporation. Since the
1960s, the hydrological regime of the Dead Sea has been
strongly influenced by use of its watershed by Israel,
Syria, and Jordan. Moreover, Israel and Jordan are
using the seawaters for mineral production at salt
evaporation ponds located south of the sea, responsible
for 25–30% of the total Dead Sea evaporation. As a
result, evaporation exceeded fresh water inflow to the
sea. Since 1977, the length of the sea decreased from
80 to 50 km and the level has dropped by 14 m at rates
of 0.6–1.0 m/yr.[7] Plans have been developed to con-
struct a pipeline to bring water from the Red Sea into
the Dead Sea to stabilize or raise the water level. The
pipeline, referred to as the ‘‘Peace Conduit’’ project,
would bring about 450 � 106 m3 of Red Sea water into
the Dead Sea annually.[2]

Global warming (during the 20th century, the mean
land surface temperature in Africa has increased by
0.9�C) and withdrawal and/or diversion of water from
inflowing rivers are the reason for the water level drop
in several African lakes.[1,2] Lake Chad, once one of the
largest on earth, has been a source of freshwater for irri-
gation projects in Chad, Niger, Nigeria, and Cameroon.
Since 1963, the lake has shrunk to nearly a twentieth of
its original size (from �25,000 to �1,350 km2), owing
to both climatic changes (including a 50% decline in
rainfall) and high agricultural water (between 1983
and 1994, irrigation water use increased fourfold). Lake
Victoria, shared by Kenya, Uganda, and Tanzania,
with a surface area of 68,000 km2, is the world’s
second largest and the largest African body of fresh
water in terms of surface area.[1] It is of great socio-
economic importance for 20 million people living in
the basin. Over the past few decades, Lake Victoria
has been a subject to drastic ecological and water
quality changes owing to pollution (including sewage
discharges and agricultural runoff); sediments result-
ing from soil erosion in the catchment area because
of deforestation and overgrazing; and industrial pol-
lution from many local industries. All these factors
have resulted in the eutrophication of the lake

because of the increase in nutrient supply to the lake,
algal blooms, and massive fish deaths.

A number of lakes in the North America have also
experienced desiccation in the past century.[1] For
instance, the Pyramid Lake in Nevada experienced a
21 m level drop since 1910, accompanied by a salinity
increase from 3.8 to 5.5 g/L between 1933 and 1980.
In California, Owens Lake (once 280 km2) dried almost
completely and Mono Lake’s level dropped 17 m from
1919 to 1982 owing to diversions of their tributary
system. Even the world’s largest freshwater system,
the North American Great Lakes, may be shrinking.
In 2002, the aggregate level of the five Great Lakes
was at the lowest in more than 30 yr. Since 1997, Lakes
Huron, Michigan, and Erie have dropped over 1 m,
and an additional drop of 0.5–1 m has been predicted.
These changes are attributed to decrease in precipi-
tation; enhanced evapotranspiration and reduced ice
cover because of higher temperatures; and irreversible
loss of water for urban and industrial uses (for
example, Chicago sends its used water taken from
the lakes to the Mississippi basin after treatment,
instead of back to the Great Lakes).

CONCLUSIONS

In 1986, the International Lake Environment Commit-
tee and UNEP started a project called ‘‘Survey of the
State of World Lakes,’’ aimed at collecting and analyz-
ing environmental data on 217 lakes, including 64 from
Asia, 61 from North America, 56 from Europe, 20
from Africa, 12 from South America, and 4 from
Oceania.[8,9] The results have indicated that environ-
mental problems, common for the lakes in all conti-
nents, may be classified in the following categories:[9]

(i) lake shallowing and salinization owing to overuse
of water from lakes and/or tributary rivers, resulting
in a degradation of water quality and lake ecosystems;
(ii) accelerated sedimentation in lakes and reservoirs
resulting from anthropogenic or natural soil erosion;
(iii) lake water acidification resulting from acid precipi-
tation, which may result in the extinction of ecosystems,
and contamination of water with toxic agricultural
and/or industrial chemicals; (iv) eutrophication owing
to inflow of nitrogen and phosphorus compounds or
other nutrients in the discharged water or waste water
inflows, strongly affecting biodiversity; and (v) in
extreme cases, a complete collapse of aquatic ecosys-
tems and desiccation of lakes. In addition, shallowing
and desiccation of inland seas often lead to non-
hydrologic consequences, such as air pollution from
dust storms caused by wind erosion of exposed lakebeds.

One of the principal tasks for future research is the
delimitation of the anthropogenic and natural climate
change impacts on lakes. Climate change is the reason
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for the water level drop in only a few cases. Shallowing
or desiccation of lakes has caused local climate changes
in numerous drainage basins, and if the present cli-
matic trends persist, global climate changes could trig-
ger almost untenable environmental effects for people
and aquatic ecosystems.

Increased fresh water consumption for agricultural,
industrial, and urban uses and uncontrolled irrigation
pose a serious threat to inland seas, lakes, rivers, and
wetlands as well. Regular measurements of the sea/
lake level are practically absent in many regions
such as Central Asia and Africa. Monitoring of the
evolution of these water bodies may be accomplished
by satellite altimetry from the TOPEX/Poseidon,
Jason-1, ERS-1, ERS-2, GFO, and Envisat.[10]

Degradation of many inland water bodies is a con-
tinuing global environmental problem and its social
and economical implications have attracted the grow-
ing attention of many individuals and organizations,
resulting in many national and international research
projects.
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Desmond E. Walling
Department of Geography, University of Exeter,
Exeter, Devon, U.K.

INTRODUCTION

The sediment budget concept represents a means of
expressing the principle of conservation of mass or
mass balance that characterizes the operation of ero-
sion, transport, and deposition processes within the
environment. The concept can be applied to a range
of spatially defined environmental systems, including
drainage basins, beaches, dunefields, lakes, and gla-
ciers, and to smaller subsystems within these, such as
a slope, an alluvial fan or a channel reach within a
drainage basin. The mass balance equation for a given
system or subsystem takes the form:

Output ¼ Input � D Storage

Sediment budgets can be established at different spatial
and temporal scales, ranging, for example, from a glo-
bal representation of land erosion and land–ocean
sediment transfer involving annual fluxes, to the evo-
lution of a sand or gravel bar within a river channel
during an individual event. Their potential value lies
in two main applications. First, they can provide a
conceptual framework for developing an improved
understanding of the interaction of erosion, transport,
and deposition processes, by quantifying the fluxes
involved and demonstrating the importance of sinks
or stores. Second, they can provide a useful manage-
ment tool for assessing changes resulting from human
activities, and for informing the design of sediment
management and control strategies and the prediction
of the likely impact of future environmental change.
From a water science perspective, it is appropriate to
emphasize the sediment budgets of drainage basins
and this entry will focus on this aspect. Some workers
interpret the term ‘‘sediment’’ to embrace both par-
ticulate (or clastic) and dissolved material (or solutes),
but here attention will be limited to clastic material or
sediment sensu stricto. This contribution will briefly
review the development of sediment budget studies,
provide examples of sediment budgets developed for
particular drainage basins, and discuss their implica-
tions and practical application, and finally outline
the problems associated with establishing reliable

catchment sediment budgets and thus using the sedi-
ment budget as a management tool.

THE DEVELOPMENT OF SEDIMENT
BUDGET STUDIES

Although it has been suggested that the origin of the
sediment budget concept, as applied to drainage
basins, can be traced back to the early 20th century
and the work of Gilbert, when investigating the fate
of mining-derived sediment within the Sacramento
River basin in California, credit is more usually attrib-
uted to Jackli[1] and Rapp,[2] who were among the first
to attempt to document rates of sediment mobilization
and transfer within small drainage basins. Their work
was expanded upon by several subsequent workers,
including Dietrich and Dunne,[3] who produced a
detailed sediment budget of the 16.2 km2 Rock Creek
catchment in the Oregon Coast Ranges. Much of this
early work focused on mountain or steepland catch-
ments and emphasized the geomorphic evolution of
the basins, linking weathering and soil development
to slope stability, mass movements, sediment storage,
and the sediment flux at the catchment outlet. It was,
however, the work of Meade and Trimble[4–7] on drain-
age basins and river systems in the eastern and central
United States that demonstrated the wider relevance of
the concept, by highlighting the importance of alluvial
storage within the channel and floodplain systems of
drainage basins. By focusing attention on the impor-
tant role of such storage in influencing the relationship
between upstream erosion or sediment mobilization
and downstream sediment yield, their work clearly
demonstrated the value of the sediment budget concept
for understanding erosion and sediment delivery in
drainage basins.

EXAMPLES OF CATCHMENT
SEDIMENT BUDGETS

Fig. 1, which presents results from the classic work of
Trimble[7] on the 360 km2 catchment of Coon Creek,
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Wisconsin, U.S.A., provides a useful demonstration of
the nature of a catchment sediment budget and the way
in which it integrates consideration of sources, sinks,
and output. In this study, separate budgets were
developed for the period of poorly managed agricul-
ture and severe erosion, that followed land clearance
and the expansion of agriculture in the latter half of
the 19th century and the early part of the 20th century,
and for the subsequent period, when soil conservation
measures were introduced to control erosion and soil
degradation. A key feature of the budgets for both
periods is the relatively small proportion of the sedi-
ment mobilized within the basin by erosion that actu-
ally reaches the basin outlet (i.e. ca. 5–7%). This
emphasizes that measurement of the sediment yield at
a basin outlet may provide a poor indication of the
overall amount of sediment mobilized and moved
through a basin and that the key to understanding the
system lies in identifying and recognizing the impor-
tance of the sediment sinks or stores. Fig. 1 shows that
during both periods, large amounts of sediment were
being stored in the colluvial deposits associated with
the hillslopes within the upland areas and in alluvial
sinks within both the tributary valleys and the main

valley of Coon Creek. Comparison of the sediment
budgets for the two periods shows that although the
implementation of soil conservation measures after
1938 greatly reduced upland erosion rates, producing
a ca. 25% reduction in sediment mobilization from
the slopes, the sediment yield at the basin outlet chan-
ged very little, owing to the increased efficiency of sedi-
ment transfer through the channel system (i.e. reduced
deposition) and the remobilization of sediment that
had accumulated within the middle valley during the
preceding period of accelerated erosion. Evidence of
the importance of sediment storage and remobilization,
such as that provided in Fig. 1, emphasizes the key role
of sediment sinks in controlling the sediment response
of a drainage basin.

From a management perspective, a sediment budget
similar to that presented in Fig. 1 affords a useful
means of identifying the most important sediment
sources that would need to be targeted in any attempt
to reduce downstream sediment fluxes and to optimize
the use of the resources available for implementing
control measures. It also emphasizes that control of
upstream erosion may not necessarily result in a sig-
nificant reduction of the downstream sediment yield,
if sediment is remobilized from intervening stores.
Knowledge of the sediment budget of a drainage basin
is also important in predicting the likely impact of
future climate change on its downstream sediment
response, since this could change significantly if hydro-
logical changes resulted in the remobilization of
sediment from existing sediment sinks, for example,
through changing channel morphology and increased
channel migration and erosion.

The precise form taken by the sediment budget of a
catchment will reflect a wide range of controls, includ-
ing the local topography and the hydrologic regime.
Fig. 2 serves to show the potential nature and extent
of such variability by depicting the key characteris-
tics of the sediment budgets of four small drainage
basins on the Russian Plain documented by Golosov
and his co-workers.[8] These are all relatively small
basins, heavily impacted by land use activities and
associated soil erosion. The emphasis of the investi-
gation was on establishing the proportion of the sedi-
ment mobilized within the catchments by sheet, rill,
and gully erosion that reached the basin outlet. In this
environment, sheet (i.e. slope) and rill erosion are gen-
erally more important than gully erosion as a sediment
source and there is little evidence of sediment storage
on the lower parts of the slopes. Slopes are frequently
convex, terminating at the margins of balkas or flat
floored, gully-like features, which dissect the landscape.
Even in this relatively homogeneous area, the pro-
portion of the sediment mobilized by erosion within
the individual catchments that reaches the basin outlet
ranges from 0 to 89%. In most of the basins, both the

Fig. 1 The sediment budgets for Coon Creek, Wisconsin,

U.S.A., for the periods 1853–1938 and 1938–1975 produced
by Trimble. The fluxes shown are mean annual values.
Source: Based on data presented in Ref.[7].
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balka bottoms and the river floodplains constitute
major sinks for sediment moving through the system
and as with Coon Creek (see Fig. 1), the sinks are a
very important component of their sediment budgets.

As the scale of the drainage basin considered
increases, deposition of sediment on the river flood-
plains in the lower parts of the basin will commonly
assume increasing importance as a sediment sink.
Work within the catchments of the Rivers Ouse and
Wharfe in Yorkshire, U.K., reported by Walling and
his co-workers[9] has, for example, shown that as much
as 30–40% of the sediment delivered to the main chan-
nel system is deposited on the adjacent floodplains and
does not reach the basin outlet.

Many of the sediment sinks operating within a
drainage basin are likely to be long-term sinks. For
example, the sediment deposited on the lower parts
of a slope will commonly remain in near-permanent
storage, unless there is a significant change in the pat-
tern of erosion. Prosser and co-workers[10] have esti-
mated that as much as 80% of the sediment eroded
from large coastal catchments in Eastern Australia,
as a result of land clearance by European settlers,
remains stored in their channels and floodplains. How-
ever, some sinks may be more readily remobilized and
therefore operate as shorter-term stores. This was the
case with the middle valley sink depicted in Fig. 1.
Furthermore, at the annual timescale, sediment
deposited within the channel system may accumulate
during one period of the year, only to be remobilized
and flushed out by high flows during a subsequent
period. In this situation, storage is clearly temporary.

The residence time concept proposed by Madej,[11]

although primarily applicable to coarse sediment
stored in river channels, provides a useful basis for
characterizing the timescales of sediment storage
associated with a sediment budget. In her study of
Redwood Creek in Northwest California, Madej esti-
mated the residence time (years) of coarse sediment
stored in individual reaches by dividing the storage
(m3 per unit length of valley) by the downstream trans-
port rate (m3 per year). A similar approach could be
applied to the overbank deposits in a reach of river
floodplain by estimating the total mass involved and
relating this to the deposition flux and the rate of
removal by erosion associated with channel migration.

ESTABLISHING A CATCHMENT
SEDIMENT BUDGET

While the sediment budget concept undoubtedly repre-
sents a valuable tool for both understanding and
managing the sediment response of a drainage basin,
its value is potentially compromised by the difficulty
of establishing a reliable sediment budget for a catch-
ment, and particularly for anything other than a fairly
small catchment. Traditional monitoring techniques
are not well suited to documenting the spatially and
temporally variable processes involved. Recent
advances in the use of environmental radionuclides
to document rates and patterns of soil redistribution
on the slopes of a drainage basin and of sediment
deposition within floodplain systems, as well as in the

Fig. 2 The sediment budgets for four drainage basins on the

Russian Plain, established by Golosov and his co-workers.
Source: Based on data presented in Ref.[8].
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application of sediment source tracing or ‘‘fingerprint-
ing’’ techniques to establish sediment sources, must be
seen as greatly increasing the ability to assemble the
information necessary to establish a reliable sediment
budget.[12,13] Fig. 3 presents the sediment budgets
established for two small agricultural catchments, in
the U.K. using these novel approaches.[14] In this case,
subsurface field drains represent an important transfer
pathway for sediment and they have been incorporated
into the sediment budget.

CONCLUSION

This entry has traced the development of the sediment
budget concept as applied to drainage basins, provided

examples of catchment sediment budgets and their
use, and emphasized the problems of assembling the
information necessary to establish a reliable sediment
budget for a catchment. Sediment problems in catch-
ments and river systems are attracting increasing atten-
tion in many areas of the world and the establishment
and analysis of catchment sediment budgets is likely
to play an increasingly important role in informing
the design and implementation of effective sediment
control strategies. In view of the importance of fine
sediment as a vector for the transport of many con-
taminants, such as pesticides and heavy metals, the
value of the sediment budget concept extends well
beyond sediment per se.[15]
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Sediment Load

Xi Xi Lu
David L. Higgit
Department of Geography, National University of Singapore, Singapore, Singapore

INTRODUCTION

‘‘Sediment load,’’ strictly speaking, refers to the nature
of the material being moved by a stream or river,
though in practice the term is used widely in the
literature to indicate the quantity of sediment moving
through a river section in a given time interval. Some
authorities[1] prefer the term ‘‘sediment discharge’’
and its units are normally expressed as t/yr. This refers
to the solid part of the total material load carried in
rivers, as distinct from material transported in solu-
tion, termed the dissolved load. A standard definition
of dissolved load refers ‘‘to the constituents in a repre-
sentative water sample that passes through a 0.45-mm
membrane filter.’’[2] The size criterion is necessary
because colloids are transitional between the sus-
pended and dissolved loads. Summerfield[3] prefers
the terms ‘‘mechanical’’ and ‘‘chemical’’ to refer to
the solid and dissolved components, which together
can be used to infer denudation rates. As sediment dis-
charge varies enormously among river basins of differ-
ent sizes, the flux is often expressed as a specific
sediment yield (t/km2/yr). Numerous empirical studies
have demonstrated that specific sediment yield is nega-
tively correlated with basin area and have noted that
the amount of material transported through the river
section is often a small fraction of that mobilized on
basin slopes by erosion processes.[4]

Following Einstein,[5] sediment load can be divided
into wash load and bed-material load components.
Wash load is that part found significantly in suspen-
sion and travels at approximately the same velocity
as the flowing water. At non-flood discharges, sus-
pended sediment is generally up to about 0.35 mm in
particle diameter.[6,7] The bed-material load moves
close to the boundary by rolling, sliding, or saltation
(jumping), and consists of sand size or larger sediment
(>0.35 mm particle diameter). Particles move slower
than the flowing water because of collisions with the
bed and other particles. This distinction between wash
load and bed-material load is, in principle, similar to
subsequent classifications based on the predominant
transport mode or field measurement method: sus-
pended sediment load and bedload.[8] Generally, bed-
load can be considered as a synonym of bed-material
load, and suspended load as a synonym of wash

load, although part of bed-material load can be tem-
porarily suspended in rivers during turbulent mixing
processes. Suspended sediment and bedload have
distinctive characteristics in terms of source areas,
material properties, transport dynamics, and the nat-
ure of measurement techniques.

SUSPENDED SEDIMENT LOAD

Suspended sediment load accounts for more than 90%
of the total sediment load for most rivers. If the stream
is small and/or well mixed, a grab-sample near the
water surface in the center of the stream can be suf-
ficient to represent suspended sediment concentration.
In larger rivers where suspended sediment is non-
uniformly distributed, two kinds of sampling methods
are recommended: depth-integrating and point-
integrating.[1] Depth-integrating samplers are designed
to have continuous intakes as the sampler is lowered at
a constant speed (normally equal or less than 0.4 times
the stream velocity) from the water surface to the
streambed and back, providing a discharge-weighted
sample over the vertical profile. Point-integrated sam-
plers sample at a designated depth by opening and
closing electronically. Sampling is problematic in rivers
with coarse sediment, weak turbulence, or shallow
depth, because the instrument cannot sample near the
bed where suspended bed-material load is highest.
An indirect method to monitor suspended sediment
concentration continuously is the turbidity meter.
Readings should be calibrated against measured con-
centrations, which are influenced by sediment size,
shape, and mineralogy.

Following Langbein and Schumm,[9] numerous
attempts have been made to explain the global patterns
of sediment yield in terms of climate and/or veg-
etation[10–12] or topography[13,14] Sediment discharge
is a function of five interrelated variables—climate,
geology (soil) and topography, vegetation, and disturb-
ance, both natural and imposed. Natural disturbances
include fire, vegetation disease, slope failure, and vol-
canic activity, whereas imposed disturbances include
construction, agriculture, urbanization, and many
other land-use and water-use practices. Suspended
sediment in the major rivers is derived mainly from
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upland sources by interrill, rill, and gully erosion, and
by the entrainment of stored bottomland sediment,
especially that of channel banks and bed. As fine-
grained materials can be readily transported in suspen-
sion, sediment load is generally supply limited and
dominantly controlled by factors influencing slope
erosion in the drainage basin. The Asian rivers, in
particular, Ganges/Brahmaputra and Yellow River
(Huanghe), have higher sediment loads compared to
other rivers (Table 1). Human activity is influential in
accelerating soil erosion by deforestation, expansion
of agriculture, and inappropriate soil management
(e.g., Huanghe), while conversely sediment load is
decreased by building reservoirs and dams, river-
diversion projects, and other structural intervention
such as dredging (e.g., Colorado, Nile). These anthro-
pogenic influences complicate the identification of
controlling factors on sediment load.

Numerous attempts have been made to estimate the
global sediment load delivered to oceans. Generally,
there are two kinds of methods for predicting sediment

fluxes: one based on compilation and extrapolation of
available sediment yield data,[15] and the other based
on modeling the empirical relations between sediment
yields and environmental parameters.[9,16] Estimates
vary ranging from<10 � 109 t/yr[17] to>50 � 109 t/yr
(Table 2).[20,21] Moreover, the links between upland
erosion and downstream sediment load, expressed by
sediment delivery ratios, are complicated by changes
in sediment storage and remobilization.[22] Thus calcu-
lations of the total amount of sediment reaching oceans
can be overestimated. Attention should also be paid to
sediment yield estimates across regions or within large
river basins.[23]

BEDLOAD

Bedload sediment is more difficult to measure accu-
rately. Large temporal and spatial variations in sedi-
ment movement and the migration of bar and dune
forms impose challenges for representative sampling.

Table 1 Suspended sediment loads for the 25 largest world rivers

River

Drainage area

(�106 km2)

Water discharge

(km3/yr)

Sediment load

(�106 t/yr)

Specific sediment

yield (t/km2/yr)

Amazon 6.15 6300 900 146.3

Zaire 3.82 1250 43 11.3

Mississippi 3.27 580 210 64.2

Nile 2.96 30 0 n.d.

Parana 2.83 470 92 32.5

Yenisei 2.58 560 13 5.0

Ob 2.50 385 16 6.4

Lena 2.50 514 12 4.8

Changjiang (Yangtze) 1.94 900 478 246.4

Amur 1.85 325 52 28.1

Mackenzie 1.81 306 100 55.2

Ganges/Brahmaputra 1.48 971 1670 1128.4

Niger 1.21 192 40 33.1

Zambesi 1.20 223 20 16.7

Murray-Darling 1.06 22 30 28.3

Tigris-Euphrates 1.05 46 n.d. n.d.

St. Lawrence 1.03 447 4 3.9

Orange 1.02 11 17 16.7

Orinoco 0.99 1100 210 212.1

Indus 0.97 238 100 103.1

Yukon 0.84 195 60 71.4

Danube 0.81 206 67 82.7

Mekong 0.79 470 160 202.5

Huang He (Yellow) 0.77 49 1080 1402.6

Columbia 0.67 251 8 11.9

Source: From Ref.[15].
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The extensive time and energy needed to execute
comprehensive bedload sampling has prompted
surrogate-monitoring methods. Direct bedload sam-
pling strategies include trapping in pits or baskets or
the use of pressure-difference samplers (the Helley–
Smith is the most well-known sampling device).
Indirect sampling includes the use of tracer techniques
such as painted pebbles emplaced on the streambed.
Visual identification of tracer particles is impaired by
the burial as the channelbed is scoured and aggraded.
Retrieval rates can be improved by inserting a small
magnet within particles that can be detected using a
magnetic susceptibility probe. Real time information
on tracer movement (and by implication the hydraulic
conditions under which transport initiates) can be
achieved by radio tracking representative particles.
At a larger scale, bedload transport can be estimated
from the accumulated sediments in reservoirs, lakes,
or monitored reaches. Alternatively, bedload as well
as total sediment load can be estimated from sus-
pended sediment load data based on assumptions
about material type in the channel.

Bed-material load is often assumed to be of minor
importance (less than 10% of total sediment load) in

most large rivers and in many cases has not been mea-
sured or estimated. However, in headwater regions,
bedload may dominate sediment load and represent a
hazard to water resource development and exert a
strong influence on river channel morphology and its
ecological function. The channelbed functions as a
temporary storage site for bedload though this does
not preclude the legacy of past processes (e.g., glacial
deposits) influencing bed material composition. The
movement of bedload can be viewed as being con-
trolled by three basic independent variables—the fluxes
of water as the transport medium, the availability
of sediment for transport, and the energy gradient
(essentially land-surface slope). From this set several
dependent variables characterizing flow, fluid, and
sediment properties can be identified (Table 3). The
two variables used most often to predict bedload trans-
port rates are bed shear stress and the stream power
per unit bed area.[25,26] However, few available empiri-
cal equations can provide satisfactory prediction owing
to the complexity of riverbed materials and inherent
variability of transport.[27]

CONCLUSIONS

Fluvial sediment load has significant implications
for river channel management. Channel form and
geometry are conditioned by water discharge and sedi-
ment load regimes over longer term periods, while in
the short term the deposition of sediment can cause
local problems of siltation in reservoirs and around
water intakes. Furthermore, sediment-associated trans-
portation of nutrients and contaminants contributes to
water quality problems. The chemical composition of
fluvial sediment has generated research interest in both
the ability to link sediment to source areas through fin-
gerprinting techniques[28] and in the role of fluvial sedi-
ment flux in biogeochemical cycles. In particular, the
impact of human-induced environmental change on
sediment flux is an important concern. Globally, soil
erosion appears to be accelerating (through agricul-
tural expansion, forest clearance) while sediment flux

Table 2 Selected estimates of the global sediment load

from river systems

Methods Author

Global sediment

load (�109 t/yr)

Compiling Holeman (1968)[18] 18.3
Milliman and Meade (1983)[15] 13.5

Milliman and Syvitski (1992)[13] 20.0

Modeling Langbein and Schumm (1958)[9] 10.8
Fournier (1960)[20] 64.0
Douglas (1967)[10] 11.5

Ahnert (1970)[17] 9.3
Wilson (1973)[11] 19.3
Jansen and Painter (1974)[12] 26.7

Ohmori (1983)[21] 56.6
Pinet and Souriau (1988)[19] 16.2
Ludwig and Probst (1998)[16] 16.0

Source: From Ref.[16].

Table 3 Variables influencing the bedload transport

Flow properties Fluid properties Sediment properties Other properties

Discharge (Q) Kinematic viscosity (v) Density (rs) Gravity (g)

Velocity (v) Density (r) Size (D) Platform geometry

Flow depth (d) Temperature (T) Sorting (s)

Width (w) Wash load concentration (C) Fall velocity (vs)

Slope (s)

Resistance (ff)

Source: From Ref.[24].
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from large rivers to the coastal zone is decreasing
(through dam construction and water diversion).[29]

Syvitski et al.[30] estimate a reduction of 1.4 billion
tones per year compared to prehuman sediment loads,
which has major implications for coastal retreat and
marine biology.
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INTRODUCTION

Selenium (Se) is an essential nutritional element, but
excessive Se can be toxic to animals and humans.
Selenium has an atomic number of 34, an atomic
weight of 78.94 and occupies a position in Group
VIA of the periodic table between the metal tellurium
and the non-metal sulfur. Selenium’s chemical and
physical properties are intermediate between those of
metals and non-metals (Table 1). Selenium has a
valence of �2 in combination with hydrogen or metals,
and in oxygenated compounds it can exist as the þ4 or
the þ6 oxidation states giving rise to an array of Se
compounds.[1] Six stable Se isotopes occur with vary-
ing degrees of abundance: 74Se (0.87%), 76Se (9.02%),
77Se (7.58%), 78Se (23.52%), 80Se (49.82%), and 82Se
(9.19%) and a short-lived isotope (75Se) used in neu-
tron activation, radiology, and tracer applications.[2]

The average Se concentration in the earth’s crust is
about 0.05–0.09 mg kg�1.[3] Selenium concentrations
range from 0.004–1.5 mg g�1 in igneous rocks to 0.6–
103 mg g�1 in shales of the cretaceous period.

FORMS OF SELENIUM

Important properties of elements, e.g., their bioavail-
ability and toxicity, depend on their chemical form or
speciation. Chemical speciation involves the quantifi-
cation of chemical forms, or species that comprise
the total element concentration. Selenium can exist in
the (þ6), (þ4), (0), and (�2) oxidation states, the major
feature of Se chemistry that affects the Se solubility
and movement in nature. The distribution of the
valence states depends on microbial activity, solution
pH, and redox conditions. Selenium in the (�2) oxi-
dation state exists as hydrogen selenide (HSe�) and
as a number of metallic selenides. Heavy metal sele-
nides are the most insoluble forms of Se. H2Se is a
toxic gas at room temperature and is thermodynami-
cally unstable in aqueous solutions. Elemental Se(0)
exists as several allotrophic forms and is very stable
and highly water insoluble. Thermodynamic calcula-
tions show that Se(�2) should be found in reducing
environments, Se(þ4) species in moderately oxidized
environments, and the Se(þ6) species in oxidizing

environments.[4] In waters, dissolved inorganic Se is
normally present as (þ6) selenate (SeO4

2�) and as
(þ4) selenite (SeO3

2�).[4]

Inorganic Se

The soluble inorganic Se forms, selenite and selenate,
account for the majority of the total Se concentration
of waters, although particulate Se(0) smaller than
0.45 mm may also be present.[5] The proportion of
selenate/selenite present in waters is generally pre-
dicted by the pH–redox status of the system. Selenate
is stable under alkaline and oxidizing conditions and
selenite is stable under mildly oxidizing conditions.[6]

Although, measurement of pH–redox status is a good
predictor of Se species,[7] actual speciation must be
analyzed as exceptions to the thermodynamic predict-
able Se species have been reported[8] due to the influ-
ences of biological activity.

The ratio of selenate to selenite present in natural
waters is also affected by the different adsorption
kinetics of selenate vs. selenite. Selenite has a strong
affinity for a variety of common minerals at pH
values < 7, where as selenate does not;[9] selenite also
has a strong affinity for particulate organic matter.[10]

Constituents adsorbing selenite include Al and Fe oxi-
des, clay minerals, and calcite. Also microbial popu-
lations selectively assimilate selenite over selenate.[11]

Due to the many mechanisms for selenite removal
from waters, selenate is the major soluble Se species
in natural waters.[11]

Another important factor controlling the ratio of
selenate to selenite in natural waters is the microbial
activity. Microbial activity has been reported to
quickly reduce selenite[12] and selenate[12] as well as
tellurate, tellurite, vanadate, molybdate, arsenate, and
chlorate[12] suggesting that microbial reductions are
important for changing the solubility and availability
of elements, especially Se.

Organic Selenium

Selenium is required as an essential micronutrient
for a host of mammals, birds, fishes, algae, and bac-
teria.[13] The Se analog of cysteine, selenocysteine
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(SeCys), plays a critical role in the enzyme glutathione
peroxidase (EC 1.11.1.9)[14] and regulates ribosome-
mediated protein synthesis.[15] Selenium containing
organic compounds noted includes selenomethionine,
selenocystathionone, dimethylselenopropionic acid,
methylselenomethionine, trimethylselenonium ion,
and the volatile organics dimethyl selenide (DMSe)
and dimethyldiselenide (DMDSe).[16,17] Selenium tox-
icity through enhanced incorporation of SeCys into
protein disrupts the three-dimensional structure and
impairs function due to pH differences between sulfhy-
dryl and selenol bridges.[18] In a tragic event that
emphasized the need to monitor Se levels in waters
generated by agriculture, the inadvertent concentration
of Se from agricultural drainage conveyed to evapor-
ation ponds in San Joaquin Valley, California resulted
in the formation of organic Se compounds from the
assimilation of inorganic Se from the drainage
waters[19] that resulted in death or impaired reproduc-
tion in aquatic wildlife[19] Selenomethionine has been
reported to be the most toxic organic Se compounds
ingested by waterfowl,[20] although no other organic
Se compound has been tested for waterfowl toxicity.

Volatile Species

A major mechanism for Se cycling in the environment
is the biological volatilization of assimilated inorganic
Se. Challenger and North[21] first confirmed microbial
volatilization of DMSe and since, other Se gases as
hydrogen selenide (H2Se), methaneselenol (CH3SeH),
and dimethyl selenenyl sulfide (CH3SeSCH3) have
been identified. The two major Se gases of environ-
mental importance are DMSe and DMDSe[22] and
are important in fossil fuel emissions, during plant
growth[23] and from soil microorganism exposed to
inorganic Se as selenate or selenite.[24] Atmospheric
Se gases are subject to several important processes

such as reaction with hydroxyl radicals and ozone,[25]

converted into particles[26] and then removed from
the atmosphere by dry or wet deposition. The biologi-
cal emissions of volatile Se forms are as great as
emissions from anthropogenic sources[22] and are an
important mechanism for Se cycling.

Elemental Selenium

Elemental Se is allotrophic, not measurably soluble in
water, and can exist as gray hexagonal, red monoclinic,
and vitreous amorphous forms. In reducing environ-
ments, Se speciation is predicted by thermodynamics
to be H2Se, but this species is extremely unstable and
is oxidized to elemental red Se. Microbial dissimilatory
reduction of selenate or selenite to insoluble Se(0)
forms can result in higher concentrations than pre-
dicted by the speciation and chemical reactivity of
the soluble forms. Although anaerobic conditions have
been reported to be necessary for the Se reduction to
occur by facultative anaerobes,[27] recent research has
found certain bacterium can reduce selenate under
microaerophilic conditions to Se(0).[11]

In environmental systems, there are three major trans-
formation mechanisms for Se: oxidation/reduction,
mineralization/immobilization, and volatilization with
the kinetics of each a function of the Se species,
microbial activity, and pH–redox conditions. With the
toxicity of Se at only approximately 50 times the dose
required as an essential element, knowledge of the
transformation mechanisms involved with cycling
and processes of Se is vital for prevention of additi-
onal problem areas associated with water cycling.
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INTRODUCTION

Water science encompasses a large number of aca-
demic disciplines ranging from basic natural to
applied socioeconomic sciences. Understanding water-
related system processes can become a daunting task
and frequently involves several disciplines. Modeling
and software development have become increasingly
popular in dealing with the associated complexities,
because hypotheses and theories are thereby made
subject of objective and time-efficient examination.
Thorough planning of the underlying model and
software development processes increases the effec-
tiveness of seeking problem solutions in water science.
Principles, processes, and tools of modern software
development are described in the following.

THE MODEL DEVELOPMENT CYCLE

A model is defined as any structure that a person can
use to simulate or anticipate the behavior of something
else.[1] Different types of models have evolved in the
history of water science, ranging from physical repre-
sentations of real systems to sophisticated algebraic
frameworks.[2,3] Engineers often apply set modeling
procedures to solve their problems. These procedures
are commonly performed to get a practical job done
and not to question their underlying theories. Science-
oriented models, in contrast, serve as logical testing
frameworks for checking the validity of hypotheses
and given theories. Science and engineering models
thus follow quite different aims and require the appli-
cation of corresponding modeling procedures.[4]

When scientific problems are observed, hypothetical
solutions are often communicated and discussed in a
linguistic form. Languages, however, are opaque to
nascent human intuition because they evolve through
long-term tradition. It is only the non-linguistic
medium of algebraic and symbolic notations that
empowers the time-efficient mathematical logic for
testing scientific hypotheses.[5] The purpose of scientific
software development is to implement mathematical
models arising from this process and to provide com-
munication bridges between computers, users, and

models. Consequently, knowledge is processed by the
software development cycle (Fig. 1).

Initialization and Abstraction

The software development cycle is initiated by problem
observation. Characterizing the variability of pressure-
flow distribution in soils or understanding the co-
ordination of stomatal conductance in plants are
typical examples of current problem observations in
water science. Based on past experience and intuition,
a researcher would then start formulating hypothetical
solutions for these problems. The process would likely
lead to the construction of a mathematical model that
might be implemented as a software simulation. Since
model and software development often involve more
than one person who wish to attain specific goals, pre-
defining the functionality of the future model is a use-
ful step before it is actually encoded into executable
software.[6] The procedure of defining these so-called
use cases helps keeping research and development pro-
cesses focused.[7,8] A model simulating groundwater
flow, for instance, would have much different use case
requirements than software solutions for regional
precipitation and water balance models.

After having completed the initial exploration phase,
sharpened concepts in the form of software require-
ments may be written as executable acceptance tests.[9]

Such tests however do not remain static but constantly
evolve throughout the software development process.
Each time functionality is added to the software, a cor-
responding test is added that specifies the new behavior.
All tests are executed again then to ensure that the
simulation system maintains its integrity. It is in these
tests in which other programmers may also receive doc-
umentation about how the code is actually working.[7]

The next step of the software development cycle—
problem abstraction—reduces search by dividing a
problem into smaller subproblems that are mapped into
a hypothetical solution structure. Since elements in the
problem space and their representations in the solution
space are defined as ‘‘objects,’’ object-oriented program-
ming is a useful method for processing scientific knowl-
edge.[10,11] Object-oriented programming lets developers
describe their problems in terms of problems, rather than
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in terms of the computer where the solution is exe-
cuted.[11] Older, so-called imperative languages such as
FORTRAN, Delphi, Pascal, or C are still in widespread
use. They operate on a higher level of machine language
abstraction and force software developers to think more
in terms of machine code. This shortcoming is one of the
reasons why today’s software development technologies
make increasing use of the object-oriented programming
paradigm.[7,11,15]

Software objects have type names, consist of data
storing fields, and use methods to communicate with
their environment. A water-catchment system, for
instance, could be divided into different functional
units like soil patches, streams, plant communities,
microclimate regions, etc. Each of these objects would
carry a type name, have data fields, and provide meth-
ods, which serve as interfaces that communicate with
their environment. The objects would possibly contain
or be related to other objects. A plant species could, for
example, inherit common features of its plant family. It
could also be composed of different functional objects
like leaves, roots, cells, and transport pathways, etc.
that form its general behavior. Careful design of the
inter-relations between objects strongly affects the reu-
sability and maintainability of simulation software.[15]

Experimentation and Validation

Every experiment needs an assumption about how a
set of problems can be possibly solved. The rigidity

of the initialization process makes the experimental
validation of these guesses highly efficient. Hypotheses
are mathematically expressed, integrity is maintained
through test-driven development, and alternative solu-
tions are made available through object-oriented sys-
tem design. This information is also useful in setting
technical requirements for the execution of an experi-
ment, which typically loops through several iterations
to capture the temporal and spatial variabilities that
are common in water science.

It might happen that the system under observation
might prove to be too complex. The functioning of a
watershed, for example, involves a large number of
processes that as a whole become easily unwieldy. It
is a typical procedure then to carry out simplified
experiments under isolated conditions. Rain shelters,
canal models, wave generators, and growth chambers
are typical examples for such conditions. Fitting results
of such simplified experiments back into their original
model framework often poses a vexing statistical prob-
lem known as the ‘‘complexity paradox:’’ The closer a
model captures the full range of processes and param-
eters in a system, the more difficult it is to ascertain
whether or not the model faithfully describes that
system.[12] Judging on the right scale of observation
is difficult, therefore, and is often matter of dispute.

Hypothesis testing and validation are the final steps
of the scientific knowledge transformation process,
where experimental results are compared against
their related model outputs. They are fundamentally

Fig. 1 The software development cycle. (Solid line: model development and software implementation. Dotted line: practical
application of validated simulation models.)
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statistical processes, where systematic and random
patterns in the experimental and modeled results are
characterized. Prediction errors are frequently quantified
by the root mean square error (RMSE) between observa-
tions and model outputs. The mean square error
(MSE ¼RMSE2) can additionally be decomposed into
a bias and variance component to illustrate the different
error sources. Histograms and residual plots are suitable
for illustrating the shape of the error distributions and
their variance structures.

It has to be mentioned in this context that it is
generally difficult to judge the validity of models in
water science, because most system processes take
place in natural environments, which, as specified,
cannot classify as closed systems.[12]

Design and Application

Once a model has been validated through experimen-
tation and manifested as software, it is often applied
in practical situations. To make a scientific model useful
for such applications, graphical and language interfaces
must be added that serve as communication bridges
between users and the complex model interior. A vast
amount of options exist about possible ways of using
and arranging graphical elements like window frames,
menus, buttons, dialogs, slide bars, pictures, and so
on. To make the usage of these elements ergonomic, it
is advisable to take appropriate time for structuring
and designing them. User interface design is a very
dynamic process with quite substantial changes long
after the behavior of a mathematical model has
stabilized.

Model design also requires careful planning of elec-
tronic data exchange and storage formats. Today’s
models have increasingly become components of larger
simulation frameworks or connect with other models
through local area networks or the internet. They
retrieve and store data in various binary or ASCII for-
mats that comply with certain standards to facilitate
data exchange. Extended Markup Language (XML),
for instance, is a new industry-standard, extensible,
and system-independent way of exchanging data,
which has the potential to become extremely popular
among model developers.[13,14] Besides, there is a whole
class of programming languages like Python or Perl
that is increasingly used for web application and web
service development.

The software development cycle is terminated by the
practical application of a model. Yet, this does not let a
developer off the hook, because changing require-
ments, observations, and applications almost certainly
lead to new iterations of the development cycle. It is at
this late stage, where skillful planning of the software
system really pays off: The reusability of model

components is directly related to the developer’s ability
to decompose a system into objects (i.e., problem
abstraction).[11,15]

TOOLS FOR SOFTWARE DEVELOPMENT

A large number of computer languages and tools
have evolved during the history of computing, which
makes choices of appropriate development environ-
ments difficult. When starting to get acquainted with
software development, it is advisable to choose a
modern language for which basic integrated develop-
ment environments (IDEs) can be freely downloaded
from the internet. A basic IDE consists of a source
code editor, a visual source code generator for window
elements, language dependent helper entries, a variable
watching facility, and a debugger with basic function-
ality for stepwise execution of a program. More soph-
isticated IDEs offer a larger range of options for
debugging, refactoring, code construction, documenta-
tion, and deployment to speed up development time.

There is a large choice of developer tools on the
market fulfilling varying purposes in model develop-
ment.[16] Many tools support the Unified Modeling
Language (UML), which is a family of graphical nota-
tions for drawing diagrams of software concepts based
on the object-oriented approach.[17,18] The diagrams
are on a conceptual level and do not provide insight
into the actual code. Translation tools are available
that enable code generation from such UML models
and visa versa (round-trip engineering). Model navi-
gation and versioning are two other important tool
features that enable developers to follow subsequent
iterations and to navigate through classes and dia-
grams. Automated generation of HTML documenta-
tion is another important option of development
tools aimed at simplifying model usage and exchange.
Large-scale software projects benefit from class and
pattern repositories that are managed by appropriate
developer tools. Finally, XML support is increasingly
getting important due to the popular role of this docu-
ment exchange format in software development.

CONCLUSIONS

Software development plays an increasingly important
role in water science serving as an effective knowledge
transformation and communication tool. The model
development cycle offers a formalized approach for
testing research hypotheses about water-related system
processes. The success and lifetime of a simulation
model is determined by adherence to basic software
design principles, among which two principles play a
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dominant role and certainly also apply to science in
general: travel light and embrace change![19]
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David E. Radcliffe
Department of Crop and Soil Sciences, University of Georgia, Athens, Georgia, U.S.A.

INTRODUCTION

Macropores are large, continuous voids in soil and
include structural, shrink–swell, and tillage fractures,
old root channels, and soil fauna burrows (Fig. 1). They
are important because they can increase infiltration and
may result in bypass flow where water and solutes move
rapidly through the profile and do not interact with the
soil matrix. This is one type of preferential flow. Other
types of preferential flow include finger flow[1] and
funnel flow.[2] Reviews of macropores were published
by Beven and Germann,[3] White,[4] Germann,[5]

Brusseau and Rao,[6] Beven,[7] and Bouma.[8]

MACROPORE FLOW OF WATER

One of the earliest documentations of macropore flow
was by Lawes, Gilbert, and Warington:[9]

The drainage water of a soil may thus be of two kinds:
it may consist[1] of rainwater that passes with but little
change in composition down the open channels of the

soil; of[2] of the water discharged from the pores of a
saturated soil.

Suggested lower limits for macropore diameters and
widths are in the 0.03–3.00 mm range.[10,3,4] The lower
limit would include some pores that would fill by capil-
larity and the upper limit would exclude all capillary
pores. Consequently, the dominant driving force in
macropore flow is gravity, whereas matrix flow is
driven primarily by capillarity. Continuity is also an
important feature of macropores.

To a certain extent, the effect of macropores on
water flow can be incorporated into conventional flow
equations based on Darcy’s law by careful measure-
ment on large undisturbed samples of the unsaturated
hydraulic conductivity function (K(h)). For example,
Jarvis and Messing[11] used a tension infiltrometer to
measure K(h) at values of h between �5 mm and
�150 mm on 6 soils of contrasting texture. When the
data were plotted (ln K(h) vs h), the best fit was two
straight lines, the line near saturation being much
steeper and representing macropores.

An approach based on Darcy’s Law, however,
will not capture the bypass effect of macropores.
Therefore, a number of approaches have been

developed for describing water flow in individual
macropores. Flow in water-filled macropores that are
cylinders or cracks has been described by a modified
Poiseuille equation but the number and dimensions
of macropores must be known.[4] In addition, using
Poiseuille’s law assumes that macropores are open-
ended, which is probably not the case. Beven and
Germann[12] developed a kinematic wave equation that
allows flow down the sides of macropores not filled
with water. Macropore water flux was described by a
power function of the macropore water content. The
power term is usually obtained through calibration.

Since macropores are, for the most part, non-
capillary pores, it has been assumed that macropore
flow cannot occur unless there is free water at the soil
surface. Experimentally, however, macropore flow has
been observed in very dry soils at the onset of a rain
when these conditions are unlikely. For example,
Shipitalo and Edwards[13] used intact soil blocks and
added water with a rainfall simulator. They observed
more macropore flow in blocks that were initially dry
than in blocks that were at higher antecedent water
content. This may be due to a hydrophobic organic soil
surface that develops under dry conditions and causes
free water to run across the surface and enter macro-
pores.[14] In addition, Phillips et al.[15] showed that
water could continue to flow in open macropores
under slightly negative pressure potentials, provided a
continuous water film was established on the wall
over the full length of the macropore. Layers beneath
the soil surface that impede water flow and can raise
water potentials sufficiently cause free water to enter
macropores below the surface.[16]

MACROPORE FLOW OF SOLUTES

The amount of water that flows via macropores is
probably a small percentage of the total water flux in
most cases and has a limited effect on the overall water
balance. However, macropore flow has a very impor-
tant effect on movement of solutes, especially adsorbed
solutes with limited half-lifes. For example, the only
way some pesticides can reach ground water may be
through macropore flow.[17] This is due to the rapid
movement of solutes via macropores and bypass of
adsorption sites within the soil matrix. Macropores
do not always result in deeper movement of solutes.
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If a solute somehow enters the soil matrix, as a result
of a small rain that did not cause surface ponding
for example, then infiltrating water from larger storms
may travel in macropores and bypass the solute.[18]

To a certain extent, the effects of macropore flow
can be included in the conventional Convection Dis-
persion Equation (CDE) for solute transport through
the use of large values of dispersivity (l). However,
the CDE assumes a high degree of mixing among flow

paths, which is unlikely to occur at the local scale when
macropores are present. In contrast, the stochastic
convective log normal transfer function (CLT) is a
stream-tube model that assumes there is no mixing
among flow paths[19] and has been used to incorpo-
rate the effect of macropores.

Another common approach to simulating the effect
of macropores is the dual porosity or mobile–immobile
model developed by van Genuchten and Wierenga.[20]

Fig. 2 Schematic diagram of soil showing mobile and
immobile water. (A) Actual model. (B) Simplified

model. Source: From Ref.[20].

Fig. 1 Infiltration into a block of soil with
macropores. P(t), overall input (precipitation,

irrigation); I1(t), infiltration into the matrix
from the surface; I2(t), infiltration into the
matrix from the walls of the macropores; S1(t),
seepage into the macropores at the soil surface;
S2(t), flow within the macropores; O(t), overland
flow. Source: From Ref.[3].
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Soil porosity is divided into a relatively mobile (macro-
pore) and a relatively immobile (matrix) region with
exchange between regions by diffusion or convective
flow (Fig. 2). Parameters describing the relative size
of the regions and exchange are usually obtained
through calibration using breakthrough curves.

The importance of local-scale macropore flow can
be judged by its effect on field-scale solute transport.
Local-scale macropore flow can cause dispersion of
the field-scale breakthrough curve if it is a large source
of variation in solute velocity, compared to the vari-
ation in mean local-scale solute velocities (v) within a
field. A deterministic approach that includes macro-
pore flow (by using a large value of local-scale l, for
example) is appropriate in this case. Variation in v
within a field can also cause dispersion of the field-
scale breakthrough curve. A stochastic approach that
includes the variation in v is appropriate in this case.
The two sources of dispersion can be compared using
mean local-scale l and coefficient of variation of
local-scale v.[21] If variation in v is the principal source
of field-scale dispersion, then local-scale macropore
flow is of little consequence at the field scale.

A number of models have been developed that
describe water and solute movement and include
the effect of macropores using the dual porosity
approach,[22,23] the CLT approach,[24,25] Poiseuille’s
Law,[26] the kinematic wave approach,[12] and Darcy’s
Law with K(h) including macropores.[27]

REFERENCES

1. Hill, R.E.; Parlange, J.Y. Wetting front instability

in layered soils. Soil Sci. Soc. Am. Proc. 1972, 36,
697–702.

2. Kung, K.-J.S. Preferential flow in a sandy vadose

zone: 1. Field observation. Geoderma 1990a, 46, 51–58.
3. Beven, K.J.; Germann, P.F. Macropores and water flow

in soils. Water Resour. Res. 1982, 5, 1311–1325.

4. White, R.E. The influence of macropores on the trans-
port of dissolved and suspended matter through soil.
Adv. Soil Sci. 1985, 95–119.

5. Germann, P.F. Approaches to rapid and far-reaching

hydrologic processes in the vadose zone. J. Contam.
Hydrol. 1988, 3, 115–127.

6. Brusseau, M.L.; Rao, P.S.C. Modeling solute transport in

structured soils: a review. Geoderma 1990, 46, 169–192.
7. Beven, K. Modeling preferential flow: an uncertain

future? In Preferential Flow; Gish, T.J., Shirmohammadi,

A., Eds.; Am. Soc. Agric. Eng.: St. Joseph, MI, 1991; 1–11.
8. Bouma, J. Influence of soil macroporosity on environ-

mental quality. Adv. Agron. 1991, 46, 1–37.

9. Lawes, J.B.; Gilbert, J.H.; Warington, R. On the
Amount and Composition of the Rain and Drainage
Water Collected at Rothamsted; Williams, Clowes
and Sons Ltd.: London, 1882.

10. Luxmoore, R.J. Micro-, meso-, and macroporosity of

soil. Soil Sci. Soc. Am. J. 1981, 45, 671.
11. Jarvis, N.J.; Messing, I. Near-saturated hydraulic con-

ductivity in soils of contrasting texture measured by ten-
sion infiltrometers. Soil Sci. Soc. Am. J. 1995, 59, 27–34.

12. Beven, K.J.; Germann, P.F. Water flow in soil macropores
II. A combined flow model. Soil Sci. 1981, 32, 15–29.

13. Shipitalo, M.J.; Edwards, W.M. Effects of initial water con-

tent on macropore/matrix flow and transport of surface-
applied chemicals. J. Environ. Qual. 1996, 25, 662–670.

14. Edwards, W.M.; Shipitalo, M.J.; Owens, L.B.; Norton,

L.D. Water and nitrate movement in earthworm bur-
rows within long-term no-till cornfields. J. Soil Water
Cons. 1989, 44, 240–243.

15. Phillips, R.E.; Quisenberry, V.L.; Zeleznik, J.M.; Dunn,

G.H. Mechanism of water entry into simulated macro-
pores. Soil Sci. Soc. Am. J. 1989, 53L, 1629–1635.

16. Andreini, M.S.; Steenhuis, T.S. Preferential paths of

flow under conventional and conservation tillage. Geo-
derma 1990, 46, 85–102.

17. Kladivko, E.J.; van Scoyoc, G.E.; Monke, E.J.; Oates,

K.M.; Pask, W. Pesticide and nutrient movement into
subsurface tile drains on a silt loam soil in Indiana.
J. Environ. Qual. 1991, 20, 264–270.

18. Shipitalo, M.J.; Edwards, W.M.; Dick, W.A.; Owens,
L.B. Initial storm effects on macropore transport of
surface-applied chemicals in no-till soil. Soil Sci. Soc.
Am. J. 1990, 54, 1530–1536.

19. Jury, W.A. Simulation of solute transport using a transfer
function model. Water Resour. Res. 1982, 18, 363–368.

20. van Genuchten, M.Th.; Wierenga, P.J. Mass transfer

studies in sorbing porous media: I. Analytical solutions.
Soil Sci. Soc. Am. J. 1976, 40, 473–479.

21. Butters, G.L.; Jury, W.A. Field scale transport of bro-

mide in an unsaturated soil. 2. Dispersion modeling.
Water Resour. Res. 1989, 25, 1582–1588.

22. Addiscott, T.M. Modeling the interaction between sol-
ute leaching and intra-ped diffusion in clay soils. Pro-

ceedings of the ISSS Symposium of Water and Solute
Movement in Heavy Clay Soils; Bouma, J., Raats,
P.A.C., Eds.; International Institute for Land Recla-

mation and Improvement: Wageningen, Netherlands,
1984; 279–297.

23. Hutson, J.L.; Wagenet, R.J. A multiregion model

describing water flow and solute transport in hetero-
geneous soils. Soil Sci. Soc. Am. J. 1995, 59, 743–751.

24. Utermann, J.; Kladivko, E.J.; Jury, W.A. Evaluating

pesticide migration in tile-drained soils with a transfer
function model. J. Environ. Qual. 1990, 19, 707–714.

25. White, R.E.; Dyson, J.S.; Haigh, R.A.; Jury, W.A.;
Spositio, G. A transfer function model of solute trans-

port through soil 2. Illustrative applications. Water
Resour. Res. 1986, 22, 248–254.

26. Beven, K.J.; Clarke, R.T. On the variation of infiltration

into a homogeneous soil matrix containing a population
of macropores. Water Resour. Res. 1986, 22, 383–388.

27. Mohanty, B.P.; Bowman, R.S.; Hendrickx, J.M.H.; van

Genuchten, M.Th. New piecewise-continuous hydraulic
function for modeling prefential flow in an intermittent-
flood-irrigated field. Water Resour. Res. 1997, 33,
2049–2063.

1050 Soil Macropores: Water and Solute Movement

© 2008 by Taylor & Francis Group, LLC



S
ca

li
ng

–

S
oi

l
W

at
er

Soil Moisture Measurement by Feel and Appearance

Rick P. Leopold
National Resources Conservation Service, U.S. Department of Agriculture (USDA),
Bryon, Texas, U.S.A.

INTRODUCTION

Measuring soil moisture by feel and appearance is one
of several methods used to plan and determine the
effectiveness of irrigation applications. Its simplicity
makes it suitable to use in nearly all irrigation situa-
tions from urban lawns and golf courses to agricultural
settings worldwide. Proper irrigation water manage-
ment maximizes the positive impact of the irrigation
water for the intended use, while minimizing the costs
associated with irrigation and decreasing the potential
for off-site movement of nutrients and pesticides from
irrigated land.

BACKGROUND

Measuring soil moisture by using feel and appearance
is a simple low cost method that may be used by land
managers. In irrigated agriculture, this method can be
used to:

� Determine when irrigation is needed.
� Estimate the available water in the root zone prior

to planting or irrigation.
� Estimate the amount of irrigation water to

apply.
� Determine the depth of penetration of irrigation

water.

During the process of collecting soil samples for
moisture assessment, the land manager will have an
opportunity to identify restrictive layers caused by
compaction, as well as, some non-water related
problems such as weed or insect pressure and nutrient
deficiencies.

Prior to the collection of samples for estimating soil
moisture, the land manager must determine the soil
type, texture, and available water holding capacity of
each layer sampled.[1] Soil texture, which is the relative
amounts of sand, silt, and clay contained in soil, plays
an important role in determining the amount of water

Table 1 Typical AWC (in./ft) for given textural range

AWC

Coarse texture 0.6–1.2

Fine sand and loamy
fine sand

Moderately coarse texture 1.3–1.7

Sandy loam and fine
sandy loam

Medium texture 1.5–2.1

Sandy clay loam, loam, and
silt loam

Fine texture 1.6–2.4

Clay, clay loam, and silty

clay loam

Source: From Ref.[3].

Table 2 Example for a uniform soil profile

Sample

depth (in.)

Soil layer

thickness (in.)

USDA

texture

by layer

Field

capacitya (%)

AWC for

layerb (in.)

Water

available

(in.)

Water needed

to get to 100%

field capacity (in.)

6 0–12 Sandy loam 30 1.4 0.42 0.98

18 12–24 Sandy loam 45 1.4 0.63 0.77

30 24–36 Loam 60 2.0 1.20 0.80

42 36–48 Loam 75 2.0 1.50 0.50

Totals 6.8 3.75 3.05
aEstimated by feel and appearance.
bFrom soil survey.

Source: From Ref.[4].
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a soil will hold.[2] The portion of water in the soil that
can be readily used by plants is the available water
capacity (AWC) of the soil.[3] The AWC ranges shown
in Table 1 for various textural groups may be used as a

guide in estimating soil moisture. Soil maps, soil tex-
ture, and AWC for each soil type can be found in a
published soil survey that may be available through
the local extension or agricultural agencies.

Fig. 1 Fine sand and loamy fine sand soils. Percent avail-
able: Currently available soil moisture as a percent of avail-
able water capacity Source: From Ref.[2].

Fig. 2 Sandy loam and fine sandy loam soils. Percent avail-
able: Currently available soil moisture as a percent of avail-
able water Source: From Ref.[2].

Fig. 3 Sandy clay loam, and silt loam soils. Percent avail-
able: Currently available soil moisture as a percent of avail-
able water capacity. Source: From Ref.[2].

Fig. 4 Clay, clay loam, and silty clay loam soils. Percent
availabe: Currently available soil moisture as a percent of
available water capacity. Source: From Ref.[2].
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SAMPLING PROCEDURES

Soil moisture is typically sampled mid-way through
1-ft increments in uniform soils,[4] or mid-way through
increments that correspond to the natural soil layers
in the profile. For example, if a soil had 14 in. of
fine sandy loam over clay, the first sample would be
7 in. deep, then sample in 1-ft increments thereafter
to bottom of the root zone. For most agronomic
crops, a sampling depth of 3–4 ft will be sufficient
to comprise the active root zone.[2] Table 2 provides
an example for a uniform soil. Three or more samp-
ling sites per field should be evaluated depending
on the crop, field size, irrigation method, and soil
variability.[1]

For each sample, the feel and appearance method
involves the following:

1. Obtaining a soil sample at the selected depth by
using a probe, auger, or shovel.

2. Squeezing the soil sample firmly in one hand
several times to form an irregular ball.

3. Observing the ability to a form ball, ability to
ribbon, loose particles, soil/water stains on
fingers, and soil color. A ribbon is formed when

soil is squeezed out of hand between the thumb
and index finger. Note: A very weak ball falls
apart in one bounce of the hand. A weak ball
falls apart in 2–3 bounces.

4.
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Soil Water Measurement: Capacitance

Ioan Paltineanu
Paltin International, Inc., Laurel, Maryland, U.S.A.

James L. Starr
Environmental Chemistry Laboratory, National Resources Institute (NRI),
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Beltsville, Maryland, U.S.A.

INTRODUCTION

Soil-water content is often the primary limiting factor
for plant growth. Water is also the primary vehicle
for moving plant nutrients and pesticides through
and over soil to ground- and surface-water bodies.
Conversely, the fate of water in soil is affected by
many natural and management factors, such as soil
texture and structure, presence or absence of plants,
stage of plant growth, climate, rainfall intensity, tillage
practices, residue covers, etc. These various factors are
interactive, and their net effect continually changing
in time and space. Until recently, soil water content
measurements were made either by destructive soil
sampling or by the use of portable neutron probes.
Both methods were limited to fairly large time intervals
(e.g., days, weeks). Capacitance probes and monitoring
systems now provide the means to quantify soil water
dynamics in real-time, at discrete soil depth incre-
ments, and over large areas, leading to improved soil
and plant management practices, more efficient use
of water and chemicals, and minimizing groundwater
contamination.

HOW DOES THE CAPACITANCE PROBE
MEASURE SOIL WATER CONTENT?

Electromagnetically, a soil can be represented as a
dielectric mixture of air, bulk soil, and water. At radio
frequencies, and at standard pressure and temperature
conditions, the dielectric constant of pure water is 80,
that of soil solids are 3–7, and that of air is 1. The
dielectric constant of soil can be measured by capaci-
tance, by including the soil as part of a capacitor in
which the permanent dipoles of water molecules
present in the surrounding soil become polarized and
respond to the frequency of an imposed electric field.
Measurement of the soil’s capacitance gives its appar-
ent dielectric constant, and thereby the soil water
content.[1,2] Capacitance probe measurements are a
function of the apparent or bulk dielectric constant
(eb) of the soil, the imposed electromagnetic frequency,

and the electrode configuration. The relationship
between the eb and the total capacitance (C ) is:

C ¼ geb

where g is a geometrical constant based on the elec-
trode configuration (size, shape, and distance between
electrodes). Capacitance probes consist of an inductor
(L) and a capacitor connected to circuitry that oscil-
lates at a frequency that is dependent on the values
of L and the electrode-soil capacitor. With L set by
the electronic circuitry the frequency of oscillation
depends only on variations of capacitance. The oscil-
lation frequency (F ) is an inverse square root function
of the capacitance:

F ¼ ð2p
ffiffiffiffiffiffiffi
LC
p

Þ�1

where L is the total circuit inductance, and C is the
total capacitance that includes the soil–water–air mix-
ture together with some constants. For most accurate
measurements of soil water content, the functional
relationship between oscillation frequency and soil
water content should be determined empirically by
calibration for specific soils.

Under field conditions the ratio of air to water
in the soil continuously changes, resulting in large
variations of the soil’s apparent dielectric constant.
Advances in microelectronics have led to rapid devel-
opment of capacitance probes in the last decade. Some
of the manufacturers of capacitance probes that have
been reported in the scientific literature[2–10] are shown
in Table 1.

CAPACITANCE PROBE DESIGNS

Individual capacitance probes measure water content
at fixed frequencies that commonly vary from
38 MHz to 150 MHz, depending on the probe design.
Operational frequencies of 100–150 MHz will minimize
interferences from soil acidity and salinity.[10] Capaci-
tance probes are commonly configured, as schemati-
cally shown in Fig. 1, with: 1) two or more parallel
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rods designed to be pushed into, or buried in the soil;
or 2) one or more pairs of cylindrical metal electrodes,
with a separating plastic ring between the pair electro-
des, and mounted on a support rod that is inserted
into a previously installed polyvinylchloride (PVC)
access pipe. Other configurations are possible, such
as a combination of one circular ring and one rod.[6]

Accurate soil water content measurement for all elec-
tromagnetic based sensors requires careful installation
procedures to prevent formation of air-gaps along the
sensors or changes in soil properties within the sensor’s
zone of influence.

Portable capacitance probes configured as parallel
rods are simple in design, comparatively inexpensive,
and well suited for surface soil-water measurements.
Some of these probes can be buried in soil at different
depths with transmission cables connected to data
loggers for near-continuous and real-time measure-
ments. The sensor’s zone of influence, i.e., measuring
soil volume, for rod-type capacitance probes is
largely contained between the electrode rods (Fig. 1).

Capacitance probes configured as one or more pairs
of cylindrical metal rings are well suited for measuring
soil water content at discrete depth intervals in the

soil profile. These cylindrical ring sensors are norm-
ally placed inside a PVC access pipe, and form together
with the soil surrounding the access pipe, a fringe-
sensing volume. The radial zone of fringe influence
for cylindrical ring capacitance probes, for the size
shown in Fig. 1, is primarily within 10 cm of the wall
of the 5-cm diameter access pipe and about 10 cm
along the pipe, centered at the insulator between the
two metal rings.[2] The semipermanently installed
probes can be automated for real-time measurements
over large areas, with probe readings essentially
unaffected by cable length up to 500 m.[3]

HOW ARE CAPACITANCE
PROBES CALIBRATED?

Published research reports on testing and applications
of capacitance probes are still largely limited to those

Fig. 2 Volumetric water content (yv) vs. scaled frequency
(SF) at three sites. Source: Adapted from Ref.[2].

Fig. 1 Two common capacitance probe designs: (A) two or
more parallel electrodes in direct soil contact, and (B) cylin-
drical metal ring electrodes placed inside a PVC access pipe.

Table 1 Manufacturers and suppliers of capacitance probes reported in the scientific literature

Brand name Probe type Manufacturer address References

EnviroSCAN Cylindrical ring Sentek Pty Ltd., 69 King William St., Kent Town,
S. Australia 5067, Australia http://www.sentek.com.au

[2–5]

Humicap 9000 Cylindrical ring
and rod

SDEC France, 19 rue E. Vaillant, 37000 Tours,
France http://www.sdec-france.com/us/index.html

[6]

Troxler sentry 200 AP Cylindrical ring Troxler Electronic Labs., Inc., 3008 Cornwallis Rd.,

PO Box 12057, Research Triangle Park, NC 27709,
USA http://www.ismirrigation.com/

[7]

Vitel hydra probe Parallel rods Vitel Inc., 14100 Parke Long Court, Chantilly,
VA 20151, USA http://www.vitelinc.com/

[8,9]
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configured as cylindrical ring sensors. For example,
calibration experiments with cylindrical ring, multisen-
sor capacitance probes were reported on a wide range
of soil textures—using soils collected from California,
Maryland, and Australia.[2] Calibration results, as
shown in Fig. 2, indicate a highly significant, non-
linear relationship between the volumetric soil water
content (yv) and scaled frequency (SF), that was
characterized mathematically as:

yv ¼ aSFb

The scaled frequency represents the ratio of frequen-
cies measured by each sensor (inside the PVC pipe)
in the surrounding soil (Fs) compared with sensor
responses in the air (Fa) and in non-saline water (Fw)
at room temperature (�22�C),

SF ¼ ðFa � FsÞ=ðFa � FwÞ

The use of a scaled (i.e., normalized) frequency mini-
mizes sensor specific electronic differences, so that the
same calibration curve can be used for all the capaci-
tance sensors.

REAL-TIME SOIL WATER PROFILE DYNAMICS
MONITORED WITH MULTISENSOR
CAPACITANCE PROBES

Laboratory and field studies have shown that capaci-
tance probes are accurate, robust, stable in time, and
amenable to near-continuous and real-time measure-
ments.[1–9] Sample output from a multisensor capaci-
tance probe that was set to measure water content at
10-min intervals is shown in Fig. 3. The depth and
magnitude of water infiltration following the rainfall
event (8/1/95) shows water penetration to the third
sensor depth, reaching maximum water contents of
35–40% volumetric water contents (cm3 cm�3) for the
top three sensor depths. After the initial rapid drop
in soil water content, i.e., drainage of the largest soil
pores, the water drainage continued during the first
night followed by a combined drainage and plant-
water uptake during the first day after irrigation. Very
little additional drainage was evident the second night,
as indicated by the nearly constant water content over
night, followed by a lower total rate of loss the next
day—due to plant water evaporation. The expanded
time scale shows additional detail of the water pen-
etration. Note the sequence and speed of water pen-
etration from the first sensor depth (measuring water
over the 5–15 cm interval) to the third depth, with
the peak in water contents moving from one sensor
depth to the next in less than 2 hr.

Another example of the kind of information that
can be gained from near-continuous measurement of
soil water content using capacitance probes is shown
in Fig. 4. Early in the 1995 growing season (7/3/95)
the soil water content was still quite moist from the
spring rains. The 7/4/95 rainfall event raised the soil
water content to its full point, e.g., apparent water
holding capacity (aWHC), and was repeated again on
7/7/95 and 7/8/95. This figure also shows rapid water
uptake by the corn crop at the 10-cm sensor depth that
lasted for about 8 day, then quite abruptly the rate of
water uptake slowed, as the corn shallow roots were
not able to continue extracting water at the same rate
from the drying soil. The same pattern can be observed
at the 20-cm and 30-cm soil depths. By 7/24/95, the
corn roots had penetrated to and started removing
water from the 50 cm depth. The presence of active
plant roots to a given depth can also be seen by the
diurnal changes in soil water content (daytime uptake
of soil water, and some night-time gains in water con-
tent by a complex of hydrologic processes). This kind
of information, which can only be obtained by near-
continuous real-time soil water content monitoring, is
of utmost importance for irrigation water management.

Fig. 3 Real-time soil water dynamics at four sensor depths

under field-corn, as influenced by rainfall or irrigation and
daytime evaporative demand. Source: Adapted from Ref.[5].
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The speed at which the soil water content changes
during wetting and drying cycles for any specific soil
will vary with the soil–crop–climate conditions. In all
cases, the multisensor capacitance probes have the
capacity to reveal real-time changes in soil water con-
tent, and have proven to be a powerful tool for plant,
soil, and water management, and a scientific basis to
implement best use of natural resources while minimiz-
ing harmful side effects on the environment.

CHALLENGES OF THE NEW CENTURY

New developments in precision agriculture, remote
sensing, preferential water flow patterns, simulation
models for watershed hydrology and for soil–water–
plant–atmosphere relationships over large areas, and
permanent monitoring for leakage from waste material
deposal sites, can all benefit from real-time soil water

dynamics data. Reliable soil water content profile
dynamics monitoring over large areas, using multisen-
sor capacitance probes to provide ‘‘the ground truth,’’
is needed for validation and real-time calibration of the
actual and future remote sensing sensors installed on
orbital platforms.
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Fig. 4 Real-time soil water dynamics, at four capacitance
sensor depths, associated with early summer rainfall events

and evaporative demand under corn. The arrows show the
apparent water holding capacity (aWHC), and the dates for
the breaking points from fast to slow water uptake by corn.
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Soil Water Measurement: Granular Matrix Sensors

Clinton C. Shock
Malheur Experiment Station, Oregon State University, Ontario, Oregon, U.S.A.

INTRODUCTION

Like a tensiometer, the granular matrix sensor (GMS)
is an instrument for measuring soil water potential.[1]

The GMS eliminates regular maintenance required
by tensiometers. Granular matrix sensor technology
reduces the problems inherent in gypsum blocks (slow
response time and dissolution of the block) by using a
mostly insoluble granular fill material held in a fabric
tube supported in a metal or plastic screen.[2,3] Like
gypsum blocks, GMS sensors operate on the principle
of variable electrical resistance. The electrodes inside
the GMS are embedded in the granular fill material
above a gypsum wafer, with additional granular matrix
below the wafer in the fabric tube where water enters
and exits the sensor. The gypsum wafer slowly dis-
solves to buffer the effect of salinity of the soil solution
on electrical resistance between the electrodes. Particle
size of the granular fill material and its compression
determine the pore size distribution in the GMS and
its response characteristics.[2]

OVERVIEW

Granular matrix sensors have been calibrated in the
field in the range of �10 kPa down to �75 kPa for
the irrigation of water stress-sensitive plants.[1]

Calibrations have varied depending on the sensor
model, soil, and other experimental conditions.[1,4–6]

These sensors are most useful on soils that maintain
intimate hydraulic contact with the sensor and are
usually least useful on coarse textured soils.

A GMS for electronically measuring soil water was
first patented by Larson,[2] and a commercial model
is marketed as the Watermark Soil Moisture Sensor
Model 200SS (Irrometer Co. Inc., Riverside, CA,
USA, http://www.irrometer.com). The Model 200SS
incorporates improvements in production and tech-
nology, with a perforated stainless steel exterior and
uniform internal compaction.[3] The steel models can
be manufactured more uniformly because of auto-
mated packing of the granular matrix to a prescribed
pressure. The steel also exposes more fabric (Fig. 1)
for greater sensor contact with the soil than the
previous commercial GMS, Model 200.

GMS Placement and Installation

Granular matrix sensor performance is affected by
placement[7] and installation techniques. Sensor place-
ment depends upon the irrigation system, crop rooting
depth, cultivation practices, and field topography.
Sensor placement needs to be representative of the
parts of the soil that become wet upon irrigation and
respond fairly quickly to crop water use and soil drying.
Locations for GMS placement in the field need to be
representative of topography, soil types, and any large-
scale heterogeneity created by the irrigation system.

Granular matrix sensors are soaked overnight in
irrigation water before installation, and they are
installed wet. This can improve GMS response in the
first few irrigations after installation. The manufac-
turer recommends that the user make a 22 mm (7/800)
diameter access hole to the desired depth, pour water
into the hole, and push the GMS down into the bot-
tom. A snug fit in the soil is important, and the hole
is then refilled with soil.

For very coarse or gravely soils, an oversized hole
(25–30 mm diameter) may be needed to prevent abra-
sion damage to the GMS fabric. In this case, a hole
is augered to the desired depth and a thick slurry with
the soil and some water is used. Partially fill the hole
with this slurry, install the GMS, and then finish filling
the hole. This will ‘‘grout in’’ the GMS to ensure a
snug fit.

Another method of installing GMS in difficult
gravely soils, or at greater depths is to use a ‘‘stepped’’
installing tool. This makes an oversized hole for the
upper portion and an exact size hole (GMS is 22 mm
in diameter) for the lower portion of the hole where
the GMS is installed. The hole must be carefully filled
and tamped down to prevent air pockets, which could
allow water to channel down to the GMS.

For silt loam and loam soils, GMS can be installed
using a 22 mm (7/800) diameter soil sampling probe and
a ruled insertion rod.[7] The sampling probe is used to
make a hole in the soil the same diameter as the GMS.
The GMS can be installed vertically, placing the tip
22 mm deeper than the desired depth of measurement,
which centers the water exchange perforations at the
desired depth. The depth of the GMS can be confirmed
by pushing the sensor to the bottom of the hole in
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the soil with the ruled insertion rod. If the hole is too
deep, it can be partially refilled before GMS instal-
lation. Once the GMS is at the correct depth, 60 ml
of water is poured on top of the GMS, and the hole
is gently refilled with soil with light tamping as the hole
is filled.

When a GMS is installed, it is essential that the
GMS be in firm contact with the soil so that water will
move from the soil into the GMS during wetting cycles
and will move out of the GMS into the soil during
drying cycles. The GMS will have variable resistance
in most soils, but in soils with very coarse texture,
the hydraulic connection with the soil may not allow
water to move into and out of the GMS, or may result
in the GMS responding too slowly for standard read-
ing practices.

Calibrated Range of Measurements

The nominal range of Watermark soil moisture sensor
Model 200SS (GMS) measurements is from 0 kPa to
�200 kPa or �2 atm. Thomson and Armstrong[4] cali-
brated Watermark soil moisture sensor Model 200
from 0 kPa to �100 kPa in a pressure plate. Later,
the same model was calibrated from 0 kPa to
�75 kPa in silt loam planted to potato.[1] Three differ-
ent GMS models were calibrated from �10 kPa to
�80 kPa in silt loam in a controlled temperature
growth chamber planted to grass.[5] The model 200SS
was calibrated in two sandy soils, one from �10 kPa to
�80 kPa and the another from �11.5 kPa to �23 kPa.[6]

Calibration equations of GMS resistance to soil
water potential include terms for soil temperature,
because GMS resistance is affected by temperature
(Fig. 2,[5]).

Calibration equations are used in meters and data
loggers to read GMS resistance. The hand held 30
KTCD-NL meter (Irrometer Co.) has a manual tem-
perature correction. Independent soil temperature data
can be recorded into the meter before measuring
the GMS.

GRANULAR MATRIX SENSOR MEASUREMENT
OF WATER POTENTIAL

Why Measure Water Potential?

Water potential is of economic and environmental
importance because it is the measure of how strongly
water is held in the soil, which relates to the difficulty
of removing water from the soil by plant roots. Plant
performance has been closely associated with water
potential measurements using GMS.[8–15] Water poten-
tial data are also important in irrigation to avoid satu-
rated soil, lack of aeration of plant roots, and leaching
losses of water or nutrients. Water potential differences
indicate the direction of flow in unsaturated media.
Water potential information can help evaluate the risks
of erosion and slippage on steep slopes.[16]

Water Potential Measurements at
Multiple Depths

Granular matrix sensors can be installed at multiple
depths to develop an understanding of the relative
water potential at different depths in the soil. As can

Fig. 2 Granular matrix sensor (Watermark Model 200SS)
resistance responds to both temperature as well as soil water
potential. Source: From Ref.[5].

Fig. 1 A granular matrix sensor, Watermark Model 200SS,
diagram courtesy of Irrometer Co., Riverside, CA.
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be expected, GMS at shallow depths respond quickly
to wetting and drying cycles.[10,11,13] The soil in Fig. 3
has a hard layer that is both semi-impermeable to
water and impenetrable to poplar tree roots at 0.6–
0.7 m depth. Consequently, the soil water potential at
0.8 m depth varies little during the growing season,
irrespective of irrigation or water use.

Irrigation Scheduling

Growers need rapid and convenient ways to monitor
soil water status to improve their irrigation scheduling.
Growers and field men can make GMS readings with
a hand held meter (Model 30 KTCD-NL, Irrometer
Co. Inc., Riverside, CA, USA), and record the data
manually. The GMS data may be graphed manually
or entered and graphed by computer. The graph can
be used to demonstrate whether the soil water potential
is wetter or drier than the irrigation criteria for that
particular crop. The soil water potential in graphical
form is easier for growers to interpret, because the
relative position (wet or dry) is clearer and the rate
of drying over time is more easily understood in
graphical form. Distinctly different irrigation regimes
can be easily established and maintained in an arid
climate (Fig. 4,[13]).

Benefits of Irrigation Scheduling

Crop yields and quality can be directly related to
irrigation management using GMS. Soil water poten-
tial from GMS is being used by potato growers for

irrigation scheduling,[7–9,12,14] and that use has
expanded to onions and other crops. Onion yield and
grade improve with careful irrigation scheduling based
on GMS.[11,13] Optimum growth of poplar trees is also
closely related to the maintenance of soil water poten-
tial within narrow bounds by careful irrigation sched-
uling.[10] Alfalfa productivity also benefits from
careful irrigation scheduling using GMS.[15]

Automated Logging of Soil Water
Potential Data

Automated collection of GMS data for field crop
production research has been accomplished using a
wide range of data loggers and multiplexers. Ideally,
the data logger sends out an AC signal in the range
of 130–200 Hz, and GMS response is measured with
a half-bridge circuit.

The AM400 Soil Moisture Data Logger with
Graphic Display (Mike Hansen, Wenatchee, WA,
USA, http://www.mkhansen.com) is an aid to irri-
gation scheduling designed for use with GMS.[17] Each
AM400 can be wired to up to six GMS and one
temperature probe. The AM400 reads the GMS three
times a day, automatically stores the data, and dis-
plays a graph of each sensor on request. The AM400
graphs the soil water potential individually for each
GMS for the last 5 weeks. The soil water potential
irrigation criterion for alfalfa forage on silt loam is
approximately �60 kPa. Regular use of sensor read-
ings to schedule irrigations allowed the average soil
water potential to remain within the ideal range for
alfalfa (Fig. 5). The frequency of irrigation depends
on the weather and the stage of growth of the alfalfa.
Since the AM400 screen displayed data from the last
5 weeks, the soil water potential changes over time
were easy to interpret. The AM400 has been used to
read GMS in a variety of crops.

Fig. 3 Soil water potential responses to sprinkler irrigation

under poplar trees. Granular matrix sensors nearest the soil
surface (20 cm deep) respond to each irrigation while those
below an impermeable layer (80 cm deep) show less variation.
Source: From Ref.[10].

Fig. 4 Different irrigation criteria result in distinctly differ-
ent soil water potential patterns over time. The figure shows

soil water potential patterns for three irrigation criteria:
�12.5 kPa, �25 kPa, and �37.5 kPa. Source: From Ref.[13].
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Automated Irrigation Scheduling Using GMS

Automatic feedback control of precision irrigation
scheduling using GMS has facilitated the determi-
nation of optimum crop irrigation criteria,[11] close
determination of N fertilizer requirements,[18] and mea-
sures of crop development and yield responses. In these
studies, the sensors were connected to a datalogger
(CR 10 datalogger, Campbell Scientific, Logan, Utah,
USA) via multiplexers (AM 416 multiplexer, Campbell
Scientific). The datalogger was programmed to read
the GMS in each irrigation zone 4–8 times a day and
irrigate each zone individually as necessary according
to its irrigation criteria. Irrigations were controlled
by the datalogger using a controller (SDM CD16AC
controller, Campbell Scientific) connected to solenoid
valves for each plot. The pressure in the drip lines
was maintained constant by pressure regulators in each
plot, and the amount of water applied in each zone was
recorded by a water meter installed between the solen-
oid valve and the drip tape. The irrigation criteria for
onion drip irrigation were determined based on the
water use and crop response in this automated way.[11]

Automation of Landscape Irrigation with GMS

A substantial part of urban water use can be landscape
irrigation. Although, findings are not unanimous, stu-
dies of landscape irrigation show that it is often
strongly associated with air temperature rather than
landscape plants’ water needs.[19] Landscape irrigation
is less strongly related to total precipitation, soil moist-
ure content, and landscape plant evapotranspiration.
Yet, the actual needs for irrigation are closely tied to
precipitation, soil moisture content, or landscape plant
evapotranspiration. Typical landscape irrigation sys-
tems consist of a timer that schedules the irrigations
and valves controlled by the timer. The timer initiates
the irrigation at a frequency and duration set by

the water user. Any change in landscape water need
requires the user to reset the timer, but in practice,
most fluctuations in landscape water needs are ignored.

Granular matrix sensors have been used in simple
automatic feedback control systems to override irri-
gation timers since 1993.[20] By adding GMS and an
electronic module (WEM, Watermark Electronic
Module, Irrometer Co.), it is possible for the WEM
to read the GMS and either allow or prevent an irri-
gation that has been scheduled on the timer.[19,20]

When used in this configuration, it is common to set
the timer to irrigate more frequently, but the system
only irrigates when the soil is sufficiently dry to need
irrigation. The addition of GMS and WEMs to auto-
mated irrigation systems has proven to be durable
and cost effective in saving water in Boulder,
Colorado, USA.[19]

Special Uses in Studies of Water Movement

Grids of GMS can be placed horizontally and verti-
cally in the soil to monitor soil water movement over
time.[7] Sensor placement can help assure that irriga-
tions do not exceed soil water holding capacity of the
crop or landscape root zone, providing environmental
protection from nitrate leaching.[18] Tensiometers and
GMS have been used on steep, unstable slopes to
anticipate saturation and risks of slippage.[16]

Limitations of GMS

Calibrations used in the 30 KTCD-NL meter and the
AM400 data logger were derived for silt loam soils[5]

and different calibration equations may be needed in
different soils and different climates.[6] The range of
published calibrations is limited from �10 kPa to
�100 kPa at 15–25�C. The successful operation of
GMS depends upon water entering the sensor during
soil wetting cycles and leaving the sensor during drying
cycles. Soils with coarse textures or high shrink–swell
clays can pull away from the GMS and limit its
response. Even when perfectly calibrated and oper-
ational, the GMS reading only indicates when to irri-
gate, not how much water to apply. The amount of
water to apply is largely determined by soil properties,
the effective rooting depth, and the nature of the irri-
gation system. Current methods of reading GMS
usually require wiring, which can be cumbersome or
limiting for crops needing cultivation.

Each GMS only provides information about the soil
water potential in the immediate vicinity of the sensor.
Because of variability in soil water potential from place
to place in a field and sensor to sensor variation, six or
more GMS will provide more reliable estimates of soil
water potential than the use of individual GMS.

Fig. 5 Carefully scheduled sprinkler irrigation using GMSs
can be used to refill the surface of the soil. Source: From

Ref.[17].
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CONCLUSION

The use of GMSs is increasing because they are a prac-
tical, inexpensive, and effective tool for many land-
scape and agricultural irrigation scheduling needs.
Water can be conserved without sacrificing landscape
aesthetic appearance or crop productivity and quality.
The application of GMS plus WEM in automated
urban landscape irrigation has saved costs and water
for private and public water users.

ACKNOWLEDGMENTS

Oregon State Univ. technical paper no. 11909. Use of
trade names does not imply endorsement of the pro-
ducts named or criticism of similar ones not named.
I would like to thank Dr. Steven R. Evett of the
USDA ARS Southern Plains Area Conservation and
Production Research Laboratory, Al Hawkins, Tom
Penning, and Bill Pogue of the Irrometer Co., Erik
Feibert and Dr. Eric Eldredge of Oregon State Univer-
sity, and Candace Shock for providing suggestions that
resulted in improvements in this manuscript.

REFERENCES

1. Eldredge, E.P.; Shock, C.C.; Stieber, T.D. Calibration
of granular matrix sensors for irrigation management.

Agron. J. 1993, 85, 1228–1232.
2. Larson, G.F. Electrical Sensor for Measuring Moisture

in Landscape and Agricultural Soils. US Patent

4,531,087, July 23, 1985.
3. Hawkins, A.J. Electrical Sensor for Sensing Moisture

in Soils. US Patent 5,179,347, January 12, 1993.
4. Thomson, S.J.; Armstrong, C.F. Calibration of the

watermark model 200 soil moisture sensor. Appl. Eng.
Agric. 1987, 3, 186–189.

5. Shock, C.C.; Barnum, J.; Seddigh, M. Calibration of

watermark soil moisture sensors for irrigation manage-
ment. Proceedings of the International Irrigation Show,
San Diego, CA, Nov 1–3, 1998; Irrigation Association,

139–146.
6. Irmak, S.; Haman, D.Z. Performance of the watermark

granular matrix sensor in sandy soils. Appl. Eng. Agr.
2001, 17, 787–797.

7. Stieber, T.D.; Shock, C.C. Placement of soil moisture
sensors in sprinkler irrigated potatoes. Am. Potato J.
1995, 72, 533–543.

8. Eldredge, E.P.; Holmes, Z.A.; Mosley, A.R.; Shock,
C.C.; Stieber, T.D. Effects of transitory water stress

on potato tuber stem-end reducing sugar and fry color.

Am. Potato J. 1996, 73, 517–530.
9. Eldredge, E.P.; Shock, C.C.; Stieber, T.D. Plot sprin-

klers for irrigation research. Agron. J. 1992, 84,
1081–1984.

10. Shock, C.C.; Feibert, E.B.G.; Seddigh, M.; Saunders,
L.D. Water requirements and growth of irrigated hybrid
poplar in a semi-arid environment in Eastern Oregon.

West. J. Appl. For. 2002, 17, 46–53.
11. Shock, C.C.; Feibert, E.B.G.; Saunders, L.D. Irrigation

criteria for drip-irrigated onions. HortScience 2000, 35,

63–66.
12. Shock, C.C.; Feibert, E.B.G.; Saunders, L.D. Potato

yield and quality response to deficit irrigation.
HortScience 1998, 33, 655–659.

13. Shock, C.C.; Feibert, E.B.G.; Saunders, L.D. Onion
yield and quality affected by soil water potential as
irrigation threshold. HortScience 1998, 33, 1188–1191.

14. Shock, C.C.; Holmes, Z.A.; Stieber, T.D.; Eldredge,
E.P.; Zhang, P. The effect of timed water stress on qual-
ity, total solids and reducing sugar content of potatoes.

Am. Potato J. 1993, 70, 227–241.
15. Orloff, S.B.; Hanson, B. Monitoring alfalfa water use

with soil moisture sensors. Proceedings, 28th California

Alfalfa Symposium, Dec 3–4, 1998; UC Cooperative
Extension, University of California, Davis: Reno,
NV, 1998.

16. Bertolino, A.V.F.A.; Souza, A.P.; Fernandes, N.F.;

Rangel, A.M.; de Campos, T.M.P.; Shock, C.C. Moni-
toring the field soil matrix potential using mercury ten-
siometer and granular matrix sensors, unsaturated soils.

Proc. 3rd Int. Conf. on Unsaturated Soils (UNSAT
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Soil Water Measurement: Gravimetric

Joseph L. Pikul Jr.
Northern Grain Insect Research Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Brookings, South Dakota, U.S.A.

INTRODUCTION

Water limits crop production in most agricultural
soils and directly or indirectly affects soil physical,
chemical, and biological properties and processes.
Quantity of water held in soil is commonly determined
by measuring the mass of water relative to the mass of
dry soil. The ratio is called gravimetric soil water,[1,2]

oven-dry,[2,3] or soil water content.[3] This measure-
ment has been a mainstay of many field studies and
is generally accepted as a calibration standard for
many indirect soil water measurement methods.[2]

A brief sampling of literature from 1907 to 1930
(Agronomy Journal, American Society of Agronomy)
revealed that scientists then, as now, rarely provide detail
on methodology used to measure soil water content.
Often the reader was left to assume that an investigator
followed expected procedure. For example, reports from
the early 1900s might state that ‘‘moisture was determ-
ined in the usual way;’’[4] or ‘‘samples of soil for moisture
determination were taken;’’[5] or ‘‘oven-dry method’’ was
used;[6] or soil was dried ‘‘to constant weight at the tem-
perature of boiling water.’’[7] Davisson and Sivaslian[8]

provided standards for scientists of that era with a
review of important findings in the German literature.

In the current literature, the term ‘‘gravimetric water
content’’ is commonly used to identify the base in which
soil water content is being reported (gravimetric vs. volu-
metric base) and to suggest to the reader that a standard
procedure was followed.[9–13] Unfortunately, the term
‘‘gravimetric water’’ was not defined in the Soil Science
Society of America, Glossary of Soil Science Terms
1996.[3] Some text books[1] and Methods of Soil Analysis:
Part 1[2] include a definition of gravimetric water. Other
terms commonly seen are ‘‘oven-dry water,’’ ‘‘soil moist-
ure,’’ ‘‘soil water content,’’ ‘‘soil water content (105�C,
24 hr),’’ and ‘‘gravimetric procedure.’’ Often there is no
reference to a standard method. In the reporting of soil
water content, it is important to identify that a standard
method, such as that provided by Gardner,[2] was used.

FIELD PRACTICE

Soil water is rarely at equilibrium. Water moves from
regions of high water potential (wet soil) to low water

potential (dry soil). To minimize temporal variability
in water content among samples, it is best to sample
quickly and at a time of day when evaporational
demand is lowest. Early morning and late afternoon
are ideal. Indirect methodology, such as neutron ther-
malization,[2] may be best suited for repeated measures
of soil water content. Gravimetric soil water sampling
is destructive and requires the investigator to sample
across a spatially diverse field. This may or may not
be advantageous.

Soil water content near the surface can change rap-
idly. The work of Idso, Aase, and Jackson[14] and Pikul
and Allmaras[9] are examples of dynamic fluctuations
in soil water content that can be expected near the sur-
face under different environmental conditions. Idso,
Aase, and Jackson[14] investigated soil heat flux relations
in non-frozen soil as influenced by soil water content of a
loam soil that was recently wetted by irrigation. Pikul
and Allmaras[9] investigated the phenomena of freezing
induced soil water redistribution.

Idso, Aase, and Jackson[14] found diurnal fluctu-
ations in soil water content to a depth of about
100 mm. Soil water content changes were a consequence
of water evaporation and redistribution. In the top
10 mm of soil, water content decreased about
0.08 m3 m�3 (8% water content on a volumetric basis)
in 10 hr. In the case of soil freezing, Pikul and Allmaras[9]

found that water content near the surface changed
dramatically within hours. Their measurements show
that in some cases water content of the surface 5-mm
layer increased by 0.17 kg kg�1 (17% soil water on a
gravimetric basis) in as little as 6 hr when the soil froze.

Soil sampling tools are designed to meet the purpose
for sampling and the condition of the soil being
sampled. Soil structure, whether compact or loose,
determines the layer refinement attainable. Directly
after tillage, the size of soil structural units and their
fragility prohibit conventional sampling in thin layers
as described by Idso, Aase, and Jackson[14] or Pikul
and Allmaras.[9] Alternative soil investigation methods
such as the random roughness technique presented
by Allmaras et al.[15] may be necessary when working
with extremely disturbed soil surface conditions.

For a moderately compacted and moist soil with a
bare, smooth surface, Reginato[16] developed a soil
sampler for delineating soil-water distribution in the
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top 10-mm layer. Increments as fine as 1 mm could
be sampled for gravimetric water. Bulk density, how-
ever, was measured with segmented soil cores obtained
with a cylindrical Oakfield type core sampler. Pikul,
Allmaras, and Fischbacher[10] developed an incremen-
tal soil sampling tube for sampling 10-mm increments
of unconsolidated surface soil. This tool containerized
loose soil layers thereby enabling measurement of
both soil water content and soil bulk density in one
sampling operation.

Sampling methods that enable simultaneous
measurement of both bulk density and water content
are desirable because bulk density is essential for con-
verting water content from a gravimetric to a volumetric
base. Expression of soil water on a volumetric basis
enables calculation of several fundamental attributes
of soil water condition related to volume fraction.[1]

FUNDAMENTAL RELATIONS

Gravimetric water content is defined as the mass of
water (Mw) relative to the mass of dry soil (Ms). Deter-
mination of gravimetric water content requires three
independent measurements that include mass of wet
soil (Mws), mass of dry soil, and mass (t) of the collec-
tion can (commonly called tare weight). Wet soil

samples are placed in metal cans with tight fitting lids
and the combined mass of wet soil and container
(Mws þ t) is measured. The term ‘‘wet’’ is relative to
the soil water content at time of sampling. Collection
cans, with lids off, are placed in a drying oven and
the sample is dried to a constant mass. Standard prac-
tice is to dry samples for 24 hr at 105�C in a forced-
draft oven. The term ‘‘dry’’ is specific and refers to soil
that has been dried to a constant mass. Gardner[2]

provides a complete description of standard proce-
dures. After drying, the cans are capped, cooled,
and the combined mass of dry soil and container
(Ms þ t) is measured. Mass of water is calculated as
Mw ¼ (Mws þ t) � (Ms þ t). It follows that Ms ¼
(Ms þ t) � t. Gravimetric water content (yg) is
calculated as

yg ¼ Mw=Ms ð1Þ

and volumetric water content (yv) as

yv ¼ ygðrb=rwÞ ð2Þ

where rb is soil bulk density (Mg m�3) and rw is den-
sity of water. Soil bulk density is defined as

rb ¼ Ms=Vt ð3Þ

Fig. 1 Soil bulk density (rb) and volu-
metric water (yv) as a function of
missing or excess soil (cutting error)

for cores of 76 mm (3 in.) and 305 mm
(12 in.). Deviation from expected rb ¼
1.4 Mg m�3 and yv ¼ 0.28 m3 m�3 are
a consequence of missing or excess soil

mass associated with a core of 30 mm
diameter.
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where Vt is the total volume of soil sample. Eq. (2)
is dimensionally correct. However, for most field
applications, a working formula for yv is simply

yv ¼ ygrb ð4Þ

when rw is assumed to be 1 Mg m�3.[1]

Special attention must be given to samples collected
for both rb and yg. There is serious error associated
with cutting soil cores improperly. Soil bulk density
is based on mass and volume of the sample. Thus, it
is important to collect the entire mass of soil associated
with a given volume.

Missing or excess soil results in an error in rb and
consequently yv. For samples with the same diameter,
a small cutting error is more serious in cores of short
length rather than long length. Bulk density and volu-
metric water are shown in Fig. 1 as calculated for
conditions where a soil core may have been undercut
(missing core) or overcut (excess core). Volume of
sample was based on an intended length of 76 mm
(3 in.) or 305 mm (12 in.). Core diameter was 30 mm.
True value of rb was 1.4 Mg m�3 and yg was
0.2 kg kg�1 (yv ¼ 0.28 m3 m�3). For soil cores having
an assumed length of 76 mm, an error of about 13%
in both rb and yv would occur if these cores were cut
10 mm short (or long). In contrast, a 10 mm undercut
(or overcut) would result in an error of only 3% for cores
having an assumed length of 305 mm. In many studies,
soil from the 0- to 76-mm depth (0- to 3-in. depth)
and 76- to 152-mm depth (3- to 6-in. depth) is important.
Soil water content plays a vital role in respect to biologi-
cal activity and it is important to accurately determine rb

and yv for shallow soil depths. Unfortunately, the inves-
tigator is most apt to accrue serious errors because of
poor sampling technique of thin layers.
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Soil Water Measurement: Neutron Thermalization

Steven R. Evett
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Bushland, Texas, U.S.A.

INTRODUCTION

Nearly 50 yr after its first use, the neutron thermaliza-
tion method remains the best available method for
repeated measurement of soil profile volumetric water
content (VWC)[1] because it is non-destructive, can be
field calibrated with high precision, works successfully
to depths not easily attained with other methods, and
works well in stony soils and cracking clays in which
other methods work poorly. Also, the large volume
of measurement means that fewer replicates are
required than for other methods to produce a given
precision, that soil disturbance during tube installation
has minimal effect on results (unlike electronic sensor
methods), and that field calibration is successful
because volumetric soil samples can be obtained from
within the volume measured by the probe at each
depth (unlike electronic methods used in access tubes
that have much smaller measurement volumes). The
technology is mature with a wide literature base
describing applications and problems.

The neutron thermalization method employs a
radioactive source of fast neutrons (mean energy of
5 MeV) and a detector of slow neutrons (�0.025 eV
or 300 �K). High-energy neutrons emitted from the
source (�109 sec�1) are either slowed through repeated
collisions with the nuclei of atoms in the soil (scattering
and thermalization), or are absorbed by those nuclei. A
small fraction of scattered neutrons will be deflected
back to the detector. Of these, an even smaller fraction
(�103 sec�1) will have been slowed to thermal (room
temperature) energy levels and will be detected. Soil
density and chemical composition affect the concen-
tration of thermalized neutrons around the detector.
The most common atoms in soil (aluminum and sili-
con) scatter neutrons with little energy loss because
they have much greater mass than a neutron. However,
if a neutron hits a hydrogen atom its energy is halved,
on average, because the mass of the hydrogen nucleus
is the same as that of the neutron. On average, 19 colli-
sions with hydrogen are required to thermalize a neu-
tron. Carbon, nitrogen, and oxygen are also relatively
efficient as neutron thermalizers (about 120, 140, and
150 collisions, respectively). On the timescales of com-
mon interest in water management, changes in soil car-
bon and nitrogen content are minor and have little

affect on the concentration of thermal neutrons. Also,
on these timescales, changes in soil hydrogen and oxy-
gen content occur mainly due to changes in soil water
content. Thus, the concentration of thermal neutrons is
most affected by changes in water content; and VWC
can be accurately and precisely related to the count
of thermal neutrons through empirical calibration.

Because hydrogen and carbon effectively thermalize
neutrons, the organic matter content of soil affects the
calibration. Also, organic matter and most clays con-
tain important amounts of hydrogen, some not in the
form of water, that may not be driven off by heating
to 105�C (the standard temperature for drying soil
samples). So, separate calibrations are often required
for soil layers that differ in organic matter or clay con-
tent from layers above or below. In arid or semi-arid
zones, many soils have layers rich in CaCO3 and
CaSO4 that require separate calibration.[3] Atoms that
absorb neutrons include boron, cadmium, chlorine,
iron, fluorine, lithium, and potassium. Although these
usually comprise a small fraction of soil material, soils,
or soil horizons that contain large or fluctuating
amounts of such elements will require separate cali-
brations or adjustments in data interpretation. For
example, soils high in iron, such as Oxisols or soils
rich in magnetite, typically require separate cali-
bration, as may soils high in chloride salts. In some
U.S. soils, boron is present in sufficient quantity to
affect calibration.

NEUTRON MOISTURE METERS

Neutron moisture meter (NMM) equipment comes in
two forms: 1) a profiling meter with a source–detector
pair assembled into a cylindrical probe that is lowered
into a hole in the soil; and 2) a flat-based meter that is
placed on the soil surface with the source and detector
fixed at separate locations inside the base of the meter.
The volume measured by the surface meter is roughly
hemispherical and extends into the soil for a distance
that decreases as soil water content and soil density
increase, and which varies from �0.15 m in wet soil
to �0.3 m in dry soil.[3] The precision is less than can
be attained with a profiling meter; and it suffers even
more when soil moisture changes greatly with depth
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near the surface,[4] a common occurrence. Good pre-
cision has been reported under fairly stringent con-
ditions including: 1) flattening the surface to fit the
meter bottom with no air gaps; 2) marking the
measurement site so that the meter can be repeatedly
placed in identical position; and 3) using a neutron
absorber shield made of cadmium around the meter
(except for the bottom) to reduce effects of surround-
ing vegetation.[5] However, even in the latter study,
the strong depth dependency of calibration coefficients
and the inability to accurately estimate the depth of
reading led to great uncertainty as to the accuracy of
measurements.

More commonly used in soil and water science is
the profiling NMM, which is operated at user-chosen
depths in the soil (Fig. 1). A cylindrical access tube is
used to line the hole, protecting the probe and ensuring
a constant hole diameter. The probe is connected to a
counter, data storage, and display module by a cable
that allows the probe to be lowered into the tube and
stopped at intervals to measure the thermal neutron
concentration. Common probe diameters are 38 mm
and 51 mm. When not in use, the probe is locked in
the instrument shield, which comprises a block of
high-density polyethylene, and which is commonly
attached to the readout and control unit. In the probe,
the source is either directly beneath the detector, or
is centered around or on one side of it. The relative
position of the source and detector affects the cali-
bration;[6] but for modern meters, source–detector
geometry has little effect on the attainable pre-
cision.[2,7,8] In modern meters, the source is a mixture

of americium-241 and beryllium with an activity
ranging from 0.4 GBq to 1.9 GBq. The nuclear reaction
is (9Be(a,n)12C) in which 241Am emits an alpha particle
that is absorbed by a Be atom, which then produces
12C and a fast neutron.

The measurement volume is approximately a
sphere. For a soil of specified VWC (m3 m�3), about
95% of the measured slow neutrons are from a sphere
of radius R (cm).[9]

R ¼ 15ðVWCÞ�1=3 ð1Þ

ACCESS TUBES AND DEPTH CONTROL

Access tubing materials that have been used success-
fully include stainless steel, mild steel, polyvinylchoride
(PVC), polycarbonate, and polyethylene plastics, and
aluminum. The hydrogen in plastics affects calibration,
as does the neutron absorber chlorine in PVC tubes.
Aluminum is nearly transparent to neutrons, while
the neutron absorber iron affects calibration in steel
tubes. Thus, it is important that a NMM be calibrated
in the same tubing as will be used in the field. Although
calibration precision decreases slightly if plastic tubes
are used,[7] precision and accuracy are much more
dependent on the tube installation and calibration
methods employed than on tube material. Recommen-
dations for installation of access tubes are given in
Ref.[10].

It is a common practice to place the NMM on
top of the access tube near the soil surface before

Fig. 1 Cross-sectional schematic of a

profiling NMM in place on top of a
depth control stand. The probe is
locked in the meter shield; and the

stand is in place over an access tube
that has been inserted into the soil.
For the dimensions given here, to

measure at 10-cm depth, the probe
must be lowered 104 cm through the
stand and into the access tube. Dimen-

sions will vary for meters of different
manufacture.
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lowering the probe for readings. This practice is not
recommended for two reasons. First, when the NMM
is placed near the soil surface, the shield in the meter
body may influence near-surface counts to a degree
that depends strongly on the height of the meter above
the soil.[11] Second, in field use, the height of access
tubes above the soil is likely to change with tillage,
rainfall induced settling, erosion or deposition, or
other factors, resulting in an equivalent change in the
depth of probe placement. For readings above 0.3-m
depth, the depth of the probe will strongly influence
the reading and the calibration equation due to loss
of neutrons to the atmosphere.[4,12]

These problems are addressed by using a depth
control stand.

�
This device comprises a length of access

tube fixed to a 0.2-m length of slightly larger tubing
that is in turn supported by a foot resting directly on
the soil (Fig. 1). The larger diameter of the lower length
of tubing allows it to be slipped over the top of an
access tube so that the foot rests on the soil surface.
This maintains the reading depth at an exact distance
relative to the soil surface. Cable stops are arranged
to achieve the desired depth placement of the probe.
The stand described is tall enough to be suitable for
taking standard counts with the NMM mounted on
the stand and the probe locked in the meter shield.
Standard counts taken with the meter too close to
the soil surface may vary with the moisture content
of the soil.[13,14]

STATISTICS OF NEUTRON EMISSION

Neutron emission is a random process that occurs
according to a Poisson probability distribution.
An important property of the Poisson distribution is
that, for a series of counts over equal time periods,
the standard deviation is equal to the square root of
the mean value. One result of this fact is that the
coefficient of variation of counts can be reduced by
increasing the counting time. The sample mean, m, is
computed as

m ¼ 1

N

XN
i¼1

xi ð2Þ

where xi is the value of a single count and N is the num-
ber of counts (all taken with the probe in one position).

The sample standard deviation, s, is computed as

s ¼ 1

N � 1

XN
i¼1

ðxi � mÞ2
" #1=2

ð3Þ

For a properly operating meter with the probe in a
constant environment, the ratio of s/(m)1/2, called
the Chi ratio, should be close to unity. This ratio is
related to the w2 statistic by

s

m1=2
¼ w2

N � 1

� �1=2

ð4Þ

Values of w2 (Chi-squared) for a given probability level
(P) are given in statistical tables for different values of
(N � 1). We may write the right-hand-side of Eq. (4)
for the upper and lower limits of w2 and thus obtain
upper and lower values of the Chi ratio for the chosen
probability level and number of samples. For example,
for a 95% probability level and 32 samples, we find the
values of w2 as 17.5 for P ¼ 0.975 and 48.1 for
P ¼ 0.025; and from Eq. (4) the Chi ratio should be
between 0.75 and 1.25 about 95 times in every hundred.
Some meters divide the count by a fixed number in
order to reduce the displayed count to a reasonably
small value. In computing Chi ratios for such meters,
the user should first multiply the recorded counts by
the factor that the meter used to reduce them.

CALIBRATION

Manufacturers’ calibration equations are seldom
useful for soil moisture determination (e.g., Ref.[13]).
Calibration of NMMs involves correlating measured
count ratio values with independently determined
VWC (m3 m�3). For modern meters and the normal
range of values of soil water content, the calibration
is linear and of the form

VWC ¼ b0 þ b1CR ð5Þ

where b0 and b1 are the calibration coefficients as
determined by linear regression, and CR is the count
ratio defined as

CR ¼ x=xs ð6Þ

where x is the count in the measured material and xs is
a standard count taken with the probe within a stan-
dard and reproducible material. Count ratio values
are used because the source activity and thus counts
will decline over time, and because the detector
efficiency is somewhat temperature dependent.[15]

Recommendations for taking standard counts are

�Evett, S.R. Construction of a Depth Control Stand for Use with the

Neutron Probe [Online]. USDA-ARS-SPA-CPRL, Bushland, TX;

2000; 7 pp. Available at http://www.cprl.ars.usda.gov/programs/

(posted 5 July 2000; verified 28 July 2000).

1068 Soil Water Measurement: Neutron Thermalization

© 2008 by Taylor & Francis Group, LLC

http://www.cprl.ars.usda.gov


S
ca

li
ng

–

S
oi

l
W

at
er

given in Ref.[10], as are recommendations for field cali-
bration using the wet site–dry site method of Evett
and Steiner.[2] Careful field calibrations done using
the wet site–dry site method and the depth control
stand should attain root mean squared errors
<0.01 m3 m�3 and r2 values greater than 0.9, even for
depths near the surface (e.g., 10 cm in Table 1).

SAFETY AND USE CONSIDERATIONS

Safety concerns relate to radiation safety and to back
and knee strains incurred during repeated bending
and kneeling to operate meters placed on access tubes.
The depth control stand described earlier allows users
to work standing up, and has virtually eliminated
physical injuries where it is used. Due to the low levels
of radioactivity involved, the principle of reducing
exposure to as low as reasonably achievable (ALARA)
guides most radiation safety rules. Users may lower
radiation received by increasing distance from the
meter, decreasing time spent near the meter, and
increasing shielding. The probe should always be
locked into the shield except when it is lowered into
an access tube. Users should be made aware that the
source emits radiation at all times, even when the meter
is turned off and batteries removed. Guidelines for
ALARA use of the NMM are found in Ref.[16]. The
USDA Radiation Safety Staff maintains an Internet
site of useful information on radiation safety and haz-
ardous materials transport (http://www.usda.gov/da/
shmd/rss1.htm) as does the International Atomic
Energy Agency (http://www.iaea.org/worldatom/).

Due to regulation, the method is not usable for
automatic measurements. Due to its large measure-
ment volume, the method is inappropriate where
detailed vertical definition is required. This can be
particularly important near the surface where water
content often changes rapidly with depth. In such
cases, the NMM can be used for deeper measurements
in conjunction with time domain reflectometry (TDR)
measurement of the near-surface soil water content.[17]

The time and effort required to install access tubes

and calibrate for each soil type is non-trivial. There is
also a substantial cost for the equipment and for neces-
sary training and licenses to handle and transport
radioactive materials.
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Soil Water Measurement: Soil Probes

Clay A. Robinson
Division of Agriculture, West Texas A&M University,
Canyon, Texas, U.S.A.

INTRODUCTION

Knowledge of soil water content can improve irri-
gation scheduling and management. In dryland con-
ditions, soil water content may determine when
and/or which crop to plant. There are many methods
of determining water content or potential without
disturbing the soil, including neutron probes,
time domain reflectometry (TDR) probes, electrical
conductance/resistance methods, psychrometry, etc.
These methods require extensive technology and
calibration for best performance. Cost and technology
limit their use primarily to researchers and a few, large-
scale producers. In contrast, soil probes are low-cost
devices that require no special technology to estimate
soil water storage.

DESIGN AND PRINCIPLES

Soil probes are simple in design, and are also marketed
as tile probes. Most soil probes are made of 9.5 mm
diameter (3/8 in.) high tensile steel rod with a handle
(Fig. 1A). The handle can be a 7.6 cm (3 in.) diameter
ball or a 30 cm � 22.2 mm o.d. pipe perpendicular to
the rod. The probe tip is flared to approximately
12.5 mm (1/2 in.) and can be either pointed or rounded
(Fig. 1B). The flared tip allows less friction when
inserting and removing the probe from the soil. Pro-
bes range from 1.2 m to 1.8 m in length, depending
on usage and crop rooting depth.

Soil penetration resistance is affected by texture,
aggregation, bulk density, and soil water content.
Penetration resistance is inversely related to water
content, so wet soils (high water content) have less
penetration resistance. When the soil is near field
capacity (FC), it contains water that is available to
plants [plant available water (PAW)], and penetration
resistance is low enough to allow probe insertion.
When a soil layer dries below FC, the probe cannot
be easily inserted into that layer. The depth of probe
insertion indicates the depth in which high PAW is
present. The PAW capacity in a soil is a function of
soil texture, structure, and organic matter content
(see also Table 1 in the article Soil Moisture Measure-
ment by Feel and Appearances).

PLANT AVAILABLE WATER

Plant available water is defined as the difference in
water content between the soil water contents at FC
and wilting point. Field capacity is defined as the soil
water content 2 to 3 days after a soaking rain or irri-
gation when the soil surface has been covered to limit
evaporation, or the water content at a soil water poten-
tial of �33 kPa. The water in large pores, called gravi-
tational water, drains under the influence of gravity.
The water remaining in the soil at FC is held in small
pores against gravity. Wilting point is the soil water
content below which plants are unable to extract water,
typically �1500 kPa, though it varies with plant type.

For a simple example, completely saturate a sponge,
then hold it above the water with the long side parallel
to the water surface. Water dripping from the sponge
comes from large pores or voids that are unable to retain
the water against gravity. Once the water has stopped,
turn the sponge so the long side is perpendicular to
the water surface. Gravitational water flows from the
sponge again. Why? Gravity now has a greater distance
through which it can act on the water in the sponge.
When the water stops dripping, the sponge represents
a soil at FC with all gravitational water removed.

To represent plant water uptake by roots, squeeze
the sponge. At some point, squeezing the sponge no
longer yields water. This represents wilting point, the
water content at which plants can no longer extract
water. The water squeezed out of the sponge represents
the PAW. Notice the sponge is not dry at wilting point.
Most soils contain between 5% and 20% water by
volume at wilting point.

The amount of water held at FC is primarily a func-
tion of soil structure and the quantity of large, continu-
ous pores. The amount of water held at wilting point is
primarily a function of soil texture, especially the
clay content. Organic matter increases wilting point,
FC, and PAW. Silt loam soils have the highest PAW
content while clays hold the most total water.

EXAMPLE

Once the soil water content of a layer drops below FC,
the penetration resistance increases, and the probe
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cannot be easily inserted into that layer. Because the
PAW is a volumetric water content, the equivalent
depth of available water in the soil can be calculated
as the product of the depth of insertion and the
PAW for that soil. Table 1 demonstrates the calcu-
lation of profile PAW for a profile of a typical Pullman
clay loam (fine, mixed, superactive, thermic, Torrertic
Paleustolls) from the Texas High Plains. The last row
in the heading gives the formula used for that column:
depth interval (Di), PAW (volumetric, %), and PAW
(depth equivalent, cm). The next row shows the calcu-
lations for the first layer, 0–30 cm. The data for each
subsequent layer are calculated in the same manner.
The depth equivalent data for each layer are summed
to yield the profile PAW.

The result using Table 1 is more exact than can be
determined with a soil probe, but is given for a com-
parison. In the Texas High Plains, farmers are given
generalizations by region based on the dominant soil
types present.

� Silty clay loam soils hold approximately 2 in. ft�1,
0.167 cmc m�1

� Sandy loam soils hold about 1.5 in. ft�1,
0.125 cmc m�1

� Clay loam soils hold about 1.75 in. ft�1,
0.146 cmc m�1

The Pullman is a clay loam soil and holds about
0.146 cmc m�1 (1.75 in. ft�1). If the probe could be
inserted to approximately 3 ft (90 cm), the Pullman soil
would have about 13.1 cm (5.25 in.) of PAW. A sandy
loam soil would have about 1.9 cm (0.75 in.) less, while
a silty clay loam would have about that much more.

LIMITATIONS

The soil probe, by itself, cannot identify water avail-
able below a dry layer. This condition often exists in
the Great Plains after fallow periods. There are usually
5–7 precipitation events of sufficient amount to store
water in the soil. Afterward, the soil surface layer dries
by evaporation. If no rain occurs before planting, the
soil probe will likely penetrate only 2.5–7.6 cm
(1–3 in.), though there may be PAW stored below the
dry surface layer. If the information on water storage
is necessary, dig through the dry layer with a shovel,
then use the probe for the underlying layers.

Some researchers place little faith in estimates of
PAW by soil texture because organic matter levels
and soil structure strongly affect FC, and because
organic matter levels and structure vary among soils
of similar texture. Crop and tillage management sys-
tems can alter PAW on adjacent plots on the same soil.
Still, these estimates are a valuable starting point in
improving irrigation management when no previous
information on soil water content has been available.
With continued use, estimates can be refined as produ-
cers monitor soil water storage, precipitation, irri-
gation, and crop water use. A 1.2-m (4-ft) probe is
recommended for homeowners to manage their turf

Fig. 1 Soil probe (A) and close-up of tip (B).

Table 1 Calculation of profile plant available water, Pullman clay loam

Depth

range (cm)

Depth interval, Di

(cm) Dlower � Dupper

Field capacity,

FC (volumetric, %)

Wilting point,

WP (volumetric, %)

Plant available water,

PAW (volumetric, %)

FC � WP

PAW, depth

equivalent (cm)

Di � PAW

0–30 30 � 0 ¼ 30 35.7 16.7 35.7 � 16.7 ¼ 19.0 30 � 0.190 ¼ 5.7

30–60 30 36.7 20.0 16.7 5.0

60–90 30 34.2 18.4 15.8 4.7

90–120 30 31.8 19.0 12.8 3.8

120–150 30 29.2 17.4 11.8 3.5

150–180 30 29.2 17.4 11.8 3.5

Total 26.2

Source: From Ref.[1].
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and lawn irrigation scheduling, primarily to avoid
excess water application. Most turf root systems are
in the top meter of the profile. If a homeowner can
insert the probe to the full depth, it is time to cut back
on irrigation frequency or quantity. Most agronomic
producers use a 1.5–1.8 m probe to cover the rooting
depth of the crop grown. Probes can be used to identify
management effects on soil water storage (see also
Fig. 3 in the article Dryland Farming).

CONCLUSION

Soil probes offer a simple, economical method to
obtain valuable information about soil water storage.
The PAW is estimated from depth of probe insertion
and soil texture. Their use is limited when the surface

soil is dry but lower layers are moist. Consistent use
of soil probes with other information, e.g., evapotran-
spiration, precipitation, and irrigation amounts, can
improve irrigation scheduling and water use efficiency
of irrigated crops. Using soil probes in dryland crop-
ping systems provides information to make crucial
management decisions; e.g., when to plant, which crop
to plant, and whether to fertilize, and allows producers
to project yields.

REFERENCES
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Soil Water Measurement: Tensiometers

James ‘‘Buck’’ Sisson
Joel M. Hubbell
Idaho National Engineering and Environmental Laboratory (INEL), Idaho Falls, Idaho, U.S.A.

INTRODUCTION

Tensiometers, which are used to indicate when plants
should be irrigated, are widely used in agricultural and
research applications. Research applications include
characterizing and monitoring disposal sites to evaluate
the presence of recharge, determining the direction of
moisture flow, and estimating the water content and
unsaturated hydraulic conductivity of the geologic
materials at a site.

TENSIOMETER DESIGN AND OPERATION

The tensiometer is an instrument for measuring soil
water potential. Soil water potential indicates how
tightly water is held by soil. Fig. 1 shows the three basic
components of a tensiometer: a water chamber, a rigid
porous semipermeable membrane, and a pressure
measurement device. The tensiometer is filled with
water and sealed. The porous membrane is placed in
contact with the soil to be measured, and water moves
in and out of the porous membrane until the pressure
in the sealed chamber is the same as the soil water
potential. This pressure is then determined with a
pressure sensor.

The semipermeable membrane is commonly made
of a ceramic material, with pore sizes in the submicron
range, which holds water tightly in its pores, but pre-
vents air from entering the device. The water in the
pores moves freely between the water chamber and
the soil. The pore size is selected to be as small as pos-
sible to hold the water but large enough to allow the
movement of water through the membrane.

Tensiometer measurements are obtained by placing
the rigid semipermeable porous material in contact
with the soil. A hydraulic connection is formed
between the soil and the porous membrane. Water
moves between the water chamber and the soil in
response to pressure differences between the soil and
the interior of the tensiometer until the pressure in
the chamber is equivalent to the water potential in the
soil. Since the tensiometer is a sealed tube, the pressure
inside the tube will be equivalent to the soil water

potential in the adjacent soil. Tensiometers require a
pressure measurement device such as a Bourdon gauge,
electronic transducer, manometer, or have an access
port to measure the pressure in the chamber.

Range of Measurements

The range of measurements from tensiometers is limi-
ted to water potentials of about �800 cm of water
pressure or �0.8 atm pressure. This is due to a combi-
nation of factors including the difficulty in maintaining
a hanging water column that exceeds 8 m of water or
0.8 atm pressure, vaporization of water at low pres-
sures and air entry into the porous membrane.[1,2]

Tensiometers measure only a portion of the entire
range of water potentials found in soils.

This range of water potential (0 atm to �0.8 atm) is
called the tensiometric range. The majority of moisture
flow occurs in the tensiometric range as the highest
unsaturated hydraulic conductivities occur over this
range. This range is critical in agricultural applications
where the tensiometers are used to determine when
plants need to be irrigated.

Depth Limitation Based on Design

The design of the tensiometer determines the oper-
ational depth (Fig. 1). Conventional tensiometers have
a water chamber that extends from the measurement
point at the porous cup to land surface (Fig. 1A).
These instruments can be operated from near land sur-
face to depths of a maximum of 5 –7 m, due to the
length of the hanging water column. In this design,
the sensor is located at land surface and may be influ-
enced by temperature fluctuations that reduce the
accuracy of the measurements. Negative pressure from
the hanging water column increases the degassing of
water within the tensiometer and results in accumu-
lation of air in the tensiometer. Air accumulation slows
down the measurement response to changes in the
water potential. As more air builds up inside the tensi-
ometer a pore may open, allowing airflow into the
device and failure of the instrument.
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A second basic tensiometer design allows tensi-
ometers to be installed either permanently or on a tem-
porary basis at any depth below land surface by
moving the pressure sensor near the measurement
location and eliminating the long water column.[3,4]

This design reduces temperature induced measurement
fluctuations while allowing monitoring for longer time
periods than conventional tensiometers. The water in
the chamber can be easily refilled and the sensors can
be maintained and serviced from land surface
(Fig. 1B). The use of pressure sensors and data loggers
to monitor soil water potential in tensiometers increase

equipment costs and but provide a better data set and
reduces overall labor costs.

Installation Techniques

Tensiometers are installed by one of several techniques,
depending on the depth and geologic media being
monitored. They can be installed by making an
opening slightly larger than the diameter of the tensi-
ometer then pressing the device into the opening and
placing the porous cup to the depth of interest. They

Fig. 1 Tensiometer designs.

Soil Water Measurement: Tensiometers 1075

© 2008 by Taylor & Francis Group, LLC



S
caling–

S
oil

W
ater

can be installed in boreholes by placing the porous
ceramic at the depth of interest and then backfilling
the borehole with native materials or silica flour to
provide a hydraulic connection.[5,6] Portable tensi-
ometers are installed by lowering them into a borehole
and placing the porous cup in contact with the sedi-
ment at the bottom and then sealing the surface cap
to reduce air flow out of the well.[3] A better hydraulic
connection allows the tensiometer to respond quicker.
If multiple tensiometers are placed in a single borehole,
a sealing material such as bentonite, can be used to seal
between the monitored intervals. Tensiometers have
been used to monitor soil water potential in sediments
ranging from gravel to clay, as well as porous rock
such as basalt, tuff, and sandstone.

SOIL WATER POTENTIAL MEASUREMENTS
USING TENSIOMETERS

What is Water Potential?

Water potential tells us how tightly water is held by a
soil. Water added to an unsaturated soil will tend to be
pulled into the soil. The soil water is said to be under

tension. This pulling action is produced primarily by
capillary and adsorptive forces, similar to the wicking
of water by using a paper towel. When the soil is satu-
rated, it is under pressures greater than atmospheric
pressure. Increasing water pressure keeps the soil satu-
rated and indicates positive water potentials, corre-
sponding to the height of the water level in the soil.
If the volume of water held in the soil is decreased so
the soil is no longer saturated, the water potential will
decrease into the negative range. Tensiometers are
designed to measure over the negative soil water poten-
tial range but will also measure over the positive range
with a suitable measurement device.

Water potential is measured in units of pressure per
unit area. It is given as the pressure exerted by an
equivalent length of water column (cm). Water poten-
tials in unsaturated soils are expressed in the negative
range, indicating the soil is under tension relative to
atmospheric pressure. The point of saturation in a soil
is defined as zero pressure, which is the standing water
level in the soil.

Water potential is important because it can be used
to indicate the direction of water flow in unsaturated
zones. It describes the energy required by plants to take
the water from the soil and defines when sediment is
saturated or unsaturated.

Fig. 2 Water potential measurements at depths from 90 to 550 cm.

1076 Soil Water Measurement: Tensiometers

© 2008 by Taylor & Francis Group, LLC



S
ca

li
ng

–

S
oi

l
W

at
er

Total Energy Status

The term potential in soil water potential comes from
the two forms of energy (potential energy and kinetic
energy) as defined in physics. Because water generally
moves slowly through unsaturated sediments, the
kinetic energy portion of the moisture movement is
negligible. The potential energy, which comprised posi-
tion (elevation head) and the condition (pressure) of
the water, is dominant. Centimeters of water are com-
monly used for water potential because it can be easily
combined with the gravity potential for expressing the
total energy status.

Total potential energy difference between two loca-
tions drives the movement of water between locations
(hydraulic gradient), with water moving from higher
energy states (closer to saturation) to lower energy
states. The total potential energy state is the combi-
nation of the elevation head and pressure head. Thus,
water located in a soil with a greater total potential
energy (wetter) will move into a similar soil with a
lower total water potential in saturated soil (dryer).

Water Potential Measurements at
Multiple Depths

Fig. 2 shows soil water potentials in a sand column
over a 7-mo time period from 90 cm to 550 cm below
land surface. Several interesting points are shown in
this graph. The shallowest three instruments (90 cm,
150 cm, and 210 cm) show a wetting trend followed
by a drying or moisture redistribution trend. The shal-
lowest instrument (90 cm) shows a wetting trend from
1/24 to 3/5 and then a slow drying trend to the end
of the time period. This infiltration event is seen at
the 150 cm and 230 cm depths following a time delay

of 4 weeks and 12 weeks, respectively. The soil water
potential response is dampened with depth so that
the water potential at 550 cm does not change.

The instruments near land surface generally show
the greatest variation in response to wetting and drying
events. Water potential fluctuations are dampened as
depths increase. Infiltration events generally indicate
a rapid wetting trend and then a slower drying trend.
Water potential measurements are more stable with
increasing depths and often approach the gravity
drainage value for the material. Locally, the water
potential may vary, controlling the direction of mois-
ture flow. In deep unsaturated zones, the changes in
water potentials with depth are small compared to
the differences in elevation head. This makes the
elevation head the dominant driving force.
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Soil Water Measurement: Time Domain Reflectometry

Steven R. Evett
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Bushland, Texas, U.S.A.

INTRODUCTION

Time domain reflectometry (TDR) became known as a
useful method for soil water content and bulk electrical
conductivity (BEC) measurement in the 1980s through
the publication of a series of papers by Topp, Dalton,
and others.[1–5] Automated TDR systems for water
content measurement have been described in Refs.[6–10].
Commercial systems became available in the late
1980s and continue to evolve with TDR instruments,
probes, and multiplexers (e.g., see Ref.[11]) available
from a few companies.

THEORY

In the TDR method, a very fast rise time (approx.
200 ps) step voltage increase is injected into a wave-
guide (usually coaxial cable) that carries the pulse to
a probe placed in the soil or other porous medium
(Fig. 1). The velocity of the pulse in the probe is mea-
sured and related to soil water content, with smaller
velocities indicating wetter soils. In a typical field
installation, probes are connected to the instrument
through a network of coaxial cables and multiplexers.
Part of the TDR instrument (e.g., Tektronixa model
1502B/C) provides the voltage step and another part,
essentially a fast oscilloscope, captures the reflected
waveform. The oscilloscope can capture waveforms
that represent all or any part of the waveguide (this
includes cables, multiplexers, and probes), beginning
from a location that is actually inside the instrument.
For e.g., Fig. 1 shows a waveform that represents the
waveguide from a point inside the cable tester, before
the step pulse is injected, and extending beyond
the pulse injection point to a point that is 4.2 m
from the cable tester. The relative height of the wave-
form represents a voltage, which is proportional to
the impedance of the waveguide. Although most
TDR instruments display the horizontal axis in
units of length (a holdover from the primary use of
these instruments in detecting the location of cable

faults), the horizontal axis is actually measured in units
of time.

The TDR instrument converts the time measure-
ment to length units by using the relative propagation
velocity factor setting, vp, which is a fraction of the
speed of light in a vacuum. For a given cable, the cor-
rect value of vp is inversely proportional to the permit-
tivity, e, of the dielectric (insulating plastic) between
the inner and outer conductors of the cable

vp ¼ v=co ¼ ðemÞ�0:5 ð1Þ

where v is the propagation velocity of the pulse along
the cable, co is the speed of light in vacuum, and m is
the magnetic permeability of the dielectric material.
For a TDR probe in a soil, the dielectric between the
probe rods is a complex mixture of air, water, and soil
particles that exhibits a variable apparent permittivity,
ea. Water is the largest determinant of permittivity in
soils. It has a permittivity of approx. 80, whereas the
permittivity of soil minerals varies in the range 3–5;
the permittivity of organic matter is likewise low;
and the permittivity of air is unity. Also, soil water is
the only rapidly changing determinant of ea. Thus,
we are able to usefully calibrate soil water content vs.
measured ea. The fact that frozen water has a low per-
mittivity impedes accurate measurement of frozen
water content, but allows the use of TDR for investiga-
tions of freezing depth and extent.[12]

The TDR method relies on graphical interpretation
of the waveform reflected from that part of the wave-
guide that is the probe (Fig. 2). An example of wave-
form interpretation for a 20-cm TDR probe in wet
sand shows how tangent lines are fitted to several
waveform features (Fig. 3). Intersections of the tangent
lines define times related to: 1) the separation of the
outer braid from the coaxial cable so that it can be con-
nected to one of the probe rods in the handle, t1.bis;
2) the time when the pulse exits the handle and enters
the soil, t1; and 3) the time when the pulse reaches the
ends of the probe rods, t2. The time taken for the step
voltage pulse to travel along the probe rods,
tt ¼ t2 � t1, is related to the propagation velocity as

tt ¼ 2L=v ð2Þ

aThe mention of trade or manufacturer names is made for infor-

mation only and does not imply an endorsement, recommendation,

or exclusion by USDA-Agricultural Research Service.
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where L is the length of the rods (Fig. 2), and the factor
2 signifies two-way travel.

Substituting ea and Eq. (2) into Eq. (1), and
assuming m ¼ 1, one sees that ea may be determined
for a probe of known length, L, by measuring tt

ea ¼ ½cott=ð2LÞ�2 ð3Þ

Topp, Davis, and Annan[1] found that a single poly-
nomial function described the relationship between

volumetric water content, yv, and values of ea determ-
ined from Eq. (3) for four mineral soils.

yv ¼ ð�530 þ 292ea � 5:5e2
a þ 0:043e3

aÞ=104 ð4Þ

Since 1980, other researchers have noted that the quan-
tity [tt/(2L)] in Eq. (3) is quadratic, and have shown
that the relationship between yv and tt/(2L) is practi-
cally linear (e.g., Ref.[15]). Several attempts have been
made to predict ea of soils from theoretical considera-
tions using dielectric mixing models that consider the
volumetric proportions of soil mineral, organic, water,
and air constituents, as well as soil mineralogy and
particle shape and packing considerations (e.g.,
Refs.[16–18]). Success could lead to a more universal
calibration, but has been elusive;[19] so that Eq. (4)
and like empirical calibrations for specific soils (parti-
cularly electrically conductive soils including clays
with high charge, and organic soils) are still considered
to be the accepted standards.

APPLICABILITY

For most soils, excluding those very high in organic
matter (OM > 10%), the TDR method provides water
content in the range from 0 to 0.5 m3 m�3 with accu-
racy better than 0.01–0.02 m3 m�3 without calibration.
With calibration, accuracy of better than 0.01 m3 m�3

for a specific soil is attainable. Repeatability is excel-
lent, with standard deviations of measurement ranging
from 0.0006 m3 m�3 (see Ref.[11]) to 0.003 m3 m�3 (see
Ref.[8]). Probe lengths reported in the literature range
from 0.05 m to 1.5 m. Probe rod spacing, s, may also
vary, so long as d/s � 0.1 where d is the rod diameter
(Fig. 2).[20] As d/s becomes much smaller than 0.1,
the volume of soil sensed becomes very small and
TDR measurements may become overly sensitive to
soil heterogeneity close to the rods. Because of this
flexibility in probe width and length, TDR probes
may be designed to measure a wide range of soil
volumes. Because the volume measured extends only
1–2 cm above and below the plane of the rods for most
probe designs, TDR is ideal for measurements in thin
layers near the soil surface. It is also very useful in root
water uptake studies where information from discrete
parts of the root zone is desired. Because TDR inte-
grates soil water content changes occurring along the
length of the probe rods accurately, TDR probes
may be inserted vertically into soils to assess accurately
mean water content over the length of the rods,
even in soils exhibiting sharp water content changes
with depth.

Fig. 2 Schematic of a typical bifilar TDR probe and the cor-
responding waveform, illustrating probe rod length, L; one-
way travel time, tt/2; rod spacing, s; and rod diameter, d.

Fig. 1 Plot of waveform and its first derivative from a Tek-

tronix 1502C TDR cable tester set to begin at �0.5 m (inside
the cable tester). The voltage step is shown to be injected just
before the zero point (BNC connector on instrument front

panel). The propagation velocity factor, vp, was set to 0.67
because electricity travels at 0.67 of the speed of light in
the coaxial cable. At 3 m from the instrument, a TDR probe
is connected to the cable. The relative voltage levels, VI, VR,

etc., are used in calculations of the BEC of the medium in
which the probe is inserted. Inflections in the first derivative
of the waveform are used in software or firmware to help

determine pulse travel times, which, for the probe, are pro-
portional to water content.
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WAVEFORM INTERPRETATION

Graphical interpretation (e.g., Fig. 3) depends on the
fact that the probe design itself introduces impedance
changes in the waveguide. The impedance, Z(O), of a
transmission line (i.e., waveguide) is

Z ¼ Z0ðeÞ�0:5 ð5Þ

where Z0 is the characteristic impedance of the line
(when air fills the space between conductors) and e is
the permittivity of the homogeneous medium filling
the space between conductors. For a parallel trans-
mission line (the two rods in the soil), the characteristic
impedance is a function[21] of the wire diameter, d, and
spacing, s (Fig. 2):

Z0 ¼ 120 lnf2s=d þ ½ðs=dÞ2 � 1�0:5g ð6Þ

or, if d � s:

Z0 ¼ 120 lnð2s=dÞ ð7Þ

For a coaxial transmission line, the characteristic
impedance is:

Z0 ¼ 60 lnðD=dÞ ð8Þ

where D and d are the diameters of the outer and inner
conductors, respectively.

From Eqs. (5)–(8) it is apparent that impedance,
Z, increases as wire spacing increases, and decreases
as e (or water content) increases for any probe type
(Fig. 4). In the probe handle, the wire spacing increases
from that of the coaxial cable to that of the probe rods.
The resulting impedance increase causes the waveform
level to rise (first rising limb in Fig. 2). If the porous
medium in which the probe rods are embedded is
wet, then the permittivity of that medium will be higher
than that of the epoxy probe handle. This causes a
decrease in impedance, which results in the descent of

Fig. 3 Example of graphical interpretation of a waveform from a probe in wet sand using the TACQ computer program. Ver-
tical lines denoting times t1.bis, t1, and t2 have been marked by arrows and labels. The first peak in the waveform occurs just

before t1. A horizontal line, drawn tangent to the waveform base line at the far left, intersects with a line drawn tangent to
the first rising limb of the waveform to define t1.bis. A horizontal line drawn tangent to the peak intersects with a line drawn
tangent to the descending waveform after the peak to define t1. Time t2 is defined by the intersection of a line fitted to the wave-

form before t2, and a line fitted to the second rising limb of the waveform after t2. The water content is calculated from Eq. (4).
The width of the waveform window is 1 m, or 5.2 ns with the cable tester set to vp ¼ 0.64. Source: From Refs.[13,14].

Fig. 4 Influence of rod spacing, rod diameter, and permit-
tivity of the medium on impedance of the waveguide accord-
ing to Eq. (6). Permittivities are: AIR, unity; EPOXY, close
to 3; and SATurated SOIL, approx. 35.
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the reflected waveform level as the step voltage leaves
the handle and enters the rods in the soil (first descend-
ing limb, Fig. 2). The combination of impedance
increase at the handle and impedance decrease after
the handle gives the peak in the waveform. The rod
ends are another impedance change in the waveguide;
in this case an open circuit. The remaining energy
in the voltage step is reflected back at the rod ends,
which represent an impedance increase (second rising
limb, Fig. 2). Although a bifilar probe design is
illustrated in Fig. 2, the most common design uses
three parallel and coplanar rods. Such trifilar probes
are electrically unbalanced (signal is on the middle
rod) as is the connecting coaxial cable. Thus, impe-
dance is more closely matched between cable and
probe and the waveform has less noise and is more
easily interpretable.[22]

Waveform shapes different from those shown in
Figs. 1–3 resul t from differen t soil types and c ondi-
tions (e.g., dry soil, saline soils, wet clays, etc.). Differ-
ent methods from the literature, used for graphical
interpretation of the waveform, can cause errors in
water content as large as 0.05 m3 m�3.[14] Therefore,
choice of interpretation methods or computer pro-
grams for automatic interpretation is important.
Manufacturers’ equipment contains embedded inter-
pretation algorithms that are not usually made public.
Two computer programs available to the public and
well documented are TACQ[13,14,23] and WinTDR.[24]

An improved signal to noise ratio results from the
shorting diode approach[25] in which the waveform is
alternately captured with and without the probe
shorted to ground at the ends of the rods. This
approach has not been popular, however, due to
increased cost and complexity of switching, and
problems with designing probes that ensure signal
penetration into the soil.

BULK ELECTRICAL CONDUCTIVITY
MEASUREMENT

An important use of the TDR method is to calculate
the soil BEC from values of the waveform relative volt-
age or impedance at various points along the wave-
guide (Fig. 1) (e.g., Refs.[2–5,22,26–30]). The measured
load impedance, ZL (ohms) is used in most methods
for calculating BEC:

ZL ¼ ZREFð1 þ rÞ=ð1 � rÞ ð9Þ

where ZREF is the output impedance of the cable tester
(e.g., 50 ohms), and:

r ¼ E� =Eþ ð10Þ

where

E� ¼ VF � VO2 ð11Þ

Eþ ¼ VO2 � VI ð12Þ

and where VO2, VI, and VF are defined in Fig. 1. For
most methods, only VO2, VI, and VF are needed. Calcu-
lation of BEC from TDR data is still a subject of active
research. The other values of relative voltage illus-
trated in Fig. 1 are used in other methods of calculat-
ing BEC reported in the literature. The TDR method
has been even extended to measurement of atmo-
spheric CO2 based on the solution electrical conduc-
tivity increase caused by its dissolution in water.[31]
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Soil Water: Antecedent

Sally D. Logsdon
National Soil Tilth Laboratory, U.S. Department of Agriculture (USDA),
Ames, Iowa, U.S.A.

INTRODUCTION

Antecedent soil water is the amount of water in the
soil before infiltration of new water, and is often used
interchangeably with initial soil water. The infiltration
rate is affected by the antecedent soil water content;
however, this effect varies for wettable and non-
wettable soils and for soil profiles that are uniform
or vary with depth.

HOMOGENEOUS, WETTABLE SOIL

For a homogeneous, deep, wettable soil, infiltration
decreases as initial soil water content increases[1–3]

(see Fig. 1). This occurs because there is less water stor-
age capacity when the soil is already partly wetted.
Once the soil is wetted, the infiltration rate is con-
trolled by the saturated hydraulic conductivity of the
soil, i.e., the ability of the soil to transport water
through the profile. The sorptivity parameter decreases
as relative initial soil water content increases.[3] Sorp-
tivity is a function of the square root of time, and is
the cumulative amount of water infiltrated at relative
time t ¼ 1, which is the time when the infiltration rate
is half the original rate. Sorptivity is proportional
to the capillary forces, which are greater for dry
soil. After the soil surface is saturated, the infiltration
rate decreases exponentially to the final infiltration
rate (Fig. 1).

Tisdall[4] examined ring infiltration measurements
as a function of initial soil water content. As initial
volumetric soil water content (y) increased, the infiltra-
tion rate (I) at 2 hr decreased. The relationship between
I (mm hr�1) and y (m3 m�3) varied with soil texture:

sandy loam soil: I ¼ 28:1 � 133y

clay loam soil: I ¼ 1=ð�0:224 þ 1:62yÞ

clay soil: I ¼ 1=ð�0:218 þ 1:32yÞ:

The clay and clay loam soils were affected by soil crack-
ing, that resulted in greater lateral spread of water that
had infiltrated compared with the sandy loam soil that
did not crack.

NON-HOMOGENEOUS, WETTABLE SOIL

Soil may be non-homogeneous due to soil layers of
different texture (fine over coarse, or coarse over
fine,[3]). A common example of layering is the fine
surface seal that forms over the coarser whole soil
underneath.

Water content at the soil surface influences the
degree of breakdown of aggregates and formation of
a surface seal. For an uncovered surface soil, the
breakdown of surface aggregates decreases when the
initial soil water content is higher.[5,6] This should
decrease the formation of a surface seal when the soil
is initially wet compared with an initially dry soil sur-
face. The effect on infiltration is less direct because the
surface seal may either increase or decrease infiltration,
depending on other factors.[7] The surface seal forma-
tion contributes to the decline in infiltration rate with
time for uncovered soils, but the formation of the sur-
face seal results in a head gradient that allows infil-
tration to continue.[8]

Jones[9] (as reported in Ref.[10]) measured sprinkler
infiltration (100 mm hr�1) on a bare corn seedbed and
on a seedbed covered with brome grass residue. The
next day the infiltration measurements were repeated
on the same site that had been wetted the previous
day. For the bare sites, the I decreased from 21 to
7 mm hr�1 for the dry and prewetted measurements,
and on the residue-covered sites the I decreased from
24 to 17 mm hr�1. For the bare sites the sprinkler infil-
tration measurements resulted in formation of a sur-
face seal, whereas a surface seal formation was
minimized on the residue-covered sites. For the pre-
wetted measurements, I was reduced less when surface
seal formation was minimized.

NON-WETTABLE SOIL

For some soils, the effect of initial soil water content
on infiltration is complicated by water repellency,
which may be more pronounced when the soil is dry.
For reviews on water repellency, see Refs.[11,12]. Water
repellency initially reduces the local infiltration rate,[13]

but also creates instability. Instability may create wet-
ting fingers that increase infiltration rate within the
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wetting finger. For some soils, water repellency is
reduced as water content increases, which may cause
an increase in infiltration rate after the initial
decrease.[14] Water that does not infiltrate may run
off and infiltrate downslope. Non-wettable soil can
contribute to macropore flow because water that
does not readily enter the soil surface is routed to
surface-connected macropores.[15] Because of unstable
wetting, non-wettable soils have a non-homogeneous
wetting pattern even without the presence of
macropores.

VARIABLE SOIL WATER IN THE LANDSCAPE

The landscape contributes to variability of antecedent
soil water content because of surface and subsurface
runoff and runon. Small- or large-scale depressions
allow accumulation and ponding of water in localized
zones. Conversely, the antecedent soil water content
influences the landscape variability. If soil is initially
dry but still wettable, infiltration is mostly vertical;
however, if soil is initially wet, more water runs off
or moves laterally in the subsurface.[16] The regions
of water accumulation as well as transmission chan-
nels will be wetter.

The arrangement of soil water content across the
landscape influences runoff at the larger catchment
scale.[17] Predicted runoff was greater if there was a
spatial structure (clustered arrangement or connected-
ness) of initial soil water content than for a random or
constant initial soil water content.

REFERENCES

1. Moore, I.D. Effect of surface sealing on infiltration.
Trans. Am. Soc. Ag. Eng. 1981, 24 (6), 1546–1552, 1561.

2. Beven, K. Infiltration, soil moisture, and unsaturated

flow. In Recent Advances in the Modeling of
Hydrologic Systems; Bowles, D.S., O’Connell, P.E.,
Eds.; Kluwer Academic Publishers: Dordrecht, The

Netherlands, 1991; 137–151.
3. Kutı́lek, M.; Nielsen, D.R. Unsteady infiltration,

dirichlet’s boundary condition. Soil Hydrology;

Catena-Verlag: Cremlingen-Destedt, Germany, 1994;
140–159; chap 6.2.2.

4. Tisdall, A.L. Antecedent soil moisture and its relation
to infiltration. Aust. J. Agric. Res. 1951, 2 (2), 342–348.

5. Le Bissonnais, Y.; Bruand, A.; Jamagne, M. Laboratory
experimental study of soil crusting: relation between
aggregate breakdown mechanisms and crust structure.

Catena 1989, 16, 377–392.
6. Truman, C.C.; Bradford, J.M.; Ferris, J.E. Antecedent

water content and rainfall energy influence on soil

aggregate breakdown. Soil Sci. Soc. Am. J. 1990,
54 (5), 1385–1392.

7. Le Bissonnais, Y. Aggregate breakdown and assessment

of soil crustability. Eur. J. Soil Sci. 1996, 47, 425–437.
8. Mualem, Y.; Assouline, S. Flow properties in sealing

soils: conceptions and solutions. In Advances in Soil
Science, Soil Crusting Chemical and Physical
Processes; Sumner, M.E., Stewart, B.A., Eds.; Lewis
Publishers: Boca Raton, 1992; 123–150.

9. Jones, B.A. Water infiltration into representative soils

of North Central Region. Univ. Ill. Agric. Exp. Stn. Bull.
1979, 760.

10. Peterson, A.E.; Bubenzer, G.D. Intake rate: sprinkler

infiltrometer. In Methods of Soil Analysis Part I.

Fig. 1 Influence of antecedent soil water content and presence of a surface seal on infiltration rate as a function of time for a
final infiltration rate of 3.83 cm hr�1. Source: From Ref.[1].
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Soil Water: Capillary Rise

James E. Smith
School of Geography and Geology, McMaster University, Hamilton, Ontario, Canada

INTRODUCTION

Capillary rise of water in soils is a phenomenon that
has both beneficial and detrimental effects for agricul-
tural soils. It is an important mechanism by which
plants can draw water from below the root zone, but
it is also a primary mechanism which can contribute
to the accumulation of salts and resultant salination
of soils.

CAPILLARITY

Capillary rise in soils refers to water moving upward
from the water table against the force of gravity. Capil-
larity is the direct effect of the surface tension of the
soil water (s) and the affinity of water for the soil par-
ticles. The affinity for the soil is expressed as the con-
tact angle (b) of the interface with the solid surface.
That is, the water wets the surface of the soil particles
and the interface between the two immiscible fluids
(i.e., air and the water) is under tension. This funda-
mental relation is presented in most textbook on the
subject of soil water, for example, Refs.[1–5]. Fig. 1 is
a schematic diagram showing the configuration of
water and air within the pores of a soil.

Natural soil water tends to have lower surface
tension than pure water primarily due to the presence
of naturally occurring organic solutes.[6] However, this
effect is only in the order of 10–15% and consequently
is commonly ignored. In addition, the contact angle
in soils can vary. However, it is common to assume
that the contact angle of a water wet soil is 0� (i.e.,
cosb ¼ 1).

The equilibrium height of rise of water (Hc) above
a water table in a capillary tube can be expressed by

H ¼ 2s cosb
rgr

ð1Þ

where r is the density of water, g is the acceleration
due to gravity, b is the contact angle of the air–water
interface with the solid surface, and r is the radius
of the capillary tube.

The effect of water being pulled up into a capillary
tube is due to the pressure difference across the air–
water interface. The pressure difference across a curved

interface between two immiscible fluids, in this case
air and water, is also expressed by the Laplace equa-
tion of capillarity,[4] i.e.,

Pc ¼ PA � Pw ¼ s
1

r1
þ 1

r2

� �
ð2Þ

where Pc is the capillary pressure, PA is the absolute air
pressure, Pw is the absolute water pressure, s is the sur-
face tension of the air–water interface, and r1 and r2 are
the principle radii of curvature of the interface. Eqs. (1)
and (2) can be directly related by expressing the pres-
sures in Eq. (2) in head units, i.e., an equivalent depth
of water. This leads to

H ¼ Pc

rg
ð3Þ

and

2 cosb
r

¼ 1

r1
þ 1

r2

� �
ð4Þ

A useful conceptual model is to envision the soil as a
bundle of capillary tubes of various radii (Fig. 2, modi-
fied from Ref.[5]). In the case of a soil, r represents the
radius of an equivalent circular soil pore and the ratio
(cosb)/r represents the equivalent radius of curvature
of the air-water interface.

SOIL-WATER PRESSURE

A number of conventions exist for expressing the pres-
sure of water in a soil. Soil-water pressure head (c) is
negative relative to gauge pressure. This is because
the water pressure (Pw) is less than atmospheric
pressure (PA), which is by definition zero gauge pres-
sure. The terms soil tension, soil suction, soil capillary
pressure, and soil matric potential are positive valued
expressions of the same pressure. It is useful in the
present context to express the soil-water pressure in
head units relative to gauge pressure (atmospheric
pressure), e.g., meters of water head less than atmo-
spheric. At hydrostatic equilibrium (i.e., no flow con-
ditions), the soil-water pressure head is equal in
magnitude to the height above the water table (H)

1086

© 2008 by Taylor & Francis Group, LLC



S
ca

li
ng

–

S
oi

l
W

at
er

(Fig. 3). It then follows from the above that

c ¼ �H ¼ � 2s cosb
rgr

ð5Þ

Using the bundle of capillary tubes conceptual model,
it is readily apparent that the water content variation
with depth in a soil in static equilibrium with a shallow
water table will be an expression of the pore size distri-
bution of the soil. It also follows that the pressure head
is lower (more negative) at lower water contents as
depicted in Fig. 3.

SOIL-WATER FLOWDYNAMICS

The proceeding discussion has focused on the static (no
flow) condition and the fundamental relation between
the pressure of the water and the water content in the
soil. To extend our discussion to the conditions that
induce capillary rise of water, i.e., upward flow, we
need to consider the hydraulic gradient. The hydraulic
head (h) in a soil is the sum of the pressure head (c)
and the elevation head (z). It represents the ability to
do mechanical work on a unit weight of water due to
pressure differences and gravity. Water flows in soil
when there exists a change in hydraulic head with dis-
tance, which means that the hydraulic gradient differs
from zero. The volumetric flux of water in unsaturated
soils can be expressed by the Darcy–Buckingham
flux law,

q ¼ �KðcÞ dh

dz
¼ �KðcÞ dc

dz
þ 1

� �
ð6Þ

where q is the volumetric flux, K is the unsaturated
hydraulic conductivity which is a function of pressure
head, and dh/dz is the hydraulic gradient. When there
is no hydraulic gradient there is no water flow.

Figs. 3 and 4 show cases of static (no flow) equilib-
rium with a water table. Fig. 3 shows the case for a
homogeneous system. Fig. 4 depicts the case of a soil
with layered heterogeneity having a finer middle layer.
While these static equilibrium conditions essentially
never exist in the field,[2] they are instructive as refer-
ence cases to explain the conditions that generate capil-
lary rise. It should be noted that Fig. 4 depicts a no
flow condition even though there are ‘‘wetter’’ layers
and ‘‘drier’’ layers within the profile. This illustrates
that the driving force for flow is the hydraulic head,
not water content alone.

To induce capillary rise (vertical flow upward) there
must be the condition that the hydraulic head increases
with depth. Physically this means that pressure head
must increase with depth more than elevation head

Fig. 2 Capillary rise in tubes of differing sizes.

Fig. 1 Schematic of soil water.
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decreases. Using upward as positive, the elevation head
gradient is always one (i.e., dz/dz ¼ 1), the pressure
head gradient must be less than �1 to induce upward
flow. This means that relative to the no flow conditions
depicted in Figs. 3 and 4, there must be a mechanism
that removes water from the soil and thereby creates
a pressure head gradient greater than unity.

SOIL-WATER EVAPORATION AND EXTRACTION

There are two primary mechanisms in agricultural soils
that remove water from shallow soils thereby poten-
tially inducing capillary rise. One is direct evaporation
from the soil surface. The second is extraction of soil

water within the root zone. Fig. 5 is a schematic depict-
ing the effect of water extraction from the root zone
and/or by evaporation from the surface. The reduced
pressure heads within the root zone generate a
hydraulic gradient that drives upward flow of water.

CAPILLARY RISE OF WATER IN SOILS

As expressed in Eq. (6), the actual rate of upward
water flux depends not only on the hydraulic gradient
but also on the unsaturated hydraulic conductivity
function. However, capillary rise in soils can only
occur when a hydraulic head gradient induces it.

It follows from the discussion above that the con-
dition most favorable for capillary rise of water in

Fig. 3 Hydrostatic equilibrium in
soil above a shallow water table.

Source: Modified from Ref.[5], p. 28.

Fig. 4 Water content versus depth in layered heterogeneous
soil for conditions of hydrostatic equilibrium.

Fig. 5 Evaporation and root zone extraction of water
inducing upward gradients.
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soil is a shallow water table and loamy soil. Conversely,
a deep water table favors drainage. A very fine textured
soil has low hydraulic conductivities at all water
contents. A very coarse soil has large pores that drain
readily and have little capillarity and low unsaturated
hydraulic conductivities at those low water contents.
While the exact flux of water delivered by capillary rise
will vary based on soil hydraulic properties and climatic
conditions it is instructive to consider a couple of
example calculations of the effect of water table depth.
Hillel[2] provides a sample calculation based on data
and a formulation from Ref.[7] for the case of evapo-
ration from a bare soil surface of a sandy loam soil
with various water table depths. With the water table
at depths of 0.9 m, 1.8 m, and 3.6 m the evaporative flux
from the soil surface was 8 mm day�1, 1 mm day�1, and
0.12 mm day�1, respectively. This illustrates that water
table depth alone can have a large effect on fluxes
due to capillary rise. It also shows that the potential
for soil salination due to capillary rise of groundwater
is consequently greater for shallower water table
conditions.

CONCLUSION

Capillary rise of water in soil is a direct result of the
affinity of water for natural materials and the surface
tension of water generating a hydraulic gradient. When
conditions prevail such that the capillarity induced
upward pressure head gradient is greater than the
downward acting gravity induced elevation head

gradient, then soil water will flow upwards. Water
losses from the soil by evapotranspiration contribute
to maintaining upward fluxes by capillary rise. The
magnitudes of those fluxes are higher when the water
table is shallower. While this source of water is favor-
able for temporary drought conditions in temperate
climates, it can be a direct cause of severe soil degra-
dation by salination in arid and semiarid zones.
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Soil Water: Diffusion

Laosheng Wu
Department of Environmental Sciences, University of California–Riverside,
Riverside, California, U.S.A.

INTRODUCTION

Diffusion of mass in a medium is a spontaneous
process leading to the net movement of a substance
from a region of high concentration to its adjacent
regions of low concentrations. It takes place in the
liquid, gas, and even solid phase. Diffusion results
from the random thermal motion of the molecules. A
general diffusion-type equation has many applications
such as the transport of heat (Fourier’s law), electricity
(Ohm’s law), and mass (Fick’s law).

The movement of water in partially saturated soils
is frequently described as a diffusion process. We will
introduce soil water diffusivity in terms of Fickian
diffusion.

To express diffusion process quantitatively, Fick in
1855 postulated that the one-dimensional diffusion
flux (J) of a substance i is proportional to the concen-
tration gradient:

Ji ¼ �Di

dCi

dx
; ð1Þ

where Di is the diffusion coefficient and Ci is the con-
centration for substance i, and x is the distance.
Eq. (1) is referred to as Fick’s first law of diffusion.

A mass balance for a certain volume of a medium
with a unit area perpendicular to the x-axis requires
the net flux (the difference between influx at position x
and outflux at position x þ dx) to be equal to the con-
centration change during an arbitrarily small time (dt):

@Ci

@t
¼ � @Ji

@x
: ð2Þ

where the ‘‘�’’ sign indicates the direction of a flux.
Eq. (2) is a continuity equation, which is a statement of
mass conservation in mathematical form.

Substituting Eq. (1) into Eq. (2) results in:

@Ci

@t
¼ @

@x
Di

@Ci

@x

� �
: ð3Þ

Eq. (3) is Fick’s second law. An equivalent equation will
be used in the following discussion to describe liquid
and vapor movement of water in unsaturated soils.

WATER DIFFUSION

Although the movement of liquid water in the soil is a
convection rather than a diffusion process, the purpose
of applying the diffusion concept to describe soil water
movement is to simplify the mathematical and experi-
mental treatment of unsaturated flow. In the diffusion
theory, soil water flow is considered to be analogous to
heat transmission in solids or to Fickian diffusion in
gas or solution. Gardner and Widtsoe[1] and Childs[2]

were among the first researchers to apply the diffusion
concept to describe water movement in soils.

The soil water flux is given by the Buckingham–
Darcy law[3] using the following assumptions:

1. The driving force for water flow in an iso-
thermal, rigid, and unsaturated soil with no sol-
ute membrane and zero air pressure potential
(zero gauge pressure) is the soil matric head
h(y), which is a function of water content (y,
L3 L�3).

2. Transfer of potential energy of water is always
perfectly correlated with the transfer of a water
mass at the scale of a representative volume.

3. The hydraulic conductivity of unsaturated soil
is a function of the water content or matric
head.

4. The flow of water in unsaturated soil is assumed
to be localized, i.e., the soil pores where flows
exist are saturated, but there is no moving water
in air-filled pores.

The horizontal water flux according to the
Buckingham–Darcy law is:

Jw ¼ �KðyÞ @hðyÞ
@x

; ð4Þ

where K(y) (L T�1) is the unsaturated hydraulic con-
ductivity, which may change several orders of magni-
tude over the range of values for y.

Applying chain rule allows Eq. (4) to be written in
terms of water content gradient (@y/@x):

Jw ¼ �KðyÞ dh

dy
dy
dx
¼ �DðyÞ @y

@x
; ð5Þ
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where @h/@y is the slope of water retention (h�y)
curve, D(y) ¼ K(y) dh/dy � K(y)/C(h) is called
hydraulic (or soil–water) diffusivity (L2 T�1), and
C(h) is the specific water capacity (L�1). The diffusiv-
ity is usually expressed as a function of y, but it may
also be given in terms of h.

Substituting Eq. (5) into the continuity Eq. (2) yields:

@y
@t
¼ @

@x
DðyÞ @y

@x

� �
: ð6Þ

This is the diffusion equation for horizontal flow, or
the ‘‘y-based’’ formulation of the Richards’ equation
for flow in unsaturated soils.

In the special case where the hydraulic diffusivity
remains constant with respect to the x, the above
equation can be written as:

@y
@t
¼ D

@2y
@x2

: ð7Þ

To account for the effect of gravity on water flow, x
in Eq. (4) is replaced by z (distance in vertical direc-
tion), and h(y) is replaced by the hydraulic head, H ¼
h(y) þ z. The Richards’ equation for vertical water
movement is:

@y
@t
¼ @

@z
DðyÞ @y

@z

� �
þ @KðyÞ

@z
: ð8Þ

In defining D(y) we tacitly assumed that K(y), h(y)
and dh(y)/dy are unique functions of y. In other
words, the D(y) relationship of a soil is the same
for both imbibition and drainage of water. This is rarely
the case with practical problems, however, where
hysteresis will occur due to differences in initial water
content, the ‘‘ink bottle’’ effect, the contact angle (i.e.,
‘‘raindrop’’ effect), entrapped air, and swelling and
shrinking.[3] One should therefore be mindful of hyster-
esis when applying the above hydraulic functions.

In addition to the use of the well-known diffusion
equation, the advantage of the y-based Richards’
equation [Eq. (8)] is that the magnitude of the hydraulic
diffusivity varies considerably less with y or h as does
the hydraulic conductivity. Disadvantages are that the
equation cannot be used to model water flow in soils
at or near saturation since D becomes infinite in that
range.[4] In addition, due to the abrupt transition (dis-
continuity) of water content [and hence C(h)] from
one layer to another, the water diffusion equation can
only be applied to uniform soil profiles.

HYDRAULIC DIFFUSIVITY

Since D(y) is defined as the ratio of the hydraulic con-
ductivity to the specific water content, it can be viewed

as the ratio of the flux to the soil–water content gradi-
ent when gravitational and hysteresis effects can be
neglected. Thus D(y) provides a measure of the rate
of water movement through soil.

Measurement of hydraulic diffusivity can either be
done in the laboratory or in the field, depending on
the purposes of the measurements, sample sources,
equipment availability, and the desired range of water
content. The most common laboratory procedure is
the non-steady-state method[5] based on a Boltzmann
transformation. The instantaneous profile method,
however, is a popular method for the field.

In the non-steady-state Boltzmann transformation
method, a Boltzmann variable, l ¼ xt1/2, is used to
transform Eq. (6) to an ordinary differential equation.
During horizontal infiltration, one measures the water
content distribution along the x-axis direction at one
or more distinct times. By plotting l ¼ xt1/2 vs. y
and evaluating the slope dl/dy and integral Il(y)dy
one can obtain D(y).

The instantaneous profile method[6] employs
Richards’ equation in its mixed form (i.e., both y and
h are dependent variables):

@yðz; tÞ
@t

¼ @

@z
KðyÞ @Hðz; tÞ

@z

� �
; ð9Þ

By integrating Eq. (9) with respect to z between z ¼ 0
(soil surface) to any depth z ¼ L, one can determine
K(y) at any desired depth from analysis of the y(z, t)
and H(z, t) profiles measured at frequent time intervals.
The hydraulic head H(z, t) can be measured with tensi-
ometers while the water content can be measured with
time-domain reflectometry (TDR) or neutron therma-
lization. Alternatively, the water content may be
inferred from the tensiometer readings and water
retention curves for soil samples that are measured in
the laboratory. Since the method measures water con-
tent and matric potential simultaneously, the hydraulic
diffusivity can readily be calculated from K(y) using
Eq. (5).

Measurements of D(y) typically provide data for
only a limited range of soil water contents. Such
measurements are often costly, time consuming, and
inaccurate. Instead, it is often convenient to use
indirect estimates of the soil water retention, hydraulic
conductivity, and hydraulic diffusivity curves from
more widely available data such as soil texture.[7]

WATER VAPOR DIFFUSION

Vapor transfer is an important mechanism for water
movement under relatively dry soil conditions
(Fig. 1). Eqs. (1) and (3) can be used to describe vapor
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diffusion in porous media with minor alterations that
account for the reduction of cross-sectional area due
to solid and liquid barriers and the reduced concen-
tration gradient and longer pathway in soils. To
account for these factors, a tortuosity factor (xwv) is
introduced to calculate the water vapor diffusion
coefficient in soil (Ds

wv):

Ds
wv ¼ xwvD

a
wv; ð10Þ

where Da
wv is water vapor diffusion coefficient in air.

Millington and Quirk’s method[9] is one of the most
commonly used models for estimating xwv:

xwv ¼ a10=3=f2 ¼ ðf � yÞ10=3=f2; ð11Þ

where a is air-filled porosity and f is total porosity
of a soil. After substituting Da

wv and Dwv (water vapor
concentration, M L�3) for Di and Ci in Eq. (1), one
obtains the water vapor flux equation:

Jwv ¼ �Ds
wv

drwv

dx
: ð12Þ

Unless the soil is very dry, the relative humidity of
the soil air is close to saturated. Thus the above equa-
tion can be expressed in terms of temperature and
r�wvðTÞ; which is the saturated vapor density as a

function of temperature:

Jwv ¼ �xwvD
a
wv

dr�wvðTÞ
dT

@T

@x
ð13Þ

The above equation underestimates water vapor move-
ment by several folds. Philip and de Vries[10] indicated
that Eq. (11) underestimates the tortuosity effect
because vapor transfer can occur through ‘‘short cir-
cuiting.’’ Therefore, they proposed to use total porosity
for calculating the tortuosity factor. Another reason
why Eq. (11) underestimates water vapor transfer might
be that the temperature gradient in the vapor phase is
much greater than that in the bulk phase. When these
two factors were included, the modified equation pre-
dicted experimental measured water vapor transfer
with greater accuracy.
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Fig. 1 Relationship between hydraulic diffusivity and soil
water content for a Yolo light clay. Vapor diffusion is domi-

nant mode of water movement for y < 0.06. (Reproduced
after Philip.[8])

1092 Soil Water: Diffusion

© 2008 by Taylor & Francis Group, LLC



S
ca

li
ng

–

S
oi

l
W

at
er

Soil Water: Energy Concepts

Sally D. Logsdon
National Soil Tilth Laboratory, U.S. Department of Agriculture (USDA),
Ames, Iowa, U.S.A.

INTRODUCTION

The state of soil water is often described in energy
relations. Kinetic energy is the result of motion and
temperature fluctuations, but most of soil water energy
is described by potential energy. The historic develop-
ment of the soil water potential energy concept is
described in Refs.[1–3].

Although the concept of soil water retention was
early recognized as important for sustained plant
growth, it was not linked with soil water potential
energy until later.[1] The difference in soil water energy
state is often of greater interest than the state itself.[3]

THERMODYNAMICS

Definitions

Thermodynamically, the potential of soil water at a
given position is the amount of work required to move
a parcel of water isothermally and reversibly from
a reference state to the soil site.[4,5] Table 1 summarizes
the type of soil water energy examined, what parcel
of water is being moved, what conditions are held
constant between the reference state and the soil site,
and what conditions are changed in the soil site com-
pared with the reference site. Soil water energy can
be given as energy per mass (chemical potential in
J kg�1), energy per volume (soil water potential or
pressure in N m�2 or Pa), or energy per unit weight
(soil water pressure head in m). Energy per volume
can be calculated by multiplying energy per mass by
the density of water. Energy per weight can be calcu-
lated by dividing energy per mass by the density of
water and acceleration due to gravity.[6,7]

At potential energy equilibrium, soil water does not
move. Thermodynamic equilibrium of soil water
energy[2] depends on thermal equilibrium (uniform
temperature throughout or isothermal), mechanical
equilibrium (no convection forces), and chemical
equilibrium (no net diffusion forces nor chemical reac-
tions). The hydraulic head is the sum of gravitational,
matric, and hydrostatic heads (Table 1, Fig. 1). Fig. 1
shows hydraulic equilibrium (no movement of soil
solution).

The direction of soil solution movement is from
high hydraulic pressure head to low hydraulic pressure
head. Notice from Table 1 that hydraulic head is the
work to move soil solution; whereas, osmotic pressure
is the work to move pure water.[2] Osmotic pressure
considerations are often due to a membrane or inter-
face that is permeable to water but not permeable or
only partly permeable to solutes. Examples are the
water–air interface (vapor movement), and the cell
membranes in the root (water uptake).

Iwata, Tabuchi, and Warkentin[3] describe five types
of work that thermodynamically affect soil water. The
first is compression, but within pressure ranges nor-
mally encountered in the soil, water is incompressible.
The second is surface tension, due to the air–water sur-
face, or due to the interface between the soil particle
and water. The third is electrical work, in which the
state of water (a dielectric material) is altered when
placed in an electrical field. The fourth is gravitational,
due to the external gravitational field, which influences
water movement. The last is conservative force field,
due to the colloid surface effects on water properties
sorbed to the surface.

Other Factors and Terminology

Different terms are sometimes used for the various
components of soil water potential.[4,5,7] Matric poten-
tial can be called wetness potential or tensiometric
potential, which is a negative potential due to an inter-
action with soil pore walls. The matric potential can be
divided into a matric potential occurring without an
external load present, and with an overburden poten-
tial. The overburden potential is also called envelope-
pressure potential, due to the weight of overlying soil
and water on a swelling soil.[1,8,9] The overburden
potential reduces the water content at a given water
potential, compared with an unconfined sample at
the same water potential. Air potential is considered
another component of pressure potential, and is often
called pneumatic potential due to air pressure applied
externally. Hydrostatic potential is sometimes called
submergence potential, or positive potential below
the groundwater level.

Other factors can contribute to water potential,[3]

such as electrical potential due to the electrical field
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generated by charged colloid surfaces, radius of menis-
cus curvature effect on surface tension, van der Waal
forces that draw surfaces together, internal pressure
that develops in water to balance a non-uniform field
such as van der Waals force or gravity, and tempera-
ture. If a temperature gradient is present, kinetic
energy may be introduced, so movement in response
to a water potential gradient assumes isothermal
conditions.

Complex Interactions

Macroscale processes are not always easily described
by microscale thermodynamics. If osmotic gradients
occur, mass flow of soil solution can follow a macro-
scale gradient in one direction, and diffusion of pure
water can follow a microscale gradient in the
another.[2,7] Also at the macroscale, the contribution
of electrical potential, van der Waals forces, and inter-
nal pressure are often ignored.[3] Discrepancies arise
because water is not homogeneous, but has different
properties near solutes in the water and near colloid
surfaces.[3]

The definition for water potential describes the
work to move reversibly a parcel of water from the

reference state to a point in the soil. Yet water move-
ment is usually not completely reversible, resulting in
hysteresis.[7] At a given water potential, the soil is
wetter during drainage than during wetting due to
variation in pore sizes, different contact angles during
wetting and drainage, and heterogeneities due to inter-
actions of water with clay surfaces.[3]

MEASUREMENT OF SOIL
WATER POTENTIAL

The working definition for soil water potential is not a
practical way for determining soil water energy in the
field, because a parcel of water cannot realistically be
moved from a reference state to the field site. The
pressure potential can be measured with a piezometer
(below the water table for hydrostatic potential) or a
tensiometer (above the water table for matric poten-
tial). The piezometer is a hollow tube in the soil with
a slotted screen opened at the bottom of the tube.
The screened end of the peizometer is placed in the soil
so that it is in contact with the soil solution. The height
of water in the piezometer relative to a reference level is
the pressure potential.[10] A tensiometer is also a tube
that is connected to a ceramic cup that is placed in con-
tact with the unsaturated soil.[11,3] The tube is filled
with de-aired water and sealed. The force of the soil
water matric potential on the water in the tensiometer
creates a vacuum (negative pressure) that is read by a
manometer, pressure gage, or pressure transducer.
The reading is subtracted from the elevation of the
gage. Even so, the measured matric potential is only
an apparent matric potential.[2] The matric potential
measured by a tensiometer may not indicate the micro-
scale condition because there is no correction for for
water–clay interactions.[3] Most tensiometers cannot
measure water potential more negative than 10 m
(around 1 atm), because air moves into the ceramic
and the vacuum is broken. A technique that is used
to determine water potential in drier soil involves the
use of a thermocouple psychrometer that relates the

Table 1 The type of soil water energy upon which work is done, what parcel of water is being moved, what conditions are

held constant between the reference state and the soil site, and what conditions are changed in the soil site compared with
the reference site

Energy source Reference parcel Constant Destination change

Gravitational Soil solution Atmospheric pressure Elevation

Matric, above water table Equivalent soil solution Atmospheric pressure, elevation Solution in soil

Hydrostatic, below water table Equivalent soil solution Atmospheric pressure, elevation Solution in soil

Hydraulic Equivalent soil solution Osmotic pressure Elevation, solution in soil

Air External air pressure Elevation Soil air

Osmotic Pure water Atmospheric pressure, elevation Soil solution

Fig. 1 Diagram of equilibrium hydraulic head with the
water table at 1.0 m and the reference level at 1.6 m.
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vapor pressure to a soil water potential, i.e., the sum of
osmotic and matric components.[12,13]

CONCLUSION

The soil water hydraulic pressure head is composed of
matric, overburden, and hydrostatic pressures. The soil
solution will flow from higher hydraulic pressure
heads to lower hydraulic pressure heads. Piezometers
are used to measure the hydrostatic pressure head,
and tensiometers are used to measure the negative
matric pressure head. The osmotic pressure head is
due to solutes in the soil water. Pure water in the soil
will move from higher osmotic pressure heads to lower
osmotic pressure heads, usually caused by semiperme-
able membranes. Thermocouple psychrometers can be
used to measure a combination of matric and osmotic
pressure heads.
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INTRODUCTION

Water flow in soils may occur in both unsaturated and
saturated conditions; however, clear differentiation
between flows requires a review of definitions first.[1]

In the saturated zone, it is generally assumed that the
pore space within the soil matrix is saturated with
water, and that the hydrostatic pressure in the
water is greater than atmospheric pressure. In contrast
in the unsaturated zone, the pore space is only partly
filled with water, resulting in a soil water pressure
smaller than atmospheric pressure. The region between
the unsaturated zone and the groundwater is called
the capillary fringe, where the soil is satiated but
where the soil water is held by capillary forces (Fig. 1).
The difference between satiated and saturated water
content is caused by the general presence of entrapped
air within the soil matrix of saturated soils. The
unsaturated zone is bounded by the soil surface at
the top and merges with the groundwater of an uncon-
fined aquifer in the capillary fringe of the water table
or phreatic surface at the bottom. By definition, the
phreatic surface is the soil depth at which the water
pressure is atmospheric.

The distinction between groundwater and unsatu-
rated zone is usually made within a hydrologic context,
emphasizing water as the agent of change of the sub-
surface and the main driver for transport of chemicals
between the atmosphere and groundwater. This region
of the unsaturated zone is also known as the vadose
zone that incorporates local saturated regions, and is
so defined to emphasize the desired integration of
physical, chemical, and biological processes in the
unsaturated soil zone and its interactions with the
groundwater and atmosphere. The soil is the most
upper part of the vadose zone, subject to fluctuations
in water and chemical content by infiltration and leach-
ing, water uptake by plant roots, and evaporation from
the soil surface. Within the context of crop production,
the spatial scale of interest is the field scale.

The need to incorporate saturated soil conditions in
the root zone comes about for many reasons, affecting

both water quantity and water quality. First and fore-
most, above a shallow groundwater, the capillary
fringe bounds the bottom of the plant root zone. Water
infiltration by either rainfall or irrigation causes a rise
of the water table, thereby temporarily creating anaer-
obic soil conditions, unfavorable for plant growth. In
contrast, up to 40% of plant transpiration may come
from shallow water table contribution, depending on
soil texture, distance between the water table and
bottom of the root zone, and shallow groundwater
salinity. Historically, much research has been invested
in designing improved water management practices,
such as by soil drainage.[2,3] Secondly, saturated soil
conditions can also occur by regional groundwater
flow, as caused by rising water tables elsewhere, or
by subsurface flow along hill slopes.[4] Thirdly, local
saturated soil water conditions can occur by spatial
variations and layering of soil texture, creating favor-
able conditions for preferential saturated water flow
towards the groundwater, thereby affecting ground-
water and surface water quality by accelerated trans-
port of surface-applied chemicals. Consequently,
spatial variations in soil hydraulic conductivity within
the unsaturated zone can lead to local or extended
regions with positive soil water pressure values, caus-
ing the so-called perched water. A temporary saturated
soil in the plant root zone causes anoxic conditions,
thereby affecting chemical and microbial processes.
For example, it can lead to dissolution of salts, chemi-
cal transformation of specific chemical compounds,
and denitrification of applied fertilizers.

BASIC LAWS OF SATURATED WATER FLOW

Rather than characterizing soil water flow at the pore
scale, soil water quantities are usually defined at the
macroscopic level by using the continuum approach,
at which each soil phase is regarded as a continuum.
The flow of liquid water through the macroscopic soil
matrix is generally viscous and laminar, because of the
small pore sizes in which water movement takes place.
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Under these conditions, the water flux density or spe-
cific discharge q (m sec�1) is proportional to the driving
force or total head gradient, DH/L (dimensionless),
where DH denotes the change in piezometric head over
the distance L. In unsaturated flow, it is customary to
use total head (soil water flow under unsaturated
conditions), instead of piezometric head. For one-
dimensional flow, the magnitude of q is defined as
the volume of water V (m3) passing through a cross-
sectional area of soil A (m2) normal to the direction
of flow for time t (sec). The head H (m) represents
the potential energy (J) of water on a weight (N) basis.
It incorporates the influences of forces such as gravity
and pressure. The relationship between water flux
and head gradient is known as Darcy’s law:

q ¼ �K
DH

L
ð1Þ

where the proportionality factor is defined as the
saturated hydraulic conductivity K (m sec�1). Thus,
the units for the water flux density and the hydraulic
conductivity are identical. The decrease in hydraulic
head in the direction of flow is caused by friction or
drag forces as water moves through the small tortuous
flow paths of the soil matrix. The value for the water
flux density, or the Darcy flux, should not be mistaken
for the average velocity of the water in the pores, known
as the seepage or pore-water velocity n (m sec�1).
The difference between the water flux density and
the pore-water velocity is due to the fact that water
only occupies a limited fraction of the soil’s total
volume. In the case of a water-saturated soil, the

pore-water velocity is equal to the ratio of the Darcy
flux and the soil porosity.

K varies between and within soil types, as it depends
on soil properties such as texture, solid particle
arrangement (soil structure), organic matter content,
and water content. In addition, for anisotropic soils,
K varies with spatial direction (x, y, or z), as caused
by the process of soil deposition or soil formation.
Even for isotropic soils, K is usually heterogeneous
because of soil spatial variability. In most applications,
though, the soil’s saturated hydraulic conductivity is
assumed to be characterized by a single K-value,
assuming isotropy and homogeneity.

Fig. 1 shows a schematic presentation of the soil
water distribution between the saturated and unsatu-
rated zone, by plotting soil water pressure as a function
of degree of saturation. The capillary fringe separates
the phreatic surface from the unsaturated zone. For
practical purposes, one sometimes approximates the
top of the capillary fringe as the distance above the
phreatic surface, above which soil water is immobile,
and below which the soil is saturated. While conserving
mass, an effective phreatic surface (see Fig. 1) is then
chosen that includes this approximate capillary
fringe.[1] For conditions where saturated water flow is
dominantly horizontal, i.e., the pressure distribution
in the vertical direction is hydrostatic and the
variations in H are much smaller than total aquifer
thickness, the hydraulic head gradient can be approxi-
mated by the slope of the phreatic surface (the Dupuit
assumption). Substitution of the hydraulic head by this
effective, vertical-averaged phreatic surface simplifies a
three-dimensional flow problem to two dimensions.

Fig. 1 The capillary fringe, separating
the unsaturated and the saturated soil
zone.
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Using these assumptions, a broad suite of analytical
solutions to unconfined steady groundwater drainage
flow have been obtained,[1–3] e.g., for the purpose of
drainage design calculations.

In addition to the Darcy type of equation, an
additional expression is required for a complete
description of saturated flow, allowing the prediction
of both flux density and hydraulic head. This second
equation is obtained by invoking mass conservation
over a specified control volume. Using the assumptions
that water is incompressible, and that the porous
matrix is non-deformable, the mass balance equa-
tion combined with the Darcy equation for steady-
state flow in a homogenous, isotropic, constant
saturated thickness soil, yields the so-called Laplace
equation:[1–3]

@2H

@x2
þ @2H

@y2
¼ 0 ð2Þ

Eq. (2) can be applied for an unconfined, saturated soil
with a variable phreatic surface, H, if the variation in H
is much smaller than the aquifer’s thickness.

In order to analytically solve for transient ground-
water drainage, the specific yield, S (dimensionless),
was defined to quantify the exchange of soil water
between the unsaturated and saturated soil zones in
unconfined aquifers.[5] It is computed from the volume
of water given up by or extracted from the ground-
water per unit area of water table and per unit ground-
water table change. In practice, S is assigned a constant
soil-texture dependent value, and is also called the
drainable porosity. In theory, however, this is only
approximately true, since the specific yield is a function
of the rate of water table change, its proximity to the
soil surface, thereby varying with time depending on
drainage and redistribution rates. Nevertheless, this
approximation of specific yield allows the quantifi-
cation of water flux across the water table as a result

of changes in water table position, without solving
the unsaturated water flow equation for the combined
saturated–unsaturated soil domain. When applying the
Dupuit and the specific yield assumptions, changes in
the water height, H, with lateral position and time
can be computed from solution of the so-called
Boussinesq’s equation, which is written as

S
@H

@t
þ qs ¼ K

@

@x
H
@H

@x

� �
þ K

@

@y
H
@H

@y

� �

ð3Þ

where qs is the steady-state water flux through the
phreatic surface.[5] A full suite of numerical techniques
is available that do not require such assumptions,
but can solve for variably-saturated flow with or with-
out decoupling the saturated and unsaturated flow
regimes.[6,7]

PREFERENTIAL FLOW

It is widely accepted that preferential flow of water
through soils occurs through different mechanisms,
and can have wide implications. Preferential flow can
be loosely defined as the accelerated flow of water
and associated chemicals through soil, relative to the
corresponding flow through the soil matrix. Preferen-
tial flow occurs locally, and is mostly saturated. Conse-
quently, such a flow is fast and difficult to quantify. In
general, one recognizes three different types: bypass,
fingering, and funneled flows.[4,8] Under water-ponded
soil surface conditions, bypass flow occurs through
highly permeable zones such as macropores and cracks
that are connected to the land surface (Fig. 2). Finger-
ing flow is generally associated with non-uniform flow
caused by flow instabilities as caused by soil air

Fig. 2 Schematic diagram of preferential
flow mechanisms.
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compression, soil hydrophobicity, and soil layering.
Funneled flow[8] occurs because of the interbedding
of coarse and fine soil layers. If the layer interface is
along a slope, unsaturated water flow accumulates,
and becomes saturated. Eventually, the water may
breakthrough the interface into funnels, depending
on local values of water pressure and soil textural
changes along the bedding. Due to uncertainties of
the occurrence and magnitude of preferential flow,
however, prediction of saturated flow in these con-
ditions is difficult.

CONCLUSION

In addition to groundwater flow, saturated soil con-
ditions can occur in the unsaturated or vadose zone
by perched water, by preferential flow at or near the
soil surface, and in the capillary fringe above the water
table. For the latter case, relative simple solutions are
available to account for the variably-saturated con-
ditions. However, characterization of saturated water
flow as caused by preferential flow or by perched water
is much more difficult to quantify, mostly due to
complications caused by soil heterogeneity.
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INTRODUCTION

Soils make up the upper part of the unsaturated zone,
where water flow occurs mainly under unsaturated
conditions. The unsaturated zone consists of a complex
arrangement of mostly connected solid, liquid, and
gaseous phases, with the spatial distribution and geo-
metrical arrangement of each phase, and the partition-
ing of solutes between phases, controlled by physical,
chemical, and biological processes. The unsaturated
zone is bounded by the soil surface and merges with
the groundwater in the capillary fringe (see the article
Soil Water: Flow under Saturated Conditions). The
distinction between groundwater and water in the
unsaturated zone is determined by the degree
of water saturation (see the article Soil Water:
Capillary Rise ). For groundwater, it is generally
assumed that the pore space within the solid matrix
is saturated with water, and that the hydrostatic
pressure in the water is larger than atmospheric press-
ure. In contrast, in the unsaturated zone, the pore
space is only partly filled with water, while the remain-
ing space is occupied by the gas phase. Water is held in
the soil matrix of the unsaturated zone by capillary and
adsorptive forces. The unsaturated zone is usually
considered to be the region for water flow and its
concomitant transport of chemicals between the
atmosphere and groundwater. Although, the impor-
tance of water as carrier of chemicals is paramount,
it is becoming increasingly clear that chemical and
biological phenomena in the unsaturated zone play a
profound role on chemical fate. It is therefore that
vadose zone notation is preferred, emphasizing the mul-
tidisciplinary approach in subsurface characterization.

The upper part of the vadose zone is the most
dynamic and changes occur at increasingly greater time
and spatial scales when moving from the soil surface
towards the ground water. The most upper part of
the vadose zone is subject to fluctuations in water
and chemical content by infiltration and leaching,
water uptake by plant roots (transpiration), and evap-
oration from the soil surface. Water is the primary

factor leading to soil formation from the weathering
of parent material such as rock or transported depos-
its, with additional factors of climate, vegetation, top-
ography, and parent material determining soil physical
properties. Generally, the soil depth is controlled by
the maximum rooting depth (generally within a few
meters from the soil surface). However, the vadose
zone can extend much deeper than the surface soil
layer and includes unsaturated rock formations and
alluvial materials to depths of 100 m or more, deter-
mined by hydrologic, topographic, and lithographic
characteristics.

Scientists are becoming increasingly aware that soil
is a critically important component of the earth’s bio-
sphere, not only because of its food production func-
tion, but also as the safe-keeper of local, regional,
and global environmental quality. For example, it is
believed that management strategies in the unsaturated
soil zone will offer the best opportunities for prevent-
ing or limiting pollution, or for remediation of ongoing
pollution problems. Because chemical residence times
in ground water aquifers can range from a few to
thousands of years, pollution is often essentially irre-
versible. Prevention or remediation of soil and ground-
water contamination starts, therefore, with proper
management of the unsaturated zone (see the article
Vadose Zone and Groundwater Protection).

Both introductory[1,2] and advanced references[3,4] of
unsaturated flow are suggested for further reading,
whereas in addition, comprehensive reviews[5,6] provide
selected references on relevant areas of study.

SOIL-WATER RETENTION

Unsaturated water flow is largely controlled by the
physical arrangement of soil particles in relation
to the water and air phases within the soil’s pore
space, as determined by pore size distribution and
water-filled porosity or volumetric water content, y
(m3 water/m3 bulk soil; see the article Soil Water
Measurement: Gravimetric). In addition to y, the
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volume of water is sometimes defined by degree of
saturation, S ¼ y/ys, or effective saturation (Se),

Se ¼
y � yr

ys � yr
ð1Þ

normalizing the mobile water between values of zero
and one, while defining a residual water content, yr,
for which water is considered immobile (see the
article Soils: Hygroscopic Water Content). In addition
to simple gravimetric methods, various devices are
available to measure the soil’s water content non-
destructively (see the articles Soil Water Measurement:
Capacitance; Soil Water Measurement: Neutron Ther-
malization; Soil Water Measurement: Time Domain
Reflectometry).

The soil-water retention function determines the
relation between volume of water retained by soil
capillary and adsorptive forces, as a function of y,
and is also known as the soil-water release or soil-
water characteristic function. These two water-
retaining forces in unsaturated soils combined are
defined as the matric forces, and are sometimes also
called suction forces (see the article Soil Water Energy
Concepts). These suction forces increase as the size of
the water-filled pores decreases, as may occur by drain-
age, water uptake by plant roots, or evaporation.
When expressed relative to the reference potential of
free water, the water potential in unsaturated soils is
negative (the soil-water potential is less than the water
potential of water at atmospheric pressure). It is often
referred to as the soil water matric potential. Hence,
the matric potential decreases or becomes more nega-
tive as the soil water content decreases. Since the
matric forces are controlled by pore size distribution,
specific surface area, and type of physico-chemical
interactions at the solid–liquid interfaces, the soil water
retention curve is soil specific. It provides an estimate
of the soil’s capacity to hold water after free drainage
(see the article Soils: Field Capacity), minimum soil
water content available to the plant (see the article
Soils: Permanent Wilting Points), and water availability
for plants.

Whereas in physical chemistry, the chemical poten-
tial of water is usually defined on a molar or mass
basis, in soils potential is usually expressed with respect
to a unit volume of water, thereby attaining units of
pressure (Pa); or per unit weight of water, so that the
potential represents the equivalent height of a column
of water (m). The pressure head equivalent of the com-
bined adsorptive and capillary forces is defined as the
matric pressure head, hm.

By way of the unique relationship between capillary
water pressure and the radius of curvature of the
air–water interface, and using the analogy between

capillary tubes and the irregular pores in porous
media, a relationship can be derived between soil water
matric head (hm) and effective pore radius, re, or

rghm ¼
�2s cos a

re
ð2Þ

where s and a are defined as the surface tension and
wetting angle (of wetting fluid with solid surface),
respectively, r is the density of water, and g is the accel-
eration due to gravity (9.8 m sec�2). This capillary
equation simplifies to hm ¼ �0.15/re, when both hm

and re are expressed in cm. As a result, the effective
pore size distribution can be determined from the soil
water retention curve in the region where capillary
forces dominate.

The measurement of the matric potential in situ is
difficult and is usually done by tensiometers in the
range of matric head values larger (less negative) than
�6.0 m (see the article Soil Water Measurement: Tensi-
ometers). A tensiometer consists of a porous cup,
usually ceramic, connected to a water-filled tube. The
suction forces of the unsaturated soil draw water from
the tensiometer into the soil until the water pressure
inside the cup (at pressure smaller than atmospheric
pressure) is equal to the pressure equivalent of the soil
water matric potential just outside the cup. The water
pressure in the tensiometer is usually measured by a
vacuum gauge or pressure transducer. When tensi-
ometers are used at matric potential values lower than
�6.0 m, the tensile strength of the water in the tensi-
ometer device may be exceeded, causing development
of air or vapor bubbles in the water column, which is
called cavitation, thereby rendering the tensiometer
readings useless. Other devices that are used to
indirectly measure the soil water matric potential
include buried porous blocks, from which either the
electrical resistance or thermal conductivity is mea-
sured in situ, after coming into hydraulic equilibrium
with the surrounding soil. Laboratory and field techni-
ques to measure the soil water retention curve, and
functional models to fit the measured soil water reten-
tion data, such as the van Genuchten and Brooks and
Corey model, are described in Refs.[7,8].

UNSATURATED HYDRAULIC CONDUCTIVITY

The relation between the unsaturated hydraulic con-
ductivity, K, and volumetric water content, y, is the
other essential fundamental soil hydraulic property
needed to describe water movement in the vadose zone.
It is also a function of the water and soil matrix
properties, and determines water infiltration and drain-
age rates (see the articles Soils: Water Infiltration;
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Soils: Water Percolation; Soil: Waterborne Chemicals
Leaching through), and is strongly affected by water
content. It is defined by Darcy’s equation (Darcy’s
law), which relates the soil water flux density to the
total driving force for flow, with K being the propor-
tionality factor. Except for special circumstances,
pneumatic and osmotic forces are irrelevant, so that
the total driving force for water flow is determined
by the matric and gravitational forces, expressed
by the total water potential gradient, DH/L, where
DH denotes the change in total head over the distance
L, and H ¼ hm þ z. Applying Darcy’s law in the
vertical dimension only, the magnitude of flow can
be computed from the steady state flow equation
(Darcy’s law):

Q ¼ �KðyÞA @hm

@z
þ 1

� �
or

qw ¼ �KðyÞ @hm

@z
þ 1

� �
ð3Þ

where Q denotes the volumetric flux (m3 sec�1), A is the
cross-sectional area of the bulk soil domain perpen-
dicular to flow (m2), qw is the Darcy flux density
(m sec�1), z is vertical position (z > 0, upwards, m),
and K(y) denotes the unsaturated hydraulic conduc-
tivity (m sec�1). In this expression, the unsaturated
hydraulic conductivity is related to the intrinsic soil
permeability, k (m2), by

K ¼ rgk

m
ð4Þ

where m denotes the dynamic viscosity of water
(N sec m�2), and r and g were defined earlier. The
usage of permeability instead of conductivity allows
application of the flow equation to liquids other than
water with different density and viscosity values. Using
the analogy of soil pores represented by varying-size
capillaries, the average pore water velocity in soils
can be estimated from the ratio of the Darcy flux
and the volumetric water content, or

v̂v ¼ qw

y
ð5Þ

Functional models for unsaturated hydraulic con-
ductivity are based on pore size distribution, pore
geometry and connectivity, and require integration of
soil water retention functions to obtain analytical
expressions for the unsaturated hydraulic conductivity.
The resulting expressions relate the relative hydraulic
conductivity, Kr, defined as the ratio of the unsaturated
hydraulic conductivity, K and the saturated hydraulic

conductivity, Ks, to the effective saturation, and can
be written in the following generalized form

KrðSeÞ ¼ Sl
e

R Se

0 hmj j�ZdSeR 1

0 hmj j�ZdSe

" #g
ð6Þ

where l and Z are parameters related to the tortuosity
and connectivity of the soil pores, and the value of
the parameter g is determined by the method of evalu-
ating the effective pore radii. The moisture-dependency
is highly non-linear, with a decrease in K of 4–5 or
more orders of magnitude within field-representative
changes in water content. Methods to measure the
saturation dependency of the hydraulic conductivity
are involved and time-consuming.[9] Moreover,
measurement errors are generally large, due to: 1) the
difficulty of flow measurements in the low-water con-
tent range; and 2) the dominant effect of large pores
(macropores), cracks, and fissures in the high-water
content range (see the article Soil Macropores: Water
and Solute Movement). Model fitting techniques
assume a certain form for the soil water retention
curve, such as the Mualem-van Genuchten relation-
ship, and use parameters associated with the water
retention relationship to express the hydraulic conduc-
tivity as a function of water content or matric head.[8]

MODELING OF UNSATURATED SOIL
WATER FLOW

Since the Darcy equation is strictly defined for steady
state water flow conditions, the mass conservation
principle is applied and combined with Eq. (3) to yield
the so-called Richards equation to solve for temporal
changes in hm or y, at any depth z and time t:

@y
@t
¼ � @qw

@z
¼ @

@z
KðhmÞ

@hm

@z
þ 1

� �� �
ð7Þ

Because of the highly non-linear soil water retention
and unsaturated hydraulic conductivity functions,
advanced numerical models are required to solve for
hm(z,t) or y(z,t) for either one, two or three dimen-
sions,[10] using known boundary and initial conditions.
Eq. (7) may include a sink term, describing changes in
soil water content with time as a result of root water
uptake.[11] If solution of time-changes of water content
within the soil domain are not required, but only total
soil water storage changes are needed at time scales of
days or longer, Eq. (7) can be simplified to a capacity
model, thereby requiring input of the boundary fluxes
only, resulting in the so-called water budget models.[12]
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SUMMARY

Prevention or remediation of soil and groundwater
contamination requires proper management of the
vadose zone. Therefore, a solid understanding of
unsaturated water flow is required. However, because
of the highly non-linear soil hydraulic functions that
control soil water retention and unsaturated hydraulic
conductivity, advanced numerical models are required
to predict temporal changes of soil water matric poten-
tial, soil water content, and water fluxes in one or more
spatial dimensions.
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INTRODUCTION

There are several models of soil water that consider the
soil medium as an active site for chemical, physical,
and biological processes with a bimodal porous
medium, micro- and macropore systems. Few of these
models consider the soil medium as a structured
medium with aggregates. However, none considered
the swelling–shrinkage properties of these aggregates
and the resulting hydrostructural properties of the soil
medium, which significantly contribute to the formu-
lation of transfer functions and their parameterization.
Thus, soil dynamics literature describes soil properties
independently from the aggregated organization of
soils and their structural dynamic with water.

OVERVIEW

Typically, soil hydraulic parameters were estimated
from measured basic soil data, such as texture, soil
organic matter, etc., through pedotransfer functions
(PTFs).[1–3] Hence, their development is strongly
related to that of soil moisture characteristic measure-
ment techniques and models. Historically, PTFs were
developed using regression equations. A thorough
review of the different types of pedotransfer functions,
the number of horizons used to derive them and their
application ranges can be found in Refs.[4–6]. One of
the drawbacks of pedotransfer functions is that soil
structure, namely, macroporosity and pedality, cannot
be taken into account when deriving the PTFs.[7]

Although bulk density and organic carbon content
could be used as indicators of soil structure, the infor-
mation they provide is not always sufficient to describe
macropore flow. This restricts the applicability of
PTFs to micropore flow and, as a direct consequence,
PTFs cannot be applied to farmed catchments or tilled

soils. In fact, the hierarchical structure of soils poses
a challenge for defining soil hydraulic properties
per se.[8,9]

Taking into account the limitations of PTFs in
addressing the impact of the internal soil organization
on soil water dynamics, this article will present a con-
ceptual model of the unsaturated soil water medium
functionality based on the pedostructure concept.
Pedostructure is defined as the soil fabric for which the
functional organization is characterized by the medium
shrinkage curve (SC).[10] The objective of this article is
to present a characterization and parameterization of
the hydrostructural functions of the soil fabric defined
by the following:

1. The shrinkage curve or the specific volume of
the pedostructure as a function of its water
content V(W).

2. The swelling curve of the pedostructure specific
volume V as a function of time V(t) during wet-
ting of a dry soil sample put in contact with
water.

3. The tensiometric curve or the interped water
potential as a function of interped water content
hma(Wma) measured by a tensiometer.

4. The conductivity curve or the interped conduc-
tivity as a function of the interped water content
kma(Wma).

In this approach, the shrinkage curve represents
the state of equilibrium of the soil–water–air config-
urations of the pedostructure; whereas the swelling
curve represents the dynamics of the pedostructure
when this medium is out of equilibrium. The tensio-
metric and conductivity curves are the parametric
variables of Darcy’s law extended to the unsaturated
soil medium that is described by the pedostructure
model.
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SOIL MEDIUM HIERARCHY, ORGANIZATIONAL
LEVEL, AND FUNCTIONALITY

Fig. 1 shows a schematic representation of the soil
horizon showing its four hierarchical structural levels:
the horizon, the pedostruture, the primary peds, and
the primary particles. In this representation, we define
hierarchical representative elementary volumes (REVs)
where different physical laws such as Darcy’s law can
be applied. The REV of a soil horizon is large enough
to comprise cracks or fissures that are opened to air
when soil dries and includes vertical porosity. It is
delimited vertically by the soil horizon, thus its volume
change is only one-dimensional (vertical). The REV of
the pedostructure is composed of the primary peds,
Vmi, and the pore space created by their assembly,
Vpma; its volume change is three-dimensional and iso-
tropic. In that pore space, two water pools are differen-
tiated and defined by the shrinkage curve (Fig. 2): a
‘‘swelling’’ water wip, which leaves the pore system
without air intake (peds approaching each other) and
a non-swelling water wst, which leaves the same pore
system while being replaced by air (peds are jointed).
The primary peds pore system is quantitatively defined
by its air entry point that is clearly identified on a con-
tinuously measured SC. At point B of the SC (Fig. 2),

the specific pore volume of the primary peds (Vpmi) are
equal in value to the water content WB (Vpmi ¼
WB/rw, where rw is the water bulk density). The pri-
mary peds are composed of the primary particles, of
specific volume, Vs, and of the micropore space
between them. In this micropore space, two water
pools are also defined using the SC: swelling water,
wbs, and a non-swelling water, wre. The subscripts ip,
st, and bs are referred to as interped, structural, basic,
and residual, which are the classical names of the dif-
ferent linear shrinkage phases to which a single water
pool is associated (at inflection point of the structural
shrinkage, e.g., dW ¼ dwst).

Geometrical equations are used as geometrical laws
to link the different nested volumes in the pedostruc-
ture, as well as to link the pedostructure and the
horizon REVs.[10,12] Consequently, the SC equation
was written as a linear combination of the water pools:

dV ¼ Kredwre þ Kbsdwbs þ Kstdwst þ Kipdwip

ð1Þ

that after integration Eq. (1) yields:

V ¼ Vo þ Krewre þ Kbswbs þ Kstwst þ Kipwip

ð2Þ

where the subscripts re, bs, st, and ip refer to the mean
residual, basic, structural, and interpedal, respectively;
K are the slopes of the linear shrinkage phase, w are the
corresponding water pool; Vo is the specific volume at
the dry state.

USING THE SHRINKAGE CURVE TO
DETERMINE THE SPECIFIC PARAMETERS
OF THE PEDOSTRUCTURE

In the ‘‘geometrical’’ equation above, the water pools
were determined by integrating the logistic functions
that describe the probable composition of the water
pools present in the element of water evaporating:[10]

wip ¼
1

kL
log½1 þ expðkLðW � WLÞÞ�

wst ¼ �
1

kM
log½1 þ expð�kMðW � WMÞÞ�

� 1

kL
log½1 þ exp kLðW � WLÞ�

wbs ¼
1

kN
log½1 þ expðkNðW � WNÞÞ�

þ 1

kM
log½1 þ expð�kMðW � WMÞÞ�

wre ¼ �
1

kN
log½1 þ expð�kNðW � WNÞÞ� þ WN

ð3Þ

Fig. 1 Schematic representation and nomenclature of the
internal soil–water–air organization, taking into consider-

ation the functional levels of the soil: the horizon, the pedo-
structure, the primary peds, and the primary particles. All
variables of the nested REVs are referred to mass of primary

particles.
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The parameters used in these equations are those of
the characteristic SC: kN, kM, kL, WN, WM, WL. They
can be graphically obtained from the measured SC
knowing points N0, M0, and L0, the intersection points
of the straight lines tangent to the linear sections of the
SC. These parameters have physical meanings: WN and
WM represent, respectively, the dry micropore and the
maximal saturated micropore specific volumes; WL

can be taken to represent the water content at satu-
ration; and kM, kN, and kL represent the distance
between the intersection points M0, N0, L0 and the cor-
responding point N, M, L, of the curve, via equations
such as the following for kM: kM/ln(2) ¼
(Kbs � Kst)/(VM � VM

0 ).
Eqs. (2) and (3) constitute a total of 11 parameters

required for modeling all structural volume variables
of the pedostructure. Fig. 2 shows an example of the
continuously measured SCs with the corresponding
water pools (wre, wbs, wst, and wip) and of the two
specific pore volumes (Vpmi and Vpma), which are
represented according to their definition, Vpmi ¼
(wbs þ max(wre))/rw and Vpma ¼ V � Vpmi � Vs.

USING THE SWELLING CURVE TO
DETERMINE PARAMETERS OF THE
PEDOSTRUCTURE DYNAMICS

The swelling curve is the complementary part of the
shrinkage curve in the wetting–drying cycles of soils
observed under natural conditions. Whereas the SC
defines the equilibrium configuration at certain water
content W, the swelling curve describes the absorption
rate of water and can be used to define the kinetics of
the medium, at a given W, to reach the equilibrium
configuration starting from a point outside the equilib-
rium state defined by the SC. In the swelling phase (see
the swelling path, Fig. 2), when the aggregates are
immersed in water, four events occur immediately
before the plasma swelling: 1) the entry of water into
the soil medium through the interpedal voids of the
sample; 2) the spacing of aggregates; 3) the entry of
water into the dry micropores of the primary peds, fill-
ing the residual micropore dry space in a few seconds,
and 4) the swelling of the primary peds in 1 or 2 hr.
Braudeau and Mohtar[13] gave the equation of the

Fig. 2 Various configurations of air and water repartition partitioning into the two pore systems, inter and intra primary
peds, related to the shrinkage phases of a standard SC. The various pools of types of water, wre, wbs, wst, and wip, are represented
by their domains of variation. The linear and curvilinear shrinkage phases are delimited by the transition points (A, B, C, D, E,

and F), which are hydrostructural characteristics of soil determined by a parametric modeling of the measured shrinkage
curve according to the method of Braudeau et al.[11] Points N0, M0, and L0 are the intersection points of the tangents at those
linear phases of the SC. Graphs on the right side represent a continuously measured SC along with the modeled water pools,

the modeled specific pore volumes, and the calculated position of the transitional points.
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swelling curve, physically based on the following
equation analogous to Darcy’s law:

dwbs=dt ¼ kmiðhmi � h
eq
miÞ ð4Þ

where kmi is a constant, hmi is the micropore water suc-
tion (inside primary peds) and h

eq
mi the micropore water

suction at equilibrium with interped water outside.
Micropore potential equation hmi was derived from
the swelling pressure equation given by Voronin[14]

and adapted to the pedostructure medium:

hmi ¼ rwEmi
1

wbs
� 1

maxðwbsÞ

� �
ð5Þ

where rw is the water bulk density; Emi ¼ QsRT is
the potential energy of the solid phase resulting
from the surface charge of the soil (joules/kg soil);
Qs is the effective electric charge of the surface or effec-
tive exchange capacity (moles/kg solids); R is the
molar gas constant (J mol�1 K�1); and T is the absolute
temperature.

Using the ‘‘geometrical law’’ for the pedostructure
(dV ¼ Kbs dwbs), the equation of the swelling curve
is thus, for h

eq
mi ¼ 0 and max(wbs) ¼ (WM � WN):

log 1 � V � Vo

B

� �
þ V � Vo

B
¼ �At ð6Þ

where

A ¼ rwkmiEmi=ðWM � WNÞ2 ð7Þ

B ¼ KbsðWM � WNÞ ð8Þ

where Vo, WM, WN, and Kbs are parameters of the SC.
Thus, the only parameter needed to model the swelling
curve is the product kmiEmi. The observed very good fit
of Eq. (6) with experimental data validates both
expressions of hmi and that of Eq. (4). Parameter A is
also determined from this fitting operation.

We assume that kmi, in Eq. (7), is always the same
for all initial pedostructure configurations at a given
water content W, and that the final configuration is
the point of the SC at this water content. Thus, accord-
ing to Eq. (4), the governing equation for the local flux
between the primary peds (microporosity) and the
interped pore space (macroporosity) that maintains
the equilibrium configuration of the pedostructure
can be defined as:

dwbs

dt
¼ AðWM � WNÞ2

1

wbs
� 1

w
eq
bs

� �
ð9Þ

where wbs is the actual micropore water content and
w

eq
bs the water content corresponding to the equilibrium

point of the SC corresponding to the actual wst.

Fig. 3 Conceptual model of the hydraulic functioning of the pedostructure. V is the pedostructure specific volume, Vp is the
poral volume, W is the water content, w is the content of the water pools, q are the fluxes, K is the slope of a linear phase of

the SC, and k is the hydraulic conductivity. Subscripts ma and mi refer to macro and micro; and re, bs, st, and ip refer to residual,
basic, structural, and interped shrinkages, respectively. hmi and hma are the suction in the microporosity of the primary peds and
in the interaggregate macroporosity, respectively. Arrows represent the different types of water movements, governed by Eq. (a)
within macroporosity, Eq. (b) within microporosity, and Eq (c) between micro- and macroporosity.
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WATER POTENTIAL AND CONDUCTIVITY
IN PEDOSTRUCTURE: EQUATIONS
AND PARAMETERS

Two water potential modeling approaches were
adapted by Braudeau and Mohtar[15] to the pedostruc-
ture concept, namely, fractal[16] and thermodynamic
approaches.[17,18] Analysis of modeled and observed
results showed that the tensiometric curve, for its entire
range of measurement, is directly linked to the interped
water pool Wma. Both the modified fractal and thermo-
dynamical equations [Eqs. (10) and (11)] fit well the
experimental tensiometric curves:

hma

ho
ma

¼ Wma

rwV
þ Vmi

Vsat

� �1=ðD�3Þ
ð10Þ

where ho
ma is the water potential at saturation (WL)

and D the fractal dimension, and

hma ¼
rwEma

Wma þ s
� rwEma

WL � WM þ s
ð11Þ

where Ema is the potential energy of surface of peds
(joules/kg soil) and s is a part of primary peds water
content, which intervenes in the water layer and sur-
face of peds interaction.[15]

The good fit of Eq. (10) to experimental data shows
that the ‘‘natural’’ partition of the medium into aggre-
gates agrees with a fractal description of which
the fractal dimension is D. Braudeau and Mohtar[15]

also showed that the fractal equation has the same
expression for the capillary approach (meniscus curva-
ture radius) than for the osmotic approach (thickness
of the structured water film on the surfaces of pores
and particles). Thus, this equation can be used to calcu-
late the hydraulic conductivity for the two approaches.

CONCEPTUAL REPRESENTATIVE
ELEMENTARY VOLUME OF
PEDOSTRUCTURE

The conceptual representative elementary volume of the
pedostructure is shown in Fig. 3. This representation
integrates all the functional volumes and their variables.

Table 1 Summary of parameters and variables used in the pedostructure soil water model

Variables

Organization level

Specific poral

volume

Water

content

Specific

volume

Water

potential

Hydraulic

conductivity

Horizon Vpvrt W Vhor

Pedostructure Vp W V

Interpedal pore space Vpma Wma hma kma

Primary peds Vpmi Wmi Vmi hmi kmi

Primary particles Vs

Pedostructure functions f (W,V) Equations Parameters

Shrinkage curve

Vpmi (from dV/dWmi ¼ Kbs rwVpmi ¼ V � VN

Kbs

� �
þ WN VN, WN, Kbs

Wma Wma ¼ W � rwVpmi VN, WN, Kbs

wbs wbs ¼ rwVpmi � WN VN, WN, Kbs

w
eq
bs (at equilibrium for Weq)

w
eq
bs ¼ W eq � WN þ

1

kM

� ln½1 þ expð�kMðW eq � WMÞÞ�
kM, WM, WN

Tensiometric curve

hma (thermodynamical approach) hma ¼ rwEma
1

Wma þ s � 1
WL � WM þ s

� �
Ema; s

hma (fractal approach)
hma

hoF
¼ Wma

rwV
þ Vmi

VL

� �1=ðD�3Þ
hoF; D

Swelling curve

hmi (suction pressure) hmi ¼ rwEmi
1

wbs
� 1

WM � WN

� �
Emi

dwbs/dt ¼ �dwst/dt (micro–macro
exchange equation)

dwbs

dt
¼ rwkmiEmi

1
wbs
� 1

w
eq

bs

� �
kmiEm ¼ A (WM � WN)2

Ema and Emi are surface charge potential of particles outside and inside primary peds (J/kg soil); s is microporal water at the skin surface

of primary peds (�0.01 kg/kg); D is the fractal diameter of the interpedal pore space; and A is the time constant of the swelling curve.

Source: From Ref.[15].
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Arrows represent the water flow exchange and the
Darcian transfers. The pedohydral functions and
parameters of the soil fabric are summarized in Table 1.

The shrinkage curve and the swelling curve rep-
resent, via the medium variables’ geometrical relation-
ships and the micro–macro water exchange equation
(Eq. (c) in Fig. 3), the state of equilibrium of the
soil–water–air configurations of the pedostructure
and the dynamics of the pedostructure, respectively.
The tensiometric and conductivity curves are the
parametric variables of Darcy’s law extended to
the unsaturated soil medium that is described by the
pedostructure model.

CONCLUSION

This article presented a comprehensive conceptual REV
soil water model of the soil fabric, namely,
pedostructure, with physically based functions and
parameters describing the dynamics and equilibrium
of a well-defined structured soil–air–water medium.
The parameters of this characterization are based on
the hydrostructural function of this soil fabric and are
defined by the shrinkage curve, the swelling curve, the
tensiometric curve, and the conductivity curve. The abil-
ity of the pedostructure concept to form the basis of the
determination of soil water properties gives the physical
meaning of some important agronomic concepts such as
wilting point and field capacity that up until now are
considered empirical. Thus, PTFs used for estimating
these agronomic concepts can be used for the physically
based parameters of the pedostructure model.[12]
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Soil Water: Hysteresis

Dan Jaynes
National Soil Tilth Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Ames, Iowa, U.S.A.

INTRODUCTION

Since at least the early work of Haines,[1] it has been
recognized that volumetric soil water content, y, and
hydraulic conductivity, K, are not singular functions
of soil water pressure head, h, but rather exhibit
considerable variation depending on the wetting and
drying history of the soil.[2,3] The non-uniqueness or
hysteresis in y(h) and K(h) appears to be an ubiquitous
phenomenon in porous materials and the magnitude
of the effect is intimately related to the pore distribution
of the material. However, numerous studies have
shown that when K is expressed as a function of y
instead of h, hysteresis either disappears[4–8] or is so
slight as to be masked by the error of the measure-
ments. By expressing K as a function of y instead of
h, it can be treated as a non-hysteretic function. Thus,
the focus here is on the hysteretic nature of y(h), which
for brevity will be termed simply hysteresis.

BACKGROUND INFORMATION

Fig. 1 illustrates the hysteretic y–h relation for a
hypothetical soil. The curve S–Pc represents drying
from total saturation where y equals the total soil
porosity, j, to a point where the hysteresis curves close
together, often equal to the limit of measurement or
considered the residual water content of the soil. Upon
wetting from a dry condition, y(h) follows the curve
Pc–E–D, the main wetting curve. The water content
at D is the effective or ‘‘field saturated’’ water content
of the soil which is usually less than j because of
entrapped air in some soil pores during wetting. Given
sufficient time, the entrapped air will diffuse into the
soil water, and the water content at h ¼ 0 will
approach j.[9,10] When the soil dries from the field
saturated water content y(h), follows the curve D–
Pa–Pc which is the main drying curve. The loop D–
Pa–Pc–E–D is often called the reproducible boundary
hysteresis loop. Point Pw in Fig. 1 represents the
water-entry pressure head—the pressure head at which
the main wetting curve reaches the saturated water
content—while Pa represents the air-entry pressure
head, the pressure head at which the soil first starts
to lose water when drying from field saturation.

The main hysteresis curves are followed when the soil
is dried from field saturation or wetted from the residual
water content. Curves that depart from the main, or
boundary curves between the points Pw and Pc are
called primary wetting and drying curves. Primary
drying curves (e.g., A–B–Pc in Fig. 1) are followed
when the wetting process reverses before the soil water
content reaches Pw. Primary wetting curves (e.g., C–F–
D in Fig. 1) are followed when the drying process
reverses before the soil dries to point Pc. Additional
reversals in the wetting or drying cycle will result in
secondary and higher order scanning curves. A second-
ary drying curve is illustrated by curve F–G–C in Fig. 1.

Several factors affect hysteresis in the field and lab-
oratory. While, y(h) depends on the temperature at
which it is measured, the magnitude of the hysteresis
effect does not appear to change.[11–13] The magnitude
of the measured hysteretic effect is dependent on the
rate at which the water content of the soil is changed
when making the measurements.[5,14] Measurements
made during unsteady flow conditions tend to over-
estimate the amount of water held at a given pressure
head during drying and underestimate the water con-
tent during wetting when compared to steady-state or
static-equilibrium conditions. This observation is
important because most measurements of hysteresis
are made during unsteady conditions, because the
measurements can be completed more rapidly.
Transient-state measurements should be treated with
caution since they are influenced not only by the water
holding characteristics of the soil, but also by the K(y)
characteristics.

Measuring hysteresis in y(h), whether in the labora-
tory[15] or field,[16] is difficult and time consuming
because both y and h must be measured over a wide
range of water contents, and the drier soil conditions
are often difficult to establish in the field, especially
for fine-grained soils with low hydraulic conductivities.
Consequently, almost all measurements of hysteresis
have been on disturbed, coarse-grained soils in the
laboratory, and most observations of the impact of
hysteresis on soil water relations have been made in
the laboratory or by numerical simulation. However,
hysteresis has been measured in the field for both sand
and clay soils[17,18] and shown to be of the same mag-
nitude as measured in laboratory experiments. Thus,
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the impacts of hysteresis observed in the laboratory
should be the same as in the field.

Hysteresis in y(h) implies that to completely charac-
terize the state of water in the soil, not only do y and h
need to be known, but also the wetting and drying
history of the soil as well. For a hysteretic soil, the
specific soil pores that are filled with water depend
on the wetting and drying history of the soil. Thus,
all transport processes in soil, including infiltration,
evaporation, and chemical movement can be affected
by hysteresis.

IMPLICATIONS OF HYSTERESIS

Results from laboratory column experiments and
model simulations show the effect of hysteresis to
depend very much on the K(y) relation. For soils with
very steep K(y)–y(h) relations, the effect of hysteresis
on processes such as water redistribution is minimal.[19]

Hysteresis effects are greatest in soils with large differ-
ences in the wetting and drying curves for y(h) and
with a K(y) that does not decrease rapidly. In these
soils, the following generalizations can be made.

Infiltration/Redistribution

Hysteresis can have a profound effect on the redistri-
bution of water after infiltration. Following infil-
tration, the wetted profile switches from a wetting
process to a drying process, while at the wetting front
the soil is still undergoing wetting. With hysteresis, a
relatively large change in h will produce only a small
change in y when a drying scanning curve is followed
(e.g., A–B–Pc in Fig. 1) compared to the change in y
if no hysteresis was present and the y–h relation

followed only a single curve such as the main wetting
or drying curve (e.g., A–E–Pc in Fig. 1). The effect of
hysteresis is to hold water in the upper reaches of the
soil profile and to slow redistribution of water after
infiltration has ceased, keeping the deeper soil profile
drier.[3,19–24]

Evaporation

Hysteresis will cause the soil surface to remain wetter
after infiltration. Thus, under a constant evaporative
demand, hysteresis will cause more evaporation from
the soil after an infiltration event because deep drain-
age is slowed.[19,25,26] If, however, the evaporative
demand is cyclical causing the soil surface to dry
during the day and rewet at night, evaporation from
the soil will decrease because hysteresis will slow
the nightly rewetting process at the soil surface result-
ing in less moisture near the surface available for
evaporation the following day.[27]

Water Table Response

The response of a phreatic aquifer can be influenced by
hysteresis. Water table rise in response to infiltration
will be faster for a water table that had been falling
than for one that had been rising.[28–30] For the wetter
half of the hysteresis loop, the same increase in water
content will cause a much larger change in h when
y(h) follows a primary rewetting curve than when it
follows the main wetting curve. As a result, hysteresis
will tend to cause water table heights to rise and seep-
age faces to develop much more rapidly during infil-
tration events in soils with falling water tables than
in soils with rising water tables. The capillary fringe
of a water table will also be affected by whether the
water table is rising or falling. A rising water table will
follow the wetting curve Pc–E–D and the height of the
capillary fringe will be equal to the difference in pres-
sure heads at points Pw and D. A falling water table
will follow the drying curve D–Pa–Pc and the height
of the capillary fringe will be equal to the difference
in pressure heads at points D and Pa. In shallow aqui-
fers, the greater capillary fringe thickness in the falling
water table can cause significantly greater lateral flow
rates[31] than for a rising water table.

Solute Movement

Hysteresis tends to reduce the redistribution of
water from wetted areas of the soil to drier areas.
Thus during redistribution, hysteresis will retard the
rate of downward movement of solute added with irri-
gation water relative to movement in a soil without

Fig. 1 Hysteretic soil water content, y–pressure head, h,
relation for a typical soil.
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hysteresis.[23,32] Slightly less hydrodynamic dispersion
is also expected because the infiltrating water is restric-
ted to a smaller area of the soil profile.[32,33] Similarly,
hysteresis will tend to decrease the leaching of a solute
already present in a soil profile.[33]
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Soil Water: Plant-Available

Judy A. Tolk
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Bushland, Texas, U.S.A.

INTRODUCTION

The soil stores the water used by plants to sustain life.
The amount of soil water that can be used by the plant
varies, due to characteristics of the soil (e.g., texture)
and of the plant (e.g., root distribution and depth).
Knowledge of the amount of water available to the
plant, or plant available water (PAW), is needed to
determine the agricultural or ecological potential of
soils and is used in many agronomic applications, such
as irrigation scheduling programs or crop production
models. It helps define the water content limits beyond
which plant growth is affected because of insufficient
or excessive amounts of water, or beyond which water
is lost out of the root zone due to deep percolation.
The water content is typically expressed on a weight
(g m�3) or volume (m3 m�3) basis.

Another term associated with PAW is the non-
limiting water range, which is defined as the region
bounded by the upper and lower soil water content
over which water, oxygen, and mechanical resistance
are not limiting to plant growth.[1] The two soil water
content boundaries that help determine PAW are the
upper or ‘‘full’’ boundary, which is referred to as field
capacity (FC), and the lower or ‘‘dry’’ boundary, or
the permanent wilting point (PWP). Field capacity
has been defined as the water remaining in the soil
two to three days after having been wetted with water
and after free drainage is negligible.[1] Permanent
wilting point has been defined as the largest water con-
tent of a soil at which indicator plants, growing in that
soil, wilt and fail to recover when placed in a humid
chamber.[1] Both boundaries are not ‘‘sufficiently pre-
cise or general to be much more than a rough index,’’
according to an uncited quotation in Ref.[2]. In the
field, determining when drainage is ‘‘negligible’’ is
extremely difficult; soils often have complex horizons
with different water-holding characteristics; and plants
may root differently from their genetically predeter-
mined pattern due to soil physical and chemical char-
acteristics or environmental conditions. Also, soil
water determined as ‘‘available water’’ is not necessar-
ily the portion of water that can be absorbed by all
plants, but can be plant specific.[1] Richards[3] stated
that ‘‘availability’’ involved both the ‘‘ability of the
plant root to absorb and use the water with which it
is in contact,’’ and the ‘‘readiness with which the soil

water moves in to replace that which has been used
by the plant.’’

Water moves through the soil and plant in response
to gradients in the potential energy of the water, going
from regions of higher water potential to those with
lower water potential. Water potential (c) is the mea-
sure of the free energy status of water and its ability
to do work, which can be changed by the presence of
solutes (osmotic potential), pressure (pressure poten-
tial), gravity (gravitational potential), and components
which bind with water molecules (matric potential).
For water to be available to a plant, the plant’s roots
first must be present; water must move through the soil
to the root, pass into the root, and travel from the root
to the leaf surface; and the rate of water supply must be
able to meet transpiration requirements and maintain
cellular functions. At high evaporation rates, the soil
may be unable to transport enough water to meet tran-
spiration demands and the plant may go into water
stress at higher soil water contents than it would at
lower evaporation rates.

CROP ROOTING CHARACTERISTICS

The characteristics of a root system depend upon hered-
ity, but may be modified by environmental factors
such as soil texture, depth, moisture content, miner-
alogy, chemistry, aeration, and solute concentration.[4]

Monocots develop fibrous root systems, while dicots
tend to have taproot systems (Fig. 1) that can take
many different forms.[5] A species may always be deep
rooted, or always shallow rooted, while still others
develop different types of root systems in different
types of soils. The age of the plant also determines
rooting patterns and water uptake as well. As a plant
grows, its roots extend downward and outward at
varying rates. Kaigama et al.[6] reported rates of root
extension for grain sorghum (Sorghum bicolor
Moench.) of one to two centimeters a day. The rate
of exploration by roots is controlled primarily by plant
vigor and by soil environmental conditions, especially
temperature, moisture, and strength.[5] Warm, moist
soil encourages root development while increased soil
strength can severely restrict it. As a plant matures,
many roots die or lose much of their ability to absorb
water. The success of cultivated plants subjected to
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drought may depend on the development of deep, pro-
fusely branched root systems that absorb water from a
large volume of soil.[4]

WATER MOVEMENT THROUGH THE SOIL

Most of the water flow through the soil can be
described by Darcy’s law, given as

Jw ¼ �KðcÞðdc=dzÞ ð1Þ

where Jw is the water flux density (kg m�2 sec�1) in a
soil with hydraulic conductivity K(c) (kg sec m�3),
and water potential gradient dc/dz (J kg�1 m�1 or
m sec�2) with the components of water potential most
responsible for flow being the matric and gravitational
potentials.[7] Water flow through the soil in the range
of PAW is determined by its unsaturated hydraulic
conductivity, which can be approximated by Campbell
and Norman[7]

KðcÞ ¼ Ksðce=cÞ
2þ3=b ð2Þ

where ce is air entry water potential and Ks is the
saturated conductivity of the soil. The parameter b is

the exponent of the moisture release equation which,
along with ce and Ks, depends on soil physical charac-
teristics such as texture. As the size of the pore space in
a soil decreases (coarse textured to fine textured), the
air entry potential decreases and b increases, resulting
in unsaturated conductivity that is higher for finer-
textured soils than coarse-textured ones (Fig. 2).

WATER MOVEMENT THROUGH THE PLANT

The ultimate destination for most of the soil water
moving into a plant is the leaf surface, where it is lost
as vapor through the stomatal pore. The driving gradi-
ent to move the liquid water from the root to the leaf is
the water potential gradient between them. The resis-
tances to flow through this system has been compared
to a resistor network in an electric circuit, where water
and current flow are analogous and can be described
using Ohm’s law in the form of[7]

U ¼ ðcs � cLÞ=ðRR þ RLÞ ð3Þ

where U is the rate of water uptake, cS is the soil water
potential, cL is the leaf water potential, RR is the root
resistance, and RL is the leaf resistance. The root resis-
tance varies with the permeability of the root due to age
or distance from the root apex, and changes due to
dehydration, temperature, rate of water flow, or time
of day.[4] Leaf resistance is affected by the location, size,
shape, and abundance of stomata; environmental con-
ditions affecting stomatal activity; and the size of the
boundary layer surrounding the leaf, which is deter-
mined by the size and shape of the leaf and wind speed.
At the leaf’s surface, the sun’s energy converts the

Fig. 2 Approximate hydraulic conductivity of a sandy loam
and a silty clay loam in a range of soil matric potentials
within plant available water (�0.033 to �1.5 MPa) as deter-

mined by the pressure outflow apparatus.

Fig. 1 The fibrous root system (left) of witchgrass (Panicum
capillare L.) and the taproot (right) of cotton (Gossypium
hirsutum L.).
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water from a liquid to vapor state in the substomatal
cavity. A vapor pressure gradient must then move the
water vapor through the stomatal pore and boundary
layer into the atmosphere surrounding the leaf. As the
vapor pressure deficit between leaf and air increases,
the demand for water flow through the soil and the
plant also increases, with the rate of vapor loss also
being controlled in part by the size of the stomatal
opening.

MEASUREMENT OF PAW

The upper and lower boundaries that help determine
PAW are FC and PWP. No simple, accurate method
exists for either field or laboratory determinations.
Numerous methods are available to approximate these
boundaries, with procedures and limitations to the
results outlined in Ref.[8]. A commonly used procedure
is laboratory measurements using a pressure outflow
apparatus. In this method, a soil sample is placed on
a porous ceramic plate or permeable membrane in a
chamber and saturated with water. Pressure is applied
to the samples until equilibrium soil water contents
at matric potentials of �1.5 MPa for PWP and
�0.033 MPa for FC are achieved.[8] Among the many
other methods developed to determine these bound-
aries are ones based on soil texture and bulk density;[9]

bulk density, particle density, and particle-size distri-
bution curve,[10] and electrical conductivity.[11]

Ideally, PAW should be measured in the field for
each crop and soil combination. Field capacity is pri-
marily a function of soil properties, while PWP is a
function of a combination of soil, plant, and environ-
mental factors. Fig. 3 shows the differences between
measured lower limits of water use (yLL), or approxi-
mate PWP, for corn (Zea mays L.), grain sorghum,
and wheat (Triticum aestivum L.) and soil water con-
tents measured at �1.5 MPa matric potential (y�1.5)
using the pressure outflow apparatus procedures. The
crops were grown in lysimeters containing a monolithic
soil core of Ulysses silt loam (fine-silty, mixed, superac-
tive, mesic Aridic Haplustoll), which is a deep, uniform
soil formed in calcareous loess. Soil water content data
were collected at harvest using neutron scattering. The
vertical, dashed line represents the ‘‘zero’’ point of
y�1.5 such that values to the left of the dashed line rep-
resent the field-measured water contents less than y�1.5

and those to the right the field-measured water con-
tents greater than y�1.5. Volumetric water contents
were converted to mm by multiplying it by the
measurement depth. Summed for the 2.2-m profile,
grain sorghum used 46 mm and wheat 65 mm more
than that summed for y�1.5, while corn was similar to
y�1.5 levels. All crops showed a distinct decline in soil
water use at the 0.9-m depth, possibly associated with

the abrupt increase in bulk density in that layer com-
pared with the layers above and below (data not
shown). Fig. 3 shows the variability in lower limit of
water availability among crops and the difference from
y�1.5. The figure suggests that PWP determined by lab-
oratory methods is similar to field-measured PWP of

Fig. 3 The deviation of the lower limit of water extraction
by corn, grain sorghum, and wheat (yLL) from the soil water
content measured at 1.5 MPa (y�1.5) by the pressure flow

apparatus in a lysimeter containing a monolithic core of
Ulysses silt loam. Data points to the left of the vertical
dashed line indicate that the crop used more water than that
at y�1.5 and to the right it used less than y�1.5.

Fig. 4 Field capacity (FC) by depth of a monolithic soil con-

taining Pullman clay loam measured by neutron scattering
after the core was saturated and allowed to drain (open cir-
cles), calculated from equations of Ritchie, Gerakis, and

Suleiman using measured bulk density and percentages of
sand and clay for the soil horizons (closed circles), and mea-
sured by the pressure outflow apparatus at 0.033 MPa pres-
sure (triangles). Source: From Ref.[9].
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short season corn, but not necessarily to that of grain
sorghum or wheat.

Measurement of FC can be equally as problematic.
Cassel and Nielsen[8] stated that ‘‘personal experiences
suggest that the uncertainty in FC is greater than that
for PWP’’ with ‘‘no good alternative for measuring FC
other than the in situ field method.’’ Fig. 4 shows FC
measured by neutron scattering in a lysimeter (same
dimensions as above) containing a monolithic soil core
of Pullman clay loam (fine, mixed, superactive, thermic
Torrertic Paleustoll). Also shown is water contents
measured at 0.033 MPa by the pressure outflow appa-
ratus and FC calculated using procedures outlined by
Ritchie, Gerakis, and Suleiman[9] The calculated FC
required textural analysis for the clay and sand propor-
tions as well as bulk density, which was determined
from samples taken at the lysimeter monolith collec-
tion site. Converted from volumetric water contents
and summed for the 1.5-m depth, the measured FC
was 507 mm, the calculated was 447 mm, and the
laboratory method was 523 mm.

CONCLUSION

Knowledge of PAW is important for determining the
agricultural and ecological potentials of a soil and
the best management practices that maximize crop
productivity and minimize water losses. Laboratory
determination of both FC and PWP is usually
adequate for most applications, but the user must be
aware of its limitations (Figs. 3 and 4). Soil texture,
structure, layering, and chemistry along with crop type,
rooting characteristics, stage of development, as well
as environment are just some of the many factors
that can impact PAW. The procedures for more accu-
rate determination of PAW are often complicated,
requiring specialized equipment and an extensive
number of measurements, because it is a function of

the interactions between the plant, the soil, and the
environment.
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Soil Water: Salinity Measurement

Dennis L. Corwin
U.S. Department of Agriculture (USDA), Riverside, California, U.S.A.

INTRODUCTION

The measurement of soil salinity is a quantification
of the total salts present in the liquid portion of the
soil. The measurement of soil salinity is important in
agriculture because salinity reduces crop yields by
1) making it more difficult for the plant to extract
water; 2) causing specific-ion toxicity; 3) influencing
the soil permeability and tilth; and/or 4) upsetting
the nutritional balance of plants. A discussion of the
basic principles, methods, and equipment for measur-
ing soil salinity is presented. The concise discussion
provides a basic knowledge of the background, latest
equipment, and current accepted methodologies for
measuring soil salinity with suction cup extractors,
porous matrix/salinity sensors, electrical resistivity,
electromagnetic induction (EM), and time domain
reflectometry (TDR).

SOIL SALINITY: DEFINITION, EFFECTS, AND
GLOBAL IMPACTS

Soil salinity refers to the presence of major dissolved
inorganic solutes in the soil aqueous phase, which con-
sist of soluble and readily dissolvable salts including
charged species (e.g., Naþ, Kþ, Mgþ2, Caþ2, Cl�,
HCO3

�, NO3
�, SO4

�2, and CO3
�2), non-ionic solutes,

and ions that combine to form ion pairs. The predomi-
nant mechanism causing the accumulation of salt in
irrigated agricultural soils is loss of water through
evapotranspiration, leaving ever increasing concentra-
tions of salts in the remaining water. Effects of soil
salinity are manifested in loss of stand, reduced plant
growth, reduced yields, and in severe cases, crop fail-
ure. Salinity limits water uptake by plants by reducing
the osmotic potential making it more difficult for
the plant to extract water. Salinity may also cause
specific-ion toxicity or upset the nutritional balance
of plants. In addition, the salt composition of the soil
water influences the composition of cations on the
exchange complex of soil particles, which influences
soil permeability and tilth. Irrigated agriculture, which
accounts for 35–40% of the world’s total food and
fiber, is adversely affected by soil salinity on roughly
half of all irrigated soils (totaling about 250 million ha)
with over 20 million ha severely effected by salinity

worldwide.[1] Because of these detrimental impacts,
the measurement, monitoring, and real-time mapping
of soil salinity is crucial to sustaining world agricul-
tural productivity.

METHODS OF SOIL SALINITY MEASUREMENT

Historically, five methods have been developed for
determining soil salinity at field scales: 1) visual crop
observations; 2) the electrical conductance of soil
solution extracts or extracts at higher than normal
water contents; 3) in situ measurement of electrical
resistivity; 4) non-invasive measurement of electrical
conductance with EM; and most recently 5) in situ
measurement of electrical conductance with TDR.

Visual Crop Observation

Visual crop observation is a quick and economical
method, but it has the disadvantage that salinity devel-
opment is detected after crop damage has occurred.
For obvious reasons, the least desirable method is
visual observation because crop yields are reduced to
obtain soil salinity information. However, remote
imagery is increasingly becoming a part of agriculture
and potentially represents a quantitative approach to
visual observation. Remote imagery may offer a poten-
tial for early detection of the onset of salinity damage
to plants.

Electrical Conductivity of Soil
Solution Extracts

The determination of salinity through the measure-
ment of electrical conductance has been well estab-
lished for decades.[2] It is known that the electrical
conductivity (EC) of water is a function of its chemical
composition. McNeal, Oster, and Hatcher[3] were
among the first to establish the relationship between
EC and molar concentrations of ions in the soil solu-
tion. Soil salinity is quantified in terms of the total
concentration of the soluble salts as measured by the
EC of the solution in dS m�1.[2] To determine EC, the
soil solution is placed between two electrodes of
constant geometry and distance of separation.[4]
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At constant potential, the current is inversely pro-
portional to the solution’s resistance. The measured
conductance is a consequence of the solution’s salt
concentration and the electrode geometry whose
effects are embodied in a cell constant. The electrical
conductance is a reciprocal of the resistance [Eq. (1)]:

ECt ¼ k=Rt ð1Þ

where ECt is the EC of the solution in dS m�1 at tem-
perature t (EC), k is the cell constant, and Rt is the
measured resistance at temperature t. One dS m�1 is
equivalent to 1 mmho cm�1.

Customarily, soil salinity has been defined in terms
of laboratory measurements of the EC of the satu-
ration extract (ECe), because it is impractical for rou-
tine purposes to extract soil water from samples at
typical field water contents. Partitioning of solutes over
the three soil phases (i.e., gas, liquid, and solid) is influ-
enced by the soil–water ratio at which the extract is
made, so the ratio must be standardized to obtain
results that can be applied and interpreted universally.
Commonly used extract ratios other than a saturated
soil paste are 1:1, 1:2, and 1:5 soil–water mixtures.

Soil salinity can also be determined from the
measurement of the EC of a soil solution (ECw).
Theoretically, ECw is the best index of soil salinity
because this is the salinity actually experienced by the
plant root. Nevertheless, ECw has not been widely used
to express soil salinity for various reasons: 1) it varies
over the irrigation cycle as the soil water content
changes and 2) methods for obtaining soil solution
samples are too labor, and cost intensive at typical
field water contents to be practical for field-scale
applications.[5] For disturbed samples, soil solution
can be obtained in the laboratory by displacement,
compaction, centrifugation, molecular adsorption,
and vacuum- or pressure-extraction methods. For
undisturbed samples, ECw can be determined either in
the laboratory on a soil solution sample collected with
a soil-solution extractor or directly in the field by using
in situ, imbibing-type porous-matrix salinity sensors.

There are serious doubts about the ability of soil
solution extractors and porous matrix salinity sensors
(also known as soil salinity sensors) to provide repre-
sentative soil water samples.[6–8] Because of their small
sphere of measurement, neither extractors nor salt sen-
sors adequately integrate spatial variability;[9–11] conse-
quently, Biggar and Nielsen[12] suggested that soil
solution samples are ‘‘point samples’’ that can provide
qualitative measurement of soil solutions, but not
quantitative measurements unless the field-scale vari-
ability is established. Furthermore, salinity sensors
demonstrate a response time lag that is dependent
upon the diffusion of ions between the soil solution
and solution in the porous ceramic, which is affected

by 1) the thickness of the ceramic conductivity cell;
2) the diffusion coefficients in soil and ceramic; and
3) the fraction of the ceramic surface in contact with
soil.[13] The salinity sensor is generally considered the
least desirable method for measuring ECw because of
its low sample volume, unstable calibration over time,
and slow response time.[14]

Electrical Resistivity

Because of the time and cost of obtaining soil solution
extracts, developments in the measurement of soil EC
have shifted to the measurement of the soil EC of the
bulk soil, referred to as the apparent soil electrical
conductance (ECa). The apparent soil EC measures
the conductance through not only the soil solution
but also through the solid soil particles and via
exchangeable cations that exist at the solid–liquid
interface of clay minerals. The techniques of electrical
resistivity, EM, and TDR measure ECa.

Electrical resistivity methods introduce an electrical
current into the soil through current electrodes at the
soil surface and the difference in current flow potential
is measured at potential electrodes that are placed in
the vicinity of the current flow (Fig. 1). These methods
were developed in the second decade of the 1900s by
Conrad Schlumberger in France and Frank Wenner
in the United States for the evaluation of ground
electrical resistivity.[16,17]

The electrode configuration is referred to as a
Wenner array when four electrodes are equidistantly
spaced in a straight line at the soil surface with the
two outer electrodes serving as the current or trans-
mission electrodes and the two inner electrodes serving
as the potential or receiving electrodes.[18] The depth of
penetration of the electrical current and the volume
of measurement increase as the inter-electrode spacing,
a, increases. For a homogeneous soil, the soil volume
measured is roughly Pa3. There are additional
electrode configurations that are frequently used, as
discussed by Burger,[16] Telford et al.,[17] and Dobrin.[19]

Fig. 1 Schematic of electrical resistivity of four electrodes

(the Wenner array configuration). C1 and C2 represent the
current electrodes, P1 and P2 represent the potential elec-
trodes, and a represents the inter-electrode spacing. Source:
Modified from Rhoades and Halverson.[15]
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By mounting the electrodes to ‘‘fix’’ their spacing,
considerable time for a measurement is saved. A
tractor-mounted version of the ‘‘fixed-electrode array’’
has been developed that geo-references the ECa

measurement with a GPS.[20–22] The mobile, ‘‘fixed-
electrode array’’ equipment is well suited for collecting
detailed maps of the spatial variability of average root
zone soil electrical conductivity at field scales and
larger. Veris Technologiesa has developed a com-
mercial mobile system for measuring ECa using the
principles of electrical resistivity.

Electrical resistivity (e.g., the Wenner array) and
EM, are both well suited for field-scale applications
because their volumes of measurement are large, which
reduces the influence of local-scale variability. How-
ever, electrical resistivity is an invasive technique that
requires good contact between the soil and four elec-
trodes inserted into the soil; consequently, it produces
less reliable measurements in dry, frozen, or stony soils
than the non-invasive EM measurement. Nevertheless,
electrical resistivity has a flexibility that has proven
advantageous for field application, i.e., the depth and
volume of measurement can be easily changed by alter-
ing the spacing between the electrodes.

Electromagnetic Induction

A transmitter coil located at one end of the EM instru-
ment induces circular eddy-current loops in the soil
with the magnitude of these loops directly proportional
to the EC in the vicinity of that loop. Each current
loop generates a secondary electromagnetic field that
is proportional to the value of the current flowing
within the loop. A fraction of the secondary induced
electromagnetic field from each loop is intercepted by
the receiver coil of the instrument and the sum of these
signals is amplified and formed into an output voltage
which is related to a depth-weighted soil ECa. The
amplitude and phase of the secondary field will differ
from those of the primary field as a result of soil
properties (e.g., salinity, water content, clay content,
bulk density, and organic matter), spacing of the coils
and their orientation, frequency, and distance from
the soil surface.[23]

The two most commonly used EM conductivity
meters in soil science and in vadose zone hydrology
are the Geonicsb EM-31, and EM-38. The EM-38
(Fig. 2) has had considerably greater application for

agricultural purposes because the depth of measure-
ment corresponds roughly to the root zone (i.e.,
1.5 m), when the instrument is placed in the vertical
coil configuration. In the horizontal coil configuration,
the depth of the measurement is 0.75–1.0 m. The
operation of the EM-38 equipment is discussed in
Hendrickx and Kachanoski.[23]

Mobile EM equipment developed at the Salinity
Laboratory[20,22] is available for appraisal of soil salin-
ity and other soil properties (e.g., water content and
clay content) using an EM-38. Recently, the mobile
EM equipment developed at the Salinity Laboratory
was modified by the addition of a dual-dipole EM-38
unit (Fig. 3). The dual-dipole EM-38 conductivity
meter simultaneously records data in both dipole
orientations (horizontal and vertical) at time intervals
of just a few seconds between readings. The mobile
EM equipment is suited for the detailed mapping of
ECa and correlated soil properties at specified depth
intervals through the root zone. The advantage of the
mobile dual-dipole EM equipment over the mobile
‘‘fixed-array’’ resistivity equipment is the EM tech-
nique is non-invasive so it can be used in dry, frozen,
or stony soils that would not be amenable to the inva-
sive technique of the ‘‘fixed-array’’ approach due to
the need for good electrode–soil contact. The disad-
vantage of the EM approach would be that the ECa

is a depth-weighted value that is non-linear with depth
McNeill.[24]

Time Domain Reflectometry

TDR was initially adapted for use in measuring water
content. Later, Dalton et al.[25] demonstrated the utility
of TDR to also measure ECa, based on the attenuation
of the applied signal voltage as it traverses the
medium of interest[26]. Advantages of TDR for mea-
suring ECa include 1) a relatively non-invasive nature;
2) an ability to measure both soil water content and
ECa; 3) an ability to detect small changes in ECa under
representative soil conditions; 4) the capability of
obtaining continuous unattended measurements; and
5) a lack of a calibration requirement for soil water
content measurements in many cases.[26]

Soil ECa has become one of the most reliable and
frequently used measurements to characterize field
variability for application to precision agriculture
due to its ease of measurement and reliability[27].
Although TDR has been demonstrated to compare
closely with other accepted methods of ECa measure-
ment,[28–31] it is still not sufficiently simple, robust, or
fast enough for the general needs of field-scale soil
salinity assessment.[5] Only electrical resistivity and
EM have been adapted for the geo-referenced
measurement of ECa at field scales and larger.[5,27]

aVeris Technologies, Salina, Kansas, USA (www.veristech.com).

Product identification is provided solely for the benefit of the reader

and does not imply the endorsement of the USDA.
bGeonics Limited, Mississauga, Ontario, Canada. Product identifi-

cation is provided solely for the benefit of the reader and does not

imply the endorsement of the USDA.
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Details for conducting a field-scale ECa survey can be
found in Corwin and Lesch.[32]

FACTORS INFLUENCING THE APPARENT
SOIL ELECTRICAL CONDUCTIVITY
MEASUREMENT

Three pathways of current flow contribute to the
apparent soil EC (ECa) of a soil: 1) a liquid phase path-
way via salts contained in the soil water occupying the
large pores; 2) a solid–liquid phase pathway primarily
via exchangeable cations associated with clay minerals;
and 3) a solid pathway via soil particles that are in
direct and continuous contact with one another.[5]

Because of the three pathways of conductance, the
ECa measurement is influenced by several soil physical

and chemical properties: 1) soil salinity; 2) saturation
percentage; 3) water content; and 4) bulk density.
The saturation percentage and bulk density are both
closely associated with the clay content. Measurements
of ECa as a measure of soil salinity must be interpreted
with these influencing factors in mind.

Another factor influencing ECa is temperature.
Electrolytic conductivity increases at a rate of approxi-
mately 1.9% per �C increase in temperature. Custom-
arily, EC is expressed at a reference temperature of
25EC for purposes of comparison. The EC (i.e., ECa,
ECe, or ECw) measured at a particular temperature
t (�C), ECt, can be adjusted to a reference EC at
25�C, EC25, using the following equations from
Handbook 60:[2]

EC25 ¼ ft ffi ECt ð2Þ

Fig. 3 Mobile dual-dipole EM-38 equipment
for the continuous measurement of ECa.

Dual-dipole EM meter rests in the tail section
or sled at the rear of the vehicle with a GPS
antenna overhead at the midpoint of the

meter.

Fig. 2 Handheld Geonics EM-38 electromag-
netic soil conductivity meter lying in the hori-

zontal orientation with its coils parallel to the
surface (top), and lying in the vertical orien-
tation with its coils perpendicular to the sur-
face (bottom). Courtesy of Rhoades et al.[5]
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where

ft ¼ 1 � 0:20346ðtÞ þ 0:03822ðt2Þ
� 0:00555ðt3Þ

Traditionally, ECe has been the standard measure of
salinity used in all salt-tolerance plant studies. As a
result, a relation between ECa and ECe is needed
to relate ECa back to ECe, which in turn is related to
crop yield.
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Soil Water: Sensor-Based Automatic Irrigation of
Vegetable Crops

Michael D. Dukes
Rafael Muñoz-Carpena
Agricultural and Biological Engineering Department, University of Florida,
Gainesville, Florida, U.S.A.

INTRODUCTION

Improving irrigation efficiency can contribute greatly
in reducing production costs of vegetables, making
the industry more competitive and sustainable.
Through proper irrigation, average vegetable yields
can be maintained (or increased) while minimizing
environmental impacts caused by application of excess
water and subsequent nutrient leaching. Recent tech-
nological advances have made soil water sensors avail-
able for efficient and automatic operation of irrigation
systems. Automatic soil water sensor-based irrigation
requires maintenance of a desired soil water range in
the root zone that is optimal for plant growth. The tar-
get soil water status is usually set in terms of soil
tension or matric potential (expressed in kPa or cbar,
1 kPa ¼ 1 cbar), or volumetric moisture (expressed in
vol.% of water in a volume of undisturbed soil).
Another benefit of automatic irrigation techniques is
convenience. In a previous experience working with
a soil moisture-based automatic irrigation system,
Dukes et al.[1] found that once such a system is set
up and verified, only weekly observation is required.
This type of system adapts to the amount of water
applied according to plant needs and actual weather
conditions throughout the season. This translates not
only into convenience for the manager but into sub-
stantial water savings compared to irrigation manage-
ment based on average historical weather conditions.

Although soil water status can be determined by
direct (soil sampling) and indirect (soil moisture sens-
ing) methods, direct methods of monitoring soil mois-
ture are not commonly used for irrigation scheduling
because they are intrusive and labor intensive and they
cannot provide immediate feedback. Soil moisture
probes can be permanently installed at representative
points in an agricultural field to provide repeated
moisture readings over a period of time that can be
used for irrigation management. Special care is needed
when using soil moisture devices in coarse soils because
most devices require close contact with the soil matrix
that is sometimes difficult to achieve in these soils. In
addition, the fast soil-water changes typical of these

soils are sometimes not properly captured by some
types of sensors.[2–4]

SOIL MOISTURE SENSORS FOR
IRRIGATION CONTROL

Many indirect methods are available for monitoring
soil water content. Soil moisture can be estimated
through these methods by a calibrated relationship
with some other measurable variable. The suitability
of each method depends on several issues like cost,
accuracy, response time, installation, management,
and durability. Depending on the quantity measured
(i.e., volumetric water content or soil tension), indirect
techniques are first classified into volumetric and ten-
siometric. Both quantities are related through the soil
water characteristic curve specific to a given soil. It is
important to remember that each soil type (texture/
structure) has a different curve; therefore, they cannot
be related to each other in the same way for all soil
types. In addition, this relationship might not be
unique and may differ along drying and wetting cycles,
especially in finer soils. To calculate irrigation require-
ments (the amount of water that has to be applied with
each irrigation), suction values from tensiometric
methods need to be converted to soil moisture sens-
ing methods through the soil characteristic curve. An
in-depth review of available techniques is given by
Muñoz-Carpena, Ritter, and Bosch[5] focusing on
working principles, advantages, and drawbacks
(Tables 1 and 2). Among the available tensiometric
techniques, tensiometers and granular matrix sensors
(GMS) are the most used for automatic irrigation.
Most of the currently available volumetric sensors suit-
able for irrigation are dielectric. This group of sensors
estimates soil water content by measuring the soil bulk
permittivity (or dielectric constant) that determines the
velocity of an electromagnetic wave or pulse through
the soil. In a composite material like the soil (i.e., made
up of different components like minerals, air, and
water), the value of the permittivity is made up by
the relative contribution of each of the components.
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Table 1 Evaluation criteria for volumetric soil water monitoring methods

Neutron moderation TDR FD (capacitance and FDR) ADR Phase transmission TDT

Reading range 0–0.60 cm3/cm3 0.05–0.50 cm3/cm3

0.05—Saturation (with
soil specific calibration)

0—Saturation 0—Saturation 0.05–0.50 cm3/cm3 0.05–0.50 cm3/cm3

0–0.70 cm3/cm3

Depending on

instrument

Accuracy (with
soil-specific
calibration)

�0.005 cm3/cm3 �0.01 cm3/cm3 �0.01 cm3/cm3 �0.01–0.05 cm3/cm3 �0.01 cm3/cm3 �0.05 cm3/cm3

Measurement volume Sphere (15–40 cm
radius)

About 3 cm radius
around length

of waveguides

Sphere (about 4 cm
effective radius)

Cylinder (about
4 cm3/cm3)

Cylinder (15–20 L) Cylinder (0.8–6 L) of
50 mm radius

Installation method Access tube Permanently buried
in situ or inserted
for manual readings

Permanently buried
in situ or PVC
access tube

Permanently buried
in situ or inserted for
manual readings

Permanently
buried in situ

Permanently
buried in situ

Logging capability No Depending on

instrument

Yes Yes Yes Yes

Affected by salinity No High levels At high levels At high levels >3 dS/m At high levels

Soil types not
recommended

None Organic, dense,
salt, or high
clay soils

None None None Organic, dense, salt
or high clay soils
(depending on

instrument)

Field maintenance No No No No No No

Safety hazard Yes No No No No No

Application Irrigation
Researcher
Consultants

Irrigation
Researcher
Consultants

Irrigation
Researcher

Irrigation
Researcher

Irrigation Irrigation

Cost (includes reader/

logger/interface)
if required)

$10,000–15,000 $400–23,000 $250–3500 $500–700 $250–400 $400–1300

Source: From Ref.[5].
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Table 2 Evaluation criteria for tensiometric soil water monitoring methods

Tensiometer Gypsum block GMS Heat dissipation Soil psychrometer

Reading range 0–0.80 bar 0.3–2.0 bar 0.1–2.0 bar 0.1–10 bar 0.5–30 bar

Accuracy (with soil-
specific calibration)

�0.01 bar �0.01 bar �0.01 bar 7% absolute deviation �0.2 bar

Measurement volume Sphere (>10 cm radius) Sphere (>10 cm radius) Sphere (about
2 cm radius)

Sphere (>10 cm radius)

Installation method Permanently inserted
into augered hole

Permanently inserted
into augered hole

Permanently inserted
into augered hole

Permanently inserted
into augered hole

Permanently inserted
into augered hole

Logging capability Only when using

transducers

Yes Yes Yes Yes

Affected by salinity No >6 dS/m (life shortened) >6 dS/m No Yes, for ceramic cup
type (use screen type)

Soil types not
recommended

Sandy or coarse soils Sandy or coarse soils,
avoid swelling soils

Sandy or coarse soils,
avoid swelling soils

Coarse Sandy or coarse soils,
avoid swelling soils

Field maintenance Yes No Medium No No

Safety hazard No No No No No

Application Irrigation Research Irrigation Irrigation Irrigation Research Research

Cost (includes reader/
logger/interface if
required)

$75–250 $400–700 $200–500 $300–500 $500–1000

Source: From Ref.[5].
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As the dielectric constant of liquid water is much larger
than that of the other soil constituents, the total
permittivity of the soil or bulk permittivity is mainly
governed by the presence of liquid water. The dielec-
tric methods use empirical (calibrated) relationships
between volumetric water content and the sensor out-
put signal (time, frequency, impedance, and wave
phase). These techniques are becoming widely adopted
because they have good response time (almost instan-
taneous measurements), do not require maintenance,
and can provide continuous readings through auto-
mation. Although these sensors are based on the
dielectric principle, the various types available [fre-
quency domain reflectometry (FDR), capacitance, time
domain transmission (TDT), amplitude domain reflec-
tometry (ADR), time domain reflectometry (TDR),
and phase transmission] present important differences
in terms of calibration requirements, accuracy, instal-
lation and maintenance requirements, and cost (Tables 1
and 2).

WATER USE AND YIELD IMPLICATIONS
OF SOIL WATER-BASED CONTROL

A soil water-based irrigation control system uses feed-
back on the soil water status to bypass a time-based
preprogrammed schedule or to maintain soil water
content with a specified range. The two approaches
are bypass and on-demand, respectively. Bypass con-
figurations skip an entire timed irrigation event based
on the soil water status at the beginning of that event
or by checking the soil water status at intervals within
a time-based event.

Tensiometers and GMS sensors were among the
first types of sensors adapted to automatic irrigation
control. Phene and Howell[6] first used a custom-made
soil matric potential sensor to control subsurface drip
irrigated processing tomatoes. Their results indicated
that yields of the automated system were similar to
those from tomatoes irrigated based on pan evapo-
ration with the potential to use less irrigation water.
Switching tensiometers are devices that operate in
bypass mode typically with a timer such that irrigation
will be allowed within a timed irrigation window if the
soil matric potential exceeds a threshold setting.
Smajstrla and Locascio[7] reported that using switching
tensiometers, placed at 15 cm depths and set at 10 and
15 kPa tensions in a fine sandy soil in Florida, reduced
irrigation requirements of tomatoes by 40–50% with-
out reducing yields. Meron et al.[8] discussed the use
of tensiometers to automatically irrigate apple trees.
They noted that spatial variability was problematic
when the tensiometers were installed 30 cm from the
drip irrigation emitters. Smajstrla and Koo[9] discussed
the problems associated with using tensiometers to

initiate irrigation events in sandy soils in Florida.
Problems included entrapped air in the tensiometers,
organic growth on the ceramic cups, and the need
for recalibration. Muñoz-Carpena et al.[4] studied
tensiometer and GMS controlled high frequency-low
volume drip irrigation systems on tomatos grown in
sandy soils. The irrigation savings of switching tensi-
ometers set at 15 kPa on a coarse soil compared to
farmer practices was 70%. The GMS controlled system
failed to bypass most irrigation events owing to slow
response time. Tomato yields were similar across all
soil water-based control systems and the farmer field.
Shock et al.[10] described a system to irrigate onion
with frequent bypass control using GMS. The amount
of overall water used was slightly less than calculated
crop evapotranspiration with acceptable yields.

Although dielectric sensors have only found limited
use in vegetable production, research to date shows
promising results in terms of water savings. Nogueira
et al.[11] described an automatic subsurface drip irri-
gation control system used in a sweet corn/peanut
crop rotation. This system makes use of TDR sensors
to control a subsurface drip irrigation system on-
demand. During subsequent testing of this system,
11% irrigation savings with the on-demand subsurface
drip irrigation system (23 cm deep) compared to
sprinkler irrigation was reported, with similar yields
between the systems.[12] Dukes et al.[1] used a commer-
cially available dielectric sensor for lawns and gardens
to control irrigation on green bell pepper (Capsicum
annuum L.). They found 50% reduction in water use
with soil water-based automatically irrigated bell pep-
per when compared to manually irrigated treatments
done once per day that had similar yields; however,
maximum yields and water use was reported for the
treatment similar to local farmer practices that was
irrigated one to two times each day. Recently, an irri-
gation controller has been developed that uses a volt-
age signal from a dielectric probe that is related to
soil water.[13] The performance of this system was simi-
lar to that of switching tensiometers (both in bypass
mode), by reducing irrigation water by 70% on drip-
irrigated tomato in South Florida.

CONCLUSIONS

As water supply becomes scarce and polluted, there is
a need for an efficient irrigation system to minimize
water use and chemical leaching. Recent advances in
soil water sensoring make the commercial use of
this technology possible to automate irrigation
management for vegetable production. However,
research indicates that different types of sensors may
not perform alike under certain conditions. Exper-
imentally measured reductions in water use range as
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high as 70% compared to farmer practices with no
negative impact on crop yields. Owing to the soil’s
natural variability, location and number of soil water
sensors may become crucial and future work should
include optimization of sensor placement. Additional
research should also include techniques toovercome
the limitation of requiring a soil-specific calibration.
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INTRODUCTION

Water content at field capacity, or simply field
capacity, provides an operational concept for manag-
ing soil-water in the root zone. Following thorough
wetting of deep, well-drained soils, excess water is
re-distributed, and field capacity is reached when the
downward drainage flux is materially ceased in the
profile.[1–5] Veihmeyer and Hendrickson[1,6] related
field capacity to soil-water content held at certain
negative pressure or suction, implying that perhaps
the field capacity is an intrinsic property of soils.
Modern theory of soil-water movement and precise
measurement have shown, however, that field capacity
is not a constant or an intrinsic property, but rather a
transient value that is impacted by initial conditions in
soil, depth to water table, and soil profile layering.[7–10]

Nonetheless, field capacity remains a useful oper-
ational concept in deep, well-drained soils where down-
ward drainage flux may not cease completely, but
becomes negligibly small so that processes of evapo-
ration and root water uptake dominate the depletion
of root zone soil-water. Determining field capacity is
important in soil-water management like scheduling
of irrigation because the water content between field
capacity and wilting point becomes available for root
water uptake by crops.

OVERVIEW

Field capacity is commonly taken as the soil-water
content at a given drainage time (e.g., 48 hr) or matric
potential (�33 kPa or �10 kPa).[11–13] Although these
approaches can be suitable for certain field conditions,
they are imprecise and even misleading for certain
other conditions. Nachabe,[4] among others, has shown
that the drainage time to reach field capacity varies

with initial wetness and soil texture and is not fixed
for all soils. A second, commonly accepted approxi-
mation of field capacity is soil-water content at
�33 kPa matric potential (�0.33 bar pressure) for fine
textured soils, and sometimes �10 kPa matric potential
(�0.1 bar pressure) for coarse textured soils (e.g.,
Refs.[3,13]). Hillel,[14] Nachabe,[4] and Meyer and
Gee[5] noted that this pressure-based approximation
of field capacity is inconsistent because there is no
guarantee that the same negligible drainage flux is
reached for all soils at this value of soil-water pressure.
Quoting Hillel[14] ‘‘it is a fundamental mistake to
expect [pressure-based approximations of field capa-
city] to apply universally, since they are solely static
in nature while the process they purport to represent
is highly dynamic.’’ Also this pressure-based approxi-
mation is misleading for drainage in layered profiles
with impervious clay pans or in root zones with
perched or shallow water table depth.

A dynamic interpretation of field capacity described
by the magnitude of a time variable slow drainage flux
is preferable. The adoption of this interpretation of
field capacity restores its important dynamic nature,
while allowing the user to specify the small drainage
flux from the root zone when field capacity is practi-
cally reached. For root zone water management,
Nachabe[4] recommended relating the magnitude of the
small drainage flux at field capacity to daily evapo-
transpiration, and Hillel[14] proposed using a negli-
gible flux of 0.5 mm day�1, equal to about 10% of the
daily average evapotranspiration. Meyer and Gee[5]

argued that drainage fluxes between 0.01 mm day�1

(�10�8 cm sec�1) and 1 mm day�1 (�10�6 cm sec�1)
can be considered small enough, depending on type
of field application. Clearly, field capacity is an oper-
ational concept and the selection of the magnitude of
the negligible flux should be left to the type of appli-
cation. In environmental applications, where mobility
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and leaching of toxic pollutants through the soil are an
issue, the user may define the (dynamic) field capacity
to occur at a very small flux (e.g., 0.01 mm day�1). In
root zone water management, a flux of 0.5 mm day�1

might be appropriate to define field capacity when
evaporation and transpiration, rather than downward
drainage, become the dominant processes in depleting
soil-water of the root zone.

We briefly review the physics of drainage, and
provide equations that allow the user to: 1) determine
field capacity when a negligibly small drainage flux is
reached; 2) approximate the time to reach this dynamic
field capacity; and 3) estimate the wetted depth of
the root zone at field capacity for specific infiltration
events. We distinguish between deep, well-drained
soils, and field situations where drainage is hindered
by clay pans or shallow depth to water table.

FIELD CAPACITY IN DEEP, WELL-DRAINED
SOIL PROFILES: ESTIMATION AND
APPROXIMATION

During drainage, a unit hydraulic gradient in the pro-
file provides a good approximation of Darcy’s law,
which can be written as:

qt ¼ KðytÞ ð1Þ

where qt, in mm day�1, is the drainage flux as a func-
tion of time t, in days, K(yt) is the unsaturated
hydraulic conductivity in mm day�1 at any water con-
tent yt in mm3 of water per mm3 of soil. The unsatu-
rated hydraulic conductivity is expressed as:[15]

KðyÞ ¼ KsY
n ð2Þ

where Ks is the saturated hydraulic conductivity, Y is
the normalized water content equal to (y�yr)/(ys�yr),

where yr is residual soil-water content, and ys is satu-
rated soil-water content, and n is an exponent. Usually
n ¼ (2 þ 3l)/l, where l is the pore size distribution
index of the Brooks and Corey model. The Brooks
and Corey model has been widely adopted in the past,
and its parameters can be easily derived from soil tex-
ture data (e.g., Refs.[16–18]) or directly obtained from
scientific literature and reference textbooks (e.g.,
Refs.[16,19]). Assuming a rectangular soil-water profile
during drainage, the rate of decrease of water content
is given by:

dyt

dt
¼ �ðqt þ eÞ

zf
ð3Þ

where e is a constant evaporation flux at the surface,
and zf is depth to the wetting front during drainage.
If e is ignored, conservation of mass of soil-water in
the profile requires that:

zf ¼
I

yt � yr
ð4Þ

where I is the initial cumulative infiltration water depth
in millimeters at the beginning of drainage. Substitut-
ing Eqs. (1) and (4) into Eq. (3) and integrating the
resulting ordinary differential equation with respect
to time yields:

yt � yr

ys � yr
¼ Y�n

I þ Ksnt

I

� ��1=n

ð5Þ

where YI is the normalized water content distribution
at the beginning of soil moisture distribution (equal
to 1 if soil is initially saturated). The drainage flux can

Fig. 1 Estimated evolution of

drainage flux with time for three
soils for an initial infiltration
depth of 10 mm. Source: From

Ref. [4].
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be found by substituting Eq. (5) into Eq. (2) resulting in:

qt ¼
Ks

nKst
I
þ Y�n

I

� � ð6Þ

Fig. 1 illustrates the rapid decrease in drainage flux qt

with time for three soils with initial infiltration depth
of 10 mm, showing that drainage flux becomes negligibly
small within a few days. Solving Eq. (6) for time, and
adopting the subscript ‘‘fc’’ for field capacity results in
tfc, the drainage time to reach field capacity:

tfc ¼
Ks

qfc

� Y�n
I

 !
I

nKs
ð7Þ

Eq. (7) can be used to estimate the time to reach a neg-
ligibly small flux, qfc, at field capacity. The time to reach
this flux is not an intrinsic soil property, but depends on
the soil hydraulic properties, the initial infiltration depth,
and the magnitude of qfc. Normalized water content at
field capacity can be calculated from Eq. (2) as:

Yfc ¼
yfc � yr

ys � yr
¼ qfc

Ks

� �1=n
ð8Þ

In Eq. (8), the water content at field capacity has a
dynamic nature because it is expressed as a function of
a user specified, small drainage flux qfc. Nachabe[4] and
Meyer and Gee[5] compared the soil-water content at
field capacity (dynamic or flux-based concept, from
Eq. (8), with the soil-water content at �33 kPa of pres-
sure (pressure-based concept of field capacity). Results
are shown in Fig. 2. Results in this figure indicate that
the flux-based estimation of field capacity is more con-
sistent than the pressure-based estimate of field capacity.
Using the �10 kPa pressure to estimate field capacity of
coarse textured soils like sand will result in larger drain-
age fluxes, which is more consistent with the dynamic
estimation of field capacity (Fig. 2).

FIELD CAPACITY IN SHALLOW WATER TABLE
ENVIRONMENTS AND CLAY PANS

In certain agricultural soils, drainage can be hindered
by clay pans or shallow depth to water table. In these
cases, the dynamic concept of field capacity holds,
but the equations above for a homogenous profile
will not describe conditions at field capacity. If a clay
pan is at shallow depth in the root zone, then soil-
water accumulates in a surface horizon, and drainage
flux will be limited to the saturated conductivity of the
clay pan below. Under these conditions, field capa-
city of the soil horizon above the clay pan might be
close to saturated water content. In many parts of
southern United States and other parts of the world,
agricultural soils are fine sand with shallow depth to
water table (1–5 ft). In these soils, rapid rise in
water table is observed and drainage of the root zone
results in an equilibrium soil-water profile above a
new, shallower, water table. When drainage seizes to
be significant, the field capacity of the root zone is
the equilibrium drainage (or water retention) curve
above the new water table.

CONCLUSION

We propose to use field capacity as an operational con-
cept for root zone water management, and avoid treat-
ing it as an intrinsic soil property. Field capacity is
reached when downward drainage flux is negligibly
small (while recognizing that drainage may not cease
completely) so that evaporation and transpiration are
more significant in depleting soil-water of the root
zone. Depending on type of application, a negligibly
small drainage flux between 0.01 mm day�1 and
1 mm day�1 can be assumed for field capacity in a
deep, well-drained soil profile. In a layered soil profile,
drainage can be hindered by a clay pan, whereas in a
soil with shallow depth to water table, an equilibrium
soil-water profile is usually achieved when drainage
ceases to be significant.

Fig. 2 Dynamic [Eq. (8) with

qfc ¼ 10�6 cm sec�1 and 10�8 cm sec�1] and
pressure-based (�33 kPa) field capacity by soil
class texture (S, sand; L, loam; Si, Silt; C, clay).
Source: From Ref.[5].
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INTRODUCTION

Much of life depends on our ability to make efficient use
of our water resources. Because of this, the character-
ization of the fraction of precipitation and snowfall
which run off the earth’s surface and which infiltrate
into the soil are very important to society. Infiltra-
tion of water into the soil and subsequent movement of
this water to plant roots are critical considerations for
agricultural production. Other interests which involve
understanding the movement of water through the soil
include water flow to subsurface drains and wells, surface
water flow, and evaporation from the soil to name a few.

OVERVIEW

Water moves through the earth in response to forces
acting upon it. The property which describes the rate
at which water flows through a porous material is called
the hydraulic conductivity. In 1856, a French hydraulic
engineer named Henry Darcy published a report on
the water supply of the city of Dijon, France.[1] In his
report Darcy described an experiment that he had con-
ducted to analyze the flow of water through sands.
The results of his experiment became generalized into
an empirical law that now bears his name.a

Q ¼ KA
Dh

l
ð1Þ

In this equation, A is the cross-sectional area through
which the water flows [L2], Dh is the difference in

hydraulic head of the water between two observation
points [L], and l is the distance between the two points
[L]. The hydraulic head is the sum of gravitational and
pressure heads, while the rate of change of the hydra-
ulic head over a given length is termed the hydraulic
gradient. The coefficient relating the hydraulic gradient
to the flow of water through the porous media was
termed the hydraulic conductivity, K, [LT�1]. The hydra-
ulic conductivity is thus a measure of a media’s ability
to transmit a fluid. If the porous media is saturated it is
referred to as the saturated hydraulic conductivity, Ks.
For unsaturated conditions it is called the unsatu-
rated hydraulic conductivity.

Saturated hydraulic conductivity is a function of the
properties of the soil and of the fluid. We primarily
think of the flow of water, but oil or other fluids also
flow through porous media and would have a different
hydraulic conductivity than would water. The proper-
ties of the porous media that affect the hydraulic con-
ductivity include particle arrangement, size, shape, and
distribution. Experiments with glass beads established
the relationship:[4]

K ¼ Cd2rg

m
ð2Þ

where C is another coefficient of proportionality, d
is the diameter of the glass beads [L], r is the density
of the fluid [ML�3], g is the acceleration of gravity
[LT�2], and m is the fluid dynamic viscosity [ML�1T�1].
As the temperature of the fluid changes so does it’s
viscosity. Thus, K is also affected by temperature.

The hydraulic conductivity can be broken down
into properties of the fluid (rm�1) and properties of
the medium (Cd2). To separate these components, the
hydraulic conductivity is often written in terms of the
specific or intrinsic permeability, k [L2].

The intrinsic permeability is often used because it is
a property of the porous media alone.

K ¼ krg

m
ð3Þ

Contribution from the USDA Agricultural Research Service, South-

east Watershed Research Laboratory, PO Box 946, Tifton, GA USA

31793, in cooperation with Univ. of Georgia Coastal Plain Exp. Stn.

All programs and services of the USDA are offered on a non-

discriminatory basis without regard to race, color, national origin,

religion, sex, age, marital status, or handicap.
aDarcy’s law fails for conditions of high flow velocities, where iner-

tial forces are no longer negligible compared to viscous forces.[2]

Deviations from Darcy’s law may also occur at very low gradients

and in small pores.[3]

1132

S
oils–S

uspended

© 2008 by Taylor & Francis Group, LLC



Hydraulic conductivity is a function of not only the
position in the porous media, but the direction of flow
as well. Because geologic materials are often layered,
flow in the direction of the layers often has a higher
conductivity than flow perpendicular to the layering.
Thus, Ks is often characterized in three dimensions.
For layered soils, an effective saturated hydraulic con-
ductivity may be determined.[5] For flow perpendicular
to the layers the expression is:

Ke ¼
D

D1

K1
þ D2

K2
þ � � � Dn

Kn

; (geometric mean) ð4Þ

For flow parallel with the layers the expression is:

Ke ¼
K1 þ K2 þ � � � Kn

n
; (arithmetic mean) ð5Þ

where, Ke is the effective saturated hydraulic conduc-
tivity [LT�2], D is the total profile depth [L], D1–Dn

and K1–Kn are the thickness and saturated hydraulic
conductivity of each layer, respectively.

In light of recent awareness on preferential flow of
water and chemicals through the soil profile and the
impact of soil heterogeneity on macropore flow, depen-
dence of the saturated hydraulic conductivity on both
location within a profile and direction of the flow have
been used to distinguish between homogeneous iso-
tropic soils where the conductivity is the same in all
directions and heterogeneous anisotropic soils where
it varies with direction. If K is the same in all locations
within the profile and in all flow directions, the soil is
called homogeneous and isotropic. On the other hand,
if K is dependent both on location and the direction of
the flow, such a profile is referred to as heterogeneous
and anisotropic.[6]

In practice, various units are used for K. Hydrol-
ogists prefer the unit m day�1 or ft day�1, while soil
scientists often use ft sec�1, cm sec�1, or mm sec�1.
For description of aquifer properties, hydraulic con-
ductivity is also expressed in terms of the volume of
flow through a given cross-sectional area under a

unit gradient at a fixed temperature. In this case the
dimensions of K are L3 T�1 L�2. Some of the units
used are gal day�1 L�2 and m3 day�1 m�2.

REPRESENTATIVE VALUES

Representative values of Ks are listed in Table 1. As
would be expected, values for coarse textured sandy
soils are considerably higher than those for fine tex-
tured clay soils. Hydraulic conductivity is also affected
by the structure of the medium. A highly porous, frac-
tured material would conduct water more readily than
would a tightly compacted one. Hydraulic conductivity
depends also on the arrangement of the soil pores.
Interconnected pores conduct more readily than do
closed end pores. A gravely or sandy soil with large
pores can have a conductivity much greater than a clay
soil with narrow pores even though the total porosity
of the clay may be greater than that of the sand.

Field studies have shown soil hydraulic characteris-
tics can vary greatly.[8,9] Because of the variation in
soils across a field, a large variability in hydraulic con-
ductivity can be observed. This in turn leads to a large
variation in infiltration and subsequently in runoff.

UNSATURATED CONDITIONS

The hydraulic conductivity of a material varies con-
siderably with the degree of saturation of the soil.
Eq. (1) was developed for a saturated material, but
has been extended for unsaturated materials by mak-
ing K a function of the matric potentialb (j) of the soil:

q ¼ � KðjÞHH ð6Þ

Table 1 Representative saturated hydraulic conductivity values for various materials

Unconsolidated material Consolidated rock

Saturated hydraulic

conductivity (m day�1)

Relative saturated

hydraulic conductivity

Clean gravel Basalt, cavernous limestone, and dolomite 104 Very high

Clean sand, sand, and
gravel

Clean sandstone and fractured igneous
and metamorphic rocks

102 High

Fine sand Weathered granite 1 Moderate

Silt, clay, and mixtures Laminated sandstone, shale, and mudstone 10�3 Low

Massive clay Massive igneous and metamorphic rocks 10�5 Very low

Source: From Ref.[7])

bMatric potential is a measure of the negative pressure which exists

within the soil due to capillary and adsorptive forces.
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where q is the flow rate or flux [LT�1], K(j) is the
unsaturated hydraulic conductivity [LT�1], and HH is
the hydraulic head gradient [LL�1]. Eq. (6) fails to take
into account the effects of hysteresis, i.e., whether the
soil is wetting or drying, which has been found to effect
K(j).

As the soil becomes drier, K(j) decreases. The rate
of decrease is a function of the properties of the soil
(Fig. 1). While K(j) may be high for a fully saturated
sand, it rapidly decreases as the sand de-waters and the
matric potential in the soil decreases. In contrast,
because a clay soil is able to maintain more water as
the matric potential increases K(j) does not decrease
as rapidly for a fine textured soil.

DETERMINATION OF HYDRAULIC
CONDUCTIVITY

Hydraulic conductivity can be determined through a
variety of numerical,[10] field,[11] and laboratory[12]

techniques. Many investigators have attempted to
relate hydraulic conductivity to properties of the
porous media.[13] As a result, many formulas exist
which can be used to predict the hydraulic conductivity
or the permeability based upon information about
the soil. It is difficult to obtain accurate estimates
with these formulas because of the extreme variability
observed in porous media. Because of this, actual field
or laboratory measurements are preferred.

Most laboratory methods used to measure saturated
hydraulic conductivity are directly based upon Eq. (1).
The hydraulic head is varied between the inflow of a
given sample and the outflow and the flow rate through

the core measured. For unsaturated hydraulic conduc-
tivity, the same basic principles are followed. However,
for unsaturated hydraulic conductivity a pressure is
induced on the soil sample to bring it to a given matric
pressure during the flow measurement. Field measure-
ment techniques for hydraulic conductivity can involve
measuring the rate at which a given tracer is trans-
ported through the soil, the rate at which a given
amount of water flows into the soil, or that rate at
which the groundwater recovers when the water table
is pumped from a well. One of the more reliable meth-
ods for estimating the saturated hydraulic conductivity
for an aquifer material is a pump test. A pump test is
conducted by observing the decrease in the water table
depth in a well near the well being pumped. This
method measures Ks over a fairly large area and mini-
mizes the effects of heterogeneity of the aquifer
material. In addition, it minimizes disturbance of the
porous media.

CONCLUSION

Hydraulic conductivity has risen from it’s simple
beginnings as a means through which Henry Darcy
related his observations in flow rate to his observations
of forces acting upon the fluid to an extremely useful
soil characteristic. While Darcy’s law is empirical,
based upon experimental evidence, it is widely used
by hydrologists, soil physicists, agricultural engineers,
and civil engineers. Hydraulic conductivity is a widely
used soil parameter, used to describe the flow of water,
oil, and gas within porous media. It is also used in the
design of filters and flow through porous ceramics.
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Soils: Hygroscopic Water Content

Daniel G. Levitt
Science and Engineering Associates, Inc., Sante Fe, New Mexico, U.S.A.

Michael H. Young
Division of Hydrologic Sciences, Desert Research Institute,
Las Vegas, Nevada, U.S.A.

INTRODUCTION

Hygroscopic water content has been defined as the
moisture that an initially dry soil will adsorb when
brought into equilibrium with an atmosphere of 50%
relative humidity (RH) at 20�C.[1] It has also been
defined as the moisture that adheres to soil particles
and does not evaporate at ordinary temperatures.[2]

Hillel[3] describes soil hygroscopicity as the phenom-
enon where air-dry soil will generally contain several
percent more water than oven-dry soil.

The word hygroscopic is derived from its Greek
roots hygro, meaning atmospheric water, and scopic
meaning to view or examine. One measure of hygro-
scopic water content in soils is the hygroscopic coeffi-
cient, which is defined as the water, on a gravimetric
percentage basis that is absorbed by a completely dry
mass of soil when brought into equilibrium with a
saturated atmosphere.[2] The hygroscopic coefficient
has also been defined as the level of tension at which
water is considered to be bound to the soil particles
(31 atm).[4] Below a water content defined by hygro-
scopic coefficient (Fig. 1), water will be unavailable
to plants.[1]

Understanding the behavior of hygroscopic soil
water is critically important to arid-land ecology, agri-
culture, and waste management. Vast areas of the
Earth are occupied by desert, and as human popu-
lation increases, agricultural efficiencies on arid lands
must increase. In addition, as deserts are gaining
acceptance as locations for disposal of hazardous or
radioactive waste, understanding hygroscopic water
content in soils is critical to understanding the behav-
ior of water flow and contaminant transport under
these dry conditions.

PROPERTIES OF HYGROSCOPIC SOIL WATER

Physical Properties

Jury, Gardner, and Gardner[5] state that the two most
important characteristics of the soil water phase are

the amount of water in soil, and the force holding
the water in the soil matrix. The amount of water
in the soil influences many processes, including gas
exchange, diffusion of nutrients to plant roots, and
the rate of water and solute movement through soil.
The force with which water is retained by the soil
matrix affects plant water uptake, water drainage from
soils, and upward movement of water against gravity.

Surface Tension

Water molecules at the air–water interface exhibit a net
attraction into the liquid because the density of mole-
cules on the air side of the interface is lower than on
the liquid side. This unequal attraction deforms
the hydrogen bonds of the molecules at the interface
and imparts ‘‘membrane-like’’ properties to the inter-
face, which stretches over the water volume like a skin.
As a consequence, water molecules require extra
energy to remain at the interface. The extra energy
per unit surface area possessed by molecules at the
interface is called the surface tension.[5]

Surface Area

Soil texture, or particle size distribution, strongly influ-
ences its hygroscopic coefficient. Whereas the surface
area of sand is often less than 1 m2 g�1, surface
area of clay can be as high as several hundred square
meters per gram.[6] This large difference in surface area
between soil textures generally results in the hygro-
scopic coefficient of clay being several times greater
than the hygroscopic coefficient of sand under identi-
cal conditions.

Hydraulic Properties

Soil water characteristic

The relationship between soil water content and the
soil water potential is a fundamental part of the
characterization of soil hydraulic properties, and is
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identified by various terms including water retention
function, moisture characteristic, and the capillary
pressure–saturation curve. This function relates a
capacity factor, the water content, to an intensity fac-
tor, the energy state of the soil water. This function
primarily depends on soil texture.[7] Note the signifi-
cant difference in water content between sand and clay
at soil water tension of greater than 10,000 cm (Fig. 2).
The clay material with its higher surface area (and
charged surfaces) retained more water than the sand,
which has a much lower surface area of water with
lower charge density.

Soil will move from regions of higher potential to
regions of lower potential at a rate that depends on
the hydraulic resistance of the medium.[8] Water flow
in unsaturated soils is particularly interesting because
of the highly non-linear nature of unsaturated water
flow. For example, unsaturated hydraulic conductiv-
ities can range by 20 or more orders of magnitude
between saturation and the hygroscopic coefficient.
Fig. 3 illustrates the relationship between soil water
content and hydraulic conductivity for sand and clay;
note on the inset graph that the hydraulic conductivity
is higher in sand than clay at low tension, but that clay
eventually exhibits a higher conductivity than sand at
higher tension because clay material has more water-
filled pores at higher tension then sandy material.
The low hygroscopic coefficient in sand means that
liquid water movement is essentially zero under very
dry conditions.

Engineering Properties

Understanding the properties of hygroscopic soil
water is critical to the field of engineering. Soil strength
usually increases with increasing bulk density and
decreasing water content. The bonds linking clay crys-
tals into clay packets, and the packets into aggregates,
lead to higher cohesion, and thus higher strength.
These include van der Waals forces, attraction between
oppositely charged surfaces, organic matter in various
forms, and inorganic cements. The bond strength is

Fig. 2 Typical soil water characteristic curve for sand and clay.

Fig. 1 Soil moisture classes and equilibrium points. Source:

From Ref.[1].
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reduced by water through the softening of cements
and the increased separation of particles as water is
absorbed. However, cracking acts in an opposite way
to the general trend by weakening soil as it dries.[9]

MEASUREMENT OF HYGROSCOPIC WATER
CONTENT IN SOILS

Hygroscopic soil water content or hygroscopic soil
water potential can be measured in the laboratory by
a variety of methods, including water content deter-
mination by oven drying, and soil matric potential
determination by thermocouple psychrometry, chilled
mirror, and heat dissipation methods.

Oven-Drying Method

One of the simplest methods for determining soil water
content is by oven drying. A soil sample is weighed,
placed in an oven at a temperature between 100 and
110�C for 24 hr, and then weighed again. On a gravi-
metric basis, water content is calculated by

Water content ¼ ðwet mass � dry massÞ=ðdry massÞ

It is important to note that ‘‘dry’’ is a subjective term,
and that all water within a soil sample may not be
removed by oven drying after 24 hr. However, this
method serves as a standard for determining soil water
content.[10]

Thermocouple Psychrometry

Thermocouple psychrometers infer the soil water
potential of the liquid phase of a soil sample by mea-
suring the RH. Water potential is related to the RH
of soil water by the Kelvin equation:

Water potential ðJ kg�1Þ ¼ RT=M � lnðRHÞ

where M is the molecular weight of water
(0.018 kg mol�1), R, the ideal gas constant
(8.31 J K�1 mol�1), and T, the Kelvin temperature of
the liquid phase. Most thermocouple psychrometers
consist of a sensor with a thermocouple junction,
which is cooled until water condenses on it. The tem-
perature depression, measured as this water evapo-
rates, is proportional to RH, which provides a direct
measure of soil water potential. The operational range
of thermocouple psychrometers (�2 atm to �50 atm)
does not generally extend throughout the entire

Fig. 3 Typical soil water content, soil water tension, and hydraulic conductivity relationships for sand and clay.
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range of water potentials corresponding to hygroscopic
water contents.[11]

Chilled Mirror Method

Like thermocouple psychrometry, the chilled mirror
method is used to measure the RH of soil sample.
Gee et al.[12] described a commercial water activity
meter that can be used for rapid measurement of soil
water RH in the range from 0.100 to 1.000 (which cor-
responds to a soil water potential range �3119 atm to
0 atm) with essentially the same RH resolution
(�0.003) across the entire range. Gee et al.[12] suggested
that this type of meter is best adapted for measure-
ments in dry soils, making it very appropriate for
measurement of hygroscopic soil water.

Heat Dissipation Method

Heat dissipation probes measure the heat dissipation
characteristics of the soil matrix, which are pro-
portional to soil water potential. Heat dissipation rates
are determined by applying a heat pulse to a heater
within a probe, and monitoring the temperature at
the center of the probe. The operational range of heat
dissipation probes extend from near-saturation to a
dryness of thousands of atmospheres, well into the
range of water potentials corresponding to hygroscopic
water contents.[11,13]

REFERENCES

1. Bear, J. Dynamics of Fluids in Porous Media; Dover
Publications, Inc.: New York, NY, 1972; 764 pp.

2. Academic Press Dictionary of Science and Tech-

nology; http://www.harcourt.com/cgi-bin/apdst?term¼
hygroscopic.

3. Hillel, D. Introduction to Soil Physics; Academic Press,
Inc.: Orlando, FL, 1982; 10 pp.

4. Water Words Dictionary; Nevada Division of Water
Planning; Department of Conservation and Natural
Resources; http://www.state.nv.us/cnr/ndwp/dict-1/

waterwds.htm.
5. Jury, W.A.; Gardner, W.R.; Gardner, W.H. Soil Phys-

ics; John Wiley & Sons, Inc.: New York, NY, 1991;

34–71.
6. Hillel, D. Introduction to Soil Physics; Academic Press,

Inc.: Orlando, FL, 1982; 34–35.
7. Klute, A. Water retention: laboratory methods. Method

of Soil Analysis Part 1—Physical and Mineralogical
Methods, 2nd Ed.; American Society of Agronomy:
Madison, WI, 1986; 635–662.

8. Jury, W.A.; Gardner, W.R.; Gardner, W.H. Soil Phys-
ics; John Wiley & Sons, Inc.: New York, NY, 1991;
73 pp.

9. Marshall, T.J.; Holmes, J.W.; Rose, C.W. Soil Physics,
3rd Ed.; Cambridge University Press: Cambridge,
1996; 229–247.

10. Gardner, W.H. Water content. Method of Soil Analysis
Part 1—Physical and Mineralogical Methods, 2nd Ed.;
American Society of Agronomy: Madison, WI, 1986;
493–544.

11. Rawlins, S.L.; Campbell, G.S. Water potential: thermo-
couple psychrometer. Method of Soil Analysis Part 1—
Physical and Mineralogical Methods, 2nd Ed.; Ameri-

can Society of Agronomy: Madison, WI, 1986; 597–633.
12. Gee, G.W.; Campbell, M.D.; Campbell, G.S.; Campbell,

J.H. Rapid Measurement of Low Soil Water Potentials

Using a Water Activity Meter. Soil Sci. Soc. Am. J.
1992, 56, 1068–1070.

13. Reece, C.F. Evaluation of a line heat dissipation sensor

for measuring soil matric potential. Soil Sci. Soc. Am. J.
1996, 60, 1022–1028.

Soils: Hygroscopic Water Content 1139

© 2008 by Taylor & Francis Group, LLC

http://www.harcourt.com
http://www.state.nv.us
http://www.harcourt.com
http://www.state.nv.us


S
oils–S

uspended

Soils: Permanent Wilting Points
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INTRODUCTION

Permanent wilting point (PWP) is defined as the largest
water content of a soil at which indicator plants, grow-
ing in that soil, wilt and fail to recover when placed in a
humid chamber. It is often estimated by the water con-
tent at �1.5 MPa soil matric potential.[1] The water
content is typically expressed on a weight (g m�3) or
volume (m3 m�3) basis. As the lower boundary, PWP,
along with the upper boundary determined at field
capacity, establishes the size of the reservoir of water
held in the soil that may be withdrawn by plants,
known as plant available water. Field capacity is
primarily a function of soil characteristics, while
PWP is the product of a combination of plant, soil,
and atmosphere factors.

BACKGROUND

The soil, plant, and atmosphere act as a continuum
along which soil water moves in response to gradients
in energy. The energy potential of the water relative to
that of pure water helps determine the amount of water
stored in the soil, moved through the soil, and moved
into and through the plant to the transpiring surface
of the leaf. Water will flow from a region of high
potential to that with low potential. The energy
required to move water is expressed in terms of water
potential, which is the sum of the gravitational poten-
tial, the osmotic potential, the matric potential, and the
pressure potential. The matric potential is a combi-
nation of capillary and adsorptive forces due to the
shape, size, and chemical nature of surfaces in the soil
and plant. The osmotic potential results from the pre-
sence of dissolved substances. Pressure potential repre-
sents the solution pressure within the plant cells. For
the movement of water in the soil, the pressure poten-
tial is insignificant, and the gravitational potential has
little significance once it has drained to field capacity.
For the movement of water through the plant, the
gravitational and matric potentials are less important.

Many factors in the soil–plant–atmosphere con-
tinuum influence the amount of water a plant can
extract from the soil before wilting. Soil texture affects
the matric potential of the soil by determining capillary

pore size and adsorptive properties, and so controls
both the amount of water held in and the movement
through the soil at low soil water potentials. To extract
the soil water, plant roots must be distributed through-
out the soil, which is a function of soil properties such
as soil strength and texture as well as the rooting
characteristics of the crop. Also, an osmotic potential
gradient between the soil solution at the root surface
and within the root must be maintained so that the
water can be absorbed into the plant roots. A water
potential gradient between the plant leaf and the roots
helps to move water through the plant to the leaves.
Water is then evaporated (or transpired) through the
stomata of the leaves due to the differences in water
vapor pressure between the leaf and the atmosphere.
If atmospheric demand for water exceeds the water
supply to the plant’s evaporating surfaces (possibly
due to limited soil water supply and/or movement
through the soil, limited rooting by the plant, or inad-
equate water potential gradients between soil and leaf),
the plant will experience water stress and biological
activity will decline. Unless resupplied with water, the
plant cells will lose pressure potential, or turgor, and
the leaves will permanently wilt and ultimately die.

THE SUNFLOWER METHOD

The wide range in soil water contents at which wilting
in plants occurred was noted by German researchers
as early as 1859, according to Briggs and Shantz.[2]

To evaluate whether plant species varied significantly
in their ability to reduce the soil water content before
wilting, Briggs and Shantz[2] determined the wilting
coefficient for a range of soils and plant species that
included native vegetation of semiarid lands as well
as crop species. Veihmeyer and Hendrickson[3] and
Furr and Reeve[4] continued the work of Briggs and
Shantz, using sunflower (Helianthus annuus L.) as
the indicator plant for wilting. The procedures of Furr
and Reeve[4] were standardized into the sunflower
method (PWPsun).[5] In this method, the plants are
grown in containers of uniform soil that are sealed to
limit water loss other than that by transpiration. They
are kept adequately watered until the third set of leaves
appears at which time the watering ceases. The plants
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remain in an environment with a low evaporative
demand until all three sets of leaves wilt. To insure
the wilting is permanent, plants are placed overnight
in a humid, dark chamber. If all leaves remain wilted
in the morning, PWPsun has been reached, and the soil
water content or water potential can be determined.

PRESSURE OUTFLOW APPARATUS
APPROXIMATION

Permanent wilting point can be estimated as the soil
water content held in the soil at �1.5 MPa matric
potential (PWP�1.5). The similarity between PWPsun

and PWP�1.5 was shown by Richards and Weaver,[6]

who compared the two values for 119 soils and found
that PWP�1.5 formed a fairly definite lower limit
below which PWPsun seldom fell. In this method, a
sieved soil sample is placed on a porous ceramic plate
or permeable membrane in a chamber and saturated
with water. A pressure of 1.5 MPa is applied until
equilibrium in water content between the plate or mem-
brane and the soil sample is reached[5] at which
time soil water content is determined.

FIELD MEASUREMENT

Ratliff, Ritchie, and Cassel[7] defined field measurement
of PWP (PWPfield) as the lowest field-measured water
content of a soil after plants had stopped extracting
water and were at or near premature death or became
dormant as a result of water stress. Field measurement
of PWP may be the most desirable method,[8] because

it provides more realistic information about how a
plant grows in a certain soil because the soil–plant–
environment interactions are allowed to occur. But,
the controls on the experiment (e.g., uniform soil in
pots, low evaporative demand environment, a well-
defined root zone) are gone, and the complex soil hor-
izons, different rooting depths and patterns by crops
or by the same crop from year to year, and different
environmental demands can cause substantial vari-
ation. Additional problems include refilling of the
profile due to rainfall, the inability to determine when
plant dormancy occurs, and the drying of the upper
soil layers below PWP due to soil water evaporation.
In this method, the soil profile is wetted sufficiently
throughout the normal rooting depth so that the
plant does not undergo severe water stress until
maximum vegetative growth when maximum rooting
occurs. This insures that normal rooting and water
use patterns develop. Water depletion patterns
throughout the growing season are monitored so that
the cessation of water use from a soil layer can be
determined. Once plant dormancy or premature death
and the cessation of water use occur, soil water content
or water potential is determined.

DISCUSSION

The applicability of PWPsun and PWP�1.5 to PWPfield

has been questioned. Ratliff, Ritchie, and Cassel[7]

found that PWP�1.5 was significantly less than
PWPfield for sands, silt loams, and sandy clay loams,
and significantly more for loams, silty clays, and clays
for a variety of crops. Additionally, PWP may be crop

Fig. 1 Water contents of a 2-m soil

profile measured for corn and grain
sorghum after the available soil
water had been depleted. The data

points are mean values of two crop-
ping seasons, with standard devia-
tions (horizontal error bars). Error

bars may not be visible on data
points with low standard deviations.
Also presented is the soil water con-
tent measured at the �1.5 MPa soil

matric potential.
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and climate specific. Cabelguenne and Debaeke[9]

reported that corn (Zea mays L.), sorghum [Sorghum
bicolor (L.) Moench], and winter wheat (Triticum aesti-
vum L.) varied in their degree and depth of lower limit
of water use in a deep silty clay loam, and these capa-
cities were representative only of the climate in which
they were obtained. Savage et al.,[10] however, con-
cluded that PWP�1.5 corresponded to PWPfield for grain
sorghum and cotton (Gossypium hirsutum L.) and
values lower than measured PWP�1.5 represented only
minor amounts of available soil water.

An example of PWP for different crops is shown in
Fig. 1. Grain sorghum and corn were grown in an
undisturbed soil column contained in a lysimeter with
a surface area of 1 m by 0.75 m and a depth of 2.3 m.
The soil was a Pullman clay loam, which has a dense
clay horizon about 0.4 m below the soil surface, and
soil horizons containing substantial amounts of cal-
cium carbonate beginning at about 1 m below the soil
surface. The water content of the soil was measured
by neutron thermalization. The vertical lines connect
the means of the soil water contents for each 0.2-m
depth measured at harvest for two cropping seasons
for each crop, as well as the PWP�1.5 for the different
soil horizons. The horizontal lines (error bars) at each
data point indicate the range in the measurements that
occurred between seasons. Both crops showed a similar
PWP pattern, but differed in the amount of water
remaining at PWP. The dense clay horizon appears
to have limited water use by both crops, probably
due to restricted rooting. Grain sorghum, a more
deeply rooting crop than corn, used more water
from the lower soil depths. The presence of calcium
carbonate in the lower depths may also have inhibited
rooting. The PWP�1.5 was similar to PWP of grain
sorghum, but considerably lower for that of corn.
When the volumetric soil water contents were con-
verted to millimeters for the 2-m soil depth, the PWP
for corn was 488 mm, 420 mm for grain sorghum,
and the PWP�1.5 was 398 mm. The difference between
cropping seasons was 40 mm for grain sorghum, and
16 mm for corn.

Each method for the determination of PWP has
advantages and disadvantages. The method selected
must take into consideration the application for which
it will be used, the resources available for making the
measurements, and the accuracy needed.
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Soils: Water Infiltration
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INTRODUCTION

Infiltration, the process of water entering the soil sur-
face, is part of the water cycle (Fig. 1). Water infiltrates
the soil because of absorptive (capillary) and gravi-
tational forces,[3] which are strongly influenced by soil
texture and structure. (For more detail, see the article
Soil Water: Energy Concepts.) The infiltration water
comes from rain, melted snow, irrigation, or upslope
runoff or seepage.[9] As infiltration occurs, the wetting
soil profile can be divided into several zones:[3,8]

saturation right at the surface to perhaps 1 cm deep,
a transition zone of rapidly changing soil water con-
tent, a transmission zone with slowly changing soil
water content, a wetting zone of rapidly changing soil
water content, and a wetting front with a very steep
hydraulic gradient.

The infiltration rate varies with time (Fig. 2). For
a homogeneous soil, the rate depends on the initial
water content (see article Soil Water: Antecedent), the
application rate, the depth of the soil profile, and
the surface and boundary conditions. If the application
rate is less than the hydraulic conductivity, then
all the water infiltrates. If the application rate is
greater than the hydraulic conductivity, first the sur-
face layer becomes saturated with water, then excess
water collects at the surface. If a slope or outlet is
present, then the excess water will runoff.

PREDICTION OF INFILTRATION

Physical and empirical based infiltration equations are
described in the literature.[4–6,9,11,12] The physically
based models[9] are developed from Richards[13] equa-
tion (see topic), Darcy’s[14] law (see topic), and early
developments by Buckingham.[15] Often these must be
solved numerically for given initial and boundary con-
ditions. Philip[3] discusses some of the assumptions
when applying the physical-based models to water flow
into and through the soil. These assumptions may not
always be valid in the field,[16] and that is why the soil

is often treated empirically in larger-scale applications.
Another class of infiltration equations is the rainfall
excess model types,[9] which assume no applied water
ponds in depressions or is intercepted by plants
(Fig. 1). Empirical infiltration models[9] determine infil-
tration rate or volume as a function of soil properties
and application rate. The Horton[17] model is an
example of an early empirical model. An intermediate
type of model is approximately theory-based,[9] but the
parameters are more difficult to estimate than for the
empirical models. The earliest and most-used approxi-
mate model is the Green–Ampt model.[18] All of these
models have numerous variations and recent develop-
ments, too numerous to discuss here. Based on these
equations, the different infiltration models are used at
various scales.

FACTORS AFFECTING

The rate that water infiltrates the soil is affected by
surface and subsurface properties, both of which are
affected by management and natural phenomena.[4]

The rainfall intensity, duration, and distribution are
also important considerations. (See related topics
under precipitation.)

Surface Properties

Important surface properties include development of a
surface seal, degree of water repellency, and presence
of macropores or fractures. A surface seal impedes
infiltration.[19–21] The development of a surface seal
increases as the residue cover decreases and as soil
aggregate stability decreases. The surface seal is
affected by physical and chemical processes.[22]

Subsurface Properties

Once the water is in the soil, the water is redistributed[9]

both vertically and laterally (Fig. 1). Water may be
held in the soil by surface and capillary forces, may
drain out of the soil into tiles, may recharge the water
table, or may come back out at the soil surface from a
down slope position (see page). The soil profile affects

This short article cannot cover all aspects of infiltration, since book-

size conference proceedings have been written on the topic,[1,2] as well

as many review articles[3–6] or sections of book chapters.[7–10]
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Fig. 1 Components of the water cycle.

Fig. 2 Infiltration rate and fate of applied water as a function of time. Source: From Ref.[9] by permission of McGraw-Hill, Co.
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continuing infiltration due to hydraulic conductivity
of the soil (see the articles Soil Water: Flow under
Saturated Conditions and Soil Water: Flow under
Unsaturated Conditions), continuity of macropores,
air pressure build-up, and presence of impeding layers,
frozen soil (see article Frozen Soil: Water Movement
in), or high water table.

Water saturation due to a high water table or frozen
soil near the surface prevents formation of a surface
seal but also greatly restricts infiltration. Soil aggregate
stability is increased by organic matter which some-
what increases the water repellency, allowing concen-
trated water flow around the aggregates. Continuous
macropores and fractures also allow rapid infiltration
to continue if the surface seal does not form over the
macropore.

Crop and Soil Management

Crop and soil management greatly influence formation
of a surface seal, existence of macropores, and compac-
tion, all of which influence the infiltration rate.[4,9]

Surface seal formation is less likely on forested and
pasture land. Conservation tillage on cropland and
use of perennial crops allow more residue to remain
at the soil surface, reducing surface seal formation.
Surface seal formation is reduced as the crop canopy
develops, and is reduced by off-season ground cover.
Forests, pastures, and cropland that is not tilled
encourage macropore formation by mesofauna,
especially earthworms.

Within Landscape Variability

Infiltration varies within the landscape due to rainfall
variability (see articles Precipitation: Stochastic
Properties and Erosion and Precipitation), plant
effects (stem flow and interception), and varying soil
properties.[9] Landscape infiltration is more than an
accumulation of processes at individual sites because
of water movement within the landscape (Fig. 1). Run-
off water from higher landscape positions may move
down slope at the surface and later infiltrate at down
slope positions, depending on surface and profile
characteristics. Seepage water may also infiltrate at a
down slope position. A well-developed stream
system moves water off site, but a poorly developed
stream system combined with closed depressions
results in temporary or permanent ponding on site.
The natural flow pattern has been altered by tiles,
ditches, and channelized streams. In addition, local
variations occur because of funneling by crop canopy
and compaction due to wheel traffic or hoof traffic.

Infiltration rate is not a static soil function because
the soil properties are changing over time. Surface

residue can be incorporated by tillage or be subject
to decay or washed off by runoff waters. Fractures
can close from prolonged wetting. Air pressure can
build-up as infiltration continues.[23] Surface soils can
form during infiltration or be disrupted by mesofauna
activity. The temporal variability is often greater than
the spatial variability within a given land-use practice
or ecosystem.

MEASUREMENT

The type of infiltration measurement should relate
to the application of the results.[8] Ponded ring infiltra-
tion measurements (see article Ring and Tension Infil-
trometers) would relate to flood irrigation or to pond
seepage. Sprinkler infiltration measurements relate to
rainfall on the soil surface, especially if a surface seal
develops. Tension infiltration relates to the rate water
moves into the soil matrix, without the macropores
present. Furrow irrigation measurements are impor-
tant when the flowing water is critical.
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Soils: Water Percolation

Kurt D. Pennell
School of Civil and Environmental Engineering, Georgia Institute of Technology,
Atlanta, Georgia, U.S.A.

INTRODUCTION

The term ‘‘percolation’’ refers to the downward flow or
movement of water through the soil profile. More pre-
cisely, percolation is defined as the downward flow of
water in saturated or nearly saturated soil at hydraulic
gradients of 1.0 or less.[1] Although the terms ‘‘infil-
tration’’ and ‘‘percolation’’ are often used interchange-
ably, infiltration refers to the entry of water into soil,[1]

which typically occurs after rainfall or irrigation. In
contrast, percolation refers to water movement that
occurs following an infiltration event, once the soil pro-
file has become saturated or nearly saturated with water.
Such post-infiltration water movement is commonly
referred to as internal drainage. Hillel[2] employed the
term ‘‘deep percolation’’ to specify internal drainage
of water occurring below the root zone, which is not
influenced by water losses due to evaporation or tran-
spiration (evapotranspiration) via plant roots.

To illustrate the general concept of soil water per-
colation, a schematic diagram of an idealized soil pro-
file in contact with an unconfined aquifer is shown in
Fig. 1. Following an infiltration event, in which the
entire soil profile becomes saturated with water (indi-
cated by a solid vertical line corresponding to a water
saturation of 1.0), water will drain from the soil profile
primarily under the influence of gravity (i.e., the pres-
sure gradient is negligible). Assuming that no additional
water enters the system, the soil water saturation
profile at static equilibrium (dashed line) will decrease
from a value of 1.0 in the saturated zone (ground-
water and capillary fringe) to a value corresponding
to field capacity below the root zone. In effect, the soil
water profile is analogous to a soil water retention
(pressure–saturation) curve. Hence, the solid and dashed
lines represent the limits in water content (saturation)
between which soil water percolation occurs in soils
overlying an unconfined aquifer.

ESTIMATING SOIL WATER PERCOLATION

Vertical (downward) soil water percolation can be
described by the Buckingham–Darcy flux law

q ¼ Q

A
¼ �KðhÞ @

@z
ðh þ zÞ ¼ �KðhÞ @h

@z
þ 1

� �
ð1Þ

where q is the Darcy velocity or flux (L T�1), Q is the
flow rate (L3 T�1), A is the cross-sectional area across
which flow occurs (L2), K(h) is the unsaturated
hydraulic conductivity (L T�1), h is the negative pres-
sure or suction head (L), and z is the elevation head
(L). If water is assumed to flow downward at a constant
rate, the pressure head gradient (@h/@z) approaches
zero,[3] and hence the Buckingham–Darcy flux law
reduces to

q ¼ �KðhÞ ¼ �KðyÞ ð2Þ

where y is the volumetric soil water content (L3 L�3).
This condition is often referred to as gravity drainage.
If water is assumed to drain uniformly from the soil
profile over time, a simplified approach can be used
to estimate the flux of water from a specific depth
increment (z), based on the change in volumetric soil
water content with time:[2]

q ¼ KðyÞ ¼ �z
dy
dt

ð3Þ

This scenario is illustrated by the horizontal arrow
shown in Fig. 1, for which the water content decreases
from saturation to field capacity, and is not strongly
influenced by the water table (saturated zone).

To more accurately describe the soil water perco-
lation, the functional relationship between the
hydraulic conductivity (K) and the pressure head (h)
or water content (y) must be known. Unsaturated
hydraulic conductivity may be written with respect to
the intrinsic soil permeability (ki):

KðyÞ ¼ krwðyÞkirwg

mw

ð4Þ

where krw(y) is the relative permeability to water as
a function of y, rw is the liquid density of water
(M L�3), g is the gravity constant (L T�2), and mw is
the dynamic viscosity of water (M L�1 T�1). However,
this approach requires that the relative permeability
function, krw(y), is known or can be measured. Fortu-
nately, a number of unsaturated conductivity functions
have been developed based on pressure–saturation
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relationships, which are more readily available
and easier to measure than relative permeability.
One of the equations most commonly used to describe
soil water retention data was developed by van
Genuchten:[4]

Se ¼
y � yr

ys � yr
¼ 1

ð1 þ jahjnÞð1�1=nÞ ð5Þ

a ¼ 1

hb
ð21=m � 1Þ1�m ð6Þ

m ¼ 1

1 � n
ð7Þ

where Se is the effective water saturation, a and n are
fitting parameters, and yr and ys are the residual and
saturated volumetric water contents (L3 L�3), respec-
tively. Using the fitting parameters defined above,
van Genuchten[4] then developed relationships for
K(y) and K(h):

KðyÞ ¼ KsS
1=2
e ½1 � ð1 � S1=m

e Þm�2 ð8Þ

KðhÞ ¼ Ks
f1 � ðahÞn�1½1 þ ðahÞn��mg2

½1 þ ðahÞn�m=2
ð9Þ

where Ks is the saturated hydraulic conductivity
(L T�1). The fitting parameters needed for unsaturated
hydraulic conductivity relationships (i.e., a and n) can
be obtained by fitting moisture release curve data to

Eq. (5) using a non-linear, least-squares approach
(e.g., SYSTAT) or by using the RETC program.[5]

More advanced approaches for describing water perco-
lation (internal drainage) and water redistribution in
partially wetted soils, such as the rectangular profile
model and kinematic wave model, are presented by
Hillel,[2] Jury, Gardner, and Gardner[3] and Charbenau.[6]

PERCOLATION TESTS

From a practical perspective, the term percolation is
frequently encountered during home construction
and zoning regulations in reference to a percolation
or ‘‘perc’’ test. Percolation tests are widely used
throughout the United States and Canada to locate
and size absorption (leaching) fields for residential
sewage treatment systems. The basic procedure
involves digging several (e.g., 4–6) cylindrical bore-
holes, at least 15 cm (6 in.) in diameter and not greater
than 20 cm (8 in.) in diameter, to the intended depth of
the sewage treatment trench, as shown in Fig. 2. In
addition, the bottom of the borehole is often required
to be at least 0.9 m (3 ft) above the seasonal high water
table or bedrock.[8] It is usually recommended that the
bottom 0.3 m (1 ft) of the borehole sidewalls be scari-
fied to improve water entry, and that 8 cm (3 in.) of
gravel be placed in the bottom of the borehole. Prior
to the percolation test, water is added to a depth of
at least 0.3 m (1 ft) above the bottom of the borehole,
and allowed to infiltrate until the soil in the vicinity
of the borehole is completely saturated. For most soils

Fig. 2 Cross-sectional view of percolation test borehole.

Fig. 1 Schematic diagram of soil profile showing the initial
(water-saturated) and equilibrium condition following inter-
nal drainage.

1148 Soils: Water Percolation

© 2008 by Taylor & Francis Group, LLC



S
oi

ls
–S

us
pe

nd
ed

an infiltration or wetting period of 4 hr, with the water
level maintained at approximately 0.3 m (1 ft) above
the bottom of the borehole, is adequate.[7,8] However,
soils that exhibit substantial swelling, usually due to
high clay or organic matter content, may require an
extended wetting period, up to three or four days. Once
the soil surrounding the borehole is completely
saturated, water is allowed to stand in the borehole
for 12 hr (overnight).

To run the actual percolation test, set the initial
water level to 30–46 cm (12–18 in.) from the bottom
of the borehole. From a fixed reference position, mea-
sure the height of water in the borehole to the nearest
4 mm (1/16 in.) every 15 or 30 min.[7] The percolation
rate is obtained by dividing the time of measurement
(e.g., 15 min) by the drop in the height of the water
level (e.g., 1.5 cm), expressed as minutes per cm (mpc)
or minutes per inch (mpi). Continue the test until three
consecutive measurements are within approximately
20% of one another, indicative of steady water flow.
A minimum of 15 cm (6 in.) of water should remain
in the borehole throughout the test. Measured perco-
lation rates of less (fast water flow) than 0.04 mpc
(0.1 mpi) for coarse-textured soils, and more (slower
water flow) than 24 mpc (60 mpi) for fine-textured soils
are generally considered to be unsuitable for sewage
absorption fields. Specific requirements for the perco-
lation test vary by jurisdiction, and thus, it is essential
that local public health and building permit offices be
contacted prior to conducting a percolation test.
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Soils: Waterborne Chemicals Leaching through

John Hutson
School of Chemistry, Physics and Earth Sciences, Flinders University,
Adelaide, South Australia, Australia

INTRODUCTION

Agricultural, urban, and industrial activities have
increased the variety and quantity of chemicals and
wastes released into the environment. In agriculture,
fertilizers, pesticides, and animal wastes have led to
widespread pollution. Non-point source pollution is
particularly difficult to predict and control. Pollutants
and chemicals in soil are dissipated by various fate
and transport processes. Concentrations are reduced
by chemical and microbial degradation and transfor-
mation, by plant uptake, and through volatilization,
and chemicals are transported by flowing water.
Chemical flow pathways can be across the soil surface
and downwards through the soil profile or vadose
zone, and terminate via lateral subsurface flow and
deep drainage in surface water bodies and aquifers.
Transport pathways are diverse and difficult to predict
with certainty.

The major non-point source pollutants from agri-
cultural areas are nutrients, pesticides, and pathogens.
In irrigated areas and regions where there is a risk of
salinity, the transport of the major inorganic ions is
a concern. Fuel, and industrial or non-agricultural
chemicals, are also a pollution risk. Organic contami-
nants can be classified as largely miscible with water,
non-aqueous immiscible liquids, and volatile com-
pounds. Some organic chemicals partition into all three
phases. This article discusses leaching of water-miscible
chemicals.

TRANSPORT PROCESSES

Miscible chemicals can be leached from one zone in the
soil to another via the movement of water in which
they are dissolved. An understanding of solute leaching
requires knowledge of water-flow patterns in soil. Infil-
tration of rain and irrigation water leads to downward
movement flow, while evaporation from the soil
surface, transpiration by plants, and redistribution of
water can lead to both downward and upward move-
ment of water.

Chemicals in soil are redistributed in soil profiles by
four processes: 1) chemical diffusion in the liquid phase
in response to an aqueous concentration gradient;

2) diffusion of volatile chemicals in the gas phase in
response to a vapor density gradient; 3) forced con-
vection (mass flow, or advection) of chemical dissolved
in flowing water; and 4) transport of chemical in the
vapor phase driven by barometric pressure fluc-
tuations, wetting and drying cycles, and watertable
fluctuations.

In natural unsaturated soils, vertical convective
fluxes predominate. Transport of chemicals is compli-
cated by reactions with mineral or organic surfaces,
which retards the movement of chemical. Mixing
between large and small pores as a result of local varia-
tions in mean water-flow velocity, and the tortuous
nature of soil pore geometry leads to dispersion of
solute molecules during-their movement through
soil.[1] Dispersion tends to smear what may originally
have been a sharp concentration front.

In 1-D, across a plane normal to the direction of
flow, the convective flux of solute (JCL

, M L�2 T�1) is
represented as

JCL
¼ yDMðq; yÞ

dcL

dz
þ qcL ð1Þ

where DM is the hydrodynamic dispersion coefficient,
a function of q, the macroscopic water flux density
(L T�1), and y, the volume fraction of water in the soil.
CL is the solute concentration in the soil solution
(M L�3), and z is the depth (L).

The value of DM is often estimated from

DM ¼ l
q

y

��� ��� ð2Þ

where l is the diffusivity (L). Dispersivity is determined
by soil geometry. It is usually independent of solute
properties, except in cases where solute diffusion from
mobile to stagnant areas is important.[2]

Solute leaching may be retarded if the chemical
interacts with soil solids. Solute concentrations are
controlled by the amount of chemical introduced into
the system, chemical solubility, and partitioning
between solution and solid phases (and the gas phase
for volatile chemicals). The mechanisms of sorption
in soil are poorly understood or quantified, but include
retention on soil surfaces by chemical and physical
binding as well as ion-exchange processes. Sorption
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sites differ in their binding energies. The sorption pro-
cess may be kinetic, owing to slow sorption reactions
and accessibility of sorption sites. Molecules may need
to diffuse from bulk solution to sorption surfaces.

For these reasons, sorption is usually described
operationally rather than mechanistically. Simple
sorption isotherms or exchange equations, which
assume local equilibrium, are fit to measured sorption
data. However, solutes in flowing water do not react
instantaneously with solid surfaces; most reactions
are kinetic. In addition, molecules may have to diffuse
from stagnant areas to reach larger pores where flow is
more rapid. Sometimes, two-site or multi-site concep-
tual models are included.[3]

Sorption is often described using a Freundlich sorp-
tion isotherm

S ¼ KfC
n
L ð3Þ

where Kf is a Freundlich sorption coefficient and n is
an exponent. When n ¼ 1, the Freundlich sorption
isotherm reduces to a linear sorption isotherm,

S ¼ KdCL ð4Þ

where Kd is a partition or distribution coefficient.
Linear sorption is often used to describe sorption over
small concentration ranges and is easily manipulated
mathematically. Databases containing Kd values for a
wide range of chemicals are widely available.[4]

The total amount of chemical (CT, M L�3) in a soil
can be expressed in terms of soil bulk density, water
content, and the sorption coefficient,

CT ¼ CLðy þ rbKdÞ ð5Þ

where rb is soil bulk density (M L�3).
Since only dissolved chemical can be transported in

water, the ratio of the rate of water flow to that of the
chemical is equivalent to the ratio of the total concen-
tration of chemical (CT) to the dissolved concentration
(Cy). This ratio is known as the retardation factor (R),

R ¼ 1 þ rKd

y
ð6Þ

which is a useful index of the relative rates of transport
of different chemicals.

Solute concentrations can be reduced through
chemical and biotic transformations and uptake.
Microbial transformations may produce degradation
products. Again, these processes can be very complex.
Degradation, for example, may depend upon the
presence and growth of a suitable microbial species.
For simplicity, degradation is often described using
first-order kinetics, but in reality it is more complex,

owing to processes such as diffusion, sorption,
microbial composition, and growth.[5]

CONVECTION–DISPERSION EQUATION

Combining and equations for convective transport,
dispersion, and partitioning leads to the convection–
dispersion equation (CDE), which allows calculation
of the rate of change of concentration of a chemical
in soil,

@CL

@t
ðyþ rbKdÞ ¼

@

@z
yDMðy;qÞ

@CL

@z
� qCL

� �
� F ð7Þ

where t is time, and F is a source or sink term.
The CDE can be solved analytically for certain

defined boundary conditions and steady-state water
flow.[6] Transport parameters can be measured, but
are almost invariably obtained by fitting to controlled
laboratory chemical breakthrough curves from soil
columns at constant water content and subject to
steady-state water flow.[7] For transient water flow,
the CDE is best solved numerically. Water fluxes in
natural, unsaturated soils are often sporadic, especially
in areas of variable rainfall (Fig. 1). Examples of simu-
lation models of chemical transport in soils are
LEACHM,[8] UNSATCHEM,[9], and RZWQM.[10]

For some scenarios, 2-D and 3-D models are neces-
sary, for e.g., leaching under drip irrigation and hill-
slope flow.

The CDE is most applicable to homogeneous soils.
Structured and heterogeneous soils have cracks and
channels giving rise to preferential water and chemical
flow paths, and many soils exhibit more complex
chemical and microbial reactions. Conceptually, soil
porosity can be divided into immobile, mobile, and
preferential flow regions. Preferential flow takes place

Fig. 1 An example of simulated daily water fluxes in a clay
loam soil, using daily rainfall for Adelaide, Australia.
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through larger pores and cracks. Water and solutes are
transported very rapidly in these channels, and bypass
the soil matrix, so there is little opportunity for sorp-
tion or degradation. Conversely, solute-free water
flowing in preferential pathways may bypass chemical
in the matrix, leading to less leaching. Preferential flow
is important during periods of intense rainfall or irri-
gation, when surface runoff and ponding can lead to
ingress into cracks and channels. Preferential flow is
difficult to predict or quantify. An example of a model
that describes preferential flow is MACRO.[11]

Capacity, or tipping-bucket models offer a simpler
approach to solute transport simulation. Water mov-
ing between soil layers moves dissolved chemical,
which then mixes with the water in the receiving layer,
and the mixed concentration moves to the next
layer.[12]

Assessments of chemical transport in natural soils
need to take spatial and temporal variability into
account. Downward water fluxes in soil are inter-
mittent and sometimes, especially in arid climates,
infrequent. This means that solutes can accumulate in
subsoils until flushed during periods of heavier rain.
So while leaching may be frequent and regular in tem-
perate humid climates, it may be infrequent in more
arid areas (Fig. 2).

CONCLUSION

The recognition of spatial variability has led to
increased efforts to combine GIS and simulation mod-
els in order to describe solute transport on a farm and
catchment scale, accounting for soil, land management,
vegetation, and terrain differences. Soil leaching models
focus on processes described at the soil profile. Upscal-
ing to larger areas require boundary conditions to be
described in more detail, which means that output from
associated surface hydrology, groundwater, and crop
models need to be reflected. Describing solute leaching
on a catchment scale, accounting for management,
spatial, and climatic variability, is a current priority.
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Stomatal Responses to the Environment: Quantifying

Matthias Langensiepen
Department of Modeling Plant Systems, Institute of Crop Science, Humboldt University
of Berlin, Berlin, Germany

INTRODUCTION

Plants transpire water into the atmosphere through
stomata that are tiny openings embedded in green
plant surface tissues. The width of each pore is altered
by changes in guard cell osmotic pressure, which is
determined by solute influx in response to a proton-
motive force created by plasma membrane Hþ-
ATPases. Alterations of environmental state variables
such as soil water, air vapor pressure deficit, light,
nutrition availability, air carbon dioxide concentration
and others, directly or indirectly, activate signal trans-
duction pathways that transmit information through-
out the plant. Stomatal responses to the environment
are a result of various metabolic reactions that are trig-
gered by this information. Stomatal closing or open-
ing is thus highly co-ordinated, causing difficulties in
finding adequate mathematical expressions for sim-
ulating stomatal behavior. As water resources are get-
ting increasingly scarce, there is yet a growing need for
finding expressions that can be practically applied in
quantifying stomatal control of transpiration. The fol-
lowing gives an overview over practical methodologies
that are frequently applied in quantifying stomatal
responses to the principal controlling environmental
factors: air vapor pressure deficit, water, carbon
dioxide, and light.

VAPOR PRESSURE DEFICIT

When a plant leaf is exposed to dry air, vapor partial
pressure deficit (VPD) causes a local cellular water
stress in the leaf epidermis that feeds back on stomatal
aperture.[1] The exact mechanisms remain unclear; but
there is mounting evidence that stomata sense the tran-
spiration rate induced by VPD.[2–4] Leaf transpiration
El can thus be determined by the product of a propor-
tionality factor (stomatal conductance glv) and the
vapor partial pressure difference between the leaf
mesophyll emv and the surrounding air and eav, which
is the driving force:

El ¼ glvðemv � eavÞ ð1Þ

The stomatal response to VPD is frequently deter-
mined by solving Eq. (1) for glv and measuring vapor

flux, leaf temperature, and ambient air humidity with
vapor diffusion porometers.[5]

SOIL WATER, CHEMICAL AND
HYDRAULIC SIGNALING

Plants can be divided into two distinctive groups
according to their responses to changing VPD and soil
water availability:[6,7] Anisohydric plants adjust their
leaf water potential according to variations of both
factors. Isohydric plants, in contrast, maintain their
leaf water status over wide ranges of vapor pressure
deficits and soil water availabilities. This phenomenon
is a consequence of decreased stomatal conductance,
which is triggered by increased concentrations of
abscisic acid (ABA) in the sap-conducting system.[8]

ABA is synthesized in leaves and root tissues depend-
ing on the level of water stress experienced by these
organs. Under steady-state conditions, leaf ABA con-
centrations [ABA] can be empirically modeled as the
balance between total ABA synthesis, dilution in the
water flux F [see Eq. (3) below], and an effective
ABA sequestration rate a:[9]

½ABA� ¼ �lrCr � llCl

VwðF þ aÞ ð2Þ

where l is an ABA synthesis coefficient, C the water
potential (r, root; l, leaf epidermis), Vw the partial
molal volume of water, and F the water flux from the
roots to the canopy. The flexible parameterization of
l allows the application of Eq. (2) for a variety of con-
ditions including anisohydric behavior. Other plant
hormones (auxins and cytokinins) are known to affect
stomatal behavior as well,[10] but there are no prac-
tical methodologies available yet for quantifying
these effects.

The water flux from soil to leaves F is often
expressed with a simple catenary model,[11] which gives
the relationship between steady-state flow and the
water potentials within the hydraulic system:

F ¼ �K
dC
dx

ð3Þ

where K is the hydraulic conductivity expressed per
unit leaf area and dC/dx the water potential gradient
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driving flow. The hydraulic system is commonly discre-
tized into characteristic subunits that reflect known
conductivity variations along the soil–plant path-
way.[12] The usage of capacitance, voltage, or diode
analogues must be taken into consideration when
the assumption of a steady-state flow condition is
violated.[5,13]

The actual ABA effect on stomata is modulated by
the pH concentration of the plant sap, which is affected
by inorganic and organic nutrition cycling within the
sap-conducting system.[1,14] Information is still lacking
about the nature of the underlying mechanisms.
Tardieu and Davies[7] formulated a simplified model
that accounts for the effects of hydraulic and chemical
signaling through ABA on leaf conductance:

glc ¼ glc min þ ðglc max � glc minÞ
� exp �½ABA� expðdClÞf g ð4Þ

where is the basal sensitivity of stomatal conductance
to [ABA] at Cl ¼ 0 and d is an empirical factor
accounting for the increase in stomatal sensitivity to
[ABA] as Cl falls. glc is the leaf carbon dioxide con-
ductance that can be correlated to leaf vapor conduc-
tance, glw, as both gases pass through the same
transport system:[7]

glw ¼ 0:62glc ð5Þ

CARBON DIOXIDE

Carbon dioxide concentrations in the intercellular
spaces ci affect stomatal conductance through a num-
ber of metabolic processes that have not been clearly
identified yet.[15,16] It has been hypothesized that
alterations of chloroplastic levels of zeaxanthin play
a key role in integrating CO2 and light sensing.[17]

Three additional sensing mechanisms seem to exist
that independently operate under light and dark
conditions.[16] An empirical model has been proposed
by Ball, Woodrow, and Berry[18] that describes the
effect of carbon dioxide assimilation and vapor pres-
sure deficit on stomatal conductance. It was later
modified by Leuning[19] and extended by Dewar[9] for
considering additional effects of [ABA] and Cl:

gsc ¼
a1ðAnet þ RdÞ

ci 1 þ ðVPDs=D0Þ½ � � exp �½ABA� expðdClÞf g

ð6Þ

where Anet is the net assimilation rate, Rd the leaf dark
respiration rate, and ci the intercellular CO2 concen-
tration. The empirical coefficient a1 accounts for the
effects of guard cell solute balance and the mechanical

tension in its cell walls on stomatal carbon dioxide
conductance gsc, and D0 is a measure for the relation
between hydraulic conductivity along the epidermal
guard cell pathway and the mechanical tension of the
cell walls (further theoretical explanations and calcu-
lation procedures can be found in Dewar[9] and
Buckley, Mott, and Farquhar[20]).

LIGHT

Stomata have a strong sensitivity to quantitative and
qualitative changes of the light environment. Receptor
pigments located in the guard cells sense alterations
of the light environment and have a direct effect on
stomatal aperture.[21,22] There are also two other
unknown sensors located in the guard cells that
indirectly trace alterations of the light environment
through changes in intercellular partial CO2 pressures,
which are influenced by the intensity of photosynthetic
activity.[23] In spite of this lack of knowledge, many
experiments show strong correlations between light
absorption and stomatal conductance. They can be
established by parallel measurements of stomatal
conductance and impinging photosynthetically active
radiation, which should be performed under known
soil-moisture supply conditions to trace possible effects
of water stress.[24] An inverse hyperbolic function is a
frequently applied model for quantifying stomatal
responses to light:[25]

glv ¼
glv max

1 þ ðM=PARÞ ð7Þ

where PAR is the photosynthetically active radiation,
M an empirical curve fitting coefficient, and glv the leaf
vapor conductance defined as

glv ¼
1

ð1=gsvÞ þ ð1=gbvÞ
ð8Þ

where gsv is the stomatal conductance and gbv the leaf
boundary layer conductance. When glv is determined
under the standardized flow conditions of diffusion
porometers, fixed values are assigned to the boundary
layer conductance. However, when determined under
ambient conditions, gbv must be adapted to account
for variable laminar air flow (see Jones[5] for calcu-
lation procedures).

INTEGRATION OF ENVIRONMENTAL
RESPONSES

The individual factors influencing stomatal conduc-
tance are typically summarized by the application of
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simplified approaches such as the frequently used
multiplicative model initially proposed by Jarvis:[26]

glv ¼ glvðPARÞ � fðVPDbÞ � fðClÞ
� fðABAlÞ � fðciÞ � fð� � �Þ ð9Þ

where glv(PAR) defines the response of leaf conduc-
tance to photosynthetically active radiation and the
zero to unity functions account for other known
stomatal responses. It must be cautioned that the
Jarvis model is limited by a lack of considering any
interaction or feedback responses[27] (see Jones[5] for
further explanations and alternative approaches).
However, in spite of the complexity of stomatal regu-
lation, it is one of the few approaches that can actually
be applied under practical conditions.

CONCLUSIONS

Modeling plant transpiration requires quantitative
information about stomatal responses to environmen-
tal factors. The complex nature of plant metabolic
networks controlling stomatal behavior causes diffi-
culties in finding corresponding mathematical func-
tions. The simulation of stomatal behavior must thus
be still largely based on empirical observation. Future
advances in understanding the molecular basis of
stomatal regulation will provide the theoretical basis
for improving stomatal response functions.
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Phillips, N.; Schäfer, K.V.R. Survey and synthesis of
intra- and interspecific variation in stomatal sensitivity
to vapor pressure deficit. Plant Cell Environ. 1999, 22,
1515–1526.

5. Jones, H.G. Plants and Microclimate, 2nd Ed.;
Cambridge University Press: Cambridge, 1992.

6. Stocker, O. Die Abhängigkeit der Transpiration von

den Umweltfaktoren. In Encyclopedia of Plant Physi-
ology; Ruhland, W., Ed.; Springer: Berlin, 1956;
436–488.

7. Tardieu, F.; Davies, W.J. Integration of hydraulic and
chemical signalling in the control of stomatal conduc-
tance and water status of droughted plants. Plant Cell
Environ. 1993, 16, 341–349.

8. Tardieu, F.; Simonneau, T. Variability among species
of stomatal control under fluctuating soil water sta-
tus and evaporative demand: modelling isohydric

and anisohydric behaviours. J. Exp. Bot. 1998, 49,
419–432.

9. Dewar, R.C. The Ball–Berry–Leuning and Tardieu–

Davis stomatal models: synthesis and extension within
a spatially aggregated picture of guard cell function.
Plant Cell Environ. 2002, 25, 1383–1398.

10. Srivastava, L.M. Plant Growth and Development, 1st
Ed.; Academic Press: Orlando, 2002.

11. van den Honert, M. Water transport in plants as a
catenary process. Discuss. Faraday Soc. 1948, 3,

146–153.
12. Sperry, J.S.; Adler, F.R.; Campbell, G.S.; Comstock,

J.P. Limitation of plant use by rhizosphere and xylem

conductance: results from a model. Plant Cell Environ.
1998, 21, 347–359.

13. Moreshet, S.; Fuchs, M.; Cohen, Y.; Cohen, Y.;

Langensiepen, M. Water transport characteristics of
cotton as affected by drip irrigation layout. Agron. J.
1996, 88, 717–722.

14. Wilkinson, S.; Davies, W.J. ABA-based chemical signal-

ling: the co-ordination of responses to stress in plants.
Plant Cell Environ. 2002, 25, 195–210.

15. Morison, J.I.L. Intercellular CO2 concentration and

stomatal response to CO2. In Stomatal Function; Zeiger,
E., Farquhar, G.D., Cowan, I.R., Eds.; Stanford
University Press: Stanford, CA, 1987; 229–252.

16. Assmann, S.M. The cellular basis of guard cell
sensing of rising CO2. Plant Cell Environ. 1999, 22,
629–637.

17. Srivastava, A.; Zeiger, E. Guard cell zeaxanthin tracks
photosynthetically active radiation and stomatal aper-
ture in vicia faba leaves. Plant Cell Environ. 1995, 18,
813–817.

18. Ball, J.T.; Woodrow, I.E.; Berry, J.A. A model predict-
ing stomatal conductance and its contribution to the
control of photosynthesis under different environmental

conditions. In Progress in Photosynthesis Research;
Biggins, I., Ed.; Martinus-Nijhoff Publishers: Dordrecht,
The Netherlands, 1987; 221–224.

19. Leuning, R. A critical appraisal of a combined stomatal
photosynthesis model for C3 plants. Plant Cell Environ.
1995, 18, 339–355.

1156 Stomatal Responses to the Environment: Quantifying

© 2008 by Taylor & Francis Group, LLC



S
oi

ls
–S

us
pe

nd
ed

20. Buckley, T.N.; Mott, K.A.; Farquhar, G.D. A hydro-

mechanical and biochemical model of stomatal conduc-
tance. Plant Cell Environ. 2003, 26, 1767–1785.

21. Zeiger, E. The photobiology of stomatal movements.
Photomorphogenesis in Plants; Kendrick, R.E.,

Kronenberg, G.H.M., Eds.; Kluwer: Dordrecht, The
Netherlands, 1994; 683–706.

22. Zeiger, E.; Zhu, J. Role of zeaxanthin in blue

light photoreception and the modulation of light-CO2

interactions in guard cells. J. Exp. Bot. 1998, 49,
433–442.

23. Huxman, T.E.; Monson, R.K. Stomatal response of C3,
C3–C4 and C4 Flaveria species to light and intercellular
CO2 concentration: implications for the evolution of
stomatal behaviour. Plant Cell Environ. 2003, 26,

313–322.

24. Petersen, K.L.; Moreshet, S.; Fuchs, M. Stomatal

response of field-grown cotton to radiation and soil
moisture. Agron. J. 1991, 83, 1059–1065.

25. Fuchs, M. Radiative exchange and microclimate in veg-
etation canopies. In Crop Structure and Light Microcli-
mate; Varlet-Grancher, C., Bonhomme, R., Sinoquet,
H., Eds.; INRA Editions: Versailles Cedex, France,
1993; 387–400.

26. Jarvis, P.G. The interpretation of the variations in
leaf water potential and stomatal conductance found
in canopies in the field. Philos. Trans. R. Soc. Lond.

Ser. B. 1976, 273, 593–610.
27. Baldocchi, D.D.; Luxmoore, R.J.; Hatfield, J.L. Dis-

cerning the forest from the trees: an essay on scaling
canopy stomatal conductance. Agric. For. Meteorol.

1991, 54, 197–226.

Stomatal Responses to the Environment: Quantifying 1157

© 2008 by Taylor & Francis Group, LLC



S
oils–S

uspended

Storativity and Specific Yield

Hugo A. Loáiciga
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INTRODUCTION

Storativity and specific yield quantify the storage
properties of an aquifer. Thus, they are fundamentally
important to groundwater resource investigations.
Estimates of storativity and specific yield can be used
to predict changes in the volume of water stored in
an aquifer with changing groundwater levels. More-
over, storativity and specific yield affect the hydraulic
response of an aquifer to pumping. Predictions of
pumping response may influence the locations of wells
for such purposes as water supply, construction dewa-
tering, and groundwater remediation.

EFFECTIVE STRESS AND PORE-WATER
PRESSURE

Consider an enlarged, hypothetical cross-section of a
saturated aquifer matrix as shown in Fig. 1. The pore
space is occupied by water, and the mineral matrix
is assumed to be sand grains. The porous-medium sys-
tem (mineral plus water) of Fig. 1 is taken, herein, to
be a representative elementary volume (REV) of the
aquifer. The mineral matrix sustains an intergranular
or effective stress se, while the pore-water pressure
is Pw. The total stress (s) in the REV is given by
s ¼ se þ Pw. Both the water and the mineral matrix
are compressible, i.e., their volumes depend on the
stresses to which they are subjected. The compress-
ibility of water at a typical ambient temperature (e.g.,
15�C) is b ¼ 4.6 � 10�10 m2 N�1, a small number
indeed. The compressibility of a substance, water or
mineral, is the absolute value of the change in its
volume per unit change in compressive stress divided
by the initial volume of the substance, hence the
compressibility units of Pa�1 (¼m2 N�1).

The effective stress se ¼ s � Pw, in which the total
stress may be assumed to be approximately constant.
Therefore, taking differentials on both sides of the
latter stress relationship, it follows that Dse ¼ �DPw,
i.e., as the pore-water pressure increases, the effective
stress decreases, and vice versa. Aquifer dewatering
by groundwater pumping, e.g., reduces the pore-water

pressure and augments the effective stress, thus com-
pressing the mineral matrix and reducing its volume.
This is the basic mechanism that causes aquifer subsi-
dence, i.e., compaction of the aquifer and associated
lowering of the ground surface as a result of ground-
water extraction. The degree of land subsidence is a
function of the amount of change in groundwater stor-
age, and of the compressibility of the mineral matrix.
The latter is greatest in fine-textured and cohesive for-
mations. A well-known case of aquifer subsidence is
that in the lacustrine formations that underlie Mexico
City. There, the ground surface at various locations
fluctuates with the cycle of aquifer dewatering (ground
surface drops), and recharge (ground surface rises).
Aquifer subsidence is a common phenomenon associa-
ted with pumped aquifer systems throughout the
world.[1]

WATER RELEASE IN AN AQUIFER

When groundwater is pumped from an aquifer, there
results a series of water-release mechanisms. Depend-
ing on the deformation properties of the aquifer, the
significance of each specific mechanism may be
enhanced or diminished. Those mechanisms may also
overlap over time. As groundwater is pumped out of an
aquifer, its pore pressure is reduced and the effective
stress increases. The groundwater in storage expands
its volume while the mineral matrix is compacted. As
a result, some groundwater in storage is removed from
the pore space. This mechanism of water release is
primarily a strain–stress response of the aquifer to
reduced pore pressure. It occurs in confined and
unconfined aquifers, and it is accentuated by cohesive
sediments prone to compaction. In unconfined aquifers
(with a free-moving water table), a second mechanism
of water release may take place as the water table
begins to fall. Pore water is drained by gravity as the
water table recedes. Drainage of pore water is rapid
soon after pumping starts and the decline of the water
level in observation wells (i.e., the drawdown) is pro-
nounced. Some pore water continues to drain after
the water table has receded as gravitational drainage
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lags behind the rate of water-table descent. This is
caused by limited air replacement of the pore space
vacated by the falling water table. Delayed drainage
(or delayed yield) can continue for a long period of
time and contribute to further drawdown. A third
mechanism may take place in unconfined aquifers
following delayed drainage. The rate of water-table
decline decreases relative to the early phase of rapid
drainage, and the groundwater flow towards pumping
wells is essentially horizontal, driven by hydraulic
gradients.

The previous mechanisms of water release take
place primarily in aquifers formed by unconsolidated
geologic deposits whose porosity stems from the inter-
granular pore space in the aquifer matrix. This is called
primary porosity. Other aquifers, called bedrock aqui-
fers, exhibit pore water that arises largely from second-
ary porosity. In this case, the pore space is created by
dissolution cavities (such as in carbonate or karst sys-
tems), fossil cavities (in formations that have harbored
past biological activity in them), and rock fractures
and joints induced by tectonism (folding, extension,
and faulting). Fig. 2 illustrates primary and secondary
porosities. Whether primary or secondary, porosity is

defined as the volume of pore space per bulk volume
of aquifer. Groundwater in bedrock aquifers moves
through complex fracture and cavity networks driven
by hydraulic gradients from zones of natural recharge
towards wells. If aquifer recharge does not equilibrate
with the rate of pumping, the secondary pore space
may be dewatered leading to the depletion of bedrock
water and dry wells. Depending on the nature of the
fracture network and the compressibility of the rock
matrix, there may be compaction of the mineral matrix
as the water pressure in the fractures and cavities is
relieved. The magnitude of delayed drainage in a bed-
rock aquifer with a free-moving water surface depends
on the aperture of bedrock fractures and cavity dia-
meters. Very small fracture apertures hinder gravi-
tational drainage in unconfined bedrock aquifers.
Unconfined and confined bedrock aquifers are prone
to complete dewatering during droughts and have rela-
tively low sustainable groundwater yield. For example,
the sandstone aquifers of the Santa Ynez mountains
of southern California have a groundwater yield range
from 38 L min�1 to 190 L min�1. Unconsolidated
aquifers have typical yields at least one order of
magnitude greater.

STORATIVITY AND SPECIFIC YIELD

Hydrologists introduced the concepts of storativity
and specific yield to quantify the effect of changes in
hydraulic head on groundwater storage. Recall that
hydraulic head (h, dimension of L) is the mechanical
energy content of pore water per unit weight of water,
i.e., h ¼ z þ Pw/rg, in which z is the elevation head
(potential energy per unit weight of water), and Pw/rg
is the pressure head (fluid-pressure energy per unit
weight of water), where r is the density of liquid water
and g is the acceleration of gravity.

A fundamental parameter is the specific storage Ss,
which is the volume of groundwater (Vw) released
(or gained) per unit decline (or rise) in hydraulic head
and per unit bulk volume of aquifer (V ). Thus,
Ss ¼ Vw/(DhV ), dimensions of L�1. The specific sto-
rage may be related to the properties of pore water
and the mineral matrix. Let b be the compressibility
of pore water, a, the compressibility of the mineral
matrix, and n the porosity, it is possible to show that
Ss ¼ rg (a þ nb). The latter expression for the spe-
cific storage rests on the assumption that the aquifer
matrix deforms elastically, i.e., the amount of aquifer
compaction (or expansion) is proportional to the com-
pressive stress exerted on it. More complex analysis of
aquifer deformation is needed when aquifer defor-
mation is non-elastic (plastic).

The storativity (S) is a parameter that is widely used
in the analysis of compaction effects and groundwater

Fig. 2 On the left, primary porosity in a sand aquifer. On
the right, secondary porosity in a dolomite aquifer. The
arrowed line denotes pore-water pathway.

Fig. 1 An enlarged cross-section of the pore space in a satu-
rated sand.
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release in aquifers. S is the volume of groundwater
released (or gained) per unit decline (or rise) in
hydraulic head and per unit (horizontal) area of aqui-
fer (A), S ¼ Vw/(DhA), a dimensionless parameter.
Let b be the thickness of a confined aquifer, then
S ¼ bSs ¼ brg(a þ nb) is the relationship that links
the specific storage to the storativity. This relationship
is useful to establish a lower bound for the storativity
when the porosity and aquifer thickness are known.
For example, if b ¼ 10 m and n ¼ 0.3, then that lower
bound is given by (ignoring the effect of mineral matrix
compressibility) brgnb ¼ 10 m � 1000 kg m�3 �
9.8m s�2 � 0.30 � 4.6 � 10�10m2 N�1 ¼ 1.4 � 10�5.

Generally, the storativity, instead of the specific sto-
rage, is the preferred parameter in the study of aqui-
fers. This is so because the storativity is more prone
to empirical estimation than the specific storage. The
storativity may be estimated by means of pumping
tests. It can also be inferred from maps of hydraulic
head drawn at two different times if the groundwater
pumped (or recharged) between those dates in the
mapped area is known. The latter inference is possible
by a direct application of the definition of storativity
based on the water withdrawn (or recharged) to an
aquifer per unit area and per unit decline (or rise) of
the hydraulic head. Numerical methods generically
known as ‘‘inversion theory’’ are also used to estimate
S and Sy, as well as other aquifer parameters. The
storativity of most confined aquifers is on the order
of 10�5 to 10�3.

The storativity is used to characterize unconfined
aquifers also, where changes in groundwater storage
are caused by the fall or rise of the water table. Recall
that unconfined aquifers may release pore water by
compaction of the mineral matrix as well as by gravi-
tational drainage. The specific yield (Sy) was intro-
duced to differentiate between these two mechanisms
of water release. Specifically, Sy represents the volume
of groundwater released by pore-water drainage per
unit drop in the water table and per unit (horizontal)
area of unconfined aquifer. It is a dimensionless

parameter. If the saturated thickness of an unconfined
aquifer is denoted by bs, the storativity in an uncon-
fined aquifer may be written as the sum of two terms.
One term reflects water release by drainage while
another accounts for aquifer compaction. Specifically,
S ¼ Sy þ bsSs. The term involving the specific storage
Ss captures the role of aquifer compaction on water
release in the last equation. In unconfined aquifers
formed by coarse sediments (sand and gravel), the spe-
cific yield is much larger than the specific storage and
S � Sy. In fine-textured, unconfined, aquifers, drain-
age is negligible and S � bsSs.

From the definition of specific yield, there arises
a relationship between the porosity (n) and what is
called the specific retention, Sr. The specific retention
is the volume of pore water held against gravitational
drainage per unit bulk volume of aquifer (Sr is a
dimensionless parameter). Clearly, n ¼ Sy þ Sr. The
specific yield is less than porosity, an intuitive fact
imposed by the impossibility of draining more water
from pore space than was originally held in it. The
specific yield ranges between 0.1 and 0.3 in most
unconfined aquifers.

FIELD ESTIMATION OF STORATIVITY AND
SPECIFIC YIELD

The preferred method to estimate storativity and
specific yield is via pumping tests, and, in particular,
pumping tests in which there is at least one observation
well where measurements of the time-dependent draw-
down are made at a distance from the pumping well.
If properly designed and executed, pumping tests
produce representative storativity and specific-yield
estimates that average out geological variability over
tens to hundreds of meters. These are the most useful
estimates in the analysis of aquifer response to human
and natural stresses. The classical analysis of pumping-
test data relies on several assumptions, i.e., a large,
homogeneous, aquifer with isotropic radial flow

Fig. 3 Drawdown data in an observation well
22.25 m away from a well pumped at a constant
rate of 4088 L min�1 in an unconfined aquifer in

Fairborn, Ohio. Source: From Ref.[4].
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towards a fully penetrating pumping well. The theory
and practice of pumping-test analysis[2] is beyond the
scope of this article. Herein, we highlight the role of
pumping-test data in the interpretation of specific yield
and storativity.

Consider the drawdown vs. time data collected dur-
ing a pumping test in an unconfined aquifer, which has
been graphed in Fig. 3. The drawdown is pronounced
during the first four minutes. This is caused by aquifer
compaction and rapid gravitational drainage. Some
authors[3] define an early-time apparent specific yield
to describe the water-release mechanism during this
early phase. The early-time specific yield for the data
in Fig. 3 was estimated to be approximately 3 �
10�3.[4] In the interval between 4 min and 30 min, the
rate of drawdown levels off as gravitational drainage
diminishes. Thereafter, the rate of drawdown
increases and is sustained by delayed drainage
through the last observation taken 3000 min after
pumping started. This latter drawdown phase is
associated with a later-time specific yield[3] that was
estimated in Ref.[4] to be approximately 0.1.

Fig. 4 shows pumping test data for a semiconfined
aquifer in Pixley, California. The aquifer has suffered
considerable subsidence from prolonged pumping.
The mechanism of groundwater release in this instance
is matrix compaction and water expansion as the aqui-
fer is depressurized by pumping. Based on the data in
Fig. 4, the storativity was estimated at 4 � 10�5.[4]

FIELD CONDITIONS AND RANGE OF VALUES

Specific yields for unconfined aquifers generally range
from 0.1 to 0.3. They are less than 0.02 for most aqui-
cludes (i.e., formations with very low water-bearing
capacity) Table 1 lists representative ranges of specific

yield for different types of unconsolidated sediment.
Generally, specific yield increases with particle size
and degree of sorting. Due to a larger surface area
per unit volume and smaller pores, fine-grained sedi-
ment holds more water against the force of gravity.
Multiplying the specific yield of an unconfined aquifer
by its total saturated volume gives an indication of the
maximum usable volume of water stored in the aquifer.

Sorting also affects specific yield because it impacts
the porosity of unconsolidated sediment. Thus, a
coarse sand mixed with silt has a lower specific yield
than uniform coarse sand. This is so because the small
silt particles fill spaces between the larger sand parti-
cles, thus reducing total porosity in the mixed sand
relative to that of the uniform sand.[6] Clay has a high
porosity, sometimes exceeding 0.50, but a low specific
yield, due to a large surface of clay plates per unit
volume and tiny pore spaces.

Specific yield values are lower for detrital sedimen-
tary rocks (e.g., conglomerate, sandstone, siltstone,

Fig. 4 Drawdown data in an observation well
467 m away from a well pumped at a constant
rate of 2839 L min�1 in a semiconfined aquifer
in Pixley, California. Source: From Ref.[4].

Table 1 Representative ranges of specific yield for

unconsolidated sediment

Sediment Range of specific yield, Sy

Clay 0.01–0.18

Silt 0.01–0.39

Loess 0.14–0.22

Fine sand 0.01–0.46

Medium sand 0.16–0.46

Coarse sand 0.18–0.43

Eolian sand 0.32–0.47

Fine gravel 0.13–0.40

Medium gravel 0.17–0.44

Coarse gravel 0.18–0.43

Source: From Ref.[5].
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and shale) than their unconsolidated counterparts.
Cement fills pore spaces in such rocks, creating smaller
and less connected pores. Moreover, specific yield
values are extremely low (less than 0.01) in most
unweathered chemical sedimentary, igneous, and meta-
morphic rocks due to a low effective (interconnected)
porosity.[7] Secondary porosity from weathering and
fracturing increases specific yield in consolidated rocks.
Weathering and fracturing are most common within
20 m of the land surface, but may extend to depths of
100 m in tropical regions.[7] Underground solution also
enhances porosity and specific yield, especially in car-
bonates (e.g., limestone) and evaporites (e.g., gypsum
and halite). Table 2 presents specific yield ranges for
sedimentary formations.

Storativity values are much lower in confined aqui-
fers than specific yield values in unconfined aquifers.
Water-release mechanisms in confined aquifers (com-
pression of aquifer solids and water expansion) release
small amounts of water per unit decline in hydraulic
head compared to those in unconfined aquifers (grav-
ity drainage). During pumping, small storativity values
in confined aquifers result in rapid expansion of cones
of depression. Interference of expanding cones around
adjacent wells occurs more rapidly in confined aqui-
fers than in unconfined ones. Substantial declines in
hydraulic head over large areas are needed to produce
large amounts of water. Thus, confined aquifers are
more vulnerable to being overexploited. For example,
the potentiometric surface of the Trinity aquifer
beneath Dallas and Fort Worth, Texas has declined
more than 200 m over the past century.[8] However,
the land surface above the aquifer has incurred negli-
gible subsidence due to the granular structure of the
aquifer and overlying rock aquicludes.

CONCLUSION

The previous review of specific yield and storativity
highlights the importance of these parameters in all
aspects of groundwater hydrology. They play a role
in important processes of aquifer compaction and
expansion at the pore scale. Furthermore, they are very
useful in characterizing the response of aquifers to
pumping and recharge at the field and regional scales.
Specific yield and storativity become indispensable in
the numerical simulation of transient aquifer flow.
The combined application of pumping tests and
inverse theory is a powerful tool for their estimation
and interpretation.
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Source: From Ref.[5].
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Stormwater Management

Derek B. Booth
Center for Water and Watershed Studies, University of Washington,
Seattle, Washington, U.S.A.

INTRODUCTION

Stormwater management is the term broadly applied
to how runoff from human-disturbed landscapes is col-
lected, treated, and conveyed. Its focus is typically in
urban and suburban areas, where changes to natural
hydrologic processes are commonly severe and their
consequences are most problematic.

WHY DOES STORMWATER NEED
TO BE MANAGED?

The need for stormwater management of any type
results from the changes to the land that accompany
urban development. Wherever grasslands and forests
are replaced by rooftops and roads, the movement of
water across the landscape is radically altered. Flood-
ing, channel erosion, landsliding, and destruction of
aquatic habitat are some of the unanticipated changes
that can result from these alterations, recognized by
many decades of studies because of the loss of both
lives and property that sometimes result. With urbani-
zation, stream channels expand catastrophically to
consume adjacent land never before affected by either
flooding or erosion, sediment inundates low-lying
areas seemingly far away from active channels, storm-
water facilities are overwhelmed by frequent flows far
beyond their design capabilities, and populations of
aquatic organisms are decimated.[1,2]

Nearly all of these problems result from one under-
lying cause: loss of the water-retaining function of the
soil in the urban landscape. This loss may be literal, in
that the loose upper layers of the soil are stripped away
to provide a better foundation for roads and buildings.
The loss may also be functional if the soil remains, but
precipitation is denied access to it by paving or roof-
tops. In either case, a stormwater runoff reservoir of
tremendous volume is removed from the stormwater
runoff system; water that may have lingered in this res-
ervoir for a few hours or a few days or many weeks
now flows rapidly across the land surface and arrives
at the stream channel in short, concentrated bursts of
high discharge (Fig. 1).

STORMWATER MANAGEMENT FACILITIES

Conveyance Facilities

Stormwater management is intended to reduce or elim-
inate the human and ecological consequences of these
landscape alterations to the natural hydrologic cycle.
Most commonly, stormwater management is accom-
plished through constructed facilities, which can be
grouped into a few basic types depending on their pri-
mary function: conveyance, water-quantity reduction,
or water-quality improvement. Conveyance facilities
simply move water from one place to another with
the least impact or inconvenience to people and
human infrastructure. Pipes, channels, swales, and
ditches are all conveyance facilities. In many cities,
sanitary sewers have also been used to carry storm-
water, presenting an attractive, broadly distributed
network for collecting and disposing of wet-weather
flows. During large storm events, however, overflows
of sanitary sewers from such combined systems are
common because the pipes and treatment facilities
are generally sized for the relatively uniform loading
of residential and commercial water use and disposal,
not the brief (but extreme) discharges of runoff. As
treatment requirements for wastewater discharges have
increased, overflows (i.e., releases of untreated storm-
water plus sewage into receiving waters) have become
less acceptable, and the increased peak volumes of
stormwater runoff arriving at the treatment plant have
required ever-expanding (and costly) treatment facili-
ties. Efforts to separate once-combined storm/sanitary
sewers are therefore becoming much more common.

The natural channel network is also commonly used
as a stormwater conveyance system, one with seem-
ingly little associated costs because the channel system
already exists. Hidden or deferred expenditures,
however, are a common legacy of using once-natural
channels in this fashion—geomorphic adjustment of
the channel form as a result of increased discharge
can lead to channel expansion, incision, or lateral
migration; changes to the flow regime and introduction
of contaminants can degrade or eliminate instream
biota.[4] Once this strategy has been initiated, how-
ever, removing stormwater from these channels or
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adequately treating it for both quantity and quality is
extremely expensive and typically ineffectual.

Water Quantity Facilities

Performance Goals

Facilities designed for water quantity control generally
seek to achieve one of two common goals. The first is
a classic approach to stormwater management and
is called peak discharge control (or conveyance con-
trol). Its guiding principle is to hold postdevelopment
peak discharges to their predevelopment peak dis-
charges for a given rainstorm (the ‘‘design storm’’).
If such a goal is met, areas adjacent to downstream
conveyances (be they natural streams or constructed
pipes or channels) should experience no more frequent
episodes of flooding.[5] However, the duration of any
given peak discharge will normally increase because
the total volume of stormwater increases after develop-
ment. If the control of peak discharge is successful,
that additional runoff volume must be released by
increasing the time over which it occurs. Thus, flood-
ing, when it does occur, will persist for much longer
than under predevelopment conditions. Sediment
transport in natural downstream systems, and thus
stream channel erosion and deposition, will also be
more vigorous because transport conditions will persist
for longer; thus, channel morphology may change
substantially.

In recognition of the shortcomings of peak dis-
charge control, greater attention has been paid to the
aggregate duration of flows above a selected discharge

(typically, one that is sufficient to transport sediment
on the bed of a natural channel). The goal of such
‘‘duration controls’’ is to hold the aggregate durations
of these moderate postdevelopment discharges to their
corresponding predevelopment durations, as deter-
mined over a long (and continuous) record of rainfall
and runoff. Note, however, that only the aggregate
durations are analyzed. In other words, there is no
guarantee that a specific rainstorm will meet this cri-
terion in isolation. Rather, when we consider the accu-
mulated period of time that the stream’s flow exceeded
a chosen value, over all storms in the rainfall record,
the postdevelopment time does not exceed the pre-
development time. This requires a hydrologic analysis
that uses a continuous rainfall record, not a discrete
design storm ‘‘event.’’ The advantage of this goal is
that it achieves all of the benefits of peak discharge
control, and it should maintain the overall pattern
and magnitude of sediment transport in the down-
stream channel. However, the timing and pattern of
sediment-transporting events, particularly their season-
ality, will differ in the pre- and postdevelopment
conditions (with potential consequences for instream
biota). This goal also requires substantially larger
stormwater facilities than for conveyance control
because a much greater volume of runoff must be
managed for a much longer period.[6]

Implementation Approaches

Achieving either of these water-quantity performance
goals requires a method to manage the greater volume
of stormwater that accompanies urban development.
The most common approach is a constructed facility
known as a detention pond (Fig. 2), designed to release

Fig. 2 Detention pond serving a residential development
and constructed to a peak discharge standard in the late
1980s, King County, Washington. Inlet channel functions
as bioswale (visible at left); outlet drains under road to right.

Fig. 1 Hydrographs from two nearby watersheds in western
Washington, displaying dramatically different responses to

the same rainfall over a 1-month period in the early winter.
Novelty Hill is an undeveloped watershed, whereas Klahanie
is fully built out to suburban densities. Source: Data from

Mark Wigmosta, University of Washington, and Ref.[3].
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runoff from a developed area more slowly than it is
produced off the land surface. Because the intended
outflow is less than the inflow, an excess volume of
runoff is present, which must be (temporarily) stored
and subsequently released at a controlled rate—
this is why a ‘‘pond’’ is needed. The release rate is
determined by the size of the contributing watershed
area and the chosen goal of the detention (peak dis-
charge or duration control). The pond can function
in that fashion, however, only for as long as its total
volume is not exceeded. Once flows spill over the top
of the pond, no runoff control is possible and damag-
ing downstream flows are normally assured. Thus,
pond volume is the ultimate determinant of perfor-
mance, as the ‘‘excess’’ water input must be stored
while awaiting (delayed) release. The outflowing dis-
charge can always be changed by simple adjustment
of the pond outlets, but the pond volume (i.e., the
depth and footprint of the facility) can almost never
be changed after construction. Ponds are easy to con-
struct and maintain, they can be accommodated on
almost any site, the design methodologies are well
established (although not always well executed), and
their performance is generally not soil dependent.
However, ponds release all of the catchment’s runoff
as surface flow at a single point of discharge, which
does not necessarily mimic the predevelopment pattern
of runoff delivery to downstream watercourses. Stan-
dard detention ponds also provide minimal water
quality benefits.

Infiltration (also known as retention) ponds and
trenches form a second broad category of water quan-
tity control facility. Their principle is to reintroduce
runoff from developed areas back into the ground by
infiltration. As with detention ponds, however, the rate
of infiltration from the pond area is almost always
slower than the rate at which runoff is produced
from the developed area, and so the excess must be
(temporarily) stored. Infiltration ponds can be com-
bined with detention ponds (in sequence or as part of
the same facility) to allow some surface discharge of
large runoff volumes together with infiltration of lesser
volumes. As a partial or total water quantity approach,
infiltration ponds largely mimic predevelopment runoff
process in humid climates in which subsurface flow
predominates, and they can provide substantial water
quality benefits. They are not well suited everywhere,
however, because their performance is very soil
dependent and they are easily clogged, especially by
construction-related sediment. They also require care-
ful site evaluation, design, and attentive maintenance
after construction. Although the water quality of the
runoff is generally improved by these facilities, infil-
trating surface water contaminants may compromise
the water quality of the groundwater.[7]

A recent variant on formal, centralized infiltration
facilities is the distribution of infiltration sites and
small-scale facilities across the developed landscape.
In combination with more opportunistic site design
that takes advantage of intrinsic features such as
infiltrative soils, existing watercourses, and mature
native vegetation, this suite of runoff management
strategies is known as ‘‘low-impact development.’’

Water quantity can also be managed by routing
some fraction of the runoff collected from developed
areas around a flood-prone or otherwise sensitive
stream reach, normally via pipeline, to an eventual dis-
charge in a much larger water body (such as a major
river, lake, or ocean) that is unaffected by the relatively
modest additional input of untreated runoff. These
bypass pipelines do not necessarily ‘‘pipe the stream,’’
particularly if the collected runoff originates only from
paved surfaces. They reduce total postdevelopment
runoff volume in non-infiltrative soils and can provide
nearly fail-safe reductions of peak flows and/or flow
durations if properly designed. They consume minimal
land area and are nearly as feasible in previously
developed areas as in newly developing areas. Depend-
ing on their design, however, bypass pipelines may
alter the predevelopment flow regime by leaving small
and moderate discharges from paved surfaces nearly
unaffected, or, conversely, they may eliminate all base-
flow once contributed from now paved upland areas.
As with detention ponds, they also provide no water
quality benefits and release all runoff as surface flow
at a point discharge.

Water Quality Facilities

Water quality facilities are also selected and designed
with an implicit or explicit performance goal. Gener-
ally, a return to predevelopment water chemistry is
not sought because neither model nor empirical results
suggest this is ever achieved in the runoff from urban
or suburban development. Instead, removal efficiency
is specified for one or more target pollutants, together
with a particular maximum volume of runoff to be
treated. Typical performance standards in the United
States are for 80% removal of total suspended solids
and 50% removal of phosphorus and dissolved metals,
and treatment of a 6-month 24-hr storm (i.e., the 24-hr
storm volume that is exceeded only twice in an average
year, which in humid climates results in treatment of
about 90% of the total annual runoff volume).[8]

Facilities for water quality improvement rely on a
range of processes that remove impurities from the
water column: physical processes, such as filtration or
sedimentation; chemical processes, such as sorption
or precipitation; and biological processes, such as
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uptake or bacterial transformation. Combination of
physical and chemical processes, such as flocculation
followed by sedimentation, are also common
approaches. The facilities themselves comprise a range
of types, including settling ponds, tanks, or vaults, with
a permanent pool of standing or only slow-flowing
water; linear channels lined with vegetation (known
as biofiltration swales or bioswales); and constructed
filters using a variety of natural or synthetic media.
Water quality facilities also include applications as
simple as straw bales staked across a shallow water-
course, or as sophisticated as patented, hydraulically
designed tanks that separate debris from water as
water passes through them.

CONCLUSION

The effectiveness of stormwater management varies
greatly and is a function of the articulated objectives
of the management effort, the appropriateness of the
strategy or strategies chosen to implement those objec-
tives, and the long-term maintenance of any facilities
that are ultimately constructed.
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Streambank Stabilization

F. Douglas Shields Jr.
National Sedimentation Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Oxford, Mississippi, U.S.A.

INTRODUCTION

Streambank erosion is a serious worldwide problem,
causing many millions of dollars in damages to
riparian lands and structures each year. Streambank
stabilization refers to the practice of preventing
streambank erosion using erosion control structures
or materials. In come cases stabilization involves
controlling streambank soil properties, including soil
moisture and drainage. Use of various types of veg-
etation and vegetation in combination with structures
for streambank stabilization is becoming increasingly
popular. Selection of streambank stabilization strate-
gies should begin with a good understanding of the
important processes operating at the treatment site.[1,2]

STREAMBANK EROSION

Streambank erosion processes may be classified as
local (operating over a relatively short distance) or
general (operating over a long reach). Another classi-
fication divides processes into fluvial erosion (those
related to the flow of water) and geotechnical (those
primarily due to the action of gravity). Fluvial erosion
occurs when water flowing past, over, or through the
bank erodes soil grains or aggregates. Gravity-driven
erosion occurs when bank height and angle are large
enough that gravity forces exceed soil strength. Gravity
failures usually involve the collapse of relatively large
sections of the bank.

Additional erosion processes include human and
animal traffic, freeze–thaw action, and abrasion by
waterborne ice and debris. Perhaps the most pernicious
erosion problems are caused by multiple processes
(Fig. 1). For example, fluvial erosion of the bed often
increases bank height and angle, leading to gravi-
tational failure. Materials remaining from the col-
lapsed bank are gradually removed by fluvial erosion,
leading to a resteepened profile that again fails under
gravity loading. Training and experience are needed
to reliably diagnose bank erosion processes.

DIRECT METHODS

Many bank protection methods, and selection strate-
gies have been developed.[2,3] Several of the more

common methods are listed in Table 1. Direct and con-
tinuous bank protection methods are used to stabilize
banks subjected to fluvial erosion. Blankets or layers
of material more erosion resistant than the bank soils
are used to cover the portions of the bank subjected
to erosion. These bank coverings are also called revet-
ments, and design guidelines are available from several
sources.[1,2,4–6] Vertical walls or bulkheads are also
forms of direct protection, but are less common and
generally more expensive than revetments.[1]

Perhaps the most common form of direct protection
is riprap revetment or stone blanket (Fig. 2). Riprap
is an angular stone usually obtained from a quarry.
Riprap is usually placed using heavy equipment, and
contains a wide range of stone sizes with the larger
sizes selected to resist fluvial forces and the smaller
sizes providing interlocking support and preventing
loss of underlying material through interstitial spaces.
Key aspects of riprap revetment design include blan-
ket thickness, filter layers or fabric, and treatment of
the blanket margins, particularly the lower edge[1]

(Fig. 2). A typical riprap gradation suitable for stream-
banks where the maximum velocity is less than 3 m/sec
would contain stones weighing between 10 and 100 kg.
One approach for sizing riprap is as follows[6]:

D30 ¼ S1Csy
s

s � 1

� �0:5 Udffiffiffiffiffiffiffiffiffiffiffi
K1gy
p

� �2:5

where D30 is the riprap size of which 30% is finer by
weight, S1 is a safety factor, usually between 1.1 and
1.5, Cs ¼ 0.3 for angular rock and 0.375 for rounded
rock, y is the local water depth at the bank toe, s is
the specific gravity of the stone, usually 2.5–2.7 in
freshwater, Ud is the depth-averaged velocity at the
bank toe, g is the acceleration due to gravity, K1 is a
side slope correction factor given by

K1 ¼ �0:672 þ 1:49 cotðaÞ � 0:449 cot2ðaÞ
þ 0:045 cot3ðaÞ

where a is the angle of the bank to the horizontal. This
equation is valid for values of a between 14� and 39�.[6]

Gravel, soil cement, geotextiles, brush mattresses,
concrete, asphalt, articulated mattresses made from
concrete blocks held together by wire or plastic rope,
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and many other materials have also been used for
direct protection with varying degrees of success.[1]

Less common are methods designed to change the
basic properties of bank soils using various amend-
ments.[5] Vegetation, particularly sod-forming grasses
and groundcovers, is also a form of direct protection,
as discussed below. Designers must select direct meth-
ods adequate to resist the imposed shear forces. In
addition, sometimes layers of fine material or filter
fabric must be placed between the protective layer
and the bank to prevent piping of soil particles.
Reinforcement of direct protection at its boundaries,
particularly along the lower edge parallel to the stream,
is most important.

Some direct, continuous methods are also used to
stabilize banks experiencing gravitational failures.
Slopes may be re-graded to more gradual angles, and
continuous protection such as stone blanket applied
to maintain the stability of the new slope.

INDIRECT METHODS

Indirect methods for bank stabilization include techni-
ques for diverting flows away from the bank face or
removing groundwater moving through the bank.
The former category includes building spur-like struc-
tures of wood, stone, or other materials that project
from the bank into the flow at some angle (Fig. 3).
Indirect methods can be quite effective when erosive
flows impinge on the bank, as often occurs on the con-
cave side of meanders. Sills or weirs that completely
span the flow channel may also be classified as indirect
methods because they tend to redirect overtopping
flow such that exiting vectors are at right angles to
the structure crest. Bed sills or weirs, when properly

constructed, may also be used as grade control struc-
tures that prevent bed erosion leading to gravitational
bank failure as described above. Various types of
flow diversion are also used when runoff from the
floodplain erodes the bank face as it moves toward
the stream, and these include the use of culverts, drop
pipe, and small armored drainage channels or water-
ways to conduct flow. Methods used to control subsur-
face fluvial erosion are also indirect, including
pumping out ground water, installing wicks and drains
at vertical intervals when bank slopes are recon-
structed, and reinforcing bank slopes with various
types of structural inclusions.

VEGETATION

Vegetation is becoming increasingly popular for
streambank stabilization due to its aesthetic quality,
effects on riparian habitats, and potential to improve
stream water quality.[7] Vegetation promotes bank
stability by increasing the erosion resistance of the soil,
reducing water velocities adjacent to the bank face, and
increasing resistance to gravitational failure through
reinforcing properties of roots. Vegetation reduces
bank soil moisture through transpiration. Use of veg-
etation in combination with various types of manufac-
tured materials and structures that provide protection
during the period of plant establishment and support
and reinforcement over the long term are most
common (Fig. 4).

Despite the many benefits of using vegetation for
streambank stabilization, the relationships between
vegetation and streambank properties are complex.[8]

Despite its undoubted positive effects on stabil-
ity, large, woody riparian vegetation also increases

Fig. 1 Streambank showing gravitational
failure. Man is standing on accumulated

material resulting from failure of bank in
background. This material will be rapidly
removed by fluvial erosion.
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Table 1 Selected streambank stabilization techniques

Functional group Category Method Description References

Direct methods Fabric Rolled erosion

control products

Mulch, mesh, netting, and other products sold in rolls. Secured to slope

by nail-like fasteners

[3]

Blanket or revetment Clay blanket Layer of cohesive soil, often compacted and vegetated [5]

Riprap Quarry stone of specific size gradation [1,3–6,9]

Gabions Wire baskets filled with stones [1,3–5,9]

Interlocking or

articulated blocks

Flat, rectangular blocks fastened together with wire or plastic rope or

with interlocking edges

[1,3–5,9]

Concrete Concrete slab [1,3–5]

Retaining walls Concrete Vertical retaining wall [3,4]

Timber Vertical retaining wall [3,4]

Soil bioengineering and

biotechnical methods

Grass Sod or turf. Often reinforced with various types of porous fabric or mesh [3]

Fascines �30-cm-diameter cylindrical bundles of live cuttings fastened to bank with

wire and stakes

[4,9]

Brushmattress Layers of small diameter woody cuttings secured with wire and stakes [4]

Willow stakes Cuttings 1–8 cm in diameter, planted in bank in grid fashion [4,9]

Willow posts Cuttings more than �8 cm in diameter, planted in bank in grid fashion [4]

Geogrids Mesh with large diameter openings often used in various configurations

with vegetation for soil reinforcement

[1,3–5,9]

Cribwalls Rectangular structures made of criss-crossed timbers or concrete beams

with wide openings. Often filled with soil and cuttings

[4]

Reed clump Root propagules wrapped in natural geotextile fabric to create long cylinders

that are staked into trenches excavated parallel to the flow

[3,4]

Coir or coconut

fiber rolls

Sausage-like rolls placed along bank toe parallel to flow. May be impregnated

with vegetative propagules

[1,3,4]

Indirect methods Continuous structures Board fence Fence-like structures built along bank toe parallel to flow [4,5]

Tree revetment Felled trees placed along an eroding bank, usually with butts secured to

bank in shingled fashion

[3,4]

Jacks Flow-retarding structures about 2 m high made of concrete, wood, or metal

members fastened together at their centers to resemble a toy jack. Deployed

in large, dense arrays known as jack fields

[4]

Live siltation Small-diameter cuttings placed in trenches excavated at some angle to the flow.

Cuttings protrude from the ground surface at an angle of about 45–60� to the

ground surface pointing downstream

[4]

Intermittent

structures

Spur dikes or

current deflectors

Structures that protrude from the bank into the current to displace faster-moving

flow. Referred to by many different names

[3–5]

Rootwad Felled tree with intact root ball buried in bank with root ball protruding. Usually

deployed in series along outside of bends

[4]
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gravitational loads on the bank and increases the rate
of infiltration into bank soils, thus increasing soil unit
weight and reducing soil strength. Fallen trees and
limbs may divert flows against banks, triggering ero-
sion. On high banks, gravitational failure planes may
pass under the rooting zone, where root reinforcement
will have no effect.

Vegetative techniques include soil bioengineering
(the use of living and dead plant materials for erosion
control) and biotechnical stabilization (the use of living
and dead plant materials as components within

schemes employing various types of inert materials
and structures).[9]

Vegetation is likely to become more important as a
streambank stabilization tool, but design, construction,
monitoring, and maintenance requirements are differ-
ent and perhaps more complex than for more ortho-
dox, inert materials and structures. Vegetation may
fail due to surpluses or deficits of soil moisture, infer-
tile soils, shade, competition from herbivores or exotic
plants, pests, or high flows that occur during the cru-
cial period of plant establishment.

Fig. 3 Stone spur, a form of indirect protec-
tion, used to deflect erosive flows away from

bank. Spur was made from quarried riprap.

Fig. 2 Typical riprap revetment. Source: Adapted from Ref.[4].
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CONCLUSIONS

Streambanks may be stabilized using a wide range of
techniques, but techniques must be selected with a
good understanding of the important erosion mech-
anisms operative at the treatment site in order to be
effective.
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Fig. 4 Brushlayering with
geogrids, a form of biotechnical

streambank stabilization. The
slope is constructed by placing
alternating layers of compacted

earth, geogrid, and willow cut-
tings. Cuttings rapidly root and
link layers together. Source:

Adapted from Ref.[7].
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INTRODUCTION

Summer fallow has been a controversial practice in
many semiarid regions of the United States and Canada.
Crop production in these regions has been limited by
low and variable precipitation. Summer fallow has been
practiced to increase the water available for succeeding
crops in regions that receive less than 500 mm of precipi-
tation.[1] The basic objectives of summer fallow are: 1)
maximize soil water storage; 2) make plant nutrients
available; 3) reduce soil erosion hazards; 4) minimize
energy and economic inputs; 5) control weeds during
the entire fallow period; 6) take advantage of standing
stubble to capture snow; and 7) suppress soil water
evaporation during the warm season.[2]

Summer fallow was adopted in the semiarid regions
following the dust bowl era of the 1930s in the United
States. Since then; considerable changes in equipment
and technology have taken place. Summer fallow dis-
cussions in this article will focus primarily on the semi-
arid Great Plains of the United States and Prairie
Provinces of Canada. Statements about the semiarid
Pacific Northwest will be included. Two major summer
fallow systems discussed will be winter wheat-
fallow and spring wheat-fallow. Fallow will be divided
into seasonal fallow segments that consist of after-
harvest (harvest though October), over-winter
(November through April), summer fallow (May
through October, or until seeding winter wheat), and
second over-winter for spring wheat (November until
spring wheat seeding). Summer fallow segment for this
paper will be defined as a practice where no crop was
grown and all plant growth was controlled with herbi-
cides or cultivation during the season when a crop
would normally be grown.

FALLOW PRINCIPLES

In the Great Plains, early fallow (prior to and during
the 1930s) used tillage implements that inverted and

mixed the soil for control of weeds. The number of
tillage operations ranged from 7 to 10 per season and
usually destroyed crop residue cover and soil protec-
tive clods to create a dust mulch. Dust mulches served
two purposes in summer fallow: 1) suppress weeds
from germinating and growing and 2) suppress evapo-
ration of stored soil water by creating a discontinuity in
the capillary soil pores that transport water and water
vapor to the soil surface. Variants of the dust mulch
principle are still used in the Pacific Northwest.[3]

During this same time, summer fallow and annual
crop research was conducted throughout the Great
Plains. Mathews and Army[4] summarized 450 crop–
fallow periods from 25 locations, with some locations
having 40 yr of research. They found that the average
fallow efficiency (percent of precipitation stored in
the soil during fallow) was about 16% and concluded
that most of the 84% of the precipitation lost was
due to evaporation. Key fallow efficiency principles
they found were: 1) soil water loss due to deep perco-
lation below the rooting depth of wheat was negligible
or non-existent; 2) evaporation losses were great and
fallow efficiencies were not likely to improve unless a
method of reducing evaporation losses was devised;
3) average annual runoff losses were very low and
accounted for only a negligible portion of the pre-
cipitation received during fallow; 4) fallow efficiency
decreased from the Northern Plains to Southern
Plains; and 5) the decreased fallow efficiencies were
associated with increased potential evaporation from
north to south. Their regression analysis indicated little
relationship between the total precipitation received
during fallow and fallow efficiency and that soil water
storage was not significant until large quantities of
precipitation were received.

CONSERVATION TILLAGE FALLOW

Since the soil inversion fallow era, subsurface tillage
implements and development of cost effective herbi-
cides have resulted in more wheat residue being left
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on the soil surface during the summer fallow segment.
Researchers have found that increased quantities of
surface residue significantly increased soil water sto-
rage during the fallow period in a wheat-fallow sys-
tem.[5–8] Wheat residue on the soil surface reduces
rain drop impact and prevents puddling and facilitates
water infiltration. Residues have increased fallow effi-
ciencies from about 16% for bare soils that were inten-
sively tilled to 40% for no-till.[9–11] Therefore, wheat
residue can significantly suppress evaporation losses
and greatly improve fallow efficiencies. Greater fallow
efficiencies improve wheat production, which in turn
increases residue production.[12] However, improved
fallow efficiencies, during average or above-average
precipitation years, can result in the movement of
nutrients and water below the rooting depth of wheat
grown in wheat-fallow systems causing potential
ground water problems or saline seep conditions.[13]

Saline seep conditions have become prevalent in the
northern Great Plains of the United States and Prairie
Provinces of Canada where wheat-fallow systems are
used.[13]

In the northern Great Plains, spring wheat-fallow
systems dominate. The potential for no-till to store
more soil water than intensively tilled systems is
greater for winter wheat-fallow systems than for spring
wheat-fallow systems because winter wheat produces
more residue than spring wheat, winter wheat stubble
remains standing longer than spring wheat stubble,
and winter wheat has a 14-mo fallow compared to
the longer 21-mo spring wheat fallow.[14,15] Soil water
storage for winter wheat-fallow is equal to or greater
than soil water storage for spring wheat-fallow even

though the spring wheat fallow is 21 mo. The second
over-winter segment for spring wheat follow stores
very little soil water. In regions where winter wheat–
fallow systems dominate, mostly in the central and
southern Great Plains, no-till fallow has the potential
to store more soil water during the after-harvest and
over-winter segments of fallow because of greater resi-
due production than systems in the northern Great
Plains.

Research (Tanaka and Anderson personal com-
munication) suggests that soil water storage in the cen-
tral Great Plains for the after-harvest and over-winter
fallow segments had less variability and resulted in
more soil water storage than in the northern Great
Plains (Table 1). Both locations receive 20–25% of
the yearly precipitation as snow and standing stubble
in no-till helps hold snow. In the northern Great
Plains, 70–80% of the precipitation that fell on frozen
soil in the northern Great Plains was lost as runoff [16]

resulting in low fallow efficiencies for the over-winter
segment in the northern Great Plains.[17] During the
over-winter segment in the central and southern Great
Plains, soils remain unfrozen for a longer period of
time increasing the potential to store snowmelt water.
The over-winter segment usually has the highest fallow
efficiency in the central and southern Great Plains
because evaporation and runoff are low.[2]

The summer segment of fallow has been considered
to be inefficient because of high evaporative demands.
In general, 60% or greater of the total soil water stored
during fallow occurred during the after-harvest and
over-winter segments.[18] For fallow to effectively
store soil water, three criteria must be met. First, the

Table 1 Winter wheat-fallow equations used to predict stored soil water (Y) for precipitation (x in mm) received during

each seasonal segment of fallow for Akron, CO (central Great Plains) and Sidney, MT (northern Great Plains)
(unpublished research from Tanaka and Anderson)

Akron, CO Sidney, MT

Seasonal

Segment

Fallow

Methoda Equations R2 Fallow Method Equations R2

After-harvest NT Y ¼ 60.99 � 0.43x þ 0.004x2

þ 0.0035x2
0.71b All methodsc Y ¼ 32.89 þ 0.84x 0.58b

SM Y ¼ 55.38 � 0.67x þ 0.004x2 0.50b

Over-winter NT Y ¼ 7.51 þ 0.94x 0.83b All methods Y ¼ 14.35 þ 0.40x 0.26b

SM Y ¼ 13.26 þ 1.28x � 0.005x2 0.79b

Summer fallow NT Y ¼ 75.03 þ 1.28x � 0.002x2 0.16b All methods Y ¼ 58.10 � 0.24x 0.18b

SM Y ¼ 880.58 þ 6.48x � 0.010x2 0.53b

After 14-mon
of fallow

NT Y ¼ 3826.71 � 23.46x
þ 0.050x2 � 0.0003x3

0.68b All methods Y ¼ �778.26 þ 7.70x
� 0.022x2 � 0.00002x3

0.47b

SM Y ¼ 655.61 þ 3.34x � 0.003x2 0.30b

aFallow methods include no-till (NT) and stubble-mulch (SM). Fallow details are defined by Smika[12] and Tanaka.[14]

bSignificant at 0.05 probability level.
cNo significant difference occurred among fallow methods; therefore NT, MT, and SM fallow methods were combined.
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quantity of surface residue present must be adequate to
suppress evaporation. In the northern Great Plains, at
least 2500 kg/ha must be present in mid-May before
surface residues will suppress evaporation enough to
increase soil water storage.[19] Second, soils cannot be
at or near field capacity in the soil root-zone. Fig. 1
illustrates the decrease in fallow efficiency as the soil
water storage in the after-harvest and over-winter seg-
ments increase. The efficiency for the summer segment
of fallow in the northern Great Plains was <10% when
soil water storage during the after-harvest and over-
winter segments was >120 mm. Third, precipitation
must occur in sufficient quantity and frequency to
effectively permit soil water to move deep enough into
the soil profile to significantly reduce or eliminate
evaporative losses. In the northern Great Plains,
surface residues suppressed evaporation for 10 days.
Cumulative evaporation for bare and residue covered
soil surfaces become equal if at least 10 mm of rain
did not fall within the 10-day period.[20]

Since Mathews and Army[4] developed the principles
for fallow, technology and techniques have been
developed to manage surface residues using no-till.
The best wheat-fallow systems have not been able to
exceed 40–45% fallow efficiencies. Research in the
Great Plains indicates that 60–95% of soil water
accumulation during 14- and 21-mo fallow was stored
before the summer fallow segment.[15,17] Fallow effi-
ciencies have become stagnant and farming systems
in the Great Plains need to be modified to include:
1) cropping systems that reduce the frequency of fallow
and 2) inclusion of deep rooted or full season crops
such as sunflower, safflower, soybean, or corn.[21] The
wheat-fallow cropping system may no longer be sus-
tainable in the Great Plains.[22]

SUMMER FALLOW IN THE FUTURE

Summer fallow will undoubtedly remain useful in
future dryland systems, but the frequency and length
of the fallow period may be reduced and cropping sys-
tems will include more crop diversity. In areas tra-
ditionally considered crop-fallow, the ultimate goal is
to increase soil water storage during the non-crop
periods so that continual cropping can be practiced.
Crop rotation, crop sequence, management practices,
and weather will influence the success of a cropping
system that replaces crop-fallow. The more dissimilar
the crops and their management practices, the less
opportunity individual pest species have to become
dominant.[23] New intensive cropping systems may
include fallow but fallow will be perceived in a differ-
ent way. Goals of the no-till or reduced till fallow
would be a period when plants are grown for the pur-
pose of soil building in a no-till system, enhancement
of soil water storage during the inefficient summer
fallow segment, pest control, and improvement of
environmental quality.[24] This would transform evap-
orative water loss during fallow into transpirational
water loss through plants while conserving or enhanc-
ing our natural resources.
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INTRODUCTION

The number of confined animal feeding operations
in the United States has increased dramatically over
the last half century. Manure from these operations
is most often land applied to pastures or cropland.
Runoff from land, where manure has been applied,
has been implicated in eutrophication of U.S. surface
waters. Phosphorus from these non-point sources is
of great concern in most areas of the United States
where the animal industries are concentrated. This
article discusses feed and manure treatment methods
that can be used to reduce the potential impact of
manure on surface water quality, and other manage-
ment strategies that producers can use to further
reduce these risks.

RECENT TRENDS IN ANIMAL AGRICULTURE

In recent years, the number of U.S. farms has declined,
while agricultural production has increased.[1] For
instance, swine operations have declined from just
under 1.1 million in 1965 to around 86,000 operations
in 2000.[2] The number of small swine operations (less
than 100 head) has steadily decreased since 1992, while
the number of very large operations (greater than 5000
head) has steadily increased from less than 1,000
operations in 1992 to almost 2,100 in 2000. Similar
trends occurred for poultry and cattle operations
during this period.[1] Animal operations tend to be
concentrated in geographic areas also. In 2000, 84%
of the U.S. broiler production occurred in 13 states,
mainly in the east and southeast.[2]

These trends in animal agriculture have been impor-
tant to modern agriculture, but they have also been

very important to the environment as well. Millions
of tons of animal manure are produced annually.
Many of the animal manures, such as that from swine
and dairy, contain very high moisture content (80% or
higher). While the manure contains valuable fertilizer
nutrients, transporting the manure outside of the
watershed may be cost prohibitive due to the amount
of water in the manure. Therefore, the majority
of manure is applied to pasture or crop land very
near the site of production.

ANIMAL MANURE AS A SOURCE OF
NUTRIENTS TO SURFACE WATERS

Declines in surface water quality have been attributed
to the recent trends in animal agriculture and the
application of animal manure on pastures and crop-
land. When manure is applied on pasture land, it is
generally broadcast on the surface of the soil and often
not tilled in. When a rainfall event occurs, particularly
within a few days after manure application (Fig. 1),
nutrients, pathogens, antibiotics, hormones, and metals
can enter surface water through runoff.[3,4] Nutrient
runoff, especially phosphorus (P) runoff from fields
fertilized with animal manure has received particular
attention in recent years.[5] In most surface water
reservoirs, P is the primary nutrient that limits algae
growth, or eutrophication.[6] This has been the circum-
stance in the Eucha-Spavinaw watershed in Northwest
Arkansas and Northeast Oklahoma, an area of inten-
sive poultry and swine production. Most of the manure
from these facilities is applied to forage pastures, and it
is generally applied in the spring of the year. In recent
years, extensive eutrophication has occurred in Lake
Eucha, a drinking water reservoir for Tulsa, Oklahoma,
and geosmin has been released into the water supply.
Geosmin is a chemical that is released during certain
algae blooms. While it is not harmful to human health,
geosmin gives drinking water bad taste and odor, and
is very difficult to remove through conventional water
treatment procedures.

Mention of trade name, proprietary product, or specific equipment

does not constitute a guarantee or warranty by the USDA and

does not imply its approval to the exclusion of other products that

may be suitable.
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Problems associated with P losses from fields ferti-
lized with animal manure have occurred in other areas
of the country as well. In North Carolina, recent out-
breaks of Pfisteria, a dinoflagellate that releases a toxin
that causes open sores on fish, have been blamed on
P released from swine farms.[7] Phosphorus releases
from this area of the country have been associated
not only with manure applications; in 1999, Hurricane
Floyd flooded many swine farms, causing lagoons to
overflow, and directly enter surface waters.

REDUCING POTENTIAL PHOSPHORUS
LOSSES FROM ANIMAL MANURE

There are two major methods to reduce potential P
losses from animal manure: reduce P inputs into the
animal, or reduce the solubility of P in the manure.
Phosphorus in most grains fed to livestock is in the
form of inositol hexaphosphate (phytate), a six mem-
bered carbon (C) ring with a phosphate group attached
to each C.[8] This form of P is not readily absorbed
by monogastric animals, such as swine and poultry.
Therefore, many feed rations for these species require
supplemental forms of P, such as dicalcium phosphate.
Reducing the P inputs requires the use of some tech-
nology that improves the P availability in grains. This
can be accomplished through modifying the diet with
special grains or adding enzymes to break down the
phytate molecule. Special grains used in feed refers to

varieties of corn that have been developed for their
ability to store P in forms other than phytate
(Table 1).[9] Such corn is often referred to as high
available P (HAP) corn. The future of this product
could be very promising in the livestock industry.
However, it faces two major hurdles. This variety of
corn is not as productive as most common varieties,
and there is no simple method to distinguish between
HAP corn and other varieties.

Another technology that can be used to reduce the
total P inputs in livestock rations is the use of enzymes.
Phytase is an enzyme that has received much attention
lately, because it is the enzyme that cleaves phosphate
groups from the phytate molecule.[8] It can be cultured
rather easily using various fungi, such as Aspergillus
sp., that produce exogenous phytase. This technology
has been shown[10] to reduce soluble P in swine manure
by 15% compared to swine fed normal diets (Fig. 2).
Currently, one of the major drawbacks to this
technology, is that many feeds, especially for swine,
are pelleted at temperatures high enough to denature
the phytase molecule. Another question that some
researchers have raised concerning this technology is
that manure from phytase fed animals may actually
increase soluble P in runoff. A 25% increase in P runoff
from plots fertilized with manure from nursery pigs
fed phytase diets compared to normal diets has been
noted.[10] Increased P runoff from phytase fed animals
of more than two fold (Fig. 3) compared to normal diet
animals has been seen in other studies.[11] The reasons
for these increases are not fully understood, but studies
are currently being undertaken to identify possible
explanations (Personal Communication, Philip A.
Moore, Jr., April 2002).

The other main treatment that can be used by ani-
mal production facilities is the treatment of manure

Table 1 Total and phytate bound phosphorus in normal

and HAP corn varieties

Corn type

Total phosphorus

(lb tn�1)

Phytate phosphorus

(lb tn�1)

Normal 7.6 6.4

HAP 7.8 2.6

Source: From Ref.[9].

Fig. 2 Effects of phytase amended diets and aluminum
chloride manure amendments on soluble phosphorus in
swine manure. Source: From Ref.[10].

Fig. 1 Effect of time after manure application on soluble P
runoff from pastures. Source: From Ref.[11].
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with chemical amendments to reduce P solubility.
Calcium, iron, and aluminum amendments have been
used to reduce P solubility.[12] Calcium amendments
reduced P solubility at high pH, however, at slightly
acidic pHs, thermodynamics dictate that Ca-
phosphates can dissolve, thereby releasing P. Iron
phosphates are more stable over a wide range of pH
values, however under anaerobic conditions, ferric iron
can be reduced to ferrous iron. Ferrous phosphates
generally dissociate more readily than ferric phos-
phates, thereby posing the risk of releasing P into the
environment. Aluminum phosphates are stable over
a wide range of physio-chemical environments natur-
ally occurring in soils. In fact, one of the reasons
Al-phosphates would dissociate under ‘‘normal’’ field
conditions would be very low P status in the soil solution.

Aluminum sulfate (commonly referred to as alum)
has been used in poultry litter for several years to
reduce P solubility. Phosphorus solubility in poultry
litter treated with alum was reduced as much as 99%
compared to normal poultry litter.[13] In a study with
treated and untreated poultry litter applied to plots
cropped to tall fescue, P runoff was 87% lower in plots
fertilized with alum treated litter compared to those to
which normal litter was applied.[14] In this study, P
runoff from plots fertilized with alum treated litter
was not statistically higher than plots that were
unfertilized. These two studies indicate tremendous
potential for this technology to reduce the pollution
potential from the poultry industry. Smith et al.,
demonstrated that alum could also effectively reduce
P solubility in swine manure.[15] Concern over possible
sulfide production from the sulfate in alum however
necessitated the testing of another Al chemical in liquid
manure to accomplish this goal. Aluminum chloride
was also used in this study to reduce P solubility. Both
chemicals reduced P solubility by as much as 99% and
reduced P runoff from plots fertilized with treated
manure by 84% compared to plots treated with normal
manure.

In addition to reducing the potential impacts of P
runoff, these treatments provide the added benefit of
reducing ammonia volatilization from manure. Alum
has been shown to reduce ammonia volatilization as
much as 99% in broiler houses. Swine manure treated
with aluminum chloride had 50% less ammonia loss
through volatilization compared to normal manure.[10]

This decrease in ammonia improves the air quality in
the production facility and can improve animal per-
formance as well as reduce costs associated with
heating the production facility.[13]

RISK BASED MODELS FOR
MANURE APPLICATION

Diminished water quality in watersheds with intensive
animal agriculture has caused many states to scrutinize
production practices and manure application. Most
states have adopted risk based models to aid producers
in their manure management.[16] The Arkansas P index
for pastures identifies several risk factors, including soil
test P levels, amount of P in manure, the slope and
infiltration rate of the pasture, timing of manure appli-
cation, and annual precipitation to asses the risk of
P losses from pastures after manure application.[11]

Farmers are also given credit for best management
practices. These factors are plugged into a matrix that
then assesses the risk of P loss from a specific pasture.
This risk level then aids the producer in determining
whether to apply manure at normal agronomic rates
for N, agronomic rates for P, or not apply manure at
all. Validation of this model[11] showed a strong cor-
relation between the P index value obtained from the
matrix and P lost from pastures (Fig. 4). Several other
states have worked on similar tools, and have been
generally specific to their local soil type, production
practices, and climatic conditions. Some states such
as Texas, use a similar system, but their P index incor-
porates a soil test P threshold (400 lb acre�1), above
which no manure is applied.

Fig. 4 Relationship between P index value and actual P run-
off from pastures. Source: From Ref.[11].

Fig. 3 Effect of poultry diet on soluble P runoff from pasture.
Source: From Ref.[11].
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CONCLUSION

Recent trends in animal agriculture have been increased
numbers of animals with decreasing numbers of animal
operations. These trends have restricted land available
to producers for manure application and have corre-
sponded to water quality problems associated with
non-point sources. Phosphorus induced eutrophication
has been one of the main problems associated with
animal agriculture. There are two major technologies
that can be used to reduce the potential P losses from
animal manure. They are reducing P levels in the diet
through increased P availability in grains or binding
the P in the manure with chemicals such as alum or
aluminum chloride. Phytase and HAP corn have the
potential to reduce P levels in manure as much as
20%. The question still remains as to whether or not
these technologies might increase P solubility, and
hence P runoff losses. Phosphorus solubility can be
reduced by as much as two orders of magnitude when
treated with alum or aluminum chloride. Aluminum
phosphates are stable over a wide range of naturally
occurring soil conditions, thereby reducing the risk of
bio-available P losses.

Many states are currently searching for methods
to aid producers in manure management. One of the
most common trends for this is the use of a P index.
These are site-specific risk assessment tools used to
identify fields that are susceptible to P losses. The P
indices then provide a manure application rate for
the producer.
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Surface Water: Nitrogen Enrichment
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INTRODUCTION

Nitrogen is essential for plant growth and comprises
nearly 79% of the earth’s atmosphere in the form of
N2 gas. In order for nitrogen to be used for plant
growth, it must be ‘‘fixed’’ in the form of ammonium
(NH4) or nitrate (NO3). In the terrestrial nitrogen
cycle, microbes break down organic matter to produce
much of the available nitrogen in soils. Nitrate is com-
pletely soluble in water and it is not adsorbed to clay
particles; therefore, it is vulnerable to being leached
out of the soil by percolating rainfall or irrigation
water. Generally, the movement of nitrogen can be
described in three ways: 1) upward, crop uptake and
gaseous loss; 2) downward, as leaching to ground-
water; and 3) lateral, via surface and subsurface flow
to surface waters. The nitrogen cycle under arable soils
is shown in Fig. 1.

NITRATE LEVELS IN SURFACE WATERS

The natural water quality of a river will be determined
primarily by the catchment soil type and underlying
geology to which water, falling on the catchment as
rain, is exposed as it drains to the river. Climate pro-
vides an important context for nitrogen cycling by
controlling the propensity for carbon and nitrogen to
be stored within the catchment; thus, in the United
Kingdom, upland soils tend to conserve organic matter
as peat, whereas organic matter tends to decompose
much more readily in lowland soils. Deviations from
this baseline water quality are generally caused by
the influence of human activities through point and
diffuse pollution sources. Up to 40% of total nitrogen
reaches the aquatic system through direct surface run-
off or subsurface flow.[1] Nitrogen delivery to surface
waters is further controlled by: 1) soil structure and
type; 2) rainfall; 3) the amount of nitrate supplied
by fertilizers; and 4) plant cover and root activity.[2]

In pristine river systems, the average level of nitrate
is about 0.1 mg/L as nitrogen (mg/L N). However, in
Western Europe, high atmospheric nitrogen deposition
results in nitrogen levels of relatively unpolluted rivers
to range from 0.1 to 0.5 mg/L.[3] In recent years, nitrate
concentrations in European rivers have been rising

(Fig. 2) and ‘‘No progress has been made in reducing
the concentration of nitrates in Europe’s rivers.’’[4]

High rates of nitrogen input to rivers and coastal
waters are not confined to Europe. In an average year,
the Mississippi River discharges 1.57 million metric
tons of nitrogen into the Gulf of Mexico.[5] About 7
million metric tons of nitrogen in commercial fertilizers
are applied annually in the basin leading to nitrate con-
centrations in agricultural drains of 20–40 mg/L or
more.[5] In the United States, in 1998, more than one-
third of all river miles, lakes (excluding the Great
Lakes), and estuaries did not support the uses for
which they were designated under the Clean Water
Act.[6] Table 1 illustrates N inputs to rivers and coasts
in areas of America, Africa, and Asia.

It is now widely acknowledged that agriculture is
the main source of N pollution in surface waters and
groundwater in rural areas of Western Europe and
the United States.[2,7,8] The U.K. House of Lords’
report Nitrate in Water[9] commented on the conflicts
that can arise when the use of land for farming comes
into conflict with the use of land for water supply.
Concern initially focused on alleged links between high
nitrate concentrations in drinking water and two
health problems in humans: the ‘‘blue-baby’’ syn-
drome methemoglobinemia and gastric cancer. Now,
there are also concerns for environmental degradation.
Nutrient enrichment in water bodies encourages the
growth of aquatic plants (see Fig. 3). Reed beds and
other marginal plants may be attractive on a small
scale, but when these and, particularly, underwater
plant growth are excessive, this can cause a narrowing
of waterways and become a nuisance to recreational
users of rivers and lakes. Furthermore, eutrophication
(a group of effects caused by nutrient enrichment of
water bodies) can adversely affect the aquatic eco-
system. An algal bloom may cut out light to the sub-
surface, and when it dies back, decomposition uses
the oxygen supply needed by other species. Some algae
are toxic to fish, whilst others, for example, cyanobac-
terial species, are toxic to mammals including domestic
pets.[10] Studies in Asia have demonstrated the link
between increasing use of fertilizers and increasing
incidence of algal blooms. Table 2 illustrates rates of
fertilizer application for selected Asian countries. In
some Chinese provinces, fertilizer application is greater
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than 400 kg/ha. This is usually applied as a single
application, and with crop utilization efficiency as little
as 30–40%, a high proportion is lost to rivers, lakes,
and coastal waters.[11] The environmental impact at
the regional level has led to a rise in the incidence of

red tides (algal blooms). During the 1960s, less than
10 red tides per year were recorded, but in the late
1990s over 300 per year were recorded.[11]

The popular misconception that the nitrate problem
is caused by farmers applying too much nitrate fertilizer

Fig. 1 The nitrogen cycle under arable soils. Source: From Ref.[2].

Fig. 2 Nitrate concentration in

selected European rivers Source:
From Ref.[4].
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is too simplistic. Nevertheless, there is now little doubt
that the high concentrations of nitrate in fresh waters
noted in recent years have mainly resulted from runoff
from agricultural land and that the progressive inten-
sification of agricultural practices, with increasing
reliance on the use of nitrogenous fertilizer, has con-
tributed significantly to this problem. Since 1945, agri-
culture in the industrialized world has become much
more intensive. Fields are ploughed more frequently;

more land is devoted to arable crops, most of which
demand large amounts of fertilizer; grassland too
receives large applications of fertilizer to ensure a high
quality silage for winter feed; stocking densities in gen-
eral are higher, leading to increased inputs of manure
on grassland and problems of disposal of stored
slurry; cattle often have direct access to water courses
resulting in soil and bank erosion and direct contami-
nation from animal waste; many low-lying fields are
now underdrained, encouraging more productive use
of the land and speeding the transport of leached
nitrate to surface water courses. It is true that lowland
rivers close to urban areas receive larger quantities of
nitrogen from sewage effluent, but budgetting studies
confirm that agriculture is the main source of nitrate
in river water.[11,12]

Betton, Webb, and Walling[13] have mapped nitrate
concentrations for mainland Britain. A marked north-
west to southeast gradient is evident, reflecting relief,
climatic conditions, and agricultural activity. Upland
areas in the north and west are usually characterized
by nitrate concentrations below 1 mg NO3–N L�1. This
reflects the high rainfall and low temperatures of such
areas: upland soils tend to conserve organic matter and
mineralization rates are low. In contrast, a decreasing
ratio of runoff to rainfall and an increasing intensity
of agricultural land use towards the south and east
of Britain result in higher mean concentrations of
nitrate in river water. Many of the lowland rivers are
characterized by concentrations above 5 mg NO3–
N L�1; in East Anglia and parts of the Thames basin,
mean nitrate concentrations in rivers are close to the
E.C. limit of 11.3 mg NO3–N L�1, a level exceeded in
some spring waters especially in the Jurassic limestones
of the Cotswolds and Lincolnshire Wolds.[14]

The changing pattern of lowland agriculture since
1945 is reflected in long-term records of nitrate for sur-
face and ground waters.[14] For both large and small
rivers, there has been a relatively steady upward trend
in nitrate concentrations, often of the order of 0.1–
0.2 mg NO3–N L�1. Analyses for relatively short time
series of just a few years (e.g., Ref.[13] have shown that
the upward trend may be interrupted, either because of
climatic variability (drier years are associated with
lower nitrate concentrations) or because of land use
change. Nevertheless, statistical analysis of long time

Table 1 nitrogen inputs to rivers and coastal waters

River

N inputs to rivers

(kg�2 yr�1)

N exports to coastal

waters (kg�2 yr�1)

Mississippi 7,489 597

Amazon 3,034 692

Nile 3,601 268

Zaire 3,427 632

Zambezi 3,175 330

Rhine 13,941 2,795

Po 9,060 1,840

Ganges 9,366 1,269

Chang Jiang 11,823 2,237

Juang He 5,159 214

Source: From Ref.[11].

Fig. 3 Choked watercourse, River Skerne, County Durham,
August 2002. Source: From p. Widdison.

Table 2 Average fertilizer use (kg/ha of cropland 2000)

Country Average fertilizer use kg/ha (2000)

China 255.6

Japan 301.0

Korean Rep. 407.3

Vietnam 285.3

Source: From Ref.[17].

1182 Surface Water: Nitrogen Enrichment

© 2008 by Taylor & Francis Group, LLC



S
oi

ls
–S

us
pe

nd
ed

series shows that the main effect is a steady increase
in nitrate levels over time that is independent of
climate.[14] If trends continue, the mean nitrate concen-
tration of many rivers in Europe will soon be above the
E.C. limit; in many cases, this level is already exceeded
during the winter when nitrate concentrations reach
their maximum. In catchments where groundwater is
the dominant discharge source, this long-term trend
may be prolonged since it may take years for nitrate
to percolate down to the saturated zone. In such basins,
nitrate pollution may remain a problem for decades to
come. In recent years, a number of options have been
considered as a means of halting the upward trend.

LAND USE CONTROLS TO REDUCE N
ENRICHMENT TO SURFACE WATERS

Trends in water management in Europe include moves
toward catchment-level management, improved inter-
sectoral co-ordination and co-operation, and frame-
works facilitating stakeholder participation. This
approach is developed by the European Union in its
Water Framework Directive, which sets targets for
good ecological status for all types of surface water
bodies and good quantitative status for groundwater.[3]

More localized schemes, like the U.K. Nitrate Vulner-
able Zones, involve greater restrictions on farming
practice, such as restricting the amount and timing of
organic and inorganic fertilizer application. The EU
Common Agricultural Policy is to change the way pay-
ments are made to farmers. Single-farm payments will
encourage farming in a more environment friendly
way. Financial payments may be available to farmers
for loss of income or for changing farming practice
such as improving slurry storage and fencing off water-
courses to restrict livestock access.[2] Much interest cur-
rently focuses on the use of riparian land as nitrate
buffer zones.[15]

The terrestrial–aquatic ecotone (boundary zone)
occupies the zone between the hillslope and the river
channel, usually coinciding with the floodplain. Given
their position, nearstream ecotones can potentially
function as natural sinks for sediment and nutrients
emanating from farmland. Observed denitrification
rates in floodplain sediments may be sufficient to
remove all nitrate from groundwater flowing under a
riparian woodland, with a floodplain width of 30 m.
Saturated, anoxic soils, rich in carbon, are exposed to
nitrate-rich groundwater. Rates of denitrification are
high within this zone since the nutrients required by
denitrifying bacteria are abundant. Wetlands and wet
meadows (defined as areas where the water table is at
or above land surface for long enough each year to
promote the formation of hydric soils and support
the growth of aquatic vegetation) also have potential

as nitrogen sinks.[16] High production rates by wetland
vegetation result in an abundance of carbon providing
an organic substrate for bacterial processes. Wetland
plants transport oxygen into anaerobic sediments,
which can enhance denitrification leading to losses of
nitrogen as N2O or N2 from wetland sediments.

The type of vegetation found on the floodplain
controlling the efficiency of nitrate absorption is the
subject of much debate (see, for example, Ref.[15]).
Several studies have argued the presence of trees is
crucial; yet others state the role of surface vegetation
is secondary to the presence of saturated conditions
together with a carbon-rich sediment. Denitrifying
bacteria operate best at the junction of anaerobic/
aerobic zones where both carbon and nitrate are abun-
dant. It is clear that nitrate losses may be reduced by
creating a nutrient-retention zone between the farm-
land and the river. Given that many floodplains
around the world are part of an intensive agricultural
system, creating permanently vegetated buffer strips
between field and water courses is an idea that should
be actively promoted. However, buffer strips will
only be successful nutrient sinks if they are managed
in an appropriate way. Underlying artificial drainage
should be broken or blocked up to prevent a direct
route to the watercourse for solutes, and grassland
strips need maintenance to prevent them becoming
choked with sediment and losing their sediment reten-
tion potential.

Solving the problem of nutrient enrichment of
surface waters cannot be seen in the short term.
Long-term land use change is needed. Taking farm
land immediately adjacent to water courses out of pro-
duction is one option that could go some way to allow
modern agriculture and water supply to coexist in the
same basin.
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Surface Water: Pollution by Nitrogen Fertilizers
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INTRODUCTION

The use of industrially manufactured nitrogen (N)
fertilizers increased rapidly in developed countries
between 1960 and 1980. This facilitated a large increase
in the production of feed and food grains (maize,
wheat, and rice) per unit of cultivated land, but in some
regions it also contributed to enrichment of surface
and groundwater with various forms of nitrogen.
Fertilizer, however, is not the only source of nitrogen
that can cause contamination of surface waters. Bio-
logical nitrogen fixation, mineralization of soil organic
nitrogen, and animal wastes can also contribute to
nitrogen enrichment of water bodies. Additionally,
under some conditions, nitrogen applied to the soil
may be converted to gaseous or immobile forms of
nitrogen that do not contribute to surface water con-
tamination. Because of these various sources and
transformations of nitrogen, the severity of surface
water contamination by nitrogen fertilizer has been
difficult to precisely quantify. Existing research indi-
cates that the amount of contamination from fertilizer
varies depending on the amount of fertilizer applied,
and characteristics of the soils, crops, climate, and
the receiving water bodies.

Problems Caused by Nitrogen Pollution of
Surface Waters

There are three water quality concerns associated with
different forms of nitrogen. First, the combined con-
centrations of nitrate (NO3

�) plus nitrite (NO2
�) in

excess of 10 mg N L� can contribute to methemoglobin-
anemia (‘‘blue baby syndrome’’) in infants if
ingested.[1] To guard against this, the U.S. Public
Health Service limits nitrate plus nitrite concentration
in public drinking water supplies to 10 mg N L�. Sec-
ondly, unionized ammonia (NH3) may be toxic to fish
at concentrations as low as 0.02 mg N L�. Finally, ele-
vated total nitrogen concentrations (including nitrate,
ammonia, and organic forms) in rivers can promote
the process of cultural eutrophication in coastal
waters, whereby increased production and decom-
position of algae, leads to reduced oxygen concentra-
tions. This, in turn, may reduce the abundance and

diversity of marine life and may promote the outbreak
of nuisance algae.[2]

Sources of N Pollution

Nitrogen contamination may come from a variety of
sources: municipal sewage, animal manure, atmo-
spheric deposition, biological N fixation, soil organic
N, and/or nitrogen fertilizers. The consequences of
contamination in a specific water body will depend
upon the amount of contamination from all sources
and characteristics of the receiving waters. Shallow riv-
ers, wetlands, lakes, and reservoirs, have some capacity
to remove nitrogen by microbial denitrification. The
susceptibility of estuaries and coastal waters to eutro-
phication depends on temperature, availability of
phosphorus and silica for algae production, and the
rate of water exchange with the open ocean.

Fertilizers

The contribution of inorganic fertilizer to surface
water N contamination increased after 1960 as the
widespread and intensive use of inorganic N fertilizers
rapidly expanded.[3] The use of N fertilizer has allowed
greater production of feed and food crops per unit area
cultivated. In the United States, 75% of N fertilizer is
applied to maize, while in other countries, N fertilizer
is primarily used on wheat and rice. Prior to 1960,
nitrogen for crop production was obtained primarily
by using crop rotations that included legumes such as
clover and alfalfa, which can establish a symbiotic
relationship with soil bacteria that can convert atmo-
spheric N2 gas to biologically available forms of N.

Commercial nitrogen fertilizer is primarily manu-
factured as gaseous ammonia (NH3), using the
Haber-Bosch process in which gaseous nitrogen is
reacted with gaseous hydrogen under pressure. The
gaseous ammonia may be injected into the soil, which
is a common fertilizer application practice in the
United States. Additionally, a wide variety of granular
and aqueous fertilizer products containing nitrogen
are manufactured from manufactured ammonia.
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WHAT HAPPENS WHEN FERTILIZER IS
APPLIED TO SOIL?

Biochemical Processes

In the soil, ammonia reacts with water and is largely
converted to ammonium (NH4

þ), which tends to be
strongly adsorbed on soil particles. This adsorption
inhibits the movement of ammonium through the
soil. Ammonium is an energy rich substance and cer-
tain soil bacteria can utilize this energy by decomposing
the ammonium to nitrate (NO3

�). Unlike ammonium,
nitrate is not adsorbed to soil particles and, therefore,
moves readily with water in the soil. Nitrate that is
not taken up by plant roots or soil micro-organisms
can be transported to groundwater and surface water
by a variety of mechanisms.

Hydrologic Processes

Rainfall, snow melt, or irrigation water input to the
soil periodically exceeds the water holding capacity
of the soil in the root zone. Depending on the charac-
teristics of the soil, this may lead to one or more of the
following: 1) saturation of the root zone with water;
2) surface runoff; and 3) drainage of water through
the soil profile to groundwater and/or surface water
bodies. Each of these has different consequences for
transport of nitrate to surface waters.

If the soil becomes saturated, oxygen may become
scarce and in anoxic conditions, denitrifying bacteria
may convert the nitrate to nitrogen gases (NO, N2O,
and N2). Nitrogen converted to these gases becomes
unavailable for plant uptake or for surface water con-
tamination. Additionally, saturated soil during the
growing season is harmful to many crops like maize
that cannot tolerate low oxygen concentrations in the
root zone for more than a few days.

Surface runoff has the capacity to transport
soil, vegetation, and surface applied granular ferti-
lizers from agricultural fields to surface water bodies.
If a granular form of nitrogen fertilizer had been
applied immediately prior to the event that caused
the surface runoff to occur, nitrate and ammonia
concentrations in runoff can be very high.[4] This does
not appear to be a common phenomenon, however.
Small rainfall events are much more common than
large events that typically produce surface runoff.
After granular fertilizer is applied, it is likely that a ser-
ies of small rainfall events will dissolve the granules
and move the nitrogen into the soil profile, where it
is less likely to contaminate surface runoff. Surface
runoff usually has a low nitrate concentration but it
can be high in organic and particulate N derived from
soil and vegetation.

Drainage of water through the soil profile to ground-
water and surface water appears to be the hydrologic
pathway that most frequently leads to problematic
nitrate contamination of surface waters in agricultural
watersheds. This can occur in two ways: by natural
drainage where ground water contributes to stream
flow and river flow, and by artificial subsurface
drainage, where perforated pipes (sometimes called
tile drains) have been buried in the soil for the
purpose of removing water to reduce damage caused
by saturated conditions and thereby enhance crop
production (Fig. 1).

Artificial subsurface drainage improves aeration of
the soil root zone and increases the length of time that
machinery can be used on the soil.[6] It is a common
practice in the North Central United States, and in
Northwestern Europe, where flat and swampy land
has been converted to cropland. The water removed
from the soil by artificial drainage is usually directed
to surface ditches, streams, and rivers. This water can
have high concentrations of nitrogen, principally in
the nitrate form, especially where nitrogen fertilizers
are applied in excess to the amount necessary for crop
production.[7,8] This nitrate can also be derived from
microbial conversion of soil organic matter to inor-
ganic N in the process of mineralization. Mineralized
soil organic N may come from crop residues (unhar-
vested leaves, stalks, and roots). Of course, some of
the N in crop residues may have originated from ferti-
lizer applied in previous years, but it can also derive
from biological N fixation or animal manures applied
on a field.

SPATIAL VARIABILITY

In most agricultural settings, commercial fertilizer
provides only one source of N used for crop pro-
duction. Animal manure, biological N fixation, miner-
alization from soil organic N, and deposition of N
from the atmosphere can also contribute to soil fertility
and surface water contamination. Because there are
multiple sources and sinks of N in the soil, the relation-
ship between N fertilizer application rate and nitrogen
loss in drainage water is not always consistent across
locations and across studies. If denitrification and
plant and microbial uptake of N are large, nitrate con-
centrations in subsurface drainage may be low in spite
of high fertilizer N inputs. If mineralization of soil
organic matter is large, nitrogen in drainage water
may be large without N fertilizer input. High rates of
mineralization of soil organic N occurs after the initial
cultivation of virgin land, and after a leguminous for-
age crop such as alfalfa or clover are cultivated into
the soil. Appropriate use of N fertilizer should take
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all of these N sources into account, as should studies
examining the relationship between N fertilizer use
and water quality.

WATERSHED SCALE ANALYSES

Regional Nitrogen Input–Output Analyses

Howarth et al.[10] developed an approach for estimat-
ing the net nitrogen inputs to a region N that is highly
correlated with average nitrogen transport in the rivers
draining temperate regions (Fig. 2). Net N input to a
region was defined as sum of N in fertilizer used,
biological N fixation of agricultural crops, oxidized
N in atmospheric deposition in the region, and the N
in food and feed imported to the region minus the N
in food and feed exported from the region. This
approach assumes that there is no net gain or loss of
N from soil organic matter. This assumption appears
to be reasonable in regions where most soils have been
under continuous cultivation for 60 yr or more, at
which time, annual mineralization of soil organic N
is roughly replaced by organic N returned to the soil
in crop residues and microbial biomass.[11]

In temperate regions, riverine N transport was, on
average 25% of the net N input to the region. The fate

of the other 75% of the net N is unknown, but much
of it is probably converted to gaseous forms of N by
microbial denitrification. The high net N input in
countries draining to the North Sea, most notably
the Netherlands, is in part due to high density of domes-
tic animals as well as use of N fertilizers. In tropical
regions, riverine N flux was much greater than 25%
of net N inputs, even in regions where little N fertilizer
was used. The reasons for this are not precisely known
but it is believed to be due, in part, to greater rates of
biological N fixation in both cultivated and non-
cultivated land in the tropics. This may also be due
to the recent conversion of forest, wetlands, and grass-
lands to crop production, which leads to high rates
of mineralization of soil organic N to nitrate which is
highly mobile.

Hydrologic Process Models

The quantity of nitrate transported in rivers is also
related to the quantity of water flowing in the rivers
per unit of land area, which is also known as water
yield. Caraco and Cole[12] demonstrated that riverine
nitrate N transport in major rivers in the world was
a function of water yield, fertilizer use, population
density, and atmospheric deposition of oxides of N.
Building on these results, McIsaac et al.[13] developed

Fig. 1 Illustration of the hydrologic cycle with artificial subsurface drainage (tile runoff) contributing to surface channel flow.
Source: From Ref.[5].
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the following model of annual nitrate discharge in the
Lower Mississippi River 1960–1998:

NFm ¼ 0:66WY 0:93eð0:13NNI2�5þ0:06NNI6�9Þ ð1Þ

where NFm ¼ annual nitrate N flux in Lower
Mississippi River (kg N ha�1 yr�1), NNI2–5 ¼ average
annual net N input during the previous 2–5 yr
(kg N ha�1 yr�1), NNI6–9 ¼ average annual net N
input during the previous 6–9 yr (kg N ha�1 yr�1), and
WY ¼ annual water yield (m yr�1).

This equation accounted for 95% of the annual
variation in nitrate flux in the Mississippi River from
1960 to 1998 and suggested that riverine nitrate in a
given year was correlated with net N input averaged

over the previous 2–9 yr. Furthermore, calculations
with the model suggest that if the N fertilizer use in
the basin had been 12% lower than actual during this
period, nitrate flux to the Gulf of Mexico would have
been 33% less than observed (Fig. 3), assuming crop
yields were not limited by N shortages.

The Role of Fertilizer Use Efficiency

The efficiency of fertilizer used for maize production
in the major maize producing states (Illinois, Iowa,
Indiana, Minnesota, and Nebraska) in the Mississippi
River Basin increased between 1986 and 2000. Maize
yields have increased about 20% from 1986 to 2000,
while N fertilizer use has remained roughly constant.

Fig. 2 Average annual riverine
total N flux as a function of net

anthropogenic N inputs to tem-
perate regions draining to the
North Atlantic Ocean. Source:

From Ref.[10].

Fig. 3 Annual riverine nitrate flux in

the Lower Mississippi River at St.
Francisville, Louisiana, as determined
from measurements (diamonds) as esti-
mated from Eq. (1) (thick line), as esti-

mated from Eq. (1) assuming a 12%
reduction in N fertilizer input (thin lower
line), and assuming fertilizer applications

remained 0.023 kg N per bushel of har-
vested maize rather than declining to
0.018 kg N per bushel of harvested maize

(thin upper line). Source: From Ref.[13].
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Between 1976 and 1986, an average of 0.023 kg N of
fertilizer was applied for each kg of maize harvested.
Between 1996 and 2000, an average of 0.018 kg N of
fertilizer was applied per kg of maize harvested. If this
improvement in fertilizer use efficiency had not
occurred, nitrate flux in the Mississippi River in
1996–1998 would have been about 50% greater than
the measured flux, according to the model of McIsaac
et al.[13] (Fig. 3).

Farmers face two major uncertainties when making
fertilizer application decisions: they do not know what
their yields will be nor how weather conditions might
influence the availability of N fertilizer to the crop.
The cost of nitrogen fertilizer has been relatively low
in relation to the value of the increased yields, and
consequently many farmers have believed that apply-
ing more N fertilizer than necessary provides ‘‘cheap
insurance’’ against the uncertainties. In some
instances, farmers did not consider N available from
animal manure or from previously harvested legume
crops like soybeans.

A number of factors are likely responsible for the
increased fertilizer use efficiency. Research and out-
reach efforts have provided farmers with better infor-
mation for making N fertilizer decisions. Water
quality concerns have focused attention on the need
for improved nutrient management. Weather during
the 1990s was generally more favorable for corn pro-
duction than the 1980s, when three major droughts
occurred in the corn growing region of the Mississippi
River Basin.

ADDITIONAL NEEDS AND APPROACHES FOR
REDUCING NITROGEN TRANSPORT

A recent improvement in the efficiency of N fertilizer
use has also been observed in wheat production in
the United Kingdom and rice production in Japan.[3]

However, improved fertilizer use efficiency alone may
not be sufficient to address water quality problems in
some settings. Jaynes et al.[8] reported that even with
N fertilizer rates at recommended levels, nitrate con-
centration in tile drainage water sometimes exceeded
the drinking water standard of 10 mg N L� in Iowa.

Zucker and Brown[9] recommended several
additional practices that can reduce nitrogen contribu-
tions in tile drainage: water table management, treat-
ment of drainage water in wetlands, and use of crop
rotations that reduce N losses. Additional monitoring
and documenting the changes in water quality associa-
ted with changing fertilizer management practices are
needed to improve our understanding of the connec-
tions between N fertilizer use and water quality in
different geographic settings.

CONCLUSIONS

In many settings nitrogen enrichment of surface water
bodies has increased following the increased use of N
fertilizers. The precise contribution of nitrogen fertili-
zers to surface water nitrogen has been difficult to
quantify because there are multiple sources of nitrogen
contributing to most water bodies, and, depending on
environmental conditions, a certain portion of soil
nitrogen may be converted to gaseous or immobile
forms. In general, however, agricultural regions with
extensive artificial subsurface drainage systems or with
sandy soils tend to have the most nitrogen enriched
surface waters.

The efficiency of nitrogen fertilizer used for crop
production increased in many areas in the 1990s and
this has very likely limited or reduced the subsequent
contamination of surface waters. Continued improve-
ments in fertilizer use efficiency, and the use of wet-
lands for removing nitrogen from surface waters will
help alleviate problems caused by nitrogen enrichment.
Additional monitoring and research are needed to
more precisely quantify how nitrogen management
practices influence surface water nitrogen concentra-
tions in different settings. A more precise understand-
ing of the causal relationships between nitrogen
inputs to the land and the contamination of surface
waters could provide more effective guidance for man-
agement, policies, and programs intended to protect
aquatic resources while maintaining optimal use of
land resources.
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Surface Water: Pollution by Surface Mines
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INTRODUCTION

The impacts of surface mining on stream quality
result directly from the land disturbance activity.
Unweathered earth materials brought to the surface
during mining undergo rapid alterations due to
exposure to air and water, thereby releasing many of
their structural constituents into water.[1] When dis-
turbed rock and soil is exposed to precipitation (e.g.,
rainfall, snow, hail, dew, etc.), water running off these
materials carries solid particles (also known as sedi-
ments) as well as dissolved constituents such as salts,
metals, trace elements, and/or organic compounds that
can pollute nearby surface waters. Water may also per-
colate into the disturbed materials causing movement
and leaching of salts, metals, and trace elements into
deeper levels causing potential groundwater quality
impacts.[2] The chemistry of the water is highly depen-
dent on the overburden or earthy materials that were
disturbed during the mining process.

Surface mining activities can result in disturbed
lands with poor drainage unless this problem is con-
trolled, minimized, and even eliminated by reclaiming
the areas.[2,3] Reclamation of disturbed sites usually
involves grading the areas to achieve a land surface that
is stable and compatible with surrounding undisturbed
areas, possibly replacing topsoil on the regraded
surface and seeding with plants capable of controlling
erosion and runoff, and to provide forage for both
indigenous wildlife and/or domestic livestock.[3] The
Surface Mining Control and Reclamation Act
(SMCRA) of 1977 specifies policies and practices for
reclaiming areas after surface mining to minimize
water quality impacts and to encourage the devel-
opment of stable, diverse plant communities after
mining.[4]

The Clean Water Act (CWA) of 1977 and previous
water control legislation [Federal Water Pollution
Control Act of 1972] require restoring and maintaining
the chemical, physical, and biological integrity of our
nation’s water.[5,6] The intention of these laws was to
establish a framework for permitting and regulating
all point discharges into surface waters, with the laws
particularly targeting the discharge of sewage and

wastewater from communities into streams, rivers,
and lakes. The CWA was designed to place limits or
standards on water being discharged into the waters
of the United States, but also to maintain drinking
water and recreational uses of water, and to restore
the quality of streams and lakes that had been
degraded.[7] The law has been interpreted as requiring
all waters to be ‘‘fishable and swimmable.’’[8]

Water discharged from surface mines is regulated by
the CWA,[5] and all mines are required to only dis-
charge water that meets CWA effluent standards.
Therefore, all water that comes from a permitted mine
(whether the water was received as rainfall, snow, hail,
etc. at the surface or from underground seepage) must
pass through a sedimentation or treatment pond and
meet or exceed discharge standards before it can be
released into receiving surface waters.[8]

Nationwide, over 20,000 km of rivers and streams
and over 75,000 ha of lakes and reservoirs are
adversely affected by contaminated water draining
from abandoned mines.[4] The vast majority of these
problem areas occur in the eastern United States where
coal mine drainage is considered by the United States
Environmental Protection Agency (U.S. EPA) to be
the most significant non-point pollution problem.
Although Wyoming is currently the leading coal pro-
ducing state in the country (approximately, one-third
of our nation’s coal is mined in this state), Wyoming
and other western United States are plagued with his-
toric mining activities involving metal ores, such as
copper (Cu), lead (Pb), zinc (Zn), and silver (Ag), with
the trace elements molybdenum (Mo) and uranium (U)
also mined in certain regions. In addition to surface
water impacts from coal, metal, and trace element
mining that can generate acid mine drainage (AMD)
from oxidation of pyritic ores (e.g., iron sulfide
FeS2), other pollutants are also of concern including
metals [aluminum (Al), antimony (Sb), cadmium
(Cd), cobalt (Co), chromium (Cr), Cu, iron (Fe),
manganese (Mn), nickel (Ni), Pb, and Zn], trace ele-
ments [arsenic (As), Mo, and selenium (Se)], radioac-
tive elements [cesium (Cs), radium (Ra), thorium
(Th), U, and vanadium (V)], and mining operation
by-products [mercury (Hg) and cyanide (CN)].
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Many areas in the United States and other parts of
the world were disturbed prior to the enactment of any
laws regulating their drainage quality and water release
into streams.[7] These disturbed areas may contribute
significant amounts of pollutants to surface waters
because they often are devoid of minimum vegetative
cover and because their soil properties limit natural
reclamation of the site.[3] Pre-1977 mining activities
were also considered in SMCRA legislation.[4] Includ-
ing provisions for reclaiming ‘‘abandoned’’ mined
lands, which are surface-mining disturbances that
occurred prior to enactment of the law and where no
individual or company is held responsible for the
damaged land. Drainage from these surface-mining
operations has had and continues to have a dramatic
effect on surface water quality because these ‘‘aban-
doned’’ pre-1977 sites discharge acid mine drainage
into surface water bodies such as rivers, streams,
creeks, and impoundments. Money generated by the
‘‘abandoned mine land reclamation fund’’ since 1977
goes to reclaiming abandoned areas, which aids in
the improvement of water quality from abandoned
mine sites (Table 1).

CLASSIFICATION OF SURFACE
WATER POLLUTANTS

At surface coal mines, drainage waters generally reflect
the chemistry of the rock layers disturbed during
the mining process. For example, if the overburden
material chemistry is dominated by calcareous shales
or limestone, water draining from these materials will
generally have a pH value above 6.0, low concentra-
tions of dissolved metals and possibly trace elements,

potentially high amounts of bases or salts [such as
calcium (Ca), magnesium (Mg), and sodium (Na)],
and high alkalinity. If, on the other hand, the overbur-
den materials comprised sandstone with high sulfur
coal or ores containing pyrite (such as those associated
with hard rock mining of Cu, Fe, Pb, Ni, Ag, or Zn),
the drainage water quality may have a pH value less
than 3.5, and high concentrations of dissolved metals
such as Fe and Al, and high sulfate (SO4

2�). Some
surface mines are dominated by neither acid nor alka-
line strata, and the impact of disturbing these rock
materials on water quality is not significant.

The primary water quality impacts from surface
mining can be classified into physical, chemical, or
biological categories. Physical impacts are color, which
relate to dissolved and suspended constituents. Chemi-
cal impacts of water draining from surface mines can
vary from acid water laden with metals and trace
elements to alkaline water with excess Ca, Na, and car-
bonates (e.g., HCO3

�, CO3
2�). Biological impacts relate

to sanitary chemistry, where microorganisms may con-
taminate the water.

Physical Impacts

The most noticeable, dramatic physical impact to
water is color.[1] Bentonite (a type of clay material
mined predominately in Wyoming) surface mining
produces a distinct greenish tint to water that has accu-
mulated in open pits. Orange water results in many
areas where acid-generating, pyritic materials are
found, such as in coal and hard rock metal mining
due to iron coating of rocks and sediments. White
turbid waters are indicative of high levels of Al, which

Table 1 Examples of surface water quality in different areas throughout the United States that have been impacted by
mining activities

Location

Flow

(L/min) pH

Cond

(dS/m)

Acid

(mg/L as

CaCO3)

Alkalinity

(mg/L as

CaCO3)

SO4

(mg/L)

Ca

(mg/L)

Mg

(mg/L)

Na

(mg/L)

Al

(mg/L)

Cu

(mg/L)

Fe

(mg/L)

Mn

(mg/L)

Zn

(mg/L)

Maryland 640 2.7 4950 3470 bd 3700 320 55 bd 198 na 640 10 na

Montana1 68 2.7 5970 5150 0 6000 240 110 13 325 500 450 na 5

Montana2 22 4.6 1900 815 170 1300 220 86 26 190 3 1 13 33

Nevada 15 2.2 5100 2795 bd 3670 502 382 95 152 na 595 80 18

Ohio 900 6.5 1790 134 88 985 168 35 bd bd na 89 2 na

Pennsylvania1 85 4.0 2340 208 bd 1070 224 70 bd 12 na 70 13 na

Pennsylvania2 38 4.8 3140 211 7 2040 325 57 323 1 na 121 2 na

West Virginia1 8 3.3 4230 920 bd 2525 232 228 bd 83 na 132 48 na

West Virginia2 136 3.6 946 516 bd 640 78 23 bd 41 na 7 20 na

Wyoming1 170 6.8 <100 bd 27 19 10 35 3 bd 5 bd <1 <1

Wyoming2 680 8.3 1640 bd 282 836 145 64 158 23 bd bd <1 na

bd ¼ below detection limit; na ¼ not analyzed.
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is generally related to acidic water conditions and
disturbed geological materials high in aluminosilicates.
Water carrying high loads of sediment, which is com-
mon during storm events, appears murky, cloudy,
and turbid.

Chemical Impacts

Chemical impacts can vary from acidic and metal-
laden waters to highly alkaline waters containing
excess Na.[1,2] As mentioned earlier, acid water con-
ditions result where rocks containing pyrite are
exposed to the atmosphere with a release of Fe, hydro-
gen (Hþ), and SO4

2�. The low pH conditions of these
waters tend to dissolve other nearby rocks releasing
more Fe and other elements into the water such as
Al, Mn, silicon (Si), and base cations such as potas-
sium (K), Ca, and Mg (Fig. 1).

Excess alkalinity in water is generally a much less
significant problem. Water containing high levels of
bicarbonate (HCO3

�) usually begin precipitating calcite
(CaCO3) if the water pH value is above 8.3. There have
been a few examples where acid-containing materials
have been added to high pH water to reduce the pH
for discharge into surface waters.

If the water contains excess amounts of Na, usually
the water is collected in ponds or reservoirs and evapo-
rated, thereby leaving the salts in these closed basins.[9]

Methane exploration from coal deposits in the Powder
River Basin in northeastern Wyoming, however, has
resulted in tremendous amounts of product waters

being brought to the land surface, with some of these
waters directly discharged into nearby streams and
channels. Because of their potentially high salt con-
tents, and in some case high Na concentrations, nega-
tive impacts to the surrounding ecosystems include soil
and sediment dispersion, vegetation die-off, and poten-
tial aquatic organism mortality.[2]

Some waters from surface mines contain organic
compounds.[1,9] These are often a result of contami-
nation from gas tanks, oil spills, or run off from
equipment-servicing areas. In these cases, the source
of the contamination must be identified and removed.
Gasoline or oil-soaked soil can be excavated, aerated,
and fertilized so that microbes inherent in the soil will
have sufficient nutrients and oxygen to decompose the
organic matter.[2]

Biological Impacts

Biological contamination is not generally associated
with surface mines, although some contamination
could occur if water used in bathhouses and restroom
facilities is not properly treated. The most common
biological impacts to surface water are associated with
the discharge of water from individual households
where no septic system is installed or from municipal
wastewater effluents.[2] Wastewater from municipal
treatment plants or from untreated households can
contain bacteria, viruses, and other microorganisms.
Fecal coliform bacteria are routinely used to indicate
the level of microorganism contamination from water

Fig. 1 Acidic and iron laden water flowing from a small underground coal mine into a natural stream in West Virginia. The iron
dissolved in the water coats the streambed downstream and makes the water unsuitable for use.
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impacted by human waste.[10] If high levels of fecal
coliform bacteria are identified in water, the source
must be located and the water must be directed to a
wastewater treatment plant or be introduced into the
soil via a septic tank/soil absorption field of adequate
design.

WATER TREATMENT

If the water to be released from a mining operation
does not meet effluent limitations established by the
CWA, surface mine operators are obligated to control
or treat the water to meet effluent standards.[8] These
treatments include routing the water through sedimen-
tation ponds to allow settling of solids, the addition of
base chemicals [CaO, Ca(OH)2, NaOH, etc.] to raise
pH and cause the precipitation of dissolved metals
and trace elements, transferring the water through
microbial chambers to remove organic matter, chlori-
nation, and filtering.

For acid mine drainage, the acid-generating reac-
tions will continue until the pyrite is exhausted, until

the pyrite becomes coated with iron hydroxides [e.g.,
Fe(OH)2, FeO(OH), and FeO] or until the water can-
not leach the acid products away.[11] Control practices
to reduce the amount of pyrite oxidation employ the
use of barriers to restrict water flow through the
material, the addition of alkaline materials to neutral-
ize the acid or stop the acid-generating reaction, and
flooding or compacting the material to reduce oxygen
influx to the material.[1] If acid water results, then a
treatment plan must be established and the water must
be treated by base chemicals to neutralize the water
and precipitate the metals before release into streams
(Fig. 2).

REGULATORY ENFORCEMENT

Current surface mining operations must comply with
CWA and SMCRA standards.[8] SMCRA established
the ‘‘abandoned mine land reclamation fund’’ that
generates money from current coal operations ($0.35
per ton of surface mined coal and $0.15 per ton of
coal mined underground), which is used to reclaim

Fig. 2 Two types of drainage are shown here from an abandoned mine site north of Yellowstone National Park, Wyoming. The
white-colored water on the right is laden with aluminum and is derived from waste rock, while the stream on the left contains
high iron and is the result of acid mine drainage from an abandoned metal mine shaft.
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abandoned lands as deemed necessary by the Office of
Surface Mining and Enforcement (e.g., OSM). Due to
the liabilities and financial penalties, surface mining
operators have strong incentives for compliance with
SMCRA regulations. Enforcement of current regula-
tions and standards by OSM and state governing agen-
cies will continue to minimize the impacts of surface
mining on surface water quality. Operators of surface
mines also recognize that an environmental steward-
ship policy and the implementation of practices to
reduce pollution of water on and near their sites will
ultimately reduce the costs and liabilities associated
with surface mining.
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INTRODUCTION

Eutrophication is a major water quality concern in
the United States[1,2] and worldwide.[3] Its economic
impact on the fishing and water-treatment industries
in the eastern United States alone, has amounted to
over $2 billion over the last decade.[4] While phos-
phorus (P) and nitrogen (N) contribute to eutrophica-
tion, P is the limiting nutrient in most fresh waters.
This is due to the fact that P is ultimately derived from
land, where as N can exchange freely between the
atmosphere and surface water and many aquatic biota
can fix N. Although eutrophication is a natural
process, it is accelerated by increased inputs of P by
humans. This can have several detrimental effects on
surface-water quality. Perhaps the most obvious is
the proliferation of harmful algal bloom, parasites
(e.g., Pfiesteria and cyanobacteria) and aquatic weeds,
which can interfere with the use of water for recreation,
extraction, and drinking (foul taste and odor and treat-
ment problems such as the formation of carcinogens
during chlorination). As aquatic biota die and decom-
pose, the increased microbial activity depletes oxygen
supply and increases fish mortality.

Over the last 30–40 yr, attention has been centered
on agriculture as the primary origin of P loss to surface
waters. This is due, in part, to the general ease of
identification and mitigation of point sources of P loss.
In addition, the intensification and specialization of
farming systems has led to regional surpluses of P
imported in fertilizer and animal feed compared with
P exported in farm produce.[5] Now, many farms pos-
sess soil–P concentrations well in excess of plant needs
and therefore an increased potential for P loss.[6]

MECHANISMS OF AGRICULTURAL P LOSS TO
SURFACE WATERS

The loss of P from agricultural lands to surface waters
is largely controlled by the coincidence of areas of

high P availability (source factors) with the physical
transport of P within hydrological pathways such as
overland and subsurface flow (transport factors). High
P availability is determined by the management of soils
(and its physiochemical characteristics), crops, man-
ures, and fertilizers. Where the source and transport
factors coincide, we have ‘‘critical source areas’’ for
P loss. These areas are usually small yet well defined
(<20% of land area) but can contribute most of the
P exported from a watershed (>90%).[7]

Several surveys of U.S. watersheds have shown P
loss in runoff, increases as the portion of the watershed
under forest decreases and agriculture increases.[8,9]

Overland flow from forests, grasslands, and other
non-cultivated soils carries little sediment, so P losses
are low and generally dominated by dissolved P, which
is immediately algal-available[10,11] (Fig. 1). The culti-
vation of agricultural land greatly increases erosion,
and with it, the loss of particle-bound P. Typically,
particulate losses constitute 60–90% of P exported
from most cultivated land.[12] Some of the particle-
bound P is not readily available, but much of it can
be a long-term source of P for aquatic biota.[11,13]

Release of Phosphorus from Soil

In acidic soils, P occurs largely as Al- and Fe-
phosphates, whereas in neutral to alkaline soils P
occurs more so as Ca- and Mg-phosphates and sorbed
onto the surface of Ca- and Mg-carbonates. Organic
P can form a significant part of soil P especially in
acidic soils and soils that contain more organic matter
and N. The solubility of soil P is controlled by three
chemical characteristics: i) concentration of P in sol-
ution; ii) quantity of P in the soil that equilibrates with
the solution; and iii) buffering capacity of the soil
(controlled by sorption strength and the saturation of
sorption sites with P). For P loss, these components
can be described by a quantity–intensity relationship
such as plots of soil test P (i.e., agronomic tests such
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as Bray, Mehlich or Olsen) against either P loss in
overland flow, subsurface flow or ‘gentle’ soil extracts
that approximate P loss (e.g., 0.01 M CaCl2).[14] The
relationship between soil P and overlend flow P can
be split in two, on either side of an environmental soil
P threshold, where soils greater than the threshold
have a much greater P loss potential.

Coupled with soil P solubility is the kinetics of
release. Kinetic exchange experiments using 33P, have
confirmed that soil P exchangeable within 60 sec is
closely related to P in overland or subsurface flow.
With time, P transport in overland flow becomes less
related to this pool and more dependent upon the slow
diffusion of P from the inside of the soil aggre-
gate.[15,16] This serves to illustrate that soil P release
to overland flow is a function of the surface area avail-
able to the solution, as well as the quantity of P in soil.
For example, Holford and Mattingly[17] showed that in
a selection of near neutral pH soils, P release and sorp-
tion was correlated to CaCO3 surface area, but not
total CaCO3 concentration.

Transport and Loss of Phosphorus

Using these simple chemical principles we can describe
the release of P, however, the physical transport of P

determines whether these processes are translated into
actual losses within a watershed and beyond. Rainfall
is the primary driving force behind P transfer. Rainfall
events can be divided into two types: one which
describes rainfall of low intensity and high frequency
that tends to move P in subsurface flow, and a second
that describes rainfall of high intensity and low fre-
quency that tends to move P in overland flow from a
thin layer of P-rich topsoil (Fig. 1). Due to the greater
kinetic energy and erosive power of high frequency
storms, more P and total quantities of P are lost during
overland flow in particulate forms than in subsurface
flow. For example, Pionke, Gburek, and Sharpley[7]

showed that a few short, intense storms accounted
for about 90% of the annual P export from an upland
watershed. Overland flow can be further divided into
Hortonian (limited by infiltration rate) overland flow
and saturation excess (limited by soil water storage
capacity) overland flow. Infiltration-rate limited over-
land flow will have a greater capacity to detach and
move soil particles, however, this pathway is largely
restricted to high-intensity, extreme rainfall events.

In humid and temperate climates, saturation excess
overland flow can be described by variable source area
(VSA) hydrology.[18] Flow from these areas varies
rapidly in time and space, expanding and contracting
rapidly during a storm as a function of precipitation,

Fig. 1 Processes and loss of P from land to fresh waters.
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temperature, soil-type, topography, ground water, and
moisture status over the watershed. The onset of flow
from these areas is limited by soil water storage
capacity and thus, usually results from high water
tables or soil moisture contents in near-stream areas.
During a rainfall event, area boundaries will migrate
upslope as rainwater input increases. In dry summer
months, overland flow will come from areas closer to
the stream than during wetter winter months, when
the boundaries expand away from the stream channel.
In watersheds where infiltration excess overland flow
dominates, and areas of the watershed can alternate
between sources and sinks of overland flow, again
as a function of soil properties, rainfall intensity and
duration and antecedent moisture condition. Thus,
consideration of hydrologic controls and variable
source areas is critical to understanding P loss.

Combining Soil Chemistry and Hydrology

Transport and loss of P generally occurs from areas
where overland flow contributes to stream flow,
although some subsurface flow pathways may be
important under certain hydrologic conditions. How-
ever, even in watersheds where subsurface flow
pathways dominate, areas contributing P to drainage
waters can be localized (e.g., Ref.[19]. Loss of P in
subsurface flow is generally less than that in overland
flow, and will decrease as the degree of soil–water
contact increases, due to sorption by P-deficient sub-
soils. Exceptions occur where organic matter may
accelerate P loss together with Al and Fe, or where
the soil has a small P sorption capacity (e.g., some
sandy soils) or where subsurface flow travels from
P-rich topsoil in/via macropores or is intercepted by
drainage (Fig. 1).

The hydrologic and chemical factors controlling P
loss vary temporally and spatially. Increased net
precipitation (precipitation–evapotranspiration) to a
watershed increases the amount of discharge and the
quantity of P lost by accelerating those transforma-
tions that occur before and after P reaches stream flow.
For example, whereas dissolved forms of P are imme-
diately available to aquatic flora, particulate forms of
P can represent a more long-term source of P via
desorption. During overland flow, soil and associated
P is lost in order of decreasing particle density and
increasing weight. Thus, fine and/or light soil particles
that contain many Al- and Fe-oxide-associated P or
organic associated P are transported before coarser
and/or heavier sized particles (Fig. 1). Eroded fines will
be able to maintain a greater equilibrium stream or P
concentration for longer than coarser particles with
less P in reserve. However, coarser particles have a les-
ser affinity for P and will release it faster initially.

MANAGEMENT TO DECREASE P LOSS

Source factors regulate the chemistry of released P to
transport mechanisms. The most important factors
influencing the concentration and solubility of P in soil
include soil type and P inputs as fertilizer and manure.
Effective management ultimately aims to balance P
inputs with off-takes as produce, at the farm gate.
However, in areas of concentrated animal production,
sufficient land may not be available for manure dis-
posal leading to an increase in soil P concentration.

Efficient management of P sources involves placing
P away from critical source areas likely to loose more P
such as hydrologically active zones in a watershed and
soils already high in P. Cultivation immediately after
application can decrease P losses if erosion is mini-
mized. Periodic tillage of the soil may also decrease P
loss by redistributing high-P topsoil throughout the
root zone. Applications of manure or fertilizer during
drier periods avoiding precipitation or snowmelt will
further decrease the potential for P loss in overland
flow by increasing the contact time (and uptake) with
the soil and crop.

The presence of crop covers and crop residues help
decrease P loss by decreasing erosion and overland
flow. Equally, anything that keeps surface roughness
high or intercepts overland flow, which encourages
rainwater infiltration and sediment retention, can be
effective. Such measures include riparian zones, buffer
strips, terracing, cover crops, contour tillage, and
impoundments or small reservoirs. However, these
measures are better at stopping particulate than dis-
solved P transport.

Other remedial measures include manure and soil
treatment and amendment to decrease P solubility
and potential release to runoff; feeding animals no
more P than they actually need; use of soil testing to
guide future P application (particularly as manure);
identifying critical areas or ‘‘hot spots’’ for P loss to
which conservation measures should be targeted; and
redistribution of manure within and among farms.
These are mostly short-term or ‘‘stop-gap’’ measures
to decrease P loss. Long-term solutions will involve
balancing P inputs with outputs at farm, watershed,
or regional scales.
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INTRODUCTION

The prior appropriation doctrine, the primary water
law doctrine of the western United States, is a legal
rejection of the riparian rights doctrine, which origi-
nated in England (see Ref.[1] pp. 3–3 to 3–6). Under
the riparian rights doctrine, only those whose land bor-
dered a stream had a right to use water from the stream
(see Ref.[1] pp. 3–47 to 3–52). Under the early appropri-
ation doctrine, water rights were created by diverting
water from the stream and making a beneficial use of
the water. Under most modern state appropriation sys-
tems, the water appropriator must also comply with
state appropriation permit requirements.

APPROPRIATION OF WATER

Actual Diversion Requirement

Under prestatutory appropriation systems, water was
required to be diverted from the stream in order for
the water user to have legally appropriated the water
(see Ref.[1] pp. 5–5 to 5–10; 5–72). This actual diversion
requirement was carried over into many appropriation
statutes. For many years, the actual diversion require-
ment was a legal barrier to obtaining appropriations
for instream water uses, such as fish, wildlife, and rec-
reation (see Ref.[1] pp. 5–109 to 5–112). Beginning in
the 1970s, most western states modified their appropri-
ation statutes to specifically provide for instream
appropriations (see Ref.[1] pp. 5–47 to 5–48).

Beneficial Use

Under prestatutory appropriation systems, water
diverted from a stream was required to be put to a bene-
ficial use in order for the water user to have legally
appropriated the water (see Ref.[1] p. 5–112). The bene-
ficial use requirement was carried over into many
appropriation statutes. The beneficial use concept has
two dimensions: the purpose of use and the quantity
of water.

Purpose of Use

While most appropriation statutes enumerate specific
uses that are legally considered to be beneficial, most
enumerations also include language indicating that
other non-enumerated uses may be beneficial as well.
Western courts have generally taken the position that
if the use is beneficial to the appropriator, the purpose
of use portion of the beneficial use requirement has
been satisfied (see Ref.[1] pp. 5–114 to 5–116).

Duty of Water

Duty of water refers to the quantity of water appropri-
ated (see Ref.[1] p. 5–113). Irrigation has been and
remains the largest consumptive use of water in the
West, and most duty of water issues relate to irrigation
water-use efficiency. Courts and western state appro-
priation administrators have tolerated what would
today be considered less-efficient irrigation practices
in establishing the duty of water for irrigation appro-
priations. The basic test is whether the use is reason-
ably efficient at the time that irrigation is initiated.
Irrigators are usually allowed to maintain their
traditional irrigation practices despite improvements
in irrigation technology, leading to the charge that
the prior appropriation system foster’s inefficiency
(see Ref.[1] pp. 5–118 to 5–21). In fact, most of the irri-
gation water ‘‘waste’’ returns to the stream as irri-
gation return flows and is relied upon by downstream
water users (see Ref.[1] pp. 5–125 to 5–128). Many
appropriation states establish specific statutory ceilings
on diversion rates and annual diversion quantities for
irrigation appropriations.

Water Rights Administration

Virtually all western states have comprehensive appro-
priation water administrative systems. State appro-
priation administrators, often referred to as state
engineers, are responsible for determining priority
dates and water quantities for all appropriations,
maintaining an appropriation registry, approving
applications for new appropriations, cancelling unused
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appropriations, and administering priorities during
periods of water shortage (see Ref.[1] pp. 5–74 to 5–81).

PRIORITY OF APPROPRIATION

Junior and Senior Appropriators

Disputes between appropriators when there is insuf-
ficient water for all appropriators are resolved on the
basis of temporal priority, or ‘‘first in time is first in
right.’’ The appropriator with the earliest appropri-
ation priority date is called the senior appropriator,
while the appropriator with the more recent priority
date is called the junior appropriator (see Ref.[1] pp.
5–48 to 5–55).

An appropriator may be junior to some appropria-
tors and senior to others. Appropriators are subject
to priority calls by downstream senior appropriators.
Appropriators may issue a priority call against
upstream junior appropriators. Any appropriator may
request the state engineer to restrict diversions by any
upstream appropriator (including upstream senior
appropriators) to the authorized amount if excess
diversions are being made.

Senior appropriations represent a more secure water
supply than junior appropriations.

Relation Back Doctrine

Because of the significance of priority in the appropri-
ation system, establishing priority dates is an impor-
tant issue. Generally, the priority date for an
appropriation will relate back to the earliest definite
step that the appropriator took to establish the appro-
priation, so long the appropriation was completed with
due diligence (see Ref.[1] pp. 5–101 to 5–103). Under
modern appropriation systems, appropriation appli-
cants are given deadlines within which they must com-
plete their appropriations or else have their application
dismissed (see Ref.[1] pp. 5–106 to 5–109).

Priority Administration

One of the most important aspects of state engineer
administration is the administration of priorities.
When a senior appropriator is not receiving all the
water the appropriator is entitled to, the senior appro-
priator makes a priority call, also referred to as a river
call. This involves informing the state engineer’s office
that the appropriator is not receiving sufficient stream-
flow to exercise the appropriation. If the inadequate
streamflows are confirmed, the state engineer will issue
closing orders to junior appropriators upstream from
the senior appropriator making the priority call

(‘‘priority runs upstream’’). When the senior appro-
priator has completed the appropriator’s water use
(e.g., the appropriator has completed an irrigation),
the senior appropriator will notify the state engineer,
who in turn will inform the upstream junior appropria-
tors that they can resume their water diversions (see
Ref.[1] pp. 5–53 to 5–55).

Futile Call Doctrine

A major exception to priority administration is the
futile call doctrine. If the state engineer determines that
the increased water flows generated by issuing closing
orders to upstream junior appropriators will not reach
the downstream senior appropriator making the pri-
ority call in usable quantities and in a timely fashion,
the state engineer can refuse to issue closing orders
to the junior appropriators despite a downstream river
call (see Ref.[1] p. 5–55).

Water-Use Preferences

Another exception to the priority doctrine recognized
in some western states is the notion of water-use pre-
ferences. Water preferences typically involve an order-
ing of the importance of water use, such as 1) domestic;
2) agriculture; and 3) industry. The appropriator
with the highest use preference is called the superior
use; the appropriator with a lower preference is called
the inferior use. Under specific limited circumstances,
superior uses may in some western states be legally
favored over inferior uses regardless of priority (see
Ref.[1] pp 5–57 to 5–59).

Preferences are relevant principally when
the superior use is a junior appropriation. When the
superior water use is the senior appropriation,
the superior water use is protected by the priority doc-
trine. Even when the superior use is the junior appro-
priation, the senior appropriation will almost always
be entitled to exercise its priority without regard to
water-use preference.

There are two types of water preferences: absolute
and compensatory preferences. Under absolute water
preferences, a junior appropriator with a superior use
will be entitled to water at the expense of a senior
appropriator with an inferior use. Under compensa-
tory water preferences, the senior appropriator with
an inferior use has priority over the junior appropria-
tor with the superior use. If the junior appropriator
wishes to exercise its superior use preference, it must
purchase (or condemn) the senior inferior appropri-
ation. In other words, the junior superior appropriator
can obtain the senior inferior appropriator’s water
only by paying for the water. The vast majority of
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appropriation water disputes are resolved on the basis
of priority.

LOSS OF APPROPRIATIONS

Because water appropriations are based upon bene-
ficial use of the water appropriated, when the water
use stops the appropriation may be lost (see Ref.[1] p.
5–152). Unused appropriations may be cancelled by
the state engineer when the statutory period for appro-
priation non-use (e.g., 3 yr) has run (see Ref.[1] pp.
5–156 to 5–159). Appropriations may be legally con-
sidered to be abandoned even without administrative
appropriation cancellation where the appropriation
has not been used for the period of time for losing real
estate by adverse possession (e.g., 10 yr) (see Ref.[1] pp.
5–153 to 5–156). The time period for appropriation
loss by abandonment is typically longer than the
period for administrative appropriation cancellation.

WATER REUSE

Consumptive Use and Return Flows

As noted earlier, under Duty of Water, the appropri-
ation system has been criticized as fostering inefficient
water use. To understand this criticism, it is first neces-
sary to understand the concepts of consumptive water
use and return flows. Assume that an irrigator diverts
300 acre ft of water to irrigate 100 acres of farmland.
(An acre ft of water is enough water to cover an acre
of land to a depth of 1 ft, or 325,851 gal.) The crop con-
sumes 175 acre ft of water, and the remaining 125 acre ft
return to the stream. Of the 300 acre ft diverted,
175 acre ft are consumptively used in crop production,
and the remaining 125 acre ft are return flows.

Appurtenancy Doctrine

In most western states, appropriations may only be
used on the land for which the water was originally
appropriated (see Ref.[1] pp. 5–122 to 5–125). An irri-
gator cannot, by improving the irrigator’s water-use
efficiency, use part of the 300 acre ft diverted on a
second field; the appropriator can only irrigate the
original field with the 300 acre ft. Thus, the appropria-
tor has less economic incentive to improve water-use
efficiency because the saved water cannot be reused.
The reason for this policy is that downstream appro-
priators (both senior and junior) rely on the 125 acre ft
of return flows as part of their water supply. Irrigating
150 acres with the 300 acre ft of water instead of the
original 100 acres would typically increase the total

consumptive use from the original 175 acre ft (unless
the crops irrigated were changed). The increased con-
sumptive use reduces the return flows to downstream
appropriators, which is illegal under appropriation
law. Some states have modified the appurtenancy
doctrine to encourage water marketing.

WATER MARKETING

In many western states, irrigators appropriated the
natural flow of the state’s rivers and streams. Later
users who wanted to obtain a secure water supply
developed water storage to capture spring runoff for
summer use. But where there is no unappropriated
water available and water storage options have been
fully developed or are too expensive implement, the
remaining option for reallocating water from old uses
to new uses is water marketing. This typically involves
a municipality or industry purchasing a senior irri-
gation appropriation and using the water for a differ-
ent purpose, often at a different location. These
water right transfers must be approved by the state
engineer, who must maintain the return flows to down-
stream appropriators (see Ref.[1] pp. 5–122 to 5–132).
In the hypothetical case where 300 acre ft are diverted
for irrigation, 175 acre ft are consumed, and 125 acre ft
are return flows, the irrigator could sell and transfer
only the 175 acre ft of consumptive use, and not any
of the 125 acre ft of return flows. The difficulty is
that the relative amounts of consumptive use and
return flow may be difficult to determine in particular
cases. Appropriation purchasers and downstream
appropriators are likely to disagree on the relative
quantities of consumptive use and return flows. If the
appropriation purchaser takes an aggressive stance
regarding consumptive use and return flows, down-
stream appropriators may be required to hire attorneys
and consultants in order to protect their return flows,
an expense that many see as unfair. Despite these
difficulties, water marketing is an essential tool to
allow water to be reallocated from old use patterns
to use patterns better reflecting current economic and
social needs.

RESERVED WATER RIGHTS

When Indian reservations were created, Congress
reserved to the tribes sufficient water to economically
develop the reservation. The priority date for Indian
reserved rights is the date the reservation was created.
Indian reserved rights are not lost by non-use, so a
tribe may initiate a water use in 2002 with a priority
date of 1850 even if that would displace all appropria-
tions on the stream junior to 1850 (see Ref.[1] pp. 9–69
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to 9–79). This has resulted in many conflicts between
tribes and appropriators.

Federal reserved water rights are created when
Congress or the President establishes a national park,
national forest, etc. The priority date is the date the
national park is created but the water uses protected
are only those uses identified when the national park
or forest is created. Typically, fish, wildlife, and rec-
reation uses are not protected under federal reserved
water rights (see Ref.[1] pp. 9–92 to 9–110).

PROTECTION OF INSTREAM FLOWS

While most appropriation states have modified their
statutes to provide for instream appropriations for fish,
wildlife, and recreation (see Ref.[1] pp. 5–47 to 5–48),
those instream appropriations will be very junior
appropriations. On many western rivers and streams,

the instream appropriation will be a paper water right
only and will not represent a secure water supply
because the stream has been fully appropriated or even
over-appropriated. In this circumstance, the better
strategy to protect instream flows is through water
marketing: purchasing a senior appropriation and
converting it to an instream appropriation. The federal
Endangered Species Act has also been used to obtain
water supplies to maintain federally designated endan-
gered or threatened wildlife species through endan-
gered species regulations rather than through state
appropriation laws (see Ref.[1] pp. 9–47 to 9–62).
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Suspended-Sediment Transport Measurement

John R. Gray
Office of Surface Water, U.S. Geological Survey (USGS), Reston, Virginia, U.S.A.

INTRODUCTION

Suspended sediment is the material carried in suspen-
sion by the turbulent components of a fluid or by
Brownian motion. The U.S. Environmental Protection
Agency has identified suspended sediment and consti-
tuents that sorb to sediments, including metals and
pathogens, as major impairments of rivers and streams
in the U.S.A.[1] Considering that the annual physical,
chemical, and biological damages attributed to fluvial
sediment in North America alone total about $20
billion,[2] the need for accurate fluvial-sediment data
has never been greater. These data need to be reliable,
comparable, cost-effective, and spatially and tempo-
rally consistent to accurately quantify the sedimentary
content of surface waters.

The reliability, comparability, and applicability of
fluvial-sediment transport information should not be
taken for granted. A number of factors can affect the
quality and usefulness of sediment information, includ-
ing the instruments and methods used to collect the
data; sample processing and analytical methods;
sediment-discharge computations and derivation of
load estimates; and methods for storing, retrieving,
and disseminating the data.

This contribution provides an overview of some
of the traditional instruments and techniques used to
collect the requisite data for computing suspended-
sediment transport. The instruments and techniques
developed and produced by the Federal Interagency
Sedimentation Project (FISP),[3,4] which are sanctioned
by the FISP Technical Committee and the Advisory
Committee on Water Data’s Subcommittee on
Sedimentation,[5] are used to collect the bulk of
suspended-sediment data in the U.S.A.[6,7] Although
surrogate technologies for measuring suspended-
sediment transport show considerable promise for
revolutionizing the way that these data are collected,
these experimental methods are not described in detail
herein.[8–10]

MEASUREMENT OF SUSPENDED-SEDIMENT
TRANSPORT

Proper deployment of an appropriate sampler is the
first requirement for obtaining the requisite data for

computing reliable records of suspended-sediment
transport. A suspended-sediment sampler is used to
obtain representative samples of the water–sediment
mixture in the stream in the vicinity of the sampler
intake. Analytical results from these samples often
are used to develop a time series of suspended-
sediment concentrations. Each concentration value is
multiplied by its paired water-discharge value and a
units-conversion constant, and the resulting unit-value
sediment discharges are summed to compute daily
records of suspended-sediment discharges.[11] Addition-
ally, concentration data are sometimes used to develop
concentration–water discharge relations—transport
curves—which in turn can be used to estimate
suspended-sediment discharges.[12]

Sediment concentrations and particle-size distribu-
tions tend to vary little at steady flows, but can vary
by orders of magnitude over a runoff hydrograph.
To compute daily (continuous) records of suspended-
sediment discharges, it is important to characterize
variations in suspended-sediment concentrations dur-
ing times of rapidly varying streamflow, and parti-
cularly those for higher flows.

Traditional suspended-sediment samplers, including
those designed and produced by the FISP,[3,4] can be
considered in one of two categories: manually operated
samplers[4,6,7] and automatic samplers.[6] The charac-
teristics and limitations of these types of samplers are
summarized in the following sections.

Manually Operated Samplers

Manually operated samplers include instantaneous
and isokinetic samplers. Instantaneous samplers fill
rapidly upon being deployed. They are most appropri-
ate for sampling flows less than about 0.5 m/s, or
depths less than about 0.3 m. Examples of such non-
isokinetic samplers include open bottles, Kemmerer
samplers, and Van Dorne samplers.

Isokinetic samplers, such as those produced by
the FISP,[3,4] include those with rigid sample bottles
(bottle samplers) and flexible bags (bag samplers).
They are designed to ensure that the velocity of water
entering the nozzle is within 10% of the ambient stream
velocity incident on the sampler nozzle throughout the
sampler’s operable velocity and depth ranges (Fig. 1).
If the velocity of water entering the nozzle differs by
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more than 10% from the ambient velocity, an unac-
ceptable bias in the concentration and particle-size dis-
tribution of the sampled sediment may result (Figs. 1
and 2). This phenomenon is a result of differing
momentums associated with the water vs. the entrained
sediment, and can be particularly problematic when
sand-size material (equal to or larger than about
0.062 mm median diameter) is in suspension (Fig. 2).

A depth-integrating isokinetic sampler collects and
accumulates a velocity- or discharge-weighted sample
as the sampler descends and ascends through the verti-
cal column of water, provided that the appropriate
transit rate is not exceeded, and the sample container
does not overfill. Fig. 3 shows three types of depth-
integrating samplers developed by the FISP. A point-
integrating sampler uses a solenoid valve, enabling
the operator to sample isokinetically either at points
in the water column or by depth integration in parts
of or throughout the entire water column. Rigid-bottle
isokinetic samplers can collect a velocity-weighted

sample from the surface to within about 0.1 m of
the bed, and to depths as great as 4.6 m.[3,4] The U.S.
D-99 bag sampler can sample the water column to
within 0.24 m of the bed and to depths as great
as 67 m.[4]

When deployed in a single vertical from the surface
to within about 0.1 m of the streambed (or at selected
points in the water column with a point sampler), these
samplers provide representative samples for the parts
of the stream at which they were deployed. When an
isokinetic sampler is deployed using either the Equal-
Discharge-Increment or Equal-Width-Increment sam-
pling method,[6,7] the sample is discharge weighted
and contains a concentration and particle-size distri-
bution representative of the total discharge.

Although manual samplers have considerable
benefits, there are some drawbacks. For example, total
costs associated with the acquisition and manual
deployment of isokinetic samplers, and subsequent
analytical costs, can be unacceptably high.[14] Safety
requirements cannot always be met when a hydrogra-
pher works in, over, or near a stream, particularly dur-
ing floods. The sparse temporal distribution of the
derivative data—in many cases a single observation
per day—requires that daily-load computations be
based on estimated concentration values and (or)
indexed to another more plentiful data source.

Automatic Samplers

Some sediment-monitoring programs and studies
include sites where collection of sediment samples are
required at a frequency, time, and (or) under a set of
conditions that cannot be accommodated through
manual sampling. Safety considerations, remoteness
or inaccessibility of site location, flow conditions,
operational costs, and other factors may render man-
ual collection of sediment and flow data at a site
impractical, dangerous, or impossible. In lieu of man-
ual sampling, automatic samplers may be deployed to
accommodate sediment data-collection needs at
some sites.

Fig. 2 Effect of sampling rate on measured sediment con-
centrations for four sediment-size fractions. Source: Adapted
from Ref.[13].

Fig. 1 Relation between intake velocity and sample concentration for: (A) isokinetic and (B, C) non-isokinetic sample collection

of particles greater than 0.062 mm. �vv ¼ Mean stream velocity, Vn ¼ velocity in the sampler nozzle, �cc ¼ mean sediment con-
centration in the stream, and Cs ¼ sample sediment concentration.
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Automatic samplers are useful for collecting
suspended-sediment samples during periods of rapid
discharge changes from storm runoff, and in reducing
the need for manual measurements associated with
intensive sediment-collection programs. Automatic
samplers can be categorized as pumping and passive
types (Fig. 4). Several types of pumping samplers have
the capacity to collect and store multiple samples. Passive
samplers, which include single-stage samplers, such as
the U.S. U-59 series,[3,6] collect a single sample. Both
types normally draw a sample non-isokinetically from a
fixed point in the stream.

Automatic samplers enable collection of samples
that otherwise could not have been obtained manually
because of logistical or safety reasons. Under many
circumstances, however, automatic samplers are unre-
liable for obtaining suspended-sediment samples repre-
sentative of the mean sediment concentration of the
stream cross section, especially in streams with large
percentages of sand in suspension. Concentration data
from discharge-weighted samples collected from a
cross section with isokinetic samplers are required
to develop a calibration relation with sediment-
concentration values derived from automatic samplers.

These calibration relations are used to adjust the con-
centration data obtained automatically so that these
data better represent the mean sediment concentration
in the cross section.[11] Additionally, use of automatic
samplers may result in reduced data quality owed, in
part, to an inability to quantify a stable calibration
relation over the full range of flows.

FUTURE PROSPECTS FOR MEASURING
SUSPENDED-SEDIMENT DISCHARGE

The limitations associated with traditional means to
measure or estimate sediment discharges result in
considerable room for improvement. New sediment-
surrogate technologies show considerable promise
toward providing the types and temporal density of
fluvial-sediment data needed to improve sediment-
discharge measurements. Potentially useful instruments
and methods for inferring the physical characteristics
of fluvial sediments are being tested around the
world. Through the informal Sediment Monitoring
Instrument and Analysis Research Program,[17] the
U.S. Geological Survey is testing instruments

Fig. 4 (A) An automatic pumping sampler; (B) a U.S. U-59B single-stage suspended-sediment (passive) sampler; and (C) a
modified single-stage (passive) sampler. Source: From Refs.[3,6,15,16], courtesy Teledyne Isco Inc.

Fig. 3 (A) The U.S. DH-48 suspended-sediment sampler, glass sample bottle shown. (B) The U.S. D-74 suspended-sediment
sampler, glass sample bottle in sampler body. (C) The U.S. D-96 suspended-sediment sampler, flexible sample bag in sampler

body. Source: From Refs.[3,4,6,7].
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operating on acoustic; bulk, digital, and laser optic;
and pressure-difference technologies in riverine and
laboratory settings for measuring selected characteris-
tics of suspended sediment.[3] Bedload transport is
being estimated using passive and active acoustic,
magnetic, load-cell sensors, and radio-tracking
technologies in addition to bedload traps.[8,10,18]

Additionally, a non-contact method for continuously
monitoring water discharge has been tested success-
fully in a limited number of field settings.[19]

To make the transition from research to operational
applications, these new technologies must be rigor-
ously tested with respect to accuracy and reliability
in different physiographic settings, flow ranges, and
sedimentary characteristics, and their performances
must be compared to those of traditional techniques.
The latter should include concurrent collection of data
by traditional and new techniques for a sufficient
period—probably years—to identify and minimize
changes in bias and precision between the traditional
and new technologies.

CONCLUSIONS

Fluvial sediments and associated constituents rep-
resent a major source of impairment of U.S. surface
waters. The need for accurate data on sediment trans-
port and deposition has never been greater.

A number of factors in the acquisition of sediment
data—particularly those related to samplers and sam-
pling techniques—can affect the reliability, compar-
ability, and applicability of those data. The most
reliable sediment data are derived from samples
obtained manually with FISP isokinetic samplers
deployed by the Equal-Discharge-Increment or Equal-
Width Increment sampling methods.[3,4,6] Data from
samples collected automatically normally require
adjustment by empirically derived coefficients to
render the derivative data representative of the
mean cross-sectional value.[6,11] The benefits of using
FISP-approved quality-assured instruments and
methods substantially outweighs their associated
drawbacks.

Selected surrogate technologies under consideration
for monitoring sediment transport, which show con-
siderable promise toward providing the types, tem-
poral density, and in some cases spatial density of
fluvial-sediment data needed to improve sediment-
discharge measurements, must pass rigorous tests in a
variety of physiographic settings, flow ranges, and
sedimentary characteristics. Those technologies subse-
quently approved through the FISP will become
available to any user in addition to the current suite
of FISP samplers.[3,4,6,17]
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Tailwater Recovery and Reuse
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INTRODUCTION

The recovery and reuse of irrigation water are gener-
ally associated with surface irrigated fields. When
surface-irrigating fields with slope, water must be
applied in excess to the needs of the crop in order to
irrigate the entire field. As a result, excess water or tail-
water collects at the lowest point in the field. The water
may percolate into the soil profile or flow as surface
drainage away from the field. Either way, the water
through the force of gravity can eventually return to
a nearby stream or lake. This process is referred to
as return flow because water is returned to a surface
source to be used again. A tailwater recovery and reuse
system can also be used as a way to collect surface
water runoff from a field. The reuse system consists
of drainage channels to divert water to another site
or to a reservoir for storing the water. Many systems
will also include pumps and pipelines for delivering
water to a new site for distribution and trash screens
to remove unwanted debris. The recovery and reuse
of tailwater from a surface irrigated field can increase
surface irrigation efficiency by approximately 20%.

TAILWATER RECOVERY

Recovering the water that runs off the ends of irrigated
fields has long been a method by which available and
sometimes limited water supplies could be used more
efficiently. Before available electricity, surface water
drainage from the end of a field would gravity flow
away and could be used again on another field located
down gradient. In many cases, the runoff water could
not be diverted to another field and would return to
a nearby stream as return flow. Water users down-
stream would then have the opportunity to divert
water for irrigation or other purposes. Whether used
directly from the field or as return flow, the recovery
of runoff water from surface irrigated fields has and
will continue as a way to use water efficiently for
meeting crop needs.

When electricity became available, pumping water
became feasible. Water captured at the end of a field
no longer needed to be used on a field down gradient,
but could be pumped to irrigate the same field or any

farm field within close proximity. The primary purpose
was to use available water supplies to irrigate as much
land as possible. Surface water users are often a part of
a larger irrigation district. These districts in most cases
restrict the amount of water that can be diverted or
used during the growing season. By recovering runoff
water from their fields, irrigators can effectively irri-
gate more land. Keep in mind not all irrigators using
surface water are allowed to collect the runoff water.
As stated before, most runoff water will gravity drain
to streams and lakes. In many cases, this return flow
is vital for downstream users and reuse systems are
not allowed.

For ground water users, they pay to pump water to
the surface and irrigate. In this case, when the water
becomes runoff it can no longer provide a benefit
unless a reuse system is installed. Similar to surface
water users, laws can define how runoff is to be treated.
In some cases, water pumped from the ground is not
allowed to enter the surface water drainage system.
This means a reuse system must be installed or the
water must be allowed to percolate into the soil at
the end of the field. Even without this restriction,
pumping water to an adjacent field can be much less
costly than pumping more water to the surface to
irrigate those same fields.

TYPES OF TAILWATER RECOVERY SYSTEMS

There are many different designs for tailwater recov-
ery. Fig. 1 shows two alternatives for irrigating from a
reuse system near the runoff site. In Fig. 1(A), a pump
system is used to return irrigation water to the field of
origin. The example in Fig. 1(B) uses a cycling system
and returns water through a storage reservoir to an
adjacent field. A brief description of tailwater recovery
and reuse systems is given below for some of the
more common types being used. For a more detailed
description and design, see Refs.[1,2].

Cycling System

Cycling systems use a small sump or pit to store a
quantity of water that is enough to allow the pump
to operate correctly. It is generally recommended that
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the pump should operate no more than 15 cycles per
hour to maintain pump efficiency. Pit size can be
determined based on pumping rate and cycle fre-
quency. Runoff from a surface irrigated field generally
begins at a very slow rate and continues to increase
until the irrigation set is complete. Because of this vari-
ation in runoff flowrate, cycling systems are used pri-
marily for pumping water to a regulating reservoir
rather than directly to a field since the constant fluctu-
ation in pumped water flow makes regulation of an
irrigation set difficult.

Pump System

In contrast to a cycling system, the pump system will
often collect reuse water at the end of the field in a

large storage reservoir. The reuse water stored in the
reservoir is normally of sufficient volume to allow for
a complete irrigation set to be made once the reuse
pump is turned on without the need for additional
water. When filled to the desired level, the pump will
deliver water either back to the same field, independent
of a current irrigation set, or to an irrigation set on an
adjacent field. For systems that do not provide ade-
quate storage capacity to complete a single irrigation
set, labor will be increased along with a decrease in
the water use efficiency.

Sequence System

Sequence systems are those systems that have been
used for many years. These types of systems simply

Fig. 1 (A) Runoff recovery
and reuse system using a stor-
age reservoir, pump, and pipe-

line to reuse irrigation water
on the field of origin. (B) Run-
off recovery and reuse system

using a small pit, storage reser-
voir, pump, and pipeline to
reuse irrigation water on an
adjacent field.
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deliver the reuse water by gravity through open ditch
or pipeline to fields down gradient without the use of
a pump. These systems can increase water use
efficiency but labor will also be increased due to the
variability in the rate of water runoff from a field as
explained for the cycling systems.

OPERATION OF TAILWATER
RECOVERY SYSTEMS

Most reuse systems can be adapted to automation by
controlling pump operation based on water level in
the storage reservoir or simply controlled based on
time. Water level controls automatically start the
pump when the water level increases to a predeter-
mined level and shuts the pump off when the water
level falls to a predetermined level. Water level controls
would most often be found on reuse systems with
pumps that are designed to cycle on and off. Timing
mechanisms for automation are normally used on large
storage reservoirs. When adequate water has been
recovered, the pump may be started manually. A timer
is then used to shut the pump off after the desired
irrigation set time is complete.

Because tailwater carries sediment with it, reuse pits
should be designed to accommodate the collection and
removal of sediment. This collection area should be in
advance of the major storage portion of the pit. In the
case of recycling pumps, storage is minimal and sedi-
ments should be removed prior to entering the reuse
system. Some sediment will be carried with the recy-
cled water, however, larger sediment particles can be
removed by the use of grass filters. Keep in mind sedi-
ment will build up in the grass filter and must be
mechanically removed periodically.

As water enters the pit whether it is large or small,
flow velocities should be maintained below erosive
levels. In pits, the inlet structure may be a part of the
reuse structure (Fig. 2). In reservoirs, placement of a
pipe through the bank of the pit will allow water to
enter the reuse system without eroding soil banks
(Fig. 3).

When using runoff water, the water should be
applied to a succeeding irrigation set or to a differ-
ent field (Fig. 1). Applying reuse water to the same
irrigation set that is producing the runoff is ineffec-
tive and is generally not recommended. For example,
when using a cycling system runoff is not available
until water has started to reach the end of the field.
As runoff increases, cycle frequency increases. Because
additional water is applied after water advance is
nearly complete, the result is pulsing inflows and
increases in erosion without improving overall
irrigation uniformity.

Pumping from a reservoir will be similar to the
cycling system, but without the pulse flows. Once run-
off begins and reuse water is added to the irrigation set,
flowrate increases to a level greater than needed. The
increased flowrate will likely further increase soil ero-
sion. Using runoff from a reservoir system can func-
tion better if runoff is collected but not used until the
beginning of the next irrigation set. This will allow
greater flowrates to be used during the initial stages
of water advance. Once runoff begins, the reuse system
pump is shutdown and water is again stored for use
at the beginning of the next irrigation set. Because
the water has already advanced across the field, a
reduction in inflow to the field at this time can be
beneficial by improving application uniformity and
increasing water use efficiency. Using a reuse system
in this fashion will require more exact design in sizing
the reservoir, determining reuse pump capacity, and
determining irrigation set size.

Performance of surface irrigation is dependent upon
many factors when it comes to designing a runoff
recovery and reuse system. The rate of water infil-
tration into the soil can increase or decrease the rate

Fig. 3 Design for a pump system reservoir inlet structure.

Fig. 2 Design for a cycling system inlet structure.
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of water advance to the end of the field and greatly
influence irrigation set time. This in turn influences
total runoff volume. The soil infiltration rate will
change not only from field to field and year to year
but from one irrigation set to the next making design
of a reuse system challenging. Other factors that influ-
ence runoff rate and volume are changes made to set
size, system inflow rate, and weather conditions. In
many cases, it may take two or three irrigation sets
to determine the preferred set size and inflow rate.
Once established, the management of the runoff water
can be fully determined.

WATER QUALITY

Tailwater recovery systems can provide a mechanism
through which water quality can be maintained.
Surface irrigation field runoff often carries sediment
that can have traces of chemicals and fertilizers used
for producing crops attached to the soil particles. By
capturing the water for a brief period of time much
of the sediment in the water will settle out. During
the off season, the sediment should be removed and
placed back on a production field.

Fertilizer and chemicals can also be held in suspen-
sion and carried in the water. By installing a tailwater
recovery and reuse system, chemicals can be reapplied
to fields during irrigation, keeping unwanted material
from entering the surface water drainage system.

SAFETY OF TAILWATER
RECOVERY SYSTEMS

Anytime water is collected and stored in a reservoir,
safety should be of concern. In some cases, reuse pits

or reservoirs are constructed with the goal of taking
as little land as possible out of crop production. This
may mean deep pits or reservoirs that have steep side
slopes. This type of situation offers the potential for
a hazard if children can be expected within the vicinity.
Keeping side slopes that allow for mowing will also
allow for easier escape if someone would find their
way into a reservoir. If this is not possible, then fencing
may be needed to insure small intruders do not have
access to the area.

CONCLUSION

Tailwater recovery and reuse offers an alternative that
can increase on-farm water use efficiency. At the same
time, water quality can be maintained by keeping
sediment and agricultural chemicals near the point
of application. Finally, irrigating with reuse water
can save both time and labor when properly designed.
The end result will be irrigation that is environmentally
friendly while still producing food and fiber for the
world.
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Tamarisk

Tom L. Dudley
Marine Science Institute, Santa Barbara, California, U.S.A.

INTRODUCTION

Invasive, non-indigenous plants are increasingly seri-
ous resource concerns in wetlands and riparian ecosys-
tems because of their potential to displace native plant
species, degrade habitat quality for wildlife, and alter
physical properties of ecosystems, including the poten-
tial to retain water resources. One of the most serious
plant invaders in western North America is tamarisk
or saltcedar (Tamarix spp.), a fast-growing shrub or
small tree that now dominates many arid-zone riparian
systems throughout the region.[1] Fig. 1 illustrates the
abundances that can be attained, in this case at the
Virgin River in southern Nevada. While tamarisk has
colonized numerous wildland ecosystems, the most
severe infestations occur along regulated rivers and
reservoirs where it benefits from altered hydrologies
and other anthropogenic influences, and may place
severe demands on limited water supplies.[2] A variety
of control technologies exist or are being developed
to control tamarisk, and substantial financial resources
are directed to managing this invasive weed. However,
controversies continue over the nature of its economic
and environmental impacts and whether control or
eradication will provide the benefits anticipated.[3–5]

BACKGROUND

Tamarisk is the common name for shrubs and trees of
the genus Tamarix, which along with the Myricaria
and Reaumuria comprise the Tamaricaceae, a family
associated with arid and semi-arid, frequently saline,
environments of the Old World (Europe, Africa, and
Asia). At least 54 species of Tamarix are known, and
it is often a dominant element of the vegetation in
low-lying basins and river corridors where heat, salt,
and irregular water availability limit the number of
other riparian plants that can tolerate these con-
ditions.[6] These trees can use saline groundwater and
excrete excess salt from glands on the leaves and green
stems. Leaves consist of cedar-like bracts, and these
two traits suggest the other common name for genus,
saltcedar. Many members of the genus are deciduous
and frost-tolerant, losing their foliage during the win-
ter months, while some species, particularly T. aphylla,

commonly known as athel, are evergreen and are asso-
ciated with warmer frost-free regions. Plants produce
long racemes of insect- and wind-pollinated pink to
white flowers producing copious quantities of small
(ca. 0.5 mm length), short-lived windblown seed.

Numerous species of Tamarix have been imported
into North America and other temperate or sub-
tropical regions and planted since the early 1800s
for horticulture, windbreaks, and erosion control,
especially in the southwestern U.S.A. Tamarisk was
reported as naturalized in riparian areas by 1877, and
has come to dominate riparian vegetation along many
major rivers.[7,8] The deciduous tamarisks now occupy
an estimated 1–1.6 million acres from northern
Mexico to central Montana and from central Kansas
to coastal California.[8,9] The potential distribution of
this group is illustrated in Fig. 2, based on biogeo-
graphic studies conducted by Morrisette et al.[34]

Currently, tamarisk is the third most abundant woody
plant in western riparian areas,[10] and its potential dis-
tribution is illustrated. Several taxa are involved in this
complex, including T. ramosissima, T. chinensis, T. par-
viflora, T. canariensis, and T. gallica, while the most
common invasive form in the arid West is a hybrid
between T. ramosissima and T. chinensis.[11] The ever-
green T. aphylla, a species used extensively in the
region as a shade tree, was previously thought to be
non-reproductive in North America despite its invasive-
ness in Australia. More recently, it has been found as
invading sites in the lower Colorado River drainage,
and also now hybridizes with the deciduous forms.[12]

WHY IS TAMARISK A SUCCESSFUL INVADER?

The success of this invader is related to its capacity to
take advantage of unpredictable periods of favorability
to colonize sites, and its ability to tolerate harsh con-
ditions once established. Colonization typically follows
unusually high run-off events that scour substrates and
remove existing vegetation. Because seed production
can occur over a period of several months (basically
mid-spring to late-summer), there are often ample
propagules that germinate on the fine particle sub-
strates (silt and sand) left as flooding recedes and the
sustained moist conditions facilitate survival by the
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relatively slow-growing seedlings. Young plants are
poor competitors against native species,[13] but the
scoured surfaces offer competitor-free space for estab-
lishment. Seedlings are more susceptible to repeat

flooding than are native cottonwoods and willows, so
establishment is most successful where flood events
are rare, which is why infestations are less common
in non-regulated riverways that experience natural

Fig. 1 Virgin River, Clark County, Nevada. This tributary to the lower Colorado River is heavily dominated by Tamarix
ramosissima, although substantial native vegetation remains in some river reaches. Source: From Ref.[20].

Fig. 2 Illustration showing the likelihood of occurrence of tamarisk based on ecogeographic characteristics of its current
distribution. Darker green indicates where tamarisk is most likely to occur, and is, in fact roughly its current distribution.
Source: From Ref.[34].

1214 Tamarisk

© 2008 by Taylor & Francis Group, LLC



Ta
il

w
at

er
–V

ir
tu

al

flood disturbances every 2 or 3 yr.[14] Once established,
plants are resistant to infrequent disturbances such as
flood and fire, and if above-ground material is
removed, the plants readily re-grow from below-
ground basal crowns.[15]

Tamarix invasion is often facilitated by river man-
agement that has altered natural hydrologic and
geomorphic processes.[1,16] Its greatest expansion
occurred in the early- to mid-20th century following
the widespread construction of dams and other water
projects in the western U.S.A. Water diversions reduce
availability of moisture to native obligate phreato-
phytes that require nearly constant contact with free
water, unlike tamarisk, which continues metabolic
activity below saturation levels (facultative phreato-
phyte) and tolerates long periods of drought.[17] Diver-
sions and lack of flushing flows also result in
salinization of riparian soils to levels that inhibit native
plants.[18] Land uses such as livestock grazing and
groundwater pumping further facilitate replacement
of native plants by tamarisk in altered habitats; how-
ever, Tamarix has invaded many relatively pristine
sites as well, particularly in smaller watersheds where
natural flooding is infrequent.[19] Although tamarisk
frequently exists as small patches within a diverse veg-
etation mosaic, the above dynamics often lead to the
establishment of extensive, dense, monospecific stands
that inhibit the re-colonization of native riparian
species.[20]

IMPACTS OF TAMARISK INVASION

The impacts of tamarisk invasion are both economic
and environmental. In some situations it may be con-
sidered beneficial, for example, to control erosion, pro-
vide wooded habitat on sites too salty or dry for native
forest, and provide nectar for bees, but generally its
impacts are detrimental.[2]

Water Resource Depletion

The most frequently cited concern is the lowering of
ground and surface water levels resulting from high
evapotranspiration (ET) rates, which is presumed to
desiccate streams channels, has caused springs to dry
up, and places demands on scarce water resources in
arid regions. ET estimates for tamarisk in the South-
west U.S.A. range from 0.7 to 3.4 m3/m2 of ground
area/year (typically abbreviated to m/yr), depending
on the technique used, site and climatic conditions,
and the duration of measurements.[2] The higher
estimates are primarily from lysimeter studies, in
which water use rates are measured in tanks with con-
tinuous water supply. More realistic estimates using a

variety of methods, especially micrometeorological
approaches (Bowen Ratio Energy Balance and eddy
covariance) are in the range of 0.7–1.7 m/yr. This still
translates to very high rates of water escape from
floodplain environments (e.g. 7000–17,000 m3 entering
the atmosphere each year from a hectare of infested
landscape, or approximately 4.6–6.7 million gallons
per acre).

‘‘Salvage’’ of such water is the goal of many tama-
risk control programs, but depends on replacement
vegetation using less water. On a leaf area basis, tam-
arisk transpires roughly equivalent amounts of water
as other riparian species such as willows and cotton-
woods, but under good growth conditions, the leaf or
photosynthetic area of tamarisk can substantially
exceed native plants, and thus, more water is tran-
spired per unit land area.[17,21] Greatest ET can take
place where tall canopy trees co-occur with a dense
tamarisk understory.[22] Furthermore, because tama-
risk is a facultative phreatophyte that can use adsorbed
water, ET continues during dry periods when other
species have ceased water uptake. Anticipated water
savings from replacement of tamarisk by cotton-
wood-willow vegetation vary from nil to 0.6 m/yr, but
in many locations, the replacement native species, e.g.
mesquite (Prosopis spp.), saltbush (Atriplex spp.), or
forage grasses (Distichlis spicata, Spirobolus spp.),
are better adapted to xeric conditions and offer less
water consumptive alternatives.[2]

Physical Impacts to Riparian Systems

Tamarisk also alters the physical features of channels,
with potential increased risk of flood damage and
channel erosion.[23] Dense vegetation causes water
flows to slow, not only forcing flood flows upward
and occasionally outside of the streambanks, but also
promoting deposition of entrained sediments that
would otherwise be flushed from the system. In turn,
the active channel can be narrowed by weed encroach-
ment with corresponding downcutting erosion, further
lowering water tables as channel elevations are
lowered. Streambanks may also be at greater risk of
erosion because tamarisk is deeply rooted, but its
shallow roots are relatively simple with little bank-
stabilizing influence when compared with native
woody plants. The bare substrates commonly found
underneath tamarisk also increase bank erosiveness.

Another physical alteration is the increased
frequency of wildfires in tamarisk-infested systems.
Riparian areas are traditionally considered to be bar-
riers to wildfire spread, but tamarisk foliage turns them
into pathways for fire movement because it is quite
flammable both while green on the plant and when
the deciduous foliage remains in the canopy or falls
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to the substrate.[15] Native woody plants are frequently
killed by these fires, leaving tamarisk to re-sprout and
dominate post-fire landscapes.[24,25]

Ecological Impacts of Invasion

Biodiversity impacts of tamarisk are also numerous,
a serious concern in desert riparian areas, which pro-
vide habitat to many of the threatened and endangered
species of the region. Even though young plants are
poor competitors, once established tamarisk inhibits
establishment and growth native plant species.[1,20]

The salts excreted from the foliage and contained in
the litter when it falls tend to salinate underlying soils
and discourage germination of some native species.
Its tolerance of drought and aggressive growth beha-
vior give tamarisk a competitive advantage, and
removal has been shown to allow renewed growth
by native willows.[26] The combination of anthropo-
genically degraded environmental conditions and
competition often leads to vegetative domination
by this single taxon. Wildlife habitat is diminished
because structural diversity and food resources are
poorer in tamarisk stands when compared with native
vegetation.[2,27]

Migratory and nesting birds depend on plant-
associated arthropods (insects, spiders, etc.), but these
food resources are relatively scarce on tamarisk, as is
typical for non-indigenous plants that arrive in new
landscapes without the associated organisms found in
their native regions. Generalist pollinators (butterflies,
wasps, flies) are common when plants are flowering
and are used by birds,[27] but cannot develop on tama-
risk so depend on nearby host plants for larval foods;
hosts that are lost with increasing domination by
tamarisk. Interestingly, the introduction of biological
control insects specific to tamarisk has resulted in
increasing avian occupation of this habitat through
provisioning of food resources.[5] Herpetofauna and
other wildlife that are less mobile than birds are gener-
ally found in lower numbers and diversity in tamarisk
stands.[2,28] Presumably, many reptiles require habitat
features that are not available in tamarisk, but some
small mammals such as deermice (Peromyscus spp.)
may respond positively to the dense woody cover
provided by tamarisk.[29]

Besides general reduction in wildlife habitat quality
and associated biodiversity, threatened and endan-
gered species also have appeared to decline when tama-
risk invades riparian areas.[5,19] These include sensitive
species such as yellow billed cuckoo (Coccyzus amaer-
icanus), southwestern willow flycatcher (Empidonax
traillii extimus), least Bell’s vireo (Vireo bellii pusil-
lus), western pond turtle (Clemmys marmorata), desert
slender salamander (Batrachoseps major aridus),

and numerous rare plants such as Pecos sunflower
(Helianthus paradoxus). Conflicts have arisen, how-
ever, because the southwestern willow flycatcher now
nests to some extent in tamarisk, so control efforts
now must take this unanticipated wildlife relationship
into account.[30]

Finally, recreational use of riparian areas and water
bodies is impeded by tamarisk infestation, and these
habitats tend to be avoided by sportsmen and wildlife
observers alike, possibly reducing recreation-based
income in western communities. The economic costs
of tamarisk invasion have been estimated at $127–
291 million per year, primarily resulting from water
resource and erosion.[9] Efforts to control tamarisk
have been taken for several decades, and currently
millions of dollars are spent each year to control
saltcedar to increase water yield and enhance eco-
system health.

CONTROL MEASURES

Saltcedar has been controlled using mechanical,
chemical, and biological methods.[2] Simple removal
of above-ground biomass is ineffective, as is burning,
because of the rapid re-sprouting which occurs, but
by bulldozing surface material, removing the root
crowns from the soil, and burning the slash, reasonable
efficacy can be achieved.[31] Chemical control technolo-
gies are similarly improving, from small-scale manual
application of herbicides (typically imazapyr or triclopyr
compounds) to aerial applications to large infestations
with little native plant component, and fire is often
subsequently used to remove remaining debris.

Because of the high costs (ranging from approxi-
mately $300 to $6000 per hectare) of, and collateral
damage (unintended heribiciding of native plants,
physical damage to streambanks) resulting from tra-
ditional control methods, and because control is not
sustainable, recent approaches use natural enemies
imported from the regions where tamarisk naturally
occurs to suppress weed infestations (classical biologi-
cal control).[32] Several specialist insects have been
tested and show potential for control, and the saltcedar
leaf beetle (Diorhabda elongata) has been released into
most western states where it is causing very substantial
defoliation of tamarisk.[5] ‘‘Biocontrol’’ offers the
potential for low-cost and sustainable reduction in
weed abundance, and with proper safeguards to ensure
that the risk of unintended negative consequences to
native species or valuable resources is low, this will cer-
tainly be the preferred approach to tamarisk manage-
ment in the future.

Restoration of infested riparian ecosystems remains
an important goal of most control programs, and this
requires not only improvements in the methods for

1216 Tamarisk

© 2008 by Taylor & Francis Group, LLC



Ta
il

w
at

er
–V

ir
tu

al

promoting recovery of native woody plants but also
active management of critical natural processes, which
are often key to successful restoration efforts. In parti-
cular, increasing attention is given to managing river-
flows in regulated watersheds to inhibit establishment
of pest plants and to promote native species, and such
ecosystem management approaches should improve
the success rate for riparian restoration.[2,33]

CONCLUSIONS

Arid and semi-arid riparian areas of the western
U.S.A. are increasingly infested by non-native tama-
risk, despite many programs intended to reduce its
abundance and impacts. Its impacts are environmental
(e.g. displacing native plants, degrading wildlife habi-
tat) as well as economic (e.g. promoting wildfire and
channel erosion, reducing recreational value, reducing
water resources). Human land uses have had an impor-
tant, but not exclusive, role in promoting these infesta-
tions. Resolving this natural resource problem is
complex, requiring active intervention to control infes-
tations as well as restoration of hydrological con-
ditions that encourage native riparian plants and
discourage tamarisk establishment. The recent intro-
duction of natural enemies to reduce populations
(biological control) offers excellent potential to
improve the cost-effectiveness of tamarisk control,
and to reduce its impacts region-wide while enhancing
riparian biodiversity.
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Timber Harvesting: Influence on Water Yield
and Water Quality

C. Rhett Jackson
Warnell School of Forest Resources, University of Georgia, Athens, Georgia, U.S.A.

INTRODUCTION

While the chemical, physical, and biological qualities
of waters draining commercial forest lands are gener-
ally quite good, harvesting and planting of trees can
temporarily alter streamflows, water chemistry, and
biotic communities. The magnitude and duration of
water quality effects vary with environmental setting
but can be controlled to a large degree by implement-
ing best management practices (BMPs) to protect
water quality. Minimization of bare and compacted
soil areas and dispersal of road runoff are critical for
protecting water quality in commercial forests.

FOREST HYDROLOGY

In general, continuing commercial production forestry
is practiced in humid climates where annual precipi-
tation exceeds potential evapotranspiration (ET) but
where soils or market conditions do not support more
valuable agricultural commodities. Example areas
include temperate forests of Europe and North
America, tropical forests of Brazil and Southeast Asia,
and boreal forests of Canada and Russia. While com-
mercial forests cross many geologic, topographic, and
climatic conditions, biogeographic zones where
forestry is practiced feature sufficient commonality to
generalize about hydrology and water quality of
streams draining forest lands.

Harvesting and planting of trees can alter hydrolo-
gic behavior of watersheds with resulting impacts to
streamflow, water quality, and aquatic life. Fig. 1 illus-
trates dominant hydrologic processes in forest environ-
ments and compares these processes between mature
forests and clearcuts. Dense canopies of intact forests
capture some rainfall before it hits the ground. Water
evaporated from the canopy before it drips to the
ground is called canopy interception and can account
for 10–30% of annual precipitation. Interception
depends on the leaf area index (ratio of total leaf sur-
face area to underlying land surface area), which varies
between 6 and 15 in forests of different types and
between summer and winter in deciduous forests. After
clearcutting, leaf area index and canopy interception

are greatly reduced. Therefore, more rainfall reaches
the ground. As trees regenerate, full canopy intercep-
tion returns over time.

Deep and well-developed root systems of mature
forests efficiently extract soil moisture for tree growth.
Evapotranspiration from soil storage returns a large
portion of annual rainfall to the atmosphere before it
reaches the water table or a stream. Shallow and lim-
ited root systems of young plantations extract far less
water from soil storage. Therefore, percolation of soil
water to the water table and shallow subsurface flow
to streams both increase after clearcutting. Yield, or
proportion of rainfall that becomes streamflow, is
therefore greater in clearcuts and young plantations.
Much of the increased yield reaches streams as dry
season baseflow, improving habitat conditions for
aquatic life during low-flow seasons.

Soils beneath mature forests usually feature well-
developed litter layers, low bulk densities, high poros-
ities, and dense macropore networks due to roots and
soil fauna activity, so infiltration rates are very high.
Most rainfall reaching the forest floor infiltrates, and
overland flow occurs only during very intense rainfall
events. Surface runoff occurs only as variable source
area runoff from low lying areas such as floodplains,
wetlands, and ephemeral streams where the water table
rises to the soil surface during rainfall. These areas
comprise only 5–15% of most forest landscapes. In
clearcuts and areas prepared for tree planting, bare
soils may be exposed by harvest and site preparation
equipment. Without the physical protection of litter
layers, bare soils often form crusts during rainfall,
and such crusts greatly reduce infiltration rates. Sur-
face runoff is common from bare soils, and surface
runoff mobilizes soil particles and transports them to
streams. Storm runoff volumes, sediment loads, and
sometimes peak flow rates are increased if clearcutting
or site preparation creates significant bare soil areas.
In addition, variable source areas are enlarged in
clearcuts and young plantations due to higher water
tables.

Roads are usually required to access and remove
timber, and roads impact hydrology and water quality.
Logging roads are surfaced with compacted native soil
and sometimes covered with gravel. Surface runoff is
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common from roads due to low infiltration rates.
Road runoff typically carries high amounts of fine
sediment and is often collected in roadside ditches
and transported to streams. In small basins, road runoff
can substantially increase peak flows and volumes. If
roads are cut into hillside subsoils, road cuts can serve
to collect shallow groundwater flow from the hillside
above. Logging roads are responsible for many, if not
most, water quality problems associated with forestry.

While general hydrologic processes apply to all
forested landscapes, hydrologic behavior varies greatly
with geology, soils, topography, solar aspect, and cli-
mate. These landscape factors control absolute and
relative magnitude of forest hydrologic processes and
also affect watershed response to forestry activities.

VARIATION IN SILVICULTURAL PRACTICES
AND THEIR HYDROLOGIC EFFECTS

In any given watershed, hydrologic effects of forestry
activities depend greatly on how timber is harvested
and planted. If harvest and site preparation maintain
organic litter layers, avoid soil compaction, disperse

road runoff, and maintain vegetated buffers along
streams and wetlands, hydrologic and water quality
effects of forestry can be minimal and often below
levels of detectability. If harvest and site preparation
activities create large areas of bare soils, gouge ruts
up and down the slopes, concentrate road runoff and
deliver it to streams, and extend operations to stream
banks, hydrologic and water quality effects can be
large and deleterious to aquatic life. Understanding
and mitigating hydrologic effects of forestry requires
some understanding of possible silvicultural activities.

In steep terrain, trees are cut manually with chain
saws and yarded to roads via high lead (one end of
the log is picked up) or full suspension (log is com-
pletely lifted off ground surface) cable systems. High
lead yarding can leave bare soils but full suspension
yarding leaves most of the litter soil surface intact. In
flat and moderate terrain, it is now more efficient to
use tractor-based equipment, such as feller-bunchers
and skidders, to cut and yard trees. If tractors operate
along the same tracks, and especially if they operate in
wet conditions, they can create continuous tracks of
compacted bare soils that may transport flow and
sediments to streams.

Fig. 1 Process schematic of silvicultural impacts on watershed hydrology; Forested conditions: (1) Evapotranspiration rates are
greater in forests, so a large portion of rainfall is returned to the atmosphere from soil storage. (2) In forests, canopy interception

returns some of the rainfall back to the atmosphere before it ever reaches the ground surface. (3) Infiltration rates are very high.
Therefore, surface runoff is rare. (4) Subsurface flow paths are the dominant contributor to streamflow. (5) Surface runoff is
common only in low areas near the channel where water tables are near the surface (variable source area runoff). (6) An intact
forest canopy provides maximum shade to streams and maintains a cooler humid microclimate in the valleys. Clearcut or Young

Plantation Conditions: (1) Evapotranspiration rates are significantly lower in first 4–10 yr after harvest and planting. (2) Canopy
interception is much lower in clearcuts and young plantations, so more rainfall reaches the ground. (3) When soils are left bare,
overland flow is common until vegetation is re-established. Overland flow on bare soils transports sediment and other contami-

nants to the stream system. (4) Due to the reduced ET and interception, water tables are higher and baseflows are increased. (5)
Due to the higher water tables, variable source areas may be enlarged, thus increasing surface runoff. (6) If SMZs do not sustain
sufficient shade, stream temperatures may increase due to greater solar insolation. (7) Without water bars and filter strips, road

runoff increases streamflows and sediment production.
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Site preparation and tree planting methods vary
considerably more than harvest methods. Intensive
forest management, potentially involving plowing or
ripping of soils, bedding of soils, ditching of hydric
soils, burning of organic debris, and applying herbicide
and fertilizer, is becoming more common, although
hand planting of trees without silvicultural enhance-
ments is still widely practiced. Hydrologic and water
quality impacts of site preparation depend on how much
bare soil is created, the duration of bare soils, and on
timing, location, and amount of chemical application.

Effects of road runoff can be greatly reduced by
routing water off roads at regular intervals onto hill-
slope locations where flow can be reinfiltrated. Water
bars, broad-based dips, and cross-drains are typical
methods by which road runoff is shed from roads onto
hillslopes. Depending on slopes and native soils,
surfacing roads with gravel or rock can also reduce
surface erosion.

Streamside management zones (SMZs), also called
riparian buffers, are strips of uncut trees and undis-
turbed soils left along water courses, and they greatly
reduce ecological and water quality effects of forestry
operations. SMZs perform multiple functions includ-
ing: 1) maintaining bank stability; 2) providing shade;
3) filtering runoff from upslope; 4) denitrifying shallow
groundwater; 5) maintaining woody and organic
debris recruitment to channels; 6) providing wildlife
habitat; and 7) maintaining valley microclimates.
While SMZs are commonly applied to modern forestry
operations, appropriate widths are still matters of
research and debate.

HYDROLOGIC EFFECTS—ANNUAL YIELD,
STORM FLOW PEAKS, AND STORM VOLUMES

The effects of timber harvest and site preparation on
storm flows vary with amount of bare soil exposed,
amount and locations of road surfaces, connectivity
of road runoff to streams, time since harvest, season,
size of watershed, and size of storm. The storm flow
effect is the greatest for early fall storms due to reduced
summer ET in clearcuts and young plantations. In for-
ests, early fall storms produce little to no runoff
because very dry soils store most precipitation. In com-
parison, soils on clearcut sites are wetter and thus
become more responsive earlier in the fall. Therefore,
for early fall flows, clearcuts can produce flow peaks
and volumes that are three times greater than mature
forest flows.[1] However, fall flow events are usually
small when compared with winter events. By the time
the larger winter runoff events occur, there is little dif-
ference between soil moisture levels in clearcuts and
forests, and studies have revealed little difference
in flow peaks for large and infrequent flow events.

For storms in the range of the two year flow, timber
harvest effects on peak flow rates are generally less
than 20% and often statistically undetectable.[2,3]

As basin area increases, the percentage of recently
clearcut area diminishes. In large basins, the effects
of timber harvest and roads on flow peaks are usually
imperceptible. However, increases in storm flow
volumes due to timber harvest are observed in larger
basins, usually manifested as a lengthening of recession
limbs of storm hydrographs. Peak flow rate changes
are difficult to discern in basins larger than 1000 ha.

Reduced ET in clearcuts and young plantations
increases annual water yield and dry season baseflows
from forested basins.[4] Magnitudes of mean annual
flow and baseflow increases depend on the climate
and the type of forest vegetation. Only in areas where
fog-drip contributes significantly to the hydrologic
cycle does forest clearing result in a reduction in yield
and baseflows.

The hydrologic effects of forest removal are tem-
porary and diminish as forest cover is re-established.
Most of the hydrologic effects disappear after about
7 yr of regrowth, although some studies have found
some hydrologic effects lasting as long as 20 yr.

WATER QUALITY

The chemical, physical, and biological qualities of
waters draining commercial forest lands are generally
quite good.[5] The major water quality concerns for
forest management activities are 1) increased sediment
loads due to surface erosion, road runoff, and land-
slides; 2) increased nutrient loads due to fertilizer
washoff; 3) stream temperature increases from inade-
quate channel shading; 4) decreased woody debris
recruitment from inadequate SMZs; and 5) pesticide
runoff from intensively managed plantations. Again,
the water quality effects of forestry activities are quite
variable, depending on site conditions, intensity of
activities, and application of BMPs. Without BMPs
and maintenance of SMZs, timber harvest and site
preparation can have large deleterious effects on water
quality and aquatic biota. Recent studies of forestry
activities that implement BMPs have found good water
quality and biotic conditions downstream. Logger edu-
cation and encouragement of BMPs are critical for
maintaining good water quality in commercial forests.
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Time Domain Reflectometry: Salinity and
Solute Measurement

Jon M. Wraith
Department of Land Resources and Environmental Sciences, Montana State University,
Bozeman, Montana, U.S.A.

INTRODUCTION

Time domain reflectometry (TDR) has a unique and
potentially very useful ability to concurrently measure
both water content (y)[1] and electrical conductivity
(s)[2] in soils and other porous media. Both y and s
are important physical/chemical attributes that have
substantial impact on the behavior and transport of
mass and energy, are critical to plant growth, and
may be used to infer salinity or concentration of certain
solutes in porous media. The TDR can also accurately
measure s and, thus, indirectly solute concentration
in water, but it is a relatively expensive tool in relation
to other available methods for this application.

Solutes are substances that can dissolve in water.
Some solutes, those that dissociate into ions, confer
water the property of electrical conductance. The rela-
tive ability of water or variably water-saturated porous
media to conduct electricity is related to the concen-
tration of ionic solutes and, in the case of porous media,
to the wetness and the geometry of solid, liquid, and
air phases. Air does not conduct electricity, and the
solids found in common porous media (e.g., soil) con-
duct electricity very poorly. (The electrical conductivity
of soil solids is related to the ions held at exchangeable
surface charges rather than to the solids themselves.)
Hence, the measured electrical conductivity may be
directly related to the concentration of solutes in the
liquid water phase, which depends in turn on its ionic
composition. The SI units for electrical conductivity
are Siemens per meter (S/m). Because common measure-
ment ranges found in soils and waters may result in
inconveniently high or low values, fractional units such
as dS/m and mS/cm are commonly used. (Note 1 dS/
m ¼ 1 mmho/cm, with mmho/cm being the formerly
common non-SI unit for s.)

MEASUREMENT PRINCIPLES

Electrical Conductivity Measurements
Using TDR

Measurement of electrical conductivity by using
TDR is based on attenuation of the voltage signal as

it travels along a transmission line probe embedded
in the medium of interest. Media with higher electrical
conductivity lead to increased attenuation (loss) of the
electrical signal, and this may be inferred from analyz-
ing the TDR trace. The Giese and Tiemann[3] method
is commonly used with TDR to measure the apparent
electrical conductivity (sa, S/m):

sa ¼
e0c

L

Z0

Zu

2V 0

V f
� 1

� �
ð1Þ

with e0, the permittivity of free space
(8.854 � 10�12 F/m), c, the speed of light in vacuum
(2.997 � 108 m/sec), L, the probe length (m), Z0, the
probe impedance (O), Zu, the characteristic impedance
of the cable tester (usually 50O), and V0 and Vf,
the relative voltages of different parts of the TDR
waveform (Fig. 1). This analysis is easily performed
on the digital waveforms obtained from a TDR instru-
ment, and is used in many available software pro-
grams. The probe impedance must be calibrated; this
may conveniently be done by immersing in deionized
water[4,5] and using

Z0 ¼ Zue0:5
w

V 1

2V 0 � V 1

� �
ð2Þ

where ew is the known dielectric constant of water, and
the location of V1 is illustrated in Fig. 1. Alternatively, a
TDR probe cell constant K ¼ e0cZ0/L may be used,[4,5]

with substitution into Eq. (1). The temperature-
dependent ew may be determined using tables or
equations found in references including Refs.[6–8].
Because s increases with increasing temperature, a
correction factor[8,9] is used to compensate measure-
ments obtained at a given ambient temperature to a base
temperature such as 25�C.

Some of the signal from the TDR instrument is lost
as it moves through transmission cables and connec-
tors leading to the probe. To obtain accurate mea-
surements, these signal losses must be considered in
cases where s exceeds about 3 dS/m or where com-
bined cable lengths exceed about 3 m.[9,10] A combined
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cable plus connector series resistance, Zcable, may be
determined and included in Eq. (1) as

sa ¼
e0cZ0

LðZL � ZcableÞ
2V 0

V f
� 1

� �
ð3Þ

where ZL ¼ Zu/(2V0/Vf � 1), and Zcable may be
measured using a series of solutions having known
s[9,10] or by analyzing signals resulting from electrically
shorting the cables and probes[11]. Excellent agreement
between s measured by using TDR and electrodes has
been repeatedly documented (Fig. 2; e.g., Refs.[9–12]).

Electrical Conductivity Calibration Models and
Methods for Soils and Porous Media

Soils are complex mixtures comprising solid, liquid,
and gas components. The TDR measures the apparent
electrical conductivity of the bulk soil, sa, integrated
over all these components. However, the s of the soil

solution, sw, is commonly the attribute of interest in
practical applications. The sw arises from the total
ionic solute concentration, but may be related to the
concentration of specific solutes under some con-
ditions. Under constant y and temperature, a linear
relationship may be assumed between sa and sw. Sev-
eral approaches have been utilized to estimate sw or
solute concentrations using this direct calibration
approach (e.g., Refs.[10,13,14]). However, under typical
conditions where y varies in time and space, models
describing the relationship among the sa, sw, ss, soil
water content y, and the tortuous soil geometry in
terms of electrical flow paths, are required. Because
of the inherent complexity of the physical properties
and processes governing electrical flow in variably

Fig. 1 TDR waveform illustrating voltage heights V0, Vf, and

V1 used in calculating electrical conductivity. Region within
box represents approximate portion of waveform used in tra-
vel-time water content analysis. Source: Modified from Ref.[8].

Fig. 2 Comparison of electrical conductivity measured in
KCl solution using TDR and electrode. Source: J. M. Wraith,
unpublished data.

Fig. 3 Mean soil solution electrical conductivity measure-
ments using replicate soil cores and TDR probes, under dif-
ferent KNO3 application rates. Three TDR probes were

permanently installed at 15 cm depth in each plot, and five soil
cores were collected from 10 cm to 20 cm depth increment at
random locations in each plot on each sampling date.
Periodic irrigation events during the abrupt increase in sw fol-

lowing KNO3 application (most evident in top panel) reflect
water addition by irrigation events. Error bars are �standard
f means, and reflect spatial variation among field measure-

ment locations. Source: Modified from Ref.[20].
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saturated soils, simple conceptual models are typically
applied. In many models, the bulk soil electrical con-
ductivity is linearly related to sw as

sa ¼ yFgsw þ ss ð4Þ

with Fg a geometry factor describing the dependence
of the electrical flow pathways on the tortuous soil
matrix. The bulk soil electrical conductivity sa is thus
seen to be a result of the combined influences of sw,
wetness, and soil geometry, along with contributions
of the exchangeable ions at the solid clay and organic
matter surfaces ss. The ss may be neglected due to
its small magnitude relative to the other components
under some conditions (i.e., coarse soils, or sw> about
0.5–1 dS/m).[16] The Fg changes substantially with
changing wetness for a given soil, since water and air
have very dissimilar conducting properties. Hence,
the Fg is often characterized as a function of y.[15–17]

Conceptual models that have been most commonly
applied to the measurement of solutes and salinity
in soils by using TDR include those of Rhoades
et al.[15,16] and Mualem and Friedman.[17] The two- and
three-conducting pathway models[15,16] use calibrated
empirical constants to describe the dependence of Fg

on soil properties and wetness, while Mualem and
Friedman[17] relate the Fg to the soil hydraulic con-
ductivity relationship. Fg may also be estimated using
analogy to simple gas diffusion models.[18] Calibration
of all the models mentioned here is required to obtain
suitable results for most applications. Development and
testing of calibration methods and models is an ongoing
area of inquiry, and is discussed in many of the papers
cited as well as in Ref.[19].

CONCLUSION

The use of TDR to measure solutes and salinity is
particularly appropriate in applications where high
temporal or spatial resolution or unattended measure-
ments are desired, and under conditions of changing
water status. Because TDR can provide detailed time
series measurements with no ongoing labor require-
ment and is non-destructive, it may be preferred over
alternative methods. Many past applications have
focused on evaluating transport of soluble chemicals
through soils or other materials, monitoring water
and salt distributions in the root zone of plants (e.g.,
Fig. 3), evaluating solute transport models, and related
issues. These and a number of other practical problems
may be amenable to study or to an improved man-
agement through the use of TDR and appropriate
calibration models and methods.

ARTICLE OF FURTHER INTEREST

Soil Water Measurement: Time Domain
Reflectometry, p. 1078.
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Total Maximum Daily Load (TMDL)

Robin K. Craig
College of Law, Florida State University, Tallahassee, Florida, U.S.A.

INTRODUCTION

This article explains what a ‘‘total maximum daily
load’’ (TMDL) is and how TMDLs help to imple-
ment the Federal Water Pollution Control Act, more
commonly known as the Clean Water Act. In 1972,
Congress significantly amended this Act in order to
better ‘‘restore and maintain the chemical, physical,
and biological integrity of the Nation’s waters.’’[1] To
achieve this goal, Congress relied upon three main
mechanisms: two federal permit programs that regu-
late the discharges of pollutants from point sources;
state non-point source control programs that manage
more diffuse sources of water pollution, such as agri-
cultural runoff; and state-set water quality standards,
which define the more particularized water quality
goals for individual water bodies, based on the existing
and/or desired uses of the particular water body.

The TMDL is the calculation that the Clean Water
Act prescribes in order to coordinate these three
mechanisms for restoring and maintaining desired
levels of water quality. A TMDL is, literally, the
‘‘TMDL’’—that is, the maximum amount of a given
pollutant that can be added to a particular water body
on a daily (or, occasionally, weekly, monthly, or yearly)
basis and still have that water body meet its state-set
water quality standards. Individual states and the fed-
eral Environmental Protection Agency (EPA) use
TMDLs when the national technology-based effluent
limitations and the standard state non-point source
control requirements are not stringent enough to allow
a water body to achieve its water quality standards.
Proper employment of a TMDL can require adjust-
ments to the discharge permits, adjustments to the
non-point source control requirements, or both.

BASIC STRUCTURE OF THE CLEAN
WATER ACT

The TMDLs cannot be understood outside of the
general regulatory structure of the Clean Water Act.
The Act prohibits any ‘‘discharge of a pollutant’’
except as in compliance with the Act.[2] ‘‘Discharge
of a pollutant’’ is a defined term and refers to the
‘‘addition’’ of any ‘‘pollutant’’ to ‘‘navigable waters’’
from any ‘‘point source.’’[3] The Act further defines

each of these terms broadly, so that the Act essentially
prohibits any addition of almost any substance to almost
any surface water from a human-controlled source.[3]

More specifically, a ‘‘point source’’ is ‘‘any discernible,
confined and discrete conveyance,’’ like a pipe.[3]

In order to comply with the Clean Water Act, point
sources that discharge pollutants must get a permit.
The most generally applicable permit program under
the Clean Water Act is the National Pollutant Dis-
charge Elimination System (NPDES) permit pro-
gram.[4] The EPA has the primary authority to
implement this permit program, although it has dele-
gated much of its permitting authority to the individ-
ual states.[4] When a point source gets an NPDES
permit, the requirements governing its discharge
initially will be based on national effluent limitations.[2]

Effluent limitations are ‘‘end of the pipe,’’ numerical
limitations on the concentrations of pollutants that
a discharger can discharge.[2] The EPA generally sets
effluent limitations on an industry-wide basis. More-
over, the effluent limitations are technology based.
For example, the EPA currently sets most effluent
limitations on the basis of the ‘‘best available tech-
nology economically achievable’’ for each category
of industry.[2] Where the EPA has not issued national
technology-based effluent limitations, states write
equivalent limits into individual permits.

Nevertheless, the federal permit programs apply
only to point sources of water pollution. A ‘‘non-point
source’’ of water pollution is any source that is not
a point source—that is not a discernible, confined, or
discrete conveyance. Common non-point sources are
uncontrolled and contaminated runoff or snowmelt
or deposition onto water of air pollution. The Clean
Water Act leaves the states in charge of managing
non-point source water pollution.[5]

In addition, the states also received the primary
authority to set water quality standards.[6] Water
quality standards establish the ultimate goals of water
pollution regulation for individual water bodies. Speci-
fically, water quality standards ‘‘consist of the desig-
nated uses of the navigable waters involved and the
water quality criteria for such waters based upon such
uses.’’[6] Congress directed states to consider waters’
uses for public water supply, fish and wildlife support,
recreation, agriculture, industry, and navigation, but
states are free to consider other uses, as well.[6]
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THE ROLE OF TMDLs IN ACHIEVING THE
ACT’S GOALS

As noted, Congress intended the regulatory mechan-
isms in the Clean Water Act ‘‘to restore and maintain
the chemical, physical, and biological integrity of
the Nation’s waters.’’[1] The state-set water quality
standards define such integrity for particular water
bodies and hence are the measure of whether the Act’s
goals have been achieved for a particular water body.

Nevertheless, the exact conditions of and sources of
pollution into particular water bodies varies from state
to state and even location to location within a state.
Moreover, states may set particularly stringent water
quality standards for certain kinds of water bodies,
such as pristine mountain lakes or Outstanding Natu-
ral Resource Waters. In other words, water quality
standards are an inherently local requirement. How-
ever, the EPA does have authority to ensure that state
water quality standards meet the Act’s minimum
requirements and to issue standards for states that fail
to do so.

In contrast, the two primary mechanisms for achiev-
ing desired levels of water quality—the permits and the

non-point source control requirements—are, respec-
tively, inherently national and state wide in focus. As
a result, the standard effluent limitations in NPDES
permits and the standard non-point source control
requirements in state non-point source management
programs may not be sufficient to ensure that
some individual water bodies meet their water quality
standards.

The Clean Water Act’s TMDL process provides a
means for adjusting both permit requirements and
the non-point source management requirements for
the particular sources that contribute pollution to a
water body that cannot achieve its water quality stan-
dards when only the standard effluent limitations and
non-point source controls are applied. At the start of
this process, each state identifies water bodies or
segments within its boundaries for which the effluent
limitations ‘‘are not stringent enough to implement
any water quality standard applicable to such
waters.’’[6] Each state then establishes a priority rank-
ing of these ‘‘water quality impaired’’ water bodies.[6]

Finally, taking the impaired waters in order of prior-
ity, the state establishes a TMDL for each of the pol-
lutants that is causing a water quality problem for a

Fig. 1 Allocation of the TMDL.
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particular impaired water, ‘‘at a level necessary to
implement the applicable water quality standards,’’
taking into account ‘‘seasonal variations’’ (such as
wet and dry seasons) and including a ‘‘margin of
safety’’ to account for uncertainties.[6] The EPA then
reviews the list of impaired waters and the TMDLs
established; moreover, the EPA can establish TMDLs
if the state fails to do so.[6]

Once established and approved, TMDLs become
part of the state’s continuing planning process for
water quality.[6] The total daily load of a pollutant
established in a TMDL must then be allocated among
the sources that contribute that pollutant to the
impaired water. The EPA recognizes that the TMDL’s
total pollutant load must be allocated among three
sources (Fig. 1): background or ‘‘natural’’ sources of
the pollutant; non-point sources of the pollutant (the
‘‘load allocation’’); and point sources of the pollutant
(the ‘‘waste load allocation’’).

For example, suppose that State A has designated
both the Blue River and the Green River as cold-water
rivers to support native trout populations. To support
this designated use, State A establishes water quality
criteria for sediment. However, it discovers that both
rivers are violating their water quality standards for
sediment, causing harm to the trout populations.
Through the TMDL process, State A calculates that
100 kg of sediment can be added to each river each
day without violating the water quality standard for
trout. It then identifies the sources contributing sedi-
ment to each river (Table 1).

Given these sources, State A should take a different
approach to implementing the sediment TMDL on the
Blue River than it does to implementing the sediment
TMDL on the Green River. To ensure that the Blue
River will meet its water quality standards, State A will
need to adjust the waste load allocation, which it can
accomplish by changing the sediment effluent limita-
tions in each of the point sources’ NPDES permits.
In contrast, to ensure that the Green River will meet
its water quality standards, State A will have to
address the load allocation by imposing additional
non-point source control requirements on the timber
companies. Such requirements will probably take the
form of best management practices, such as requiring

buffer zones and/or selective logging instead of clear
cutting. States have authority under the Clean Water
Act to take either, or both, of these actions.[6]

In contrast, the state has only limited authority to
relax requirements once a TMDL is established for a
water quality-limited water body. As long as the water
body still violates the applicable water quality stan-
dard, the state cannot change effluent limitations that
are based on the TMDL unless ‘‘i) the cumulative
effect of all such revised effluent limitations based on
such TMDL will assure the attainment of such water
quality standard, or ii) the designated use that is not
being attained is removed.’’[6]

CONCLUSION

Congress designed the TMDL process to ensure that
every ‘‘water of the United States’’ would eventually
achieve chemical, physical, and biological integrity, as
defined by the states in water quality standards. The
focus of TMDL implementation was initially concen-
trated on adjusting the effluent limitations in point
sources’ permits. However, as it becomes clear that non-
point source pollution is the most significant remain-
ing source of water quality impairment, TMDLs are
increasingly providing the mechanism to encourage
states to adequately control those sources of water
pollution, as well.
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Table 1 Sources of sediment in the Blue river and Green river in state A

Source Blue River Green River

Background/natural 5 kg per day from cliff erosion 10 kilograms per day from upstream erosion

Point sources 500 kg per day from 4 confined
animal feeding operations, each
of which has an NPDES permit

NONE

Non-point sources 10 kg per day from runoff over a

small farm

600 kg per day from 3 large timber operations

along the river

Total Maximum Daily Load (TMDL) 1229
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Transpiration

Thomas R. Sinclair
Crop Genetics and Environmental Research Unit, U.S. Department of Agriculture (USDA),
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INTRODUCTION

Nearly all water evaporated from vegetated surfaces to
the atmosphere originates from leaves. Water is vapor-
ized from cell walls inside leaves and diffuses from the
leaf interior to the bulk atmosphere around plants.
This process is called transpiration, and this section
discusses the regulation of and methods to estimate
transpiration rates. While transpiration involves basi-
cally the vaporization of water and the diffusion of
the vapor into the bulk atmosphere, transpiration is
complex because the water vapor must move from
the leaf interior, through pores in the leaf epidermis
called stomata, and finally into the atmosphere.
Stomata are under active control so that transpiration
rates are dynamic and rapidly respond to the environ-
ment. An understanding of the influence of stomata
regulation on both carbon dioxide and water vapor
flux density leads to various approaches to calculate
plant canopy transpiration rates.

BACKGROUND

Carbon dioxide (CO2) assimilation in photosynthesis
was greatly facilitated, and thereby allowing rapid
plant growth, when plants invaded the earth’s land
masses. No longer was it necessary for CO2 to diffuse
at very slow rates through the water surrounding
aquatic plant life, but rather CO2 could be absorbed
directly from the atmosphere into individual cells.
While photosynthesis rates and plant growth were
enhanced substantially by allowing direct exposure of
photosynthetic cells to the atmosphere, a potentially
fatal consequence was that water could be evaporated
at very high rates from exposed cell surfaces.

The problem of rapid evaporation from cell surfaces
can be solved by having either an especially effective
plant structure to rapidly transport large quantities
of water in order to replenish each cell with water, or
mechanisms to substantially inhibit water loss (and
also CO2 assimilation rates) from cell surfaces. While
evolution ‘‘experimented’’ with each of these approaches,
an innovative third, anatomical solution dominates.
The photosynthetic cells are packaged inside thin

broad tissues, i.e., leaves, that can throttle water
vapor diffusion between the cells inside leaves and
the atmosphere outside the leaves (Fig. 1).

The exterior of leaf epidermal cells is coated with a
cuticle containing waxy materials that effectively block
water loss directly from epidermal cells to the atmo-
sphere. Consequently, virtually all water lost by leaves
must move through stomatal pores that are scattered
in the leaf epidermis (Fig. 2). Stomata regulate gas dif-
fusion through the epidermis by adjustments in the
dimension of the stomatal pore. The apertures of
stomatal pores adjust to maintain a fairly stable CO2

concentration inside leaves. When leaf photosynthetic
rates are high, stomata adjust to increase the size of
the pore aperture for rapid diffusion of CO2 into
leaves. On the other hand, when photosynthetic rates
are low, aperture size decreases. Since water vapor dif-
fuses through the same stomatal aperture, adjustments
to accommodate photosynthesis cause changes in tran-
spiration rate.

STOMATA

Stomata are embedded in the leaf epidermis and are
formed by a pair of cells called guard cells. The guard
cells in monocots plants, as shown in Fig. 2, tend to
resemble barbells with bulbous structures at each
end. The guard cells of dicot plants shown in Fig. 3,
have a kidney shape. In both cases, the pair of guard
cells is attached to each other at both ends. Swelling
of the bulbous end of guard cells in monocots causes
the cylindrical midsections to move apart increasing
the aperture of the pore. The entire kidney-shaped cells
of dicots swell and, as a result of a specialized cell wall
structure bordering the pore, the aperture of the pore
increases. Conversely, a decrease in the size of guard
cells in both cases results in a decrease in pore aperture.

The shrinking and swelling of guard cells are under
active control by plants as a result of changes in the
concentrations of specific compounds in guard cells
and neighboring cells. An increase in solute concen-
tration in guard cells causes water to flow into the cells
so that guard cells swell. There appears to be two
mechanisms in guard cells that result in changes in
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solute concentration.[1] One mechanism is based on
potassium-malate transport and appears to be partic-
ularly involved with stomata opening in response
to light at sunrise. The second mechanism involves
sucrose accumulation in guard cells and is associated
with maintenance of stomata aperture during the
day. Both mechanisms are potentially sensitive to
changes in the CO2 environment of the leaf interior.[1]

The sucrose mechanism seems especially sensitive to
leaf photosynthetic rates so that stomata aperture
can be fine tuned throughout the day as the photosyn-
thetic rate of the leaf responds to changing environ-
mental conditions. Of course, changes in aperture to
match CO2 diffusion to leaf photosynthetic capacity
also results in changes in transpiration rate.

LEAF TRANSPIRATION RATE

Leaf transpiration involves the diffusion of water
vapor through stomatal pores, so transpiration rate is
dependent on conductance of vapor through and
above the pores, and on the gradient of water vapor
across the pores. Not surprisingly, conductance of an
individual stomatal pore (gp, cm3 sec�1) is directly
dependent on the dimensions of the pore aperture
and can be expressed quantitatively[2] as

gp � pabD=d ð1Þ
Fig. 1 Cross-section of monocot leaf showing stomata in

epidermis of both sides of the leaf.

Fig. 2 Photograph showing stomata in the leaf surface of sorghum.
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where a is the semilength of the major axis (cm), b, the
semilength of the minor axis (cm), d, the depth of the
pore (cm), and D, the molecular diffusion coefficient
of water vapor (0.24 cm2 sec�1 at 20�C).

The semilength and depth of the pore usually
remain fairly stable, so the main variable influencing
gp is the semilength of the minor axis of the pore.

The overall stomata conductance of the leaf (gs,
cm sec�1) is calculated by incorporating into Eq. (1)
stomatal density (n, stomata cm�2) and the influence
of ‘‘end effects’’ exterior to the leaf.[2] Consequently,

gs � npabD=ðd þ b=2 lnð4a=bÞÞ ð2Þ

An estimate of maximum gs can be calculated for fully
open stomata (b � 3 � 10�4 cm) by assuming that
a ¼ 8 � 10�4 cm, d ¼ 10 � 10�4 cm, and n ¼ 10 �
103 stomata cm�2. Eq. (2) gives 1.3 cm sec�1 for a leaf
with stomata on only one side, and 2.5 cm sec�1 for
a leaf with stomata on two sides. Of course, when
the stomatal pore is closed (b ¼ 0), Eq. (2) gives a
conductance of zero.

In addition to the restriction on water vapor
diffusion resulting from stomatal conductance, there
is also a limitation on water loss resulting from the

aerodynamic boundary layer around leaves (gbl,
cm sec�1). The value of gbl is dependent on wind speed
and leaf dimensions. In the case of a 100 cm sec�1 wind
speed and 8 cm wide leaf, the value of gbl is approxi-
mately 2.5 cm sec�1.[3] Consequently, in this case, the
value of gbl is equal to that of gs.

As gs and gbl are in series, the inverse of the two
conductances are added together to calculate leaf tran-
spiration rate, TrL (g cm�2 sec�1). The combined con-
ductance is multiplied by the vapor pressure
difference between the interior of the leaf, which is cal-
culated as the saturated vapor pressure at leaf tem-
perature ðP�LÞ, and atmospheric vapor pressure (Pa).[3]

TrL ¼ eðgsgbl=ðgs þ gblÞÞðP�L � PaÞ=Hv ð3Þ

where e is the molecular weight of water (18 g mol�1)
and Hv the heat of vaporization (44 kJ mol�1 at 25�C).

CANOPY TRANSPIRATION RATE

In principle, the transpiration of a leaf canopy (TrC)
can be calculated by summing TrL for all the indi-
vidual leaves in the canopy. This is a formidable task,

Fig. 3 Drawing of cross-section and surface view of a dicot stomata. Source: From Ref.[10].
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however, because values of gs, gbl, and leaf temperature
are required for each individual leaf. Consequently,
‘‘summary’’ expressions have been developed in an
effort to express the transpiration rates of the entire
canopy.

One of the more popular approaches relies on pre-
dictions of the energy balance of the leaf canopy.
The Penman–Monteith equation[4] gives an explicit
solution for canopy transpiration rate based on the
energy balance of the entire canopy. The difficulty
with this approach is that it requires an estimate of
the canopy boundary layer conductance and the
‘‘canopy conductance’’ for the entire canopy, which
must be appropriately weighted to represent vapor
transfer through all the stomata distributed in the
canopy. There is really no independent method for
measuring canopy conductance, and estimates are
obtained only by back-solving the energy balance
equation. In practice, the Penman–Monteith is often
applied as an empirical equation where boundary
layer and canopy conductances are estimated from
empirical functions.

A recent innovation has been developed to calculate
TrC based on the water use efficiency of leaf canopies.
Water use efficiency has been a topic of research since
at least 1699[5] giving it a longer history of study than
virtually any other plant trait. Roughly 100 yr ago,
there was a particularly intensive period of study in
both Europe and the United States on plant water
use efficiency, culminating in the classic investigations
by Briggs and Shantz.[6,7] In an analysis of much of
the data from this period, deWit[8] found a highly
stable relationship within each species between accu-
mulated plant mass and cumulative transpiration over
a wide range of conditions when normalized by
‘‘atmospheric demand’’ (Fig. 4).

Tanner and Sinclair[9] extended the analysis of
deWit[8] by deriving a mechanistic expression for tran-
spirational water use efficiency of canopies. Their
derivation defined a specific transpirational water use
efficiency coefficient (k, Pa) for each crop species
dependent on the photosynthetic pathway and the bio-
chemical composition of the plant products. Their esti-
mates of k for maize, wheat, and soybean were 12 Pa,

Fig. 4 Plot of crop growth (P) against transpiration water loss (W) divided by pan evaporation for (A) sorghum, (B) wheat, and
(C) alfalfa. Source: From Ref.[8].
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5 Pa, and 4 Pa, respectively. Then, for each species,
water use efficiency based on accumulated plant
mass (M) was stable when expressed in the following
equation:

M=TrC ¼ k=ðP�a � PaÞ ð4Þ

Tanner and Sinclair[9] approximated ðP�a � PaÞ for
daily transpiration by assuming this value was 75%
of the maximum atmospheric vapor pressure deficit
calculated at the daily maximum temperature.

A solution for TrC is obtained directly by the
rearrangement of Eq. (4):

TrC ¼ MðP�a � PaÞ=k ð5Þ

This equation can be readily used based on estimates
of M, which in turn can be calculated based on the
interception of solar radiation and the radiation use
efficiency of the canopy. Consequently, Eq. (5) is con-
sistent with the energy balance approach in that it is
sensitive to the amount of solar radiation intercepted
by the canopy.

Not only is Eq. (5) easier in principle to implement
that an energy balance approach, but it is conceptually
much more compatible with the understanding of sto-
mata regulation of transpiration. That is, Eq. (5) is cal-
culated from a direct dependence of TrC on CO2

assimilation, which is consistent with the fact that sto-
mata are regulated for CO2 assimilation and the rate of
water loss from leaves is simply a consequence of this
process. Eq. (5) has been used very effectively to calcu-
late transpiration rates and evaluate limitations of
water availability on crop yields.
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INTRODUCTION

Atmospheric carbon dioxide (CO2) concentration has
varied throughout the life history of the earth. During
the last two million years of cyclic formation and
partial melting of ice caps, the CO2 concentration has
ranged from as low as about 180 ppm (mole fraction
basis) during the coldest periods to as high as about
300 ppm during interglacial warm periods.[1] The
atmospheric CO2 concentration increased from about
280 ppm in pre-industrial times to 315 ppm in 1958
when the first careful continuous measurements were
made at Mauna Loa, Hawaii.[2] Since then, CO2 has
continued to increase and the concentration is about
370 ppm currently. This increase has been due pri-
marily to burning of fossil fuels and secondarily to
deforestation and land-use changes. This increase of
CO2 (and other greenhouse-effect gases) is expected
to cause global warming and other climate changes,
but rising CO2 will also affect plants directly.

Carbon dioxide is the first molecular link in the food
chain of most life on Earth. Through the process of
photosynthesis in green plants, carbon of CO2 is incor-
porated into simple sugars which enter eventually into
other biochemical reactions in the creation of living
matter. There are three primary types of photosyn-
thetic metabolism pathways used by green plants; C3,
C4, and crassulation acid metabolism (CAM). The
most abundant in terms of number of plants is the
C3 photosynthetic biochemical pathway, in which
CO2 binds onto the enzyme ribulose 1,5-bisphosphate
carboxylase/oxygenase (Rubisco) in the chloroplasts,
and enters into a biochemical cycle in which a 3-carbon
sugar, phosphoglyceric acid, is the first product. Wheat
(Triticum aestivum L.), rice (Oryza sativa L.), pulses
(various bean and pea species), and most vegetable
crops, fruit crops, and trees have the C3 pathway of
photosynthesis. In the C4 photosynthetic pathway
plants, CO2 first binds with phosphoenolpyruvate
carboxylase (PEPcase) in mesophyll cells of leaves,
thereby forming a 4-carbon sugar (e.g., malic acid) that
is translocated to bundle sheath cells surrounding

vascular tissue. Photosynthesis is then completed via
the C3 pathway. The most familiar C4 plants are maize
(Zea mays L.), sugarcane (Saccharum officinarium L.),
sorghum (Sorghum bicolor [L.] Moench), and many
tropical and subtropical grass species. The CAM
plants typically open their stomata at night and take
up CO2 by incorporating it into phosphoenolpyruvate
via PEPcase and sequestering CO2 as 4-carbon com-
pounds such as malic acid.[3] As a group, CAM plants
have less economic importance than C3 and C4 plants,
but they are prevalent in arid and semiarid tropical
zones. Pineapple (Ananas comosus [L.] Merr.) is the
best known CAM plant, but Agave species are used
for leaf fibre and prickly pear cactus (Opuntia ficus-
indica [L.] P. Mill) and other Opuntia species are
important as feed material for cattle and other uses.

Photosynthetic plants are found in habitats ranging
from aquatic to xerophytic environments. Responses
to increasing atmospheric CO2 can vary among these
habitats, so the focus of this discussion will be on
mesophytic terrestrial green plants where rising atmo-
spheric CO2 and predicted concomitant climate
changes are likely to have important impacts.

PLANT GAS EXCHANGE

Photosynthesis

The quantitative effects of CO2, light, and temperature
on leaf photosynthetic carbon assimilation were estab-
lished about 100 years ago.[4] Plant scientists developed
renewed interest in these effects, especially CO2 effects,
when it became apparent that carbon dioxide concen-
tration of the atmosphere was increasing. Carbon diox-
ide has two direct effects on plant leaves. Increased
CO2 both increases rates of photosynthesis and
decreases stomatal conductance of CO2 and water
vapor. Studies of photosynthetic rates of most C3 plants
show that leaves increase their uptake of CO2 when
concentrations are increased to at least 1000 ppm and
beyond. Increases in CO2 uptake of C4 plants rise
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rapidly and flatten out above 400 ppm because of their
CO2-concentrating mechanism. Using a Michaelis–
Menten type rectangular hyperbola model fitted to a
set of C3 plant, soybean (Glycine max [L.] Merr.)
responses to a wide range of CO2 concentrations, Allen
et al.[5] predicted that canopy net photosynthetic rates
would increase about 53% with a doubling of CO2 con-
centration. Increases in leaf photosynthetic rates as
external CO2 concentrations increase result from higher
influx rates of CO2 through the stomata of leaves and on
to the sites of carboxylation in the leaf chloroplasts.

Transpiration

Leaves are porous inside, occupied by cells with air gaps
and passageways to the leaf stomata. Transpiration is
the process whereby liquid water evaporates from the
surface of cells within the leaf into the leaf air-space
and diffuses to the outside through stomata. Stomata
are pores on the surface of the leaf that are formed by
two guard cells. These guard cells distort to cause the
stomata to open in the presence of light and decreased
intercellular leaf concentration of CO2.

Morison[6] reported that leaf stomatal conductance
of many plants decreased about 40% with a doubling
of atmospheric CO2 concentration. However, most
experiments have shown that whole plants or plant
communities decrease transpiration rate (TR) only to
about 10% with a doubling of CO2. The explanation
of this difference is related to the energy balance in a
real-world environment. As the stomatal conductance
decreases with increasing CO2 concentration, the TR
decreases. However, as TR decreases, leaf temperature
will begin to rise because of less evaporational cooling.
As leaf temperature rises, the vapor pressure of water
inside the leaves increases, and thus increases the driv-
ing force for evaporation of water. The resultant effect
of these processes is that, although stomatal conduc-
tance decreases as CO2 concentration is increased,
the energy balance feedback effects cause the vapor
pressure to increase, and thereby largely counterbal-
ances the expected reduction in transpirational water
use by plants, as described below.

Energy Balance of a Leaf

The coupled energy and mass exchange of a leaf can be
expressed in an energy balance equation:

Rn ¼ H þ ‘E þ l‘

where Rn ¼ net radiation flux density; H ¼ sensible
heat flux density; ‘E ¼ latent heat flux density, where
‘ is the latent heat of evaporation and E is the water

vapor flux density in mass units; l‘ ¼ photochemical
heat flux density, with l being the heat of CO2 fixation
and ‘ being the CO2 flux density in mass units. Note
that l‘ can be ignored to simplify the energy balance
equation.

Sensible heat flux density can be expressed in a
resistance and temperature difference form, and latent
heat flux density can be expressed in a resistance and
vapor pressure difference form, as:

Rn ¼ rCpðTL � TAÞ=ra;h

þ ðrCp=GÞðe�½TL� � eaÞ=ðra;v þ rs;vÞ

where r ¼ air density; Cp ¼ air heat capacity; TL ¼
leaf temperature; TA ¼ ambient air temperature;
ra,h ¼ aerodynamic boundary layer resistance for heat
transfer; G ¼ psychometric constant for converting
vapor flux density to energy flux density;
e�[TL] ¼ saturation vapor pressure at leaf tempera-
ture; ea ¼ ambient air vapor pressure; ra,v ¼ aerody-
namic boundary layer resistance for vapor exchange
and rs,v ¼ stomatal diffusion resistance for water
vapor.

Decreasing stomatal conductance caused by
elevated CO2 would decrease latent heat flux density
and create an unbalance in the energy balance equa-
tion. (Note: rs,v is the reciprocal of stomatal conduc-
tance.) Evaporative cooling would decrease, but this
would cause TL and e�[TL] to increase and thus
increase the driving force for transpiration. The
resultant effect is that a 40% decrease in leaf conduc-
tance will result in about 10% decrease in whole-crop
transpiration.

Water-Use Efficiency (WUE)

WUE is defined here as the ratio of net photosynthetic
CO2 exchange rate (CER) to TR.

WUE ¼ CER=TR

The WUE is impacted by increasing atmospheric
CO2 in two primary ways. First, decrease of stomatal
conductance caused by the effects of increasing CO2

will decrease TR to a limited extent. Secondly, and
more importantly, elevated CO2 increases plant photo-
synthetic CER. The ratio of WUE at elevated CO2

(WUEe) to ambient CO2 (WUEa) is given by:

WUEe=WUEa ¼ ðCERe=CERaÞðTRa=TReÞ
¼ ð1 þ DCER=CERaÞð1 þ DTR=TReÞ

where DCER and DTR are the differences, CERe �
CERa and TRa � TRe, respectively. Furthermore,
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the percentage contribution of CER changes to WUE
ratios is:

ðDCER=CERaÞ=ðDCER=CERa þ DTR=TReÞ � 100

and the percentage contribution of TR changes to
WUE ratio is:

ðDTR=TReÞ=ðDCER=CERa þ TR=TReÞ � 100

Allen[7] reported that the contribution of CER to the
increase in WUE ratio ranged from 60% to 90% for
several C3 plants, but was only about 25% for a C4

plant (maize).

Respiration

There have been reports of direct suppression of plant
respiration by elevated CO2. However, this effect is not
always found. Regardless of the putative direct effect
of CO2 on respiration, plants grown in elevated CO2

are frequently found to have greater respiration rates
because they are larger plants. Probably the best state-
ment is that respiration is directly proportional to the
amount of plant nitrogen or the amount of protein-
aceous metabolic components of the plant.

PLANT GROWTH AND DEVELOPMENT

Vegetative Growth Responses

Most plants, both C3 and C4 species, show an increase
in vegetative growth when exposed to elevated CO2.[8,9]

The largest responses seem to be from legume species
that can fix their own nitrogen symbiotically. These
increases are generally 30% or greater for C3 species
(Table 1) and about 10% for C4 species. The exact nat-
ure of the biomass growth responses will depend on
how the study is implemented and the state in the life
cycle when the measurements are made. The greatest
relative responses occur in isolated plants in early
stages of growth.[9,10] In cropping systems, the space
available for individual plant expansion becomes lim-
ited when complete ground cover is achieved, and
responses to elevated CO2 become somewhat limited
by available light per unit land area.

Plants generally accumulate photoassimilates (non-
structural carbohydrates) in leaves and other vegeta-
tive structures under elevated CO2 treatments. In
addition, some plants acclimate to elevated CO2 by
down-regulating the synthesis of Rubisco, which can
lead to less response to elevated CO2. The combination
of these two effects tends to increase the carbon-to-
nitrogen ratio in the aboveground biomass. The
acclimation response to elevated CO2 has been clearly
shown for rice, whereas soybean has little down-
regulation response.[11]

Reproductive Growth and Seed Yield

Reproductive growth and seed yield increase with
increasing CO2, but generally not as much as biomass
accumulation. Most crop plants do not appear to be
adapted to take full advantage of the increased
photosynthetic rates under elevated CO2. For
example, Allen and Boote[12] reported that soybean
seed yields increased by about 30% with doubled

Table 1 Total biomass yield and seed yield response of soybean plants (21 plants per square meter at final harvest) to
temperature and CO2 with day/night, maximum/minimum cycles of 28/18, 32/22, 36/26, 40/30, 44/34, and 48/38 �C. The
CO2 concentrations were maintained at 700 ppm for each temperature treatment and at 350 ppm for 28/18 and 40/30 �C

Temperature, day maximum/night minimum (�C)

CO2 concentration (ppm) 28/18 32/22 36/26 40/30 44/34 48/38

Biomass yield (grams per plant)
700 23.0 24.1 27.0 25.5 26.1 1.7
350 15.1 16.6
Ratio 1.52 1.54

Seed yield (grams per plant)
700 10.0 11.4 12.3 8.7 0.5 0.0
350 7.6 6.7
Ratio 1.32 1.30

Harvest index
700 0.43 0.47 0.45 0.34 0.02
350 0.50 0.40

Ratio 0.86 0.85

Source: Allen and Boote.[12]
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CO2 concentration although total biomass increased
by about 50% (Table 1). Thus, the harvest index (the
ratio of seed yield to total above-ground biomass
accumulation) was decreased from 0.50 at 350 ppm to
0.43 at 700 ppm for a harvest index ratio of 0.86 when
plants were grown at day/night maximum/minimum
temperatures of 28/18 �C. When grown at 40/30 �C,
harvest index values were lower with 0.43 at 350 ppm
and 0.34 at 700 ppm, with a ratio of 0.85. In general,
the evidence for CO2 � temperature interaction on
either vegetative biomass accumulation or seed yield
has been weak, although there are some reports of a
strong interaction.[13,14]

TEMPERATURE AND DROUGHT EFFECTS

Along with the direct effects of increasing atmospheric
CO2, there may be indirect effects on plants because of
associated global warming and other climatic changes.
First, increasing temperatures would increase the TR
of plants. Both experimental data and crop models
indicate that TR would increase from about 4% to
8% per 1 �C rise in temperature (the specific increase
depends on other environmental and plant conditions).
The Third Assessment Report of the Intergovernmen-
tal Panel on Climate Change (IPCC) predicts that glo-
bal warming could be 1.4EC–5.8 �C between now and
2100.[15] Using a midrange value of 6% increase in
TR per 1 �C, these data indicate that TR could increase
from 8% to 35%, depending on the global warming
scenario. Thus, global warming might override any
savings in plant water use that would arise from a
doubling of CO2 concentration. On a local scale,
drought is harder to predict, but decreases in rainfall
could make climate change stresses on plants even
more severe.

Increases in temperature would generally not cause
serious reductions in photosynthesis or vegetative bio-
mass growth. However, increases in temperature can
cause serious problems with reproductive development
and seed yield (Table 1). Generally, pollen develop-
ment and pollination (fertilization) are decreased seri-
ously by temperature increases above the optimum
for seed production.[16] In general, seed productivity
appears to decrease about 10% per �C from the opti-
mum temperature to essentially zero seed production
at about 10EC above the optimum. Again, using the
IPCC estimates of 1.4–5.8 �C warming, seed pro-
ductivity might be decreased from 14% to 58% depend-
ing on the severity of global warming.

Recently, the International Rice Research Institute,
Philippines[17] found that rice cultivars carry on polli-
nation processes over a 9–12-hr period during the day-
time, and that ‘‘early pollinators’’ are more successful

than ‘‘late pollinators’’ in rice seed production under
elevated daytime temperatures. Plant selection and
incorporation of early morning pollination is thus a
strategy that might be employed in adapting to global
warming that might be induced by increasing atmo-
spheric CO2 concentration.

CONCLUSIONS

Increasing atmospheric CO2 concentration will likely
increase plant photosynthesis, growth, and seed pro-
ductivity. A doubling of CO2 is expected to increase
seed yields about 30% and decrease transpirational
water use about 10%. However, global warming and
climatic changes could alter this scenario (Table 1).
Predicted levels of global warming might increase plant
transpiration by 8–35% and override the small water
savings due to decreased stomatal conductance. Fur-
thermore, predicted levels of global warming could
decrease seed yield by 14–58%, unless progress can
be made in plant selections to avoid the detrimental
effects of high temperature on pollination, seed
development, and growth processes.
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INTRODUCTION

A prevalent problem for plant and crop production is
shortage of water, which is an essential component in
all biological functions. For every kilogram of bio-
mass produced, several hundred kilograms of water
is lost from the leaf surfaces via the processes of
transpiration (T), or both leaf and soil surfaces via
evapotranspiration (ET).

An important concept used to define the efficient
use of water derived from rainfall and irrigation is
water-use efficiency (WUE). In most agricultural sys-
tems, the WUE is used to express the amount of either
total biomass (Tbio) or grain yield (Yg) produced per
unit of ET, and is a pivotal factor in achieving high
productivity when water is limited. The Tbio or Yg
can also be expressed as a function of transpiration
efficiency (TE), where water used by the plant or crop
is only by transpiration. The TE has also been
expressed as the reciprocal form, transpiration ratio,
defined as the amount of water lost through transpi-
ration per unit of dry matter produced. However, in
this chapter, we use ‘‘TE’’ as the efficiency of an organ-
ism (leaf, plant, and crop) to use water under specific
environmental conditions. Readers are referred to a
number of excellent reviews on TE in various crops.[1–4]

CAUSE OF VARIATION IN TE

The term TE is often applied at the leaf, whole-plant,
and ecosystem level. The cause of variation in TE
becomes complex as the level of organism increases
from a single leaf to plant and crop canopy.

At the leaf level, TE is referred to as the ‘‘instan-
taneous or intrinsic’’ TE, expressed as mmol of CO2

fixed per mol of H2O transpired through stomata,
and is calculated as

TE ¼ A=gs ¼ ðpa � piÞ=nð1:6Þ ð1Þ

where A is the CO2 assimilation rate (mmol m�2 sec�1),
pa and pi (ppm) are the partial pressures of CO2 in

ambient air and in the intercellular space, respectively,
gs is the stomatal conductance (mmol m�2 sec�1), n is
the water vapor pressure gradient between intercellular
space and ambient air, and 1.6 is the diffusivity con-
stant between CO2 and H2O.

Eq. (1) suggests that TE can be regulated either by
the leaf to air CO2 pressure gradient (pi/pa) or leaf
to air H2O gradient (n). The leaf to air CO2 pressure
gradient is a direct reflection of the CO2 assimilation
rate, which in turn is governed by the efficiency of
carboxylating enzymes, whereas n is controlled by
the stomatal conductance. The closing of stomata in
response to drought conditions to prevent excessive
water loss through transpiration is a well-known
drought adaptation mechanism. Stomatal closing
reduces CO2 uptake as well as water loss, thus decreas-
ing the photosynthetic rate. Under conditions of ele-
vated CO2 concentration, the CO2 gradient between
the atmosphere and the leaf is higher and CO2 can pass
through partially closed stomata at a rate similar to
that under conditions of lower CO2 and open stomata.
The water vapor gradient remains the same at higher
CO2, and the transpiration is impeded. The net result
is improved transpiration efficiency by some plants.
Under low n conditions, there is very little water vapor
flux from leaf to air, and gas exchange can occur
through open stomata with minimum loss of water.
Under these conditions, the net result is also improved
transpiration efficiency.

The advantage of intrinsic TE as a term is that it
allows a direct comparison of intrinsic physiological
considerations without confounding effects of differ-
ences in temperature and humidity that may exist in
a canopy situation. On the contrary, the disadvantage
is that it only represents a ‘‘snap shot’’ of A/gs, and
may not necessarily scale up to long-term considerations
related to overall canopy productivity and growth.

Transpiration efficiency at the entire plant level is
defined as plant biomass (DM) accumulated per unit
of water transpired (T) over a specified time interval,
expressed as g kg�1. At the entire plant level, TE can
be more accurately determined by cumbersome and
labor intensive gravimetric methods.[5–7]
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Variation in TE can occur due to both genetic and
environmental factors. The following expression illus-
trates the potential sources of variation in TE:

TE ¼ A=gs ¼ ½pað1 � pi=paÞ�=1:6ðei � eaÞ ð2Þ

where ei and ea (mbar) are intercellular and atmo-
spheric water vapor pressures.

It can be seen from Eq. (2) that a reduction in pi/pa

at a given ei � ea, (i.e., the vapor pressure deficit
(VPD) will increase TE.

At the crop level, TE is influenced by a range of
physiological factors and processes associated with
production of dry matter (i.e., photosynthetic capacity,
water extraction ability of roots, stomatal movements,
leaf area regulation, etc.), which are in turn influenced
by environmental and soil factors. Indeed, Fischer[8]

and Tanner and Sinclair[9] argued that inter- and
intra-specific variation for TE is small and can mostly
be accounted for by soil fertility (particularly N) or
environmental VPD factors. These studies concluded
that TE was inversely proportional to the average
VPD during the growing season, with k being the
constant of proportionality, i.e.,

TE ¼ k=ðei � eaÞ ð3Þ

Eq. (3) allows the evaluation of TE (as k) independent
of VPD, and hence the comparison of the genotypic
variation in TE.

INTER- AND INTRA-SPECIES VARIATION IN TE

Historical Perspective

The first report of intra-species differences in TE
occurred nearly a century ago when Briggs and
Shantz[10] produced evidence in pot studies showing a
significant variation among genotypes of the same
species. These authors speculated that it should be
possible to develop high TE lines through genetic
selection. Despite these early findings, little research
was subsequently conducted on TE variation within
species until the mid-1980s. There are a number of rea-
sons for this lack of follow-up research. First, the early
work of DeWit[11] which showed a strong linear
relationship between dry matter production and water
implied a constant ratio between dry matter and water
use, and hence TE. This led to the widely accepted
belief that pi/pa among genotypes of species with a
C3 or C4 photosynthetic pathway were invariant, and
that TE could be considered a crop species constant,
known as ‘‘k.’’[8,9,12] Second, there are substantial dif-
ficulties in accurately measuring TE variation in plants
or crops. Both CO2 assimilation and transpiration

from single leaves vary markedly during the day and
according to leaf age and plant age. As mentioned ear-
lier, these instantaneous measurements of A and gs

may not represent integrated performance throughout
the life of a plant or crop. As well, these measurements
cannot assess the impact of morphological or physio-
logical adaptations in response to drought that can
influence the integrated measure of TE.[13] Similarly,
pot studies by using gravimetric techniques for water
measurement although providing accurate time inte-
grated measures of TE, were considered time consum-
ing, laborious, and resource intensive.[1] It was not
until the mid-1980s, when Farquhar and Richards[14]

reported a twofold variation in TE among wheat
genotypes, that physiologists began to ‘‘research’’
and demonstrate significant intra-species variation in
TE in many crops.

Since the mid-1980s, there have been voluminous
reports of inter- and intra-species variation in TE,
particularly for C3 plants including cereals, legumes,
pasture species, and numerous horticultural crops.
Significant genotypic differences in TE have also been
reported in C4 crop species, including sorghum and
sugarcane. Readers are referred to review papers by
Richards and Condon,[2] Turner,[3] and Subbarao
et al.[13] for a more complete set of references on the
species variation in TE.

Selection Tools for TE

Measurement of carbon isotope discrimination (D) in
plant tissue has been shown to be an extremely effec-
tive technique to identify genetic variation in TE.
Theory[15] has demonstrated that C3 plants should
exhibit an association between the extent of their dis-
crimination against 13C compared with 12C during
CO2 fixation, and their leaf intrinsic gas exchange
efficiency (A/g). The use of D to select for improved
TE was proposed following the experimental confir-
mation of the theory in wheat genotypes.[14] Its mea-
surement has opened up new opportunities for the
genetic improvement of TE, as it provides a time-
integrated estimate of TE and is easier and faster to
measure than total growth and water use. The D tech-
nique therefore provides a ready screen for plants
growing under identical conditions.

Pot studies in which growth (including roots) and
water use have been measured precisely, have consis-
tently shown a negative relationship between D and
TE, as summarized by Richards and Condon,[2]

Turner,[3] and Hall et al.[16] It is important for breeders
and physiologists alike to be confident that the geno-
typic variation for TE and D measured in pots trans-
late to the field. There have only been a limited
number of studies conducted to confirm that the
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negative relationship observed between D and TE in
pots will occur under field conditions. The lack of
reports in the literature relates to the difficulty in accu-
rately measuring crop transpiration (after accounting
for soil evaporative losses) and biomass (including
roots) under field conditions for a range of contrasting
genotypes.[17] Using a mini-lysimeter system located
within a rain-out shelter facility,[5,7] the negative rela-
tionship between D and TE under field conditions has
been confirmed in a number of crop legumes including
peanut[6] (Fig. 1), soybean,[18] common bean,[19] and
cowpea.[20] It has also been confirmed for wheat geno-
types when accurate techniques for measuring the crop
water balance were employed.[21]

Genotypic differences in TE that are independent of
VPD differences due to environment and location, cal-
culated as k, have been demonstrated in a range of
grain legume crops (Fig. 2, adapted from Ref.[22]).

The discovery of a strong relationship between D
and TE has also made it possible to understand the
physiological basis of variation in TE within species,[23]

as well as the exploitation of TE in some crop improve-
ment programs.[24,25]

Recent studies have shown that in C3 crops such as
cowpea,[20] cotton,[26] and chickpea,[27] TE is predomi-
nantly controlled by gs, i.e., stomatal factors. In con-
trast, photosynthetic capacity (A) has been shown to
be the major cause for variability in TE in crops such
as peanut,[6] sunflower,[28] and spruce.[29] Udayakumar
et al.[23] argued that C3 crops could be grouped into
two distinct categories, depending on whether TE is
controlled predominantly by stomatal factors or pho-
tosynthetic capacity. These findings have major impli-
cations for using TE as a selection tool in the crop
improvement programs (discussed in the following
section). Udayakumar et al.[23] and Ashok et al.[20]

argue that in C3 crops where TE is controlled by
stomatal factors (and hence affecting transpiration),

selection for high TE is likely to result in genotypes
with low total dry matter productivity. In contrast,
in those crops where variation in TE is brought
about by higher unit leaf rates of photosynthesis, or
greater mesophyll efficiency, selection for high TE is
likely to result in genotypes with higher dry matter
productivity.[6,23,30]

While the use of D as a rapid and reliable selection
tool for TE clearly has advantages over other cumber-
some and labor intensive measurements of TE, there
are several factors that need to be considered before
recommending its use as a tool in large-scale genetic
enhancement programs, include the following:

� A limited understanding of the value of TE for gen-
etic enhancement in a specific environment.

� Complex genotype � environment interactions for
TE in different crops due to differences in growth
phenology among germplasm.[2,30,31]

� A lack of information on sampling procedures in
different crops. For example, D can vary with leaf

Fig. 1 Relationship between TE and carbon isotope dis-
crimination (D) in four peanut genotypes grown under irri-
gated (filled symbols) and drought (open symbols)
conditions. Source: From Ref.[6].

Fig. 2 Relationship between ‘‘k’’ (TE adjusted for VPD)
and carbon isotope discrimination in different grain legume
crops. Source: From Ref.[22].

Fig. 3 Relationship between specific leaf area adjusted for
radiation and VPD parmeters (Adj SLA) and spad chloro-
phyll meter readings (SCMR) in 15 peanut genotypes mea-
sured at two sampling times. Source: From Ref.[36].
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age within the canopy and may confound inter-
pretation of results.[32]

� The high cost of D analysis.

Recent research in peanut has shown that specific
leaf area (SLA)[33–35] or the SPAD-Chlorophyll Meter
Readings (SCMR)[36] can be used as rapid and low cost
surrogate measure for TE (Fig. 3). Richards et al.[37]

discuss the value of using various selection tools such as
SLA, ash, and molecular methods for genetic enhance-
ment using the TE trait. The use of these methods will
however depend on cost, degree of association with TE,
and the relative ease of measurement of the trait.

SCOPE FOR GENETIC ENHANCEMENT OF TE
IN AGRICULTURAL CROPS

Plant breeding programs have historically increased
grain yield in crops from increases in partitioning of
biomass to the reproductive component, or harvest
index. Relatively little progress has been made in
increasing plant biomass production per unit of
water.[38–40] With the improved understanding of fac-
tors influencing water use and transpiration efficiency,
there is now however greater opportunity to more
precisely target improvement in TE.

A useful model for describing avenues for improve-
ment in crop yield (Yg) in water limited environ-
ments in the aforementioned context is provided by
the identity.[21,41]

Yg ¼ E � ðT=EÞ � TE � HI ð4Þ

where E is the total water use, T/E is the proportion of
this water that is transpired (T ), TE is the transpiration
efficiency, and HI is the partitioning of biomass to
grain. Implicit in the use of Eq. (4) is the concept that
the various components are relatively independent so
that increases in any of them will increase yield. In
reality, numerous physiological and genetic interac-
tions between model components can occur, thus com-
plicating the expected response to selection of traits
such as TE. The following section presents some case
studies of approaches adopted for genetic enhance-
ment for TE in different crops. It highlights some
potential complications, which need to be kept in per-
spective when recommending whether plant breeders
should launch into a large-scale selection program
targeting TE improvement.

In peanut, development of surrogate tools for TE[33]

and simple methodologies to analyze genotypic yield
within the water model framework given in
Eq. (4)[30,42] made it possible to select elite genotypes
with high levels of model components (T, TE, and
HI) (Table 1. Recent studies by Nigam et al.,[43] have
shown that additive gene effects were important in
the expression of SLA (i.e., a surrogate measure of
TE) and HI in peanuts and suggested that in some
crosses selection for SLA and HI can be effective in
early generations. Positive correlations between D
and HI have been observed in some peanut genotypes,
and progeny from crosses of parents with similar
maturity.[30] Similar responses have been observed in
cowpea[44] and wheat[45] genotypes. These correlations
suggest that breeders will need to be aware of
such associations when selecting solely on the basis
of low D.

Table 1 Performance of selected peanut genotypes for T, TE, and HI relative to experimental mean (as %) in 1994–95 rainy
seasons in an international collaborative project involving the International Crops Research Institute for Semi-Arid Tropics

(ICRISAT), the Indian Council for Agricultural Research (ICAR) and the Queensland Department of Primary Industries

�%Change from the mean

Genotype Pod yield (t ha�1) T (mm) TE (g kg � 1) HI

CSMG 84-1 28.8 29.3 0.3 �0.4

DRG 101 10.5 1.2 1.0 10.8

DRG 102 12.7 8.8 1.0 6.1

ICGS 44 13.0 �16.5 2.2 31.7

1CGS 76 27.0 7.7 5.5 11.8

ICGV 86754 15.5 6.5 2.5 4.9

ICGV 87354 22.5 5.0 1.8 10.5

KADIRI 3 19.6 12.8 �0.8 10.2

NCAC 343 13.9 8.5 0.3 5.4

SOMNATH 12.9 0.5 0.5 10.8

TAG 24 16.6 �10.1 1.7 30.1

Exp. mean 2.23 290.5 2.7 0.31
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In other C3 crops, preliminary genetic and breeding
studies using D as a selection trait have shown different
relationships with crop growth, final biomass, and/or
grain yield.[16] These responses have been further ana-
lyzed to indicate genetic associations between D and
other important yield component traits, including ear-
liness, HI, rooting depth, and rate of leaf area develop-
ment. Early flowering has been associated with high
leaf D in common bean,[46] cowpea,[16] wheat,[2] and
barley.[31] Here, the negative association between D
and days to flowering could constrain breeding for
adaptation to specific water limited environments
where both early maturity and high TE could be ben-
eficial. The challenge for breeders in this situation is
to identify whether germplasm is available with both
low D and early flowering so that concurrent selection
for both traits could be achieved.

In common bean, a positive association between
D and Yg under water limited conditions was
observed.[46] It was shown that D and the extent of
rooting were positively correlated, indicating a possible
genetic or physiological association among genotypes.
Clearly, such a correlation would tend to constrain
selection for those environments where deep rooting
and high TE are desirable.

In barley, carbon isotope discrimination (D) was
closely correlated with TE,[31] but it was either posi-
tively or negatively related to grain yield depending
on the growing environment. Selection for high D at
postanthesis or at maturity resulted in selection for
high yields in water limited Mediterranean environ-
ments.[31] However, the prospect of selecting for D in
early generations (e.g., F2) is unclear. Voltas et al.,[47]

also observed that barley genotypes with low D (i.e.,
high TE) performed better in low-yielding environ-
ments, whereas those with high D performed better in
medium and high-yielding environments. This obser-
vation supports the assumption that drought tolerance
and high yield potential under non-limiting growing
conditions may be antagonistic concepts in barley.

In bread wheat, it was concluded that a selection for
low D in early generation (e.g., F2) was successful in
improving TE, plant total dry matter and root dry
matter under water-limited conditions.[45] A positive
association between D and early canopy growth has
been observed in wheat genotypes.[2,21] In environ-
ments with high water availability, low D genotypes
were slower growing, had higher soil evaporative
losses, lower T and hence lower Yg. In contrast, in
environments with severe drought conditions, Yg and
D were negatively associated according to theoretical
expectations, as soil evaporative losses were minimal.

It is evident from all the earlier reports that low D,
and hence higher TE, may not always translate into
higher Yg. It is critical for breeders to understand the
potential trade-offs between D and growth in specific

environments, and not expect that direct yield benefits
will result from sole selection for D.

CONCLUSION

Although there is extensive information published on
the variability in TE both between and within species,
the challenge remains to establish whether TE (via
measurement of D or other surrogate) is a sufficiently
reliable trait to select for in plant breeding programs.
At this early stage, the evidence from a number of dif-
ferent crops suggests that D has considerable potential.
A number of experiments in cereal and legume crops
have shown that D is correlated either positively or
negatively with a wide range of attributes, including
physiological (TE and HI), phenological (plant height
and days to anthesis), and growth (TDM and yield)
characters. These correlations also seem to depend on
the crop and level of water stress prevailing in the
growing environment. Thus, it is highly unlikely that
the selection for TE alone will bring significant yield
improvements across all environments. The under-
standing of yield constraints in the growing environ-
ment is vital to assess the value of TE among other
yield limiting constraints in that environment. This
assessment on the need and scope for improving TE
can be made by analyzing grain yield of locally
adapted genotypes within the framework of the water
yield component model [Eq. (4.)[30,41]] The authors
conclude that if TE is to be used effectively in breeding
programs, it will be one of multiple criteria used by the
breeder to improve the adaptation of the crop.
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Transpiration: Scaling from Leaves and Canopies

Matthias Langensiepen
Department of Modeling Plant Systems, Institute of Crop Science,
Humboldt University of Berlin, Berlin, Germany

INTRODUCTION

Transpiration is the vapor loss from living surfaces to
the atmosphere. When a leaf of a well-watered plant is
exposed to dry air and solar radiation, it starts to tran-
spire through its stomatal pores. The rate of vapor
transport from the leaf into the atmosphere El can be
determined from the product of leaf vapor conduc-
tance glv and the vapor pressure difference between
the leaf mesophyll and the adjacent atmosphere:

El ¼ glvðemv � eavÞ ð1Þ

where emv and eav are the water vapor partial pressures
in the mesophyll and at the leaf surface, respectively.
As the mesophyll cells lose water, they experience an
increase in solute concentration and a reduction in
water potential. Since plants are continuous hydraulic
systems, changes in leaf transpiration are transmitted
to other plant tissues and to the soil and atmosphere
boundaries. Physiological control of stomatal vapor
diffusion and turbulent transport are the dominating
processes controlling the intensity of canopy transpi-
ration. They take place on distinctive spatial and
temporal scales that must be integrated to facilitate a
quantitative understanding of canopy transpiration.

SCALING AS A PROCESS

A scale is defined as a spatial or temporal dimension of
an object or a process, characterized by both grain (fin-
est level of spatial resolution) and extent. Numerous
processes and relationships constitute the soil–plant–
atmosphere system. To make the system manageable,
it must be decomposed into hierarchical structures,
which are organized in terms of spatial, temporal,
and organizational levels.

Using information from finer scales to explain
phenomena at a broader scale is called ‘‘bottom-up
scaling.’’ Bottom-up scaling entails mechanistic infor-
mation from lower system levels such as roots, single
leaves, leaf patches, or even individual guard cells.
Bottom-up scaling is particularly useful, when the
physiological and physical processes do not transfer
linearly between different levels of system organiza-
tion. Yet, increasing levels of observation will also

introduce noisiness in the quantification process. To
overcome the statistical difficulties associated with this
so-called complexity paradox,[1] the lowest scaling level
(granularity) must be carefully chosen.

Inferring phenomena on a finer scale from infor-
mation on a broader scale is termed ‘‘top-down scaling.’’
Top-down scaling is typically applied when detailed
information about processes taking place on lower sys-
tem levels is difficult to obtain. A popular example
shown below is the inversion of a canopy transpiration
model for estimating the underlying process of canopy
regulation. Top-down scaling must necessarily be based
on a priori assumptions that are often untestable.

To avoid spurious or noisy results, any scaling
attempt must be based on a thorough understanding
of the processes considered in the scaling framework.
For the same reason, it is also important to limit the
scaling range to adjacent levels of system organization.
Considering the extraordinary variability of plant
physiological responses to the environment, it is hardly
possible, however, to attain such goals. Quantitative
relations between plants and environment, which serve
as foundations of any scaling structure, must therefore
always be regarded as approximations of reality.

BOTTOM-UP SCALING

Bottom-up scaling of transpiration from leaves to
canopies requires an understanding of the regulation
processes underlying plant–environmental interaction.
Stomata play a key role in coordinating liquid and
vapor phase fluxes through the soil–plant–atmosphere
system.[2] They function as pressure regulators preserv-
ing hydraulic contact between leaves and soil.[3] Many
interacting mechanisms influence the regulation of
stomatal vapor conductance, which are not yet fully
understood. Stomatal modeling thus remains an active
field of research (see elsewhere in this encyclopedia).

Scaling Transpiration from Leaves
To Canopies

Leaf transpiration can be calculated with Eq. (1) by
employing any model simulating stomatal conductance
and using leaf surface temperature and humidity data.
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However, since such data are hardly accessible under
practical conditions, simplified concepts like the com-
bination equation must be applied that eliminate the
need for surface information:[4]

leEi ¼
esAi þ leraDi � gbvi

ðes þ 1Þ þ gbvi=glvi

ð2Þ

where le is latent heat of vaporization at air tempera-
ture, Ei the vapor flux density from an individual leaf
i, Ai the energy available for conversion into latent
and effective heat (predominantly net radiation), ra

the density of air, es the slope of saturated specific
humidity with air temperature (es ¼ 2.2 at 20�C),
and Di the vapor saturation deficit at the edge of each
leaf boundary layer (see Ref.[5] for calculation proce-
dures). glvi and gbvi are the leaf and boundary layer
vapor conductances of the ith leaf, respectively.

Theoretically, leaf transpiration could now be scaled
to canopy transpiration by integrating (2) over the
entire canopy. However, the statistical uncertainties
and instrumentation required for scaling turbulent air
flow to each individual canopy element render such
an endeavor almost impossible. The problem can be
simplified by dividing the canopy into multiple hori-
zontal layers and by determining the fluxes of momen-
tum, heat, and mass from these layers over suitable
time intervals using appropriate micrometeorological
techniques.[6] An even simpler approach can be applied
that treats the canopy as one giant transpiring leaf
located at a mean height of momentum absorption,
which also represents the center of mass and heat
exchange. The logarithmic portion of the wind profile
above a canopy can be extrapolated to this exchange
level, provided atmospheric conditions are near neu-
tral. Further treating eddy diffusivity in analogy to
its molecular counterpart and assuming similarity
between the fluxes of heat, mass, and momentum, the
logarithmic profile can serve as a scaling framework
for determining the canopy vapor flux. The approach
is known as the ‘‘K-theory’’ or ‘‘first-order closure
approach’’ and relates the fluxes of trace species to
the gradient of mean quantities through the eddy diffu-
sivity (denoted as ‘‘K’’—see Refs.[4,7] for further theo-
retical information and procedures for correcting the
profile under unstable or stable exchange conditions).

Based on this simplification, Eq. (2) can be rear-
ranged to account for the bulk vapor transport by
assigning canopy variables to their corresponding leaf
counterparts: First, Ai is replaced by Ac, which is the
net-radiation energy absorbed by the bulk transpiring
canopy minus soil heat flux (see Ref.[5] for calculation
procedures). A canopy radiative transfer model[8] is
needed for this procedure, which is also required for

the second step of determining photosynthetically
active radiation loads on the canopy. Based on this
information, canopy conductance gcanopy can be esti-
mated using any stomatal light response function,
and by serially integrating the responses of the leaf
classes glvi according to their reception of direct,
diffuse, and penumbral radiation.[9]

Leaf boundary layer conductance gbvi in Eq. (2) is
replaced by an aerodynamic canopy transport conduc-
tance term ga, which is defined as

1

ga
¼ 1

gb
0 þ

1

gt
ð3Þ

where gb
0 is the parallel sum of all boundary layer con-

ductances (
P

gbvi) and gt the turbulent resistance,
which can be estimated on the basis of the K-theory:[10]

gt ¼
k2uz

ln½z � d=zm� ln½z � d=zh�
ð4Þ

where k ¼ 0.41 is the von Karman constant, uz the
wind speed measured at height z, d ¼ 0.7h the average
height of heat, mass, and momentum exchange within
a uniform canopy of height h, zm ¼ 0.12h-the momen-
tum roughness length, and zh ¼ 0.2zm the heat rough-
ness length.

Finally, Di is replaced by a corresponding air satu-
ration vapor deficit term Da, and soil evaporation is
subtracted from leEc to allow the quantification of
actual transpiration (methods for estimating soil evap-
oration are not shown here, since they can be found
elsewhere[11]).

Basing leaf to canopy scaling on the flux-gradient
relation is attractive for the simplicity of its theoretical
basis. However, the K-theory is only strictly valid for
relatively short plant canopies, which experience suf-
ficient turbulent mixing under neutral exchange con-
ditions. In the absence of sufficient mixing, as it is
the case under buoyant exchange conditions or in tall
canopies such as forests, heat transfer becomes
strongly ejection dominated, while momentum transfer
is still related to sweeps or gusts. Such countergradient
conditions lead to the invalidation of the K-theory.
Experiments treating canopy elements as independent
point sources of fluid particles have additionally shown
that the K-theory can only describe the far-field
regime, but will fail whenever near-field effects become
important (see Refs.[4,12] for a detailed discussion).
Unfortunately, alternative higher-order closure or
Langrangian solutions require complicated instrumen-
tation and extensive parameterization that prevent the
practical implementation of these methods.

1248 Transpiration: Scaling from Leaves and Canopies

© 2008 by Taylor & Francis Group, LLC



Ta
il

w
at

er
–V

ir
tu

al

TOP-DOWN SCALING

Given the lack of practical methods for scaling stoma-
tal conductance from leaves to canopies, top-down
approaches may serve as useful alternatives. One of
the most widespread solutions is the inversion of
the combination equation:[12]

1

gcanopy
¼ 1

ga

esAc

leEc
� ðes þ 1Þ

� �
þ Da

Ec
ð5Þ

where the symbols are the same as in the canopy
version of the combination Eq. (2) explained above.
Usage of Eq. (5) is restricted to situations, where fluxes
of heat, mass, and momentum are similar, and the can-
opy can be treated as a large homogenous plane.

Ac can be determined with a canopy radiation
model and measurements of soil-heat flux, provided
the latter becomes an important component of the
energy balance. Lysimeters serving as surrogates for
their surrounding conditions are often used for directly
measuring leEc. It is also possible to determine leEc

using flux-gradient or eddy-correlation measurements
(see Ref.[4] for procedures and instrumentation). The
application of remote sensing techniques should be
regarded with caution, because a large gap exists
between canopy and regional scales, which cannot be
surpassed without employing untestable assumptions.

Once gcanopy is parameterized, Eq. (5) can be rear-
ranged to its original form for predicting canopy tran-
spiration on the basis of standard meteorological
measurements. It must be noted, however, that such
a solution is only valid in the range of its empirical
parameterization and can thus not be extrapolated to
other conditions.

CONCLUSIONS

When comparing the bottom-up and top-down scaling
approaches, it is difficult to recommend which is best.
They often fulfill different purposes. Bottom-up or
reductionist approaches provide insight into the com-
plexity of the various principles underlying canopy
transpiration but are often not suitable for practical
application. However, they form the theoretical basis
for simplified approaches. Top-down approaches, in
turn, are straightforward, simple, require little experi-
mental information, and are therefore highly attractive
for practical application. Yet, their validity is restricted
to the conditions under which they were derived that
prevent widespread application.

Reductionist scaling is a measure for our ability
to understand the complex mechanisms underlying

canopy transpiration. Limited knowledge on topics
like the plant sensing of environmental conditions,
signal-transduction, and hormonal regulation of plant
water relations make canopy scaling remain an active
field of research.

ARTICLE OF FURTHER INTEREST

Stomatal Responses to the
Environment: Quantifying, p. 1154.
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Transpiration: Water Use Efficiency
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INTRODUCTION

The balance between carbon assimilation (net photo-
synthetic production) and the throughput of water by
transpiration (resource use in terms of water) results
in a benefit–cost ratio of interest to eco-physiologists
and crop physiologists, known as water use efficiency.
The differences in concentration of CO2 and water
vapor between the intercellular surfaces of the leaf
mesophyll and the atmosphere drive the fluxes of
carbon dioxide and water through the plant. Hot dry
environments provide conditions of high evaporative
demand. CO2 concentrations are low in the atmo-
sphere, and this gas diffuses through the stomata,
which need to be open to allow gas exchange. There
is a need under most environments to conserve water,
and under drought stress stomata close which con-
serves water. Water use efficiency is an expression of
the benefit–cost ratio for a plant and integrates the
physiology of photosynthesis and plant water relations
over a particular growth period or cropping season.

DEVELOPMENT OF THE CONCEPT OF WATER
USE EFFICIENCY

Early last century, Briggs and Shantz studied the water
requirements (WRs) of crops by weighing containers
and working out WR per plant; however, they did
not use an area basis.[1] Water requirement is the
inverse of water use efficiency. Viets confined his
definition of water use efficiency to the ratio of plant
production to ET measured on the same area.[2]

Tanner and Sinclair summarized some early studies
and defined water use efficiency as the biomass of
water accumulated per unit of water transpired and
evaporated per unit crop area.[1] Biomass is expressed
as total yield or economic yield. To compare species
with different chemical composition (protein vs. carbo-
hydrate products), grams of glucose equivalents are
used. In irrigation studies, water use efficiencies may
be referring to a broader definition of water, with
efficiencies comparing situations where soil water
drainage, surface run-off, or soil evaporation are
considered. These types of water use efficiency are
not included in this discussion.

WATER USE EFFICIENCY ON AN
EVAPOTRANSPIRATION BASIS

Water use can be defined per unit of evapotranspira-
tion (ET), and under field conditions, this is more
practical than the narrower definition using just tran-
spiration. Measures of ET integrate both soil and crop
factors for the season, which confound the respective
efficiencies of the plant and soil evaporation. Timing
and frequency of irrigations and rain, the soil type
and plant or mulch cover can affect soil evaporation.
The transpiration part of ET use is a measure of crop
performance.

WATER USE EFFICIENCY ON A
TRANSPIRATION BASIS

Another definition of water use efficiency is in terms of
transpired water only. Measuring the transpiration
component is hard to do in practice, as it is difficult
to prevent soil evaporation. Deep soil drainage also
needs to be measured or prevented. It is only possible
to measure transpiration on an experimental basis with
the use of weighing lysimeters. Typically, the lysimeter
is a large pot in the greenhouse and may weigh up to
80 kg. The lysimeter is weighed frequently over the
crop season, and known quantities of water are added
which is, both costly and limits the practical size of the
trial. When extended to field studies (lysimeters within
a growing crop), a limited numbers of comparisons are
made due to the setup cost and expense of rainout
facilities at sites.

TRANSPIRATION EFFICIENCY UNITS

Water use efficiency can be expressed as g kg�1 of
water transpired. Typical values may be 1.6–2.4 g kg�1

for sunflower or around 9 g kg�1 for sorghum. It can
also be expressed by using a molar scale. Transpira-
tion may be typically 1–5 mmol m�2 sec�1 and photo-
synthetic rates for C3 20–25 mmol m�2 sec�1 or
40 mmol m�2 sec�1 for C4 plants. Hence, C4 plants have
higher transpiration efficiencies than C3 plants.
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TRANSPIRATION EFFICIENCY AND
COMPARISON ACROSS SEASONS

As the evaporative demand of the atmosphere will vary
from place to place and from season to season, transpi-
ration efficiency (TE) from particular trials are
adjusted for the vapor pressure deficit (VPD) of the
atmosphere:

Y=T ¼ k=ðe� � eiÞ

where Y is the yield, T, the transpiration, k, the transpi-
ration coefficient, e�, the saturated vapor pressure, and
ei, the vapor pressure of the atmosphere.[1] The coef-
ficient (k) is estimated as 9 kPa for sorghum.

Typically, a mean value of VPD for hours of day-
light over the stress period season can be used. The
mean daily value of the 9.00 hr VPD and VPD at the
time of maximum temperature can been used to com-
pute a seasonal VPD over the stress period.[3]

INSTANTANEOUS TRANSPIRATION
EFFICIENCY MEASURED AT AN
INDIVIDUAL LEAF LEVEL

Transpiration and photosynthesis measured by using
a canopy gas exchange system are used to compute
an instantaneous measurement of TE at the leaf level.
This rarely correlates with TE computed for a season
as there are many processes integrated within the plant
alone and over the cropping season.

Water use efficiency is the molar ratio of CO2

uptake (A) to transpiration (E) and can be written as

A=E ¼ ðca � ciÞ=1:6Dw

where ca is external and ci is the internal partial pres-
sure of CO2, respectively. Dw is the leaf-air VPD.[4]

This shows that the internal partial pressure of CO2

is linked to water use efficiency.

PHYSIOLOGY OF TRANSPIRATION
EFFICIENCY

C3 and C4 plants vary in TE as the carboxylation path-
ways give rise to different efficiencies.[5–7] C4 plants
such as maize and sorghum, have higher transpiration
efficiencies than C3 plants. Legumes have a lower TE
than cereal crops due to the metabolic cost of sym-
biotic N fixation. Variations in TE for wheat correlate
with carbon isotope discrimination.[8] Carbon isotope
discrimination (D) as determined on dried leaf tissue
of C3 plants has shown to be correlated to TE.
This is useful, but is not necessarily practical as carbon

isotope discrimination is a costly measurement and
therefore not ideal as a selection criterion. Progress
has been made in C3 crops, towards obtaining a
selection index for high TE lines. In peanut, the carbon
isotope discrimination was linearly related to the spe-
cific leaf area of the leaves. Thus, a surrogate for D is
available and has been used to breed high TE lines.[9]

ENVIRONMENTAL INFLUENCES ON
TRANSPIRATION EFFICIENCY

Water Deficit Effect

Under moderate water deficits, TE increased in grain
sorghum.[3,10] Leaf area index is irreversibly reduced
under stress, cell density is maintained but cell enlarge-
ment is irreversibly affected.[11] Some plants may be
able to adjust osmotically which may contribute to
resistance to water deficits.

Rising CO2

As the CO2 concentration doubles, transpiration will
decline and photosynthesis will increase.[12]

TRANSPIRATION EFFICIENCY IN
DROUGHT RESEARCH

If this trait can be identified as significant and suitable
selection criteria can be developed, more efficient crops
will result through the incorporation of high TE lines
in breeding programs. Benefits of high TE lines, anti-
cipated from crop simulation modeling of grain sor-
ghum, suggest a 10% increase in yield from moderate
to good environments.[13] Genetic differences in TE
appear to be detectable in a range of crops. The com-
bination of C4 productivity in marginal environments
along with improved drought efficiency may have use-
ful economic benefits in the future.
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INTRODUCTION

The last few decades have seen increasing interest in
enhancing, restoring, and protecting the ecology of
wetlands, streams, and watersheds. Achieving these
goals requires sound fundamental and applied knowl-
edge, close interaction between scientists and engi-
neers, a systems approach, and a good understanding
of spatial and temporal scales. This entry addresses
the role and importance of an active floodplain in
wadeable two-stage stream systems where the active
floodplain plays an important role in sustaining or
establishing dynamic equilibrium. Specifically, focus
is placed on the size and geometry of the active flood-
plain (Stage 2) relative to the size of a main channel
(Stage 1) that is shaped by channel-forming discharges
(Fig. 1). Consideration is also given to floodplains for
modified streams and constructed channels such as
agricultural ditches. The goal of this entry is to aid
the reader in understanding the hydrology, hydraulics,
and geomorphology of these systems and to then use
this knowledge to protect or size a self-sustaining
two-stage channel system.

The term channel-forming discharge is used to
describe both the bankfull and effective discharge.[1]

Wolman and Miller[2] defined the bankfull discharge
as the streamflow that fills the main channel and begins
to spill onto the active floodplain; while the effective
discharge is the discharge that transports the most
sediment over time. Many studies have been conducted
on channel-forming discharges and recurrence interval

of these flows.[1,3–5] Most studies have suggested that
the recurrence interval ranges from 1 yr to more
than 5 yr.[4–8] However, in recent studies in Ohio on
large rivers[1] and agricultural channels,[9] the authors
suggest that flows larger than the channel-forming
discharges occur many times annually and the recur-
rence interval of channel-forming discharges is often
less than 1 yr.

The terms floodplain or floodzone, floodprone area,
active floodplain, and riparian zone are often con-
sidered as synonymous. This causes much confusion
as each of these terms can be used to describe different
locations on the landscape (Fig. 1) and only occasion-
ally will all these locations coincide with each other. A
floodplain or floodzone could be associated with any
point on the landscape and is associated with a human
concern related to flooding. Rarely are these areas
totally flat (as the term plain suggests), and rarely when
considering dynamic equilibrium are we concerned
with points that are only inundated by very infrequent
events (recurrence interval of many hundreds of years).
In the Rosgen[10] stream classification system, the
width of the floodprone area is measured at an ele-
vation above the thalweg that is twice the maximum
bankfull depth. It is one of the several factors used in
this classification system and is not related to a specific
recurrence interval flow. An active floodplain is
associated with flows that exceed the channel-forming
discharges. However, if these flows do not immediately
spill out onto the active floodplain, then the main chan-
nel is described as incised or entrenched. A problem
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with the term active floodplain is that there is no upper
limit to the depth or size of the area described by this
term. The word riparian means riverbank, so a riparian
zone is a piece of land located on the banks of a chan-
nel. In the United States, the term riparian zone is
generally used to describe areas (such as forests, grass-
lands, and wetlands) that are beneficial to the riparian
ecosystem and function as natural biological filters.

PROCESSES IN CHANNEL SYSTEMS

Dynamic Equilibrium

Flowing water exerts a force on the bed and banks of a
channel. If this force exceeds the resistance of the bed
and banks to this force, then geomorphic works occur
and there is a change in the channel geometry or bed
slope. At any point in time, a channel system might be
in dynamic equilibrium, failing or recovering. Lane[11]

stated that dynamic equilibrium exists between stream
power and the discharge of bed material sediments:

Qsd / QS ð1Þ

where Qs is the sediment discharge, d is the median sedi-
ment size, Q is the discharge, and S is the bedslope. In
the context of Relationship 1, if Q exceeds the channel-
forming discharge, then equilibrium is achieved if
much of the excess stream power, QS, is dissipated
across an active floodplain. Sediment transported in
a channel might consist of suspended load and bed-
load. In low-gradient channels, the suspended load
might be 95% or more of the total sediment load,

while in steep upland channels more than half of
the sediment load might be bedload. Sediment move-
ment can be related to a critical shear stress at which
particles begin to move, a total sediment transport
rate, to discharge or stream power, and numerous
bedload transport functions. The average shear stress,
or tractive force, on the bed of a straight reach, can
be estimated by:[12]

T ¼ 1000YS ð2Þ

where T is the tractive force (kg force/m2), Y is the
flow depth (m), and S is the bedslope (m/m). Lane[11]

found that a tractive force of 1 kg force/m2 would
move bed material with a mean particle size of about
10 mm. The average shear stresses on the banks of a
straight channel can be approximated to be about
80% of the bed shear stresses.[13] Eq. (2) is based on
several simplifications and is not always consistent
with observations. Many scientists have studied and
proposed enhancements to tractive force concepts.[14]

If the stream power, for discharges larger than the
bankfull discharge, is not dissipated across an active
floodplain, the bankfull channel will downcut and/or
widen. This creates a domino effect as it will now take
larger and larger flows to first fill the channel and to
then spill out onto the active floodplain; the channel
system is then said to be in a degraded or a failing
mode. At some point, a potential might occur for
aggradation and/or the building of a new active flood-
plain, at this point there is potential for channel
recovery. Simon[15] presents a channel evolution model
that outlines how unstable systems might adjust to
achieve equilibrium.

Fig. 1 Illustration of differences between a floodplain, floodprone area, and active floodplain.
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The classic work of Trimble[16] describes how sedi-
ment budgets and channel geometry changed for Coon
Creek, Wisconsin, during a period of more than 130 yr.
His work shows why in evaluating a channel system, it
is necessary to consider the interaction between land-
scape processes and within stream processes. Channel-
forming discharges and the geometry of the bankfull
channel are a function of many factors, including the
drainage area, land uses, watershed topography, sedi-
ment supply and transport, within stream and riparian
vegetation, the resistance of the bed and banks materi-
als to shear, bedslope, and attributes of the active
floodplain such as the geometry and resistance to flow.
Spatial and temporal changes in these factors add com-
plexity to an accurate assessment of their effects on the
stream system. Montgomery and MacDonald[17] out-
line a diagnostic approach to making stream assess-
ments. Powell et al.[18] describe a weight-of-evidence
approach for sizing a two-stage channel system in agri-
cultural ditches in the Midwest Region of the United
States.

Channel-Forming Discharges

Usually, channel-forming discharges cannot be easily
measured. Therefore, they are based on calculating
either the bankfull discharge based on stream geomor-
phology measurements or the effective discharge based
on measured or estimated sediment and discharge
data. Bankfull discharge is calculated based on mea-
suring bankfull features and then using a resistance
equation such as Manning’s equation or the Darcy–
Weisbach equation to calculate the mean flow velocity

and discharge.[19] In the United States, survey proce-
dures similar to those described by Harrelson, Rawlins,
and Potyondy[20] are commonly used to make the geo-
morphology measurements. Measurements are made
along reaches that are at least 20 times the bankfull
width and include measuring bed elevation, water
depth, the elevation of bankfull features, azimuth at
points of discernable change in geomorphic features
in the channel system, cross-section geometry, and
bed materials sizes.

Regional curves that relate bankfull attributes and
drainage area are often used as an aid in assessing
stream morphology. Doll et al.[21] state that regional
curves are especially useful in stream restoration pro-
jects, where the identification of bankfull features is
critical to the design of a stable system. Powell
et al.[18] use regional curves as one of the factors in
their weight-of-evidence approach. However, regional
curves should be used with caution and only provide
a general indication of the bankfull geometry. The
variability that might occur is illustrated in Fig. 2
where bankfull width measurements versus drainage
area are reported for the Olentangy and Upper Scioto
River watersheds in Ohio.

The effective discharge is determined from an analy-
sis of suspended or bedload obtained from long-term
records or predicted by using sediment transport equa-
tion. Approaches for calculation of the effective dis-
charge from measured data are widely published.[1,3]

The most common approaches use the Wolman–Miller
model.[22] An approach for estimating the effective
discharge based on using the Meyer–Peter–Muller
bedload transport equation is incorporated in the
Spreadsheet Tools for River Evaluation, Assessment,
and Monitoring (STREAM) modules.[23]

Fig. 2 Bankfull width versus drain-

age area for the Olentangy and
Upper Scioto Rivers, Ohio. Dashed
lines are for values þ/� 50% of the

regression values.
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ACTIVE FLOODPLAIN REQUIREMENTS

Channel Hydraulics and Characteristics

Turbulence, vertical vorticity, secondary flows, reverse,
and lateral mixing of flows on the floodplain
and within the main channel, together with the asso-
ciated sediment transport and shear stress differences
that occur particularly within a meandering channel
make the analysis of the system complex. Useful
accounts of different approaches are presented in
Shiono, Al-Romaih, and Knight[24] and Patra and
Kar.[25] Applying resistance (roughness) equations,
such as Manning’s equation, to compound straight
two-stage channels presents a challenge, particularly
with low over-bank flow. As the stage initially rises
above bankfull, there will be an increase in the wetted
perimeter, little change in cross-sectional area, and a
decrease in hydraulic radius results in a discontinuity
in velocities estimated by Manning’s equation. Another
problem is accounting for the interaction between
the slower over-bank flows with the faster main
channel flow.

Posey[26] evaluated a number of commonly used
resistance equation methods. He concluded that
dividing the main section and two over-bank sections
by vertical lines worked well when over-bank flow is
shallow, but when over-bank flow is at least half as
deep as the bankfull channel depth, then dividing into
subsections is not necessary. The method incorpor-
ated in the STREAM tools gives similar results to
the methods suggested by Posey in the desired
respective ranges. The problem of momentum transfer
between sections is managed by dividing the sections
by ‘‘virtual’’ banks that are perpendicular to lines
of equal shear. Also, the hydraulic radius is based
on only the physical boundaries of each section and
is weighted by the area of each section. Flow velocity
is estimated by using Manning’s equation with differ-
ent roughness factors assigned to the main channel
and the flood plain. This method is an inexact
approximation of the complex hydraulics of a two-
stage meandering channel and is only intended to
provide estimates of relative values, not to predict
actual bedload transport.

Active Floodplain Minimum Size Requirements

Recently in the United States, many local, county, and
state organizations have expressed an interest in estab-
lishing streamway setbacks to help protect stream
systems, particularly in urbanizing watersheds. These
efforts are hampered by a lack of published infor-
mation on how to size active floodplains and stream-
way setbacks to sustain dynamic equilibrium.

Williams[27] proposed that meander beltwidth (B, m)
and the bankfull width (W, m) are to be estimated as
follows:

B ¼ 4:3W1:12 ð3Þ

where beltwidth is the width within which a channel
moves during a snapshot in time. To account for
meander migration over time, we recommend that
natural streams be provided a streamway width that
is calculated by increasing the coefficient of 4.3 to at
least 6.5. This recommendation is based on stream sur-
veys and the use of orthophotos to evaluate meander
patterns and meander migrations for several streams
in Ohio. For most wadable streams, this approach will
estimate a streamway width that is 7–12 times the
bankfull width. For incised agricultural ditches in the
Midwest Region of the United States, the authors
recommend a streamway width that is at least three times
the bankfull width.[19] In those applications, the flood-
plain is depositional or constructed benches located in
the lower part of incised ditches. These systems have very
low sinuosity and much of the stability depends on the
dense grass that grows on the benches and the banks.

A more process-based approach is to consider sedi-
ment transport, the shear stresses on the bottom and
sides of each stage, and mean velocities in the two-
stage system. The following example illustrates how
changes in the active floodplain geometry influence
these factors. An analysis was performed on an incised
trapezoidal channel that is typical of many large agri-
cultural ditches in the Midwest region of the United
States (Fig. 3A and 3B). An analysis was performed
for a hypothetical 10 km2 drainage area and a channel
with a bedslope of 0.5%. The bed width was 4 m, the
side slopes of the main channel were 2:1, the depth of
the incised trapezoidal channel was 3 m, and the initial
top width of the second stage was 16 m. For simplicity,
it was assumed that the bankfull channel had vertical
side slopes. Discharge versus recurrence interval relation-
ships were estimated using an empirical procedure, based
on streamflow data that was developed by Sherwood[28]

for urban areas in Ohio. The basin-development factor
(BDF), which is a measure of urbanization in the equa-
tion, was set to zero to represent rural conditions. The
mean particle size of the bed material was 40 mm. An
evaluation was made with Manning’s n values of 0.03,
0.045, and 0.06 for the active floodplain.

Shear stresses were calculated using Eq. (2). Bedload
transport was determined using the method in the
STREAM tools.[23] The two-stage system was pro-
portioned, between the floodplains and the main chan-
nel, using the approach described by Posey.[26] Flow
velocities and flow depths were determined using
Manning’s equation. A floodplain ratio (FPR) was
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used to evaluate different active floodplain widths. The
FPR was defined as the floodplain width, at the bot-
tom of the second stage, to the bankfull width, which
is the channel width at the top of the first stage. The
depth of the bankfull channel was 1 m and depositional
benches formed to give an FDR of 2 (Fig. 3B). FDR
values greater than 2 required widening the second
stage of the channel. Shear stresses, total annual bed-
load transport, and hydraulic properties were related
to the bankfull discharge, of 7.2 m3/s, or to the 25 yr
recurrence interval flow of 41 m3/s.

A summary of the results is presented in Table 1.
For the scenario where small depositional benches
(FPR ¼ 2) have developed, there is a 20% increase

in the shear stresses in the main channel and an 80%
increase in bedload transport when compared with
the single-stage channel (FPR ¼ 1). This trend is con-
sistent with our observation in agricultural ditches. The
formation of benches and an inset channel (the bankfull
channel) results in coarser substrate and a self-flushing
system with reduced or non-existent aggradation.

Of particular note is that flows on the floodplain
cause shear stresses on the banks of the second stage
that are much less than with the single-stage scenario
with no floodplain. Even with high roughness on the
floodplain (n of 0.06), the mean bank shear stresses
in the second stage are lower than they were for the
single-stage trapezoidal channel (FPR of 1).

Fig. 3 (A) Single-stage channel geometry
used in the process analysis example.

(B) Two-stage channel geometry used in the
process analysis example.
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For an FPR of 3, the depth of flow, for the 25 yr RI
discharge, is at twice the maximum bankfull depth and
corresponds to the floodprone area described by the
Rosgen classification system.[29] However, the flood-
plain is undersized to provide the meander pattern that
might be expected. An FPR of 5 reduces the shear
stresses and velocities of flow in the main channel
to values that are similar or less than those in the
single-stage trapezoidal channel (FPR of 1). An FPR
of 9, and high floodplain roughness, provides lower
values than the single-stage channel for all attributes
except bedload transport. As might be expected,
further increases in the FPR will continue to provide
gradual improvements in the system attributes. How-
ever, based on these illustrations and other studies by
the authors (not shown), it appears that an FPR
between 5 and 10 is needed to obtain a self-sustaining

system. This is consistent with the empirical approach
presented earlier.

DISCUSSION

This entry is not intended as a guide to restoration.
Useful discussion on that topic is provided by Shields
et al.[30] Procedures that are helpful in stream channel
design are present in a new handbook.[31] It is recom-
mended that a bank stability analysis be performed
as many channel systems fail owing to mass wasting.
A useful tool is the freely available USDA-ARS bank
stability model.[29]

In this entry, we have not addressed ecological issues
or the debate on designing bankfull channels. Where
possible, we recommend an ecological engineering or

Table 1 Summary results for channel system analysis

Floodplain n ¼ 0.03 Floodplain n ¼ 0.045 Floodplain n ¼ 0.06

System Attributes Units Channel ActiveFP Channel ActiveFP Channel Active FP

Bankfull Channel
Mean velocity m/s 1.8
Max depth of flow m 1
Shear stress kg/m2 5
Bedload transporta m3/yr 35

FPR ¼ 1
Mean velocity m/s 2.7
Max depth of flow m 1.9
Shear stress kg/m2 9.7
Bedload transport m3/yr 42

FPR ¼ 2
Mean velocity m/s 2.5 2.5 2.6 1.8 2.7 1.4
Max depth of flow m 2.2 1.2 2.4 1.4 2.6 1.6
Shear stress kg/m2 11.0 6.0 12.2 7.2 13.1 8.1
Bedload transport m3/yr 75 84 90

FPR ¼ 3
Mean velocity m/s 2.3 2.3 2.5 1.7 2.5 1.4
Max depth of flow m 2.0 1.0 2.2 1.2 2.4 1.4
Shear stress kg/m2 9.9 4.9 11.0 6.0 11.8 6.8
Bedload transport m3/yr 67 75 81

FPR ¼ 5
Mean velocity m/s 2.2 2.0 2.3 1.5 2.4 1.2
Max depth of flow m 1.7 0.7 1.9 0.9 2.1 1.1
Shear stress kg/m2 8.7 3.7 9.6 4.6 10.3 5.3
Bedload transport m3/yr 59 65 70

FPR ¼ 9
Mean velocity m/s 2.1 1.6 2.2 1.2 2.2 1.0
Max depth of flow m 1.5 0.5 1.7 0.7 1.8 0.8
Shear stress kg/m2 7.7 2.7 8.4 3.4 8.9 3.9
Bedload transport m3/yr 51 56 60

FPR ¼ 13
Mean velocity m/s 2.1 1.4 2.1 1.1 2.2 0.9
Max depth of flow m 1.4 0.4 1.5 0.5 1.6 0.6
Shear stress kg/m2 7.2 2.2 7.7 2.7 8.2 3.2
Bedload transport m3/yr 48 52 55
aAnnual bedload transport is only in the main channel that extends up into the second stage based on Posey partitioning approach. Source: From Ref.[26].
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naturalization approach. Useful discussions on these
topics are provided by Palmer et al.[32] and Herricks
and Suen.[33] Application of these approaches reduces
the amount of initial engineering of the system and
focus on assisting nature in developing a more
self-sustaining system. We conclude that an important
consideration in most stream projects is the availability
of an active floodplain. Simple and complex tools, such
as the STREAM tools[23] or HEC-RAS,[34] to evaluate
two-stage systems on a case-by-case basis are freely
available from organizations in the United States.

The approaches described in this entry are relatively
simple and represent a minimum level of analysis that
should be performed if modifications or protection
strategies are proposed for a stream system. Ideally,
active floodplains should have FPRs greater than 5
though smaller floodplains will have some beneficial
influences on the sustainability of channel systems.
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Uptake by Plant Roots

S.G.K. Adiku
Department of Soil Science, University of Ghana, Accra, Ghana

INTRODUCTION

The study of water uptake by plant roots dates as far
back as 1727 and continues to attract a great deal of
research attention in many disciplines such as botany,
agronomy, soil science, meteorology, and hydrology.
This is because water flow through the soil–root–
stem–leaf pathway to the atmosphere is a major
component in the hydrological cycle. Water uptake
by plant roots may be defined as the unidirectional
transport of water from the soil to the root. Other
terms used in the literature to describe the same
phenomenon include root water absorption and root
water extraction. Water taken up by the entire root
system forms the transpiration stream and is termi-
nated by the loss of water vapor from the stomata of
leaves to the atmosphere. Many texts have presented
details on the mechanisms of root water uptake. A
popular view held is that the main mechanism of root
water uptake involves a passive transfer of water along
a water potential gradient from the soil to the root,
whereby the plant simply behaves as a ‘‘wick’’ and
plays no role in the uptake process. However, more
recent observations suggest that the plant itself plays
a role, especially, in determining the patterns of water
uptake. Conceivably, an active water uptake may be
possible, but strong scientific evidence is still lacking.
This article presents a discussion on the subject of root
water uptake with emphasis on divergent views regard-
ing the understanding and interpretation of observa-
tions. Some areas requiring further research are
identified.

BACKGROUND

A survey of the literature shows that research on root
water uptake may have formally begun in 1727 with
Hales’ investigations into the height of rise of water
in plant root–stem pathway during transpiration.[1]

Many studies on plant water uptake followed, focusing
on single aspects such as flow of water into roots, water
flow through the stem, or the evaporation from leaves
as separate processes, which were hardly interrelated.
The unified concept of soil–plant–atmosphere con-
tinuum (SPAC), however, recognized the transport
of water from the soil through the root–stem–leaf

pathway to the atmosphere as a continuum, and
emphasized the interrelationship between the various
aspects, enabling a holistic study of the phenomenon.[2]

Water uptake by plant roots is determined by evap-
orative demand of the atmosphere, plant factors such
as the root system and soil water conditions. Obser-
vations indicate that uptake is generally favored in
wet zones of the soil, where both water potential and
hydraulic conductivity are also high.[3] But the role of
the plant in determining water uptake has been
unclear. Subsequently, the debate on root water uptake
in the 1970s had centered on whether the plant or soil
factors dominated water uptake.[4] The question still
lingers on whether or not a plant simply behaves as a
‘‘wick’’ that only passively transmits water from the
soil via the soil–root–stem–leaf pathway to the atmo-
sphere. Indeed, the other terms used to describe the
phenomenon such as root water absorption or root
water extraction seem to suggest that the plant
‘‘makes’’ some effort involving forces or an expendi-
ture of energy to obtain water from the soil.

Structural Aspects of Roots

Roots are the main organs of water uptake. They con-
sist of a collection of cells specialized in different func-
tions.[5] A schematic representation of the longitudinal
and transverse sections of a root is shown in Fig. 1.
Water may enter the root through two main paths:
1) through the root hairs, which are outward projec-
tions of the epidermal cells (Fig. 1B) and 2) between
the epidermal cells. The root hairs, in particular,
greatly increase the surface area across which water
and nutrients enter the roots of plants.

Once water enters the roots, the upward transport
to the stem and leaf is via the xylem vessels (Fig. 1B)
which have lignified secondary walls but contain no
protoplasm. These vessels are arranged end-to-end
and the end walls between the individual members
are perforated and therefore serve as low-resistance
conduit for upward water transport from the root via
the stem to the leaves.

The roots of the plant are often highly branched,
intertwined and colonize the soil in three dimensions.
This is referred to as the root system. The spatial dis-
tribution of the root system is determined by an inter-
play between the intrinsic development of the root
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system, and external abiotic stimuli such as soil water
distribution, soil strength, and nutrient distribution.
Lateral root growth is stimulated within water- and
nutrient-rich zones of the soil,[6] which many research-
ers have attributed to the nutritive role of the nutrients.
However, it has recently been shown for a small weedy
plant, Arabidopsis thaliana, that nutrients such as
NO3

�, apart from the nutritive role also act as
environmental signals detectable by genes located in
the root of the plant.[7] This suggests that the plant is
able to detect preferred zones of root growth and can
therefore ‘‘influence’’ the growth pattern of the root
system. Root growth, water and nutrient uptake are,
therefore, strongly interdependent and should ideally
be studied together.

Mechanisms of Root Water Uptake

It is the popular view that water transport from the
soil to the root is in response to a water potential gradi-
ent between the soil and the root surface. It is often
observed that the water potential declines progressively
from the soil through the root–stem–leaf–atmosphere
pathway. Typically, the water potential at the soil–root
interface of a well-watered soil would lie in the range
between �30 kPa and �100 kPa, while that of the
intercellular spaces within a leaf at a height of 10 m
above the ground may be as low as �1720 kPa.[8]

The water potential of air with a relative humidity of
about 78% is as low as �37,800 kPa. Water would,
therefore, flow spontaneously from the soil to the root
and eventually to the atmosphere, with the plant itself
being passive in the uptake process. Such a passive
water uptake process requires a continuous column
of water in the root–stem pathway, and this is possible
up to 10 m due to the cohesive strength of water.[9]

However, the fact that water uptake and transpiration

continue in plants much taller than 10 m even under
dry soil conditions when the water column can be
broken by gas molecules, suggests the involvement of
an alternative or a complimentary uptake mechanism.

When soil water is limiting, it is known that plants
may influence transpiration through physiological
changes such as the rolling of leaves which reduces
the surface area for transpiration. Also, roots shrink
when soil dries, reducing the area of contact between
the roots and the soil,[10] and thereby increasing the
resistance to the flow across the root surface and mini-
mizing the loss of water from the roots to the soil (the
so-called reverse flow). These observations indicate
that the plant is able to influence indirectly the water
uptake and transpiration processes. But, whether the
plant can directly determine uptake, thereby providing
a basis for an active uptake mechanism is yet to be
proven scientifically.

Patterns of Root Water Uptake

Water uptake patterns vary both temporally and spa-
tially. On the temporal scale, uptake varies both diur-
nally and seasonally. Uptake rates are low in the
morning, rise to a peak in mid-afternoon, and decline
to zero at night. As for the diurnal variation, uptake
rates are low during the early stages of plant growth
and reach a peak when the plant is fully established.
In many annuals, peak uptake rates often coincide
with the onset of the reproductive stage of the plant,
when rooting depth and the leaf area index are at their
maximum values.

The spatial patterns of root water uptake have been
studied extensively over the years, yet views continue
to differ, especially regarding the role of root system
distribution in determining water uptake patterns.
Whereas one school of thought[11] holds the view that

Fig. 1 Schematic diagrams of a root:
(A) longitudinal section, indicating the zones

that can occur near the root tip, and (B) cross-
sectional view approximately 10 mm back
from the root tip, indicating arrangements of

various cell types. Source: From Ref.[5].
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root distribution is not an important determinant of
water uptake patterns, others[12] are of the view that
the spatial distribution of roots has substantial influ-
ence on the water uptake patterns.

An important study on water uptake patterns by
peach trees, however, provides the much-needed
insight into the role of root distribution on water
uptake patterns.[13] It was observed that the initial pat-
tern of water withdrawal followed that of root distri-
bution, with more water withdrawn from the top
sections of the soil where there were more roots. As
the top sections dried out, more water was withdrawn
from the deeper sections of the soil where the roots
were fewer but the soil was wetter. In the latter case,
the uptake pattern did not have any resemblance to
the root distribution. It is thus quite clear that whereas
both views on the role root distribution on water
uptake may have experimental support, neither has
general validity. It may also be concluded that even
though roots may extend throughout the soil volume,
they may not all be active at all times, suggesting that
the plant may be capable of ‘‘activating’’ different sec-
tions of the root system at different times, depending
on soil wetness. But, it is not clear what factors deter-
mine the uptake of water by plant roots. How does the
plant root system distinguish between a wet or dry
zone and how does the plant determine which parts
of a root system to activate at a particular time?

Direct answers to these questions are lacking, thus,
requiring further research. Even though hormones
such as cytokinins and abscicic acids have been iso-
lated from plant roots and are important in determin-
ing plant water status, their roles in determining water
uptake patterns is unclear. Conceivably, plant roots
may also possess drought-detecting genes, just as nutri-
ent-detecting genes were isolated from the roots of the
weedy plant Arabidopsis thaliana. The isolation or
identification of such genes and a clear understanding
of the way plant hormones control them remain crucial
to the understanding of the role of the plant itself in
determining water uptake patterns.

CONCLUSION

Water uptake by plant roots has and still continues to
be an important interdisciplinary research subject.

Although a lot of research has been done, much
remains to be understood about the process of water
uptake by plant roots. In particular, the role of genes
in detecting drought and the way they are controlled
by hormones merit further research.
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Uptake by Plant Roots: Modeling Water Extraction
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INTRODUCTION

A great deal of current research on plant-water uptake
focuses on modeling water extraction due to the
increasing use of such models for crop and water man-
agement. The art of modeling root-water extraction
is, however, limited by the level of understanding of
the processes involved in the phenomenon. Though
research on root-water uptake is not new, the lack of
complete understanding of the process of root-water
extraction has led to the publication of many root-
water extraction models as researchers’ views on pro-
cess description differ in detail and scope. By 1981,
as many as 18 published models were reviewed.[1]

The number of root-water uptake models keeps
increasing, especially, due to the increased interest in
crop modeling. However, comprehensive models that
have wide scope of validity and applicability are still
lacking, despite the increased research efforts. This
article discusses the concepts behind some of the most
common extraction models and seeks to harmonize
divergent views where possible. Also, this article pre-
sents and discusses a new approach to modeling
root-water extraction.

BACKGROUND

Water flow through the soil–root–stem–leaf pathway
is a major component of the hydrologic cycle. Every
year, about 710 mm of rain falls globally on the soil
of which about 57% evaporate back to the atmosphere,
often due to plant extraction.[2] A quantitative study of
the root-water extraction process cannot be overem-
phasized as this forms quite a large and important
component of the water cycle.

Among the first researchers to describe root-water
extraction mathematically was Gardner, who formu-
lated the extraction as a water flow problem from the
soil to a single long cylindrical root.[3] This approach,
which has become known as the single root model, is
also described as microscopic or Type I model.[4] Con-
ceptually, the root-water extraction is considered as a
passive process, with water flowing from a region of
high to low water potential. But the extension of this
model to the complex real root system, where the root
architecture and distribution changes in both time and

space has met with difficulties.[5] Furthermore, diffi-
culties in measuring and parameterizing the micro-
scopic model have led to the proposal of another
class of extraction models that relate extraction to a
more easily measurable or predictable soil property,
such as the soil water potential.[6] The latter type of
models have been described as macroscopic and classi-
fied as Type II.[4]

Irrespective of the type of approach, there is a ques-
tion as to whether or not a plant simply behaves as a
mere ‘‘wick’’ that only passively transmits water from
the soil via the soil–root–stem–leaf pathway to the
atmosphere. If the role of the plant in determining
water extraction is not to be ignored, how then would
it be formulated quantitatively? A further issue of
controversy is the role of root distribution in determin-
ing uptake patterns. Opinions are divided, with some
researchers indicating that extraction patterns follow
root distribution,[7] while others believe otherwise.[6]

Apparently, the lack of complete understanding of
the phenomenon of root-water extraction continues
to be a major handicap to the formulation of root-
water extraction models of wide applicability.

Microscopic Water Extraction Models

The microscopic single root model[3] considers the root
system that comprises a collection of single long
cylindrical roots each surrounded by a soil cylinder
(Fig. 1). By using the cylindrical coordinate system,
the radial flow of water from the surrounding soil to
the root cylinder can be formulated as[3]

dy
dt
¼ 1

r

d

dr
rkðCÞ dC

dr

� �
ð1Þ

where y is the soil water content, r the spatial coordi-
nate, C the soil water potential, k the hydraulic con-
ductivity, and t the time. A solution of this water
flow problem can be obtained under the appropriate
boundary conditions, leading to the estimation of the
water uptake per unit root length and time at soil
depth z, qz (m3 m�1 sec�1), as

qz ¼ 4pk
ðC

zs
� Crz

Þ
ln c2

r2
1

ð2Þ
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where Cs is the soil water potential, Cr the water
potential at the soil–root interface, r1 the root radius,
and c the path length or one-half the distance between
two roots.

The single root model has been used extensively in
the literature to model water extraction. To account
for the role of the plant, further development of the
model is necessary. Noting that not all roots of a root
system are active in water extraction at all times,[8] then
the root-water potential may not be constant along
the entire length of each root. Some researchers have
shown that variations of the root xylem potential with
distance from the base of the root can indeed be calcu-
lated,[5] but the mathematical formulations are not
only complex but the computer implementation is also
cumbersome.[9]

Generally, when root distribution is considered as
an important factor in determining water uptake pat-
terns, then extraction is weighted towards soil sections
with more roots,[7] even though this is not entirely cor-
rect since water uptake patterns do not always follow
root distribution.[8,10]

Macroscopic Water Extraction Models

A typical macroscopic water extraction model is for-
mulated by establishing a simple often empirical
relation between the extraction at a given depth and
the soil water potential at that depth z,[6] e.g.,

Sz ¼ aðCÞSmax;z ð3Þ

where Sz is the uptake from depth z (sec�1), Smax,z the
maximum water extraction from depth z for no-stress
conditions, and a(C) the non-dimensional stress
response function equivalent to the ratio between the
actual extraction Sz, and the maximum uptake Smax,z.
The factor Smax,z is related to the potential transpi-
ration, Tp (m sec�1) of the plant by

Smax;z ¼
Tp

zr
ð4Þ

where zr is the root depth (m). The basic concept of
this model is that each rooted depth makes an equal

contribution to the total plant uptake, irrespective of
the number of roots at that depth. This model, there-
fore, predicts equal extraction from each rooted depth
even under uniformly wet soil conditions, contrary to
the observations that extraction indeed follows root
distribution under such conditions.[8] In view of this,
some researchers have introduced factors that are used
to discriminate uptake in relation to root distribution.[4]

Macroscopic water extraction models are easier to
parameterize and have found practical applications
for crop and water management and incorporated
into many crop models. But after an extensive review,
it was concluded that these types of models seem to
work only for the particular circumstances for which
they were developed, and their extrapolation to other
conditions is limited.[2]

A New Concept for Modeling
Root-Water Extraction

The need to develop root-water extraction models with
wide applicability has led to the re-examination of the
subject of modeling root extraction. A new concept of
energy minimization was proposed as the basis of mod-
eling root-water extraction.[11] The minimum energy
hypothesis assumes that root-water uptake involves
energy expenditure which is related to the action of
the plant, and that the plant, as a survival strategy
seeks to minimize the overall energy expenditure. The
concept generally accepts the validity of Eq. (2), but
further proposes that the role of the plant can be
expressed in terms of the energy expenditure.

The examination of Eq. (2) indicates that water flow
from the soil to the roots at any depth requires that
there is a potential gradient towards the root. This
drop in potential, DC(¼Cs � Cr) is the work done
per unit quantity of water transferred across the poten-
tial drop. The root-water uptake process must there-
fore involve energy expenditure by the plant. To
formulate the energy expenditure, qz in Eq. (2) is
expressed first as the rate of water uptake per unit vol-
ume of soil at depth z, Qz (m3 m�3 sec�1) ¼ qz. Lvz;
where Lvz is the local root density (m m�3). The value
of Qz can also be easily converted to the uptake rate
per unit soil area, Uz (kg m�2 sec�1) as

Uz ¼ Qzrwdz ð5Þ

where rw is the density of water. The rate of energy
expenditure in extracting water at any depth, dEz/dt
can then be obtained as the product of Uz and the
potential drop, yielding

dEz

dt
¼ UzðCzs

� Crz
Þ ð6Þ

Fig. 1 Schematic representation of the single root model.
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With the potentials expressed in J kg�1, the unit of
Eq. (6) is W m�2, which is clearly the unit for the rate
of energy expenditure. The total rate of energy expen-
diture in extracting water from the entire root zone
of the soil profile, zr, can be calculated as

Z zr

0

dEz

dt
dz ¼

Z zr

0

UzðCzs
� Crz

Þdz ð7Þ

If the plant minimizes energy expenditure during water
uptake, then root-water uptake phenomenon can be
considered as a minimization problem. The constraints
for this minimization problem can be derived by con-
sidering that the actual uptake from a given depth,
say rz (m3 m�3 sec�1), can be zero when the roots at
that depth are temporarily non-active, and its
maximum value will be Qz (m3 m�3 sec�1). The actual
rate of energy expenditure in extracting water at depth
z will then be, say ez[¼rzrw dz(Cs � Cr)]. To minimize
the total rate of energy expenditure, then the sum-
mation of ez over zr must be less than any other energy
summation calculated over the whole rooted profile.
Furthermore, the summation of rz dz over all rooted
layers cannot exceed the total transpiration rate.

An objective function can, therefore, be formulated
that minimizes the total energy expenditure subject to
the above constraints.

As can be deduced from Eq. (6), the energy required
for extracting water from any depth derives from the
product of Uz and the potential drop (Cs � Cr). Note
that Uz is obtained from qz (Eq. (2) whose calculation
entails (Cs � Cr). Therefore, the energy expenditure
in water extraction from any depth depends on the
square of the potential drop, so that a slight decrease
in water potential at any depth increases energy
requirement at that depth considerably. The energy
model can, therefore, be used to ‘‘identify’’ zones
within the soil where water would be preferentially
taken up in seeking to satisfy the atmospheric water
demand.

The minimum energy hypothesis has received only a
limited testing. A simulation of the water uptake pat-
terns from an initially uniformly wetted soil profile
during a 20-day drying cycle is shown in Fig. 2.
In this simulation, a hypothetical root distribution,
which declines exponentially with depth (Fig. 2A) was
assumed. The measured leaf water potential data of
maize during a drying cycle[12] was used as a surrogate
for the water potential at the root surface. As shown in
Fig. 2B, water uptake begun initially from the top

Fig. 2 Root distribution (A) and (B) simulated patterns of root-water uptake (day�1) during a 20-day drying cycle numbers on
the curves: days of drying cycle).

1266 Uptake by Plant Roots: Modeling Water Extraction

© 2008 by Taylor & Francis Group, LLC



Ta
il

w
at

er
–V

ir
tu

al

sections of the soil (day 1). With time, more water was
withdrawn from the deeper sections of the soil profile.
By day 20, no water was withdrawn from the upper
sections although the root distribution remained
unaltered. These types of water uptake patterns are
reported in the literature. An important advantage of
the minimum energy model is that it avoids the need to
make any prior assumptions about the root-water uptake
pattern and provides a useful tool for analyzing water
uptake patterns under varying soil and root distribution
conditions. In its present form, the minimum energy
model assumes that the root-water potential is spatially
non-variant, a weakness inherent in Eq. (2). Including a
spatially variable root-water potential term, however,
would not negate the hypothesis, but improve the model.

CONCLUSION

Modeling root-water extraction continues to be an
important research subject, as models are increasingly
used for crop and water management. Although a lot
of research has been done on the subject, much more
research is still required to help formulate the roles
of the plant and root distribution in determining
uptake patterns. The concept of energy minimization
is an attempt to formulate the role of the plant in water
extraction. The minimum energy models is capable of
simulating realistic water uptake patterns under vary-
ing soil water conditions, but further development is
necessary to account for varying root-water potential.
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INTRODUCTION

Since the passage of the 1972 Clean Water Act, the
water quality of most United States rivers and streams
has improved markedly, but urban streams have been
an exception. Given the importance of flow to channel
geomorphology and aquatic biota, the permanent and
severe hydrologic changes wrought by urbanization
make it difficult to restore good water quality con-
ditions to previously urbanized streams.

ALTERATION OF HYDROLOGIC PROCESSES

Urbanization—broadly defined as all aspects of con-
verting natural or agricultural land to residential, com-
mercial, and institutional land—radically alters the
hydrology of local streams, principally by reducing
infiltration rates over most of the landscape. The infil-
tration rate is the depth of water per unit of time that
can enter the soil from the surface. When infiltration
rates are lowered, rainfall that formerly infiltrated into
the ground and reached streams by relatively slow sub-
surface pathways instead runs over the ground surface,
picks up pollutants spilled or applied to the ground or
paved surfaces, typically enters engineered conveyance
systems, and rapidly reaches streams during storms.

The influence of urbanization on local hydrologic
systems can only be understood in comparison to the
hydrology of natural watersheds. In a forest or grass-
land, soil structure and hydrologic behavior are
strongly influenced by biological activity, the presence
of leaf litter, and carbon accumulation from plant
matter. Root growth, root decay, cracking due to freeze/
thaw and wetting/drying processes, animal burrow-
ing, the windthrow of weak trees, subsurface erosion,
and other natural processes all increase soil porosity
(the ratio of void space to total soil volume), the
number and size of macropores, and the conductivity
of the soil to water. Leaf litter on the soil surface dis-
sipates raindrop energy and allows rainfall to drip
into the soil. Relatively high organic contents of natu-
ral soils increase the stability of soil aggregates, and
stable aggregates prevent soil crusting during rainfall,
reduce detachment of small soil particles, and main-
tain high surface infiltration rates. For all of these
reasons, almost all rainfall infiltrates into the ground

surface except during extremely intense rainfall
events. When rainfall rates exceed infiltration rates,
excess precipitation runs downhill over the ground
surface. This type of surface runoff is called Horton
overland flow and is rare on natural upland soils.

During the process of urbanization, lands are
cleared of native vegetation; slopes and soils are graded
to improve the topography for building; impervi-
ous surfaces (rooftops, parking lots, roads) are con-
structed; and typically curbs, gutters, and storm
drains are created to hasten the flow of surface water
off the landscape (Fig. 1). The process of clearing
and grading compacts the soil, reducing porosity
and macropore density and thus decreasing infil-
tration rates. Urban soils typically lack litter layers
and have low carbon contents, so they are susceptible to
surface sealing during rainfall. Horton overland flow
occurs at lower rainfall rates on these urban soils.
Impervious surfaces have infiltration rates approach-
ing zero and thus convert nearly 100% of incident
rainfall into overland flow.

Forests and grasslands have high leaf area indices—
the ratio of vegetative surface area to the underlying
ground area—and therefore a significant portion of
rainfall is captured by the canopy and evaporated
before ever reaching the ground. Urbanization typi-
cally reduces leaf area indices, increasing the amount
of rainfall reaching the ground. Additionally, vegeta-
tive canopies provide temporary storage of rainfall,
reducing precipitation intensities at the ground surface.
Between storms, some water held by soils in the natural
landscape is used by plants for transpiration and
the rest moves by subsurface pathways to the water
table and to streams, lakes, or wetlands at the base of
the slope. Depending on hillslope position and the
structure of the soils, travel times through these sub-
surface flow paths range from days to years, as opposed
to minutes and hours for Horton overland flow.
Because of interception and transpiration, a significant
portion of rainfall on natural watersheds evaporates
before reaching surface waters. The fraction of rainfall
that becomes runoff is called the yield of a watershed,
and yields increase in urbanized areas because of
increased Horton overland flow and decreased transpi-
ration. Furthermore, because of reduced evaporative
cooling, reductions in soil water storage and canopy
cover also increase urban heat island effects.

1268

© 2008 by Taylor & Francis Group, LLC



Ta
il

w
at

er
–V

ir
tu

al

Where water tables occur near the ground surface,
typically at the base of slopes and around the margins
of streams, wetlands, and lakes, water tables may rise
to the surface during rainfall. When the soil saturates
from below, additional rainfall runs over the ground
surface as saturation excess flow.[1] The areas that pro-
duce saturation excess flow are called variable source
areas because they expand during wet periods and con-
tract during dry periods.[2] These areas, along with
direct precipitation on channels, are responsible for
stormflow response in natural basins. Urbanization
has relatively little effect on variable source areas but
adds impervious surfaces and compacted soils to these
rapidly responding areas. Thus, in relatively small
basins, stormflow volumes and peak flow rates increase
almost linearly with increasing impervious surface
coverage and also increase strongly with increasing
coverage of compacted soil.

HYDROGRAPH EFFECTS

Within relatively small basins, the hydrologic alter-
ation caused by urbanization can increase peak flow
rates more than five times over their pre-development
levels—with greater increases for frequent storm events
and smaller increases for low frequency events[3]—and
therefore increase flooding costs and problems. Storm-
flow volumes and cumulative durations of high flows
also increase.[4] The additional erosive power leads to
cycles of channel erosion and degradation[5,6] and to
channel widening and simplification.[4,7] Channel ero-
sion associated with flow increases in urban basins
can contribute two-thirds of the sediment yield of an

urban watershed.[8] These hydrologic and geomorphic
alterations, along with changes in water chemistry
associated with urbanization, are manifested in reduced
diversity of aquatic organisms.[9,10] In addition to its
direct hydrologic effects, increased percentages of imper-
vious surfaces have been associated with increased
nutrient loads and bacteria concentrations, higher sum-
mer stream temperatures, and reduced plant diversity in
wetlands receiving urban runoff.[10]

Urbanization alters streamflow response to larger
storms much less than the response to smaller storms
because, in undeveloped watersheds, variable source
areas expand and produce surface runoff over large
areas during very large storms. The additive effect of
impervious surfaces becomes less important during
such storms (Fig. 2). Furthermore, the effects of peak
flow alteration diminish going downstream as hydro-
graph phasing and channel routing progressively dam-
pen flood flows as basin area increases. A city located
on a large river has little effect on the large river flows;
rather, it affects the tributaries draining the city into
the river and also affects the river’s chemical and
biological quality.

Stormflows in urban streams also increase in fre-
quency. In natural basins, when soils are dry, rainfall
events are absorbed by the soils and streams respond
very little. In most of the humid United States, natural
streams experience very few large flows in late summer
and early fall when soils are dry. Impervious surfaces
provide no such buffering and produce stormflows
during all rainfall events regardless of soil moisture
conditions. Cumulative hydrologic alterations of an
urban basin can also dramatically affect wetland
hydropatterns (the time series of water levels), causing

Fig. 1 Schematic illustrating multiple hydrologic changes wrought by urbanization including loss of forest cover, grading of
soils, construction of impervious surfaces and stormwater conveyance facilities, occurrence of frequent overland flow, and
reduced interception, infiltration, and evaporation.
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shifts in the composition of vegetative and amphibian
communities. Urbanization reduces recharge rates over
much of the landscape, thus reducing local sources of
stream baseflow; but urban areas often import water
from other basins, and groundwater and baseflows in
urban streams may be supplemented by leakage from
the water and sewage distribution system, lawn water-
ing, and car washing. Thus, different studies have
found both increases and decreases in baseflows as a
result of urbanization.

The hydrograph of Peachtree Creek, Atlanta, when
compared to the hydrograph of a nearby forested
stream, clearly illustrates the multiple hydrograph
effects of urbanization (Fig. 3). Peachtree Creek begins
in the highly developed eastern suburbs of Atlanta

and flows through Atlanta’s urban core, draining
86.8 mi2. Compared to a nearby forested stream on a
unit area basis, Peachtree Creek has larger peak flows,
greater stormflow volumes, more frequent high flow
events, and greater total streamflow.

MITIGATION

Mitigating the potential hydrologic effects of urbani-
zation involves maintaining infiltration rates and soil
storage to the degree possible and creating artificial
storage for runoff from impervious surfaces and
compacted soils. The complete suite of stormwater
mitigation strategies includes clustering development
to reduce impervious surfaces and maintain forest
cover, using pervious pavements where feasible,[11]

employing low-impact development principles at the
site scale (e.g., downspout infiltration, rain gardens,
infiltration/biofiltration, and swales), incorporating
green roof technology into commercial developments,
constructing infiltration or detention basins, and
maintaining riparian buffers around streams.[12,13]

Detention facilities collect water from developed areas
and release it at slower rates than it enters, whereas
infiltration facilities are sited over soils that allow infil-
tration of a substantial portion of the collected waters.
Riparian buffers provide little hydrologic benefit, but
they increase the physical and biological resiliency of
channels to hydrologic alteration. Structural solutions
alone have been inadequate to mitigate urbanizations
hydrologic alterations,[12] and protecting urban streams
requires full integration of structural, non-structural,
and site design strategies.[12,14]

In conventional structural stormwater mitigation,
simple hydrologic models of runoff from single rain
events are used to estimate stormflow peaks and

Fig. 3 Comparison of unit area runoff (cubic feet per second
per square mile) between a highly urbanized stream (Peach-

tree Creek in Atlanta, Georgia) and a nearby forested stream
(Falling Creek near Juliette, Georgia). Data are United States
Geological Survey daily flow measurements shown for water
year 1996 (October 1, 1995 through September 30, 1996).

Fig. 2 Relationship between the
relative increase in flood discharge
due to urbanization (for watersheds

with 20% pavement) and the flood
recurrence interval. Urbanization
has a very large effect on frequent

floods and progressively less effect on
large, low-frequency floods. Source:
Graph taken from USGS (see Ref.[3]).
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volumes for pre- and post-development conditions.
Then, a hydraulic routing model is used to design
detention or infiltration ponds to reduce post-
development peak flow rates to pre-development
levels for various storms of interest, typically the 2-year,
10-year, and 25-year 24-h rainstorms. There are two
main problems with this design protocol: (1) match-
ing only the peak flow rates still allows the duration
of high flows to increase, thus the so-called peak
matching design standards do not protect receiving
streams from increased erosion[4] and (2) single rain-
fall event models are inherently incapable of matching
peak flow rates because they do not account for pro-
blems associated with successive storms.[15] To protect
receiving channels, detention and infiltration ponds
should be sized to match durations of erosive flows.
Development and acceptance of continuous rainfall/
runoff models for stormwater design will result in
better stormwater mitigation design and analysis.[15]

Because it takes years of post-development monitor-
ing to evaluate hydrologic and water quality responses
of streams to urbanization and because developments
incorporating all modern concepts of stormwater miti-
gation have only recently been built, the cumulative
effectiveness of modern stormwater management tech-
niques for protecting the hydrology and water quality
of urbanizing watersheds is unknown.

CONCLUSIONS

Urbanization reduces the volume of water storage
provided by soils and vegetation, increases the fraction
of rainfall that becomes surface runoff during storms,
hastens the movement of runoff to streams, reduces
evaporation, and increases watershed yield. Protecting
the hydrology and water quality of streams in newly
urbanizing basins requires comprehensive implemen-
tation of structural and non-structural mitigation,
including but not limited to the retention of natural
vegetation, the minimization of impervious surfaces,
low-impact site designs, rain gardens, detention and
infiltration facilities, and water quality treatments.
However, the maximum possible extent of urbaniza-
tion that can be accommodated while protecting the
hydrology, geomorphology, and biota of receiving
waters is uncertain.
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INTRODUCTION

Urban water quality is affected by nearly all anthropo-
genic activities, and is generally a function of popu-
lation and land usage, both of which influence the
type and mass of pollutant discharges entering surface
waters. Examples of urban land uses include residen-
tial, industrial, commercial, retail, and parkland. Land
uses that lead to an increase in percentage of impervi-
ous surfaces result in greater peak flows (discharge) of
urban runoff, decreased soil infiltration, increased soil
erosion, and a focusing of pollutants into surface
waters.

POINT OR NON-POINT SOURCES
OF POLLUTION?

The USEPA[1] states that non-point source pollution is
the largest source of water quality impairments in
the U.S.A. and is the main reason that 40% of US lakes
and streams are non-swimmable or fishable. Point
sources are from a single point, or conveyance, of dis-
charge into surface waters, whereas non-point sources
of pollution are from releases distributed over a por-
tion of the watershed, such as air deposition or storm-
water runoff. Non-point sources in the U.S.A. are
regulated by the National Pollution Discharge Elimi-
nation System (NPDES) permitting process. Many
water quality problems are believed to come from
non-point source runoff. As the solution to the pol-
lution will be different depending on the nature of
the problem, studies should be conducted to determine
sources of pollutants and establish cause-and-effect for
the degraded water quality.

Pollutants that enter our waterways from wet or dry
atmospheric deposition are considered non-point
sources. However, if the source of emissions to air is
from a point source, the solution to the problem
should be focused at the site of release, rather than
the receiving waters. This approach has worked in
the case of mercury that cycles between air, water,
and sediments. After passage of the US Clean Air

Act, atmospheric deposition of mercury decreased
from a high of 20-fold preindustrial levels in 1984
to 11-fold preindustrial levels between 1986 and
1993, according to ice core data from the Upper
Fremont Glacier, Wyoming.[2] Mercury levels in surfi-
cial lake sediments decreased as atmospheric inputs
decreased.[3–5] Further reductions are needed, however,
as levels are significantly above background. Also,
resuspension of contaminated sediments can release
mercury into the water column. Hot spots of contami-
nated sediments, if found, could also be considered a
point source of pollution that should be remediated.

An unidentified source of contaminants should not
necessarily be construed as a non-point source. For
example, high bacterial counts resulting in beach clo-
sures may be falsely attributed to non-point sources,
such as runoff from wildlife or pet waste. Sewage efflu-
ent is a major point source of nutrients, solids, organic
enrichment, and bacterial and chemical contamination
even though secondary municipal wastewater treat-
ment plants are now used for all metropolitan areas.
Part of the problem is from combined sewer overflows
(CSOs)—point source discharges of stormwater
and wastewater from combined sewer systems—and
from sanitary sewer overflows (SSOs)—point source
discharges of wastewater from the sanitary sewer
system—usually during wet weather, when the sanitary
system exceeds its capacity to receive and treat large
flows. Bacterial contamination may also be from illicit
connections or leaking septic systems. An illicit con-
nection, i.e., a waste system that has been connected
to a storm system rather than sanitary system, is con-
sidered a single point source of bacterial contami-
nation. Leaking septic systems, a problem at the
urban–rural fringe, are considered non-point sources
because of the distance the contamination has to travel
to reach surface waters and because of their numbers
(e.g., in Michigan, up to 23% of home septic systems
failed inspection at time of sale, according to the
Michigan Department of Environmental Quality.[6]).

Source identification may determine the relative
contribution of point and non-point sources of pollut-
ants. There are a number of forensic tools that can be
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employed for source identification.[7,8] Sediment tox-
icity tests such as Toxicity Identification Evaluations
under NPDES[9] can help determine the relative contri-
bution of the various pollutants on the health of the
ecosystem. For any water body that is impaired, i.e.,
not meeting applicable water quality standards, a total
maximum daily load (TMDL) must be established
according to 303(d) of the Clean Water Act. The
TMDL is the maximum amount of pollutant that a
waterbody can receive from all point and non-point
sources and still meet its water quality criteria. Total
maximum daily loads have been established for a num-
ber of water quality parameters such as temperature,
dissolved oxygen, nutrients, pathogens, and sometimes
for specific chemicals or classes of chemicals such as
mercury, polychlorinated biphenyls (PCBs), and pesti-
cides. The TMDL may also include a margin of safety
for uncertainty. The difficulty in determining TMDLs
on an individual pollutant and waterbody basis is cur-
rently being addressed by the EPA to streamline the
process.

SOURCES OF IMPAIRMENTS IN URBAN
WATERSHEDS AND POSSIBLE SOLUTIONS

Table 1 presents the specific water quality problem,
source of impairment, and suggested mitigation.

Because contaminants are carried on particles, one
major approach of mitigation is to reduce the trans-
port of particles in the urban environment to surface
waters. Particle sources include erosion (of soil) mainly
from construction sites, incinerators and other indus-
trial facilities, vehicular exhaust, and pieces of car tires,
road, and parking lot pavement.

Microbiological Contaminants

Bacteria and other waterborne pathogens such as
Giardia and Cryptosporidium parasites from CSOs,
SSOs, and illicit connections are major concerns
to water quality leading to impairments of surface
waters. Infrastructure improvements to mitigate CSOs
and SSOs include separating combined stormwater
and septic systems and installing impoundments to
capture overflows during storm events that can later
be treated. Ordinances to inspect leaking septic sys-
tems upon sale of the property and/or a mandatory
certification program can lead to corrective action for
unsuspecting homeowners who generally are unaware
of the problem. Efforts to reduce runoff will also
mitigate some of the problems.

When all known point sources of bacteria are elimi-
nated, sources within the natural environment should
be evaluated. Human enteric bacteria that were once

Table 1 Water quality problems in the urban environment

Contaminant Major sources Suggested mitigation

A. Microorganisms

Pathogens Illicit connections Detection/elimination

Types Sewer overflows Infrastructure improvements

a. Giardia Improve urban planning

b. Cryptosporidium

c. Bacteria (Escherichia coli
as sentinel sp.)

B. Heavy metals

Pb, Hg Historic

Zn, Cd, Cr Vehicles, industrial scrap
metal, wood, paints

Reduce impervious surfaces

Reduce outdoor storage

C. Trace toxic organics

1. PAHs Cars, incinerators, furnaces Reduce impervious surfaces

Reduce reliance on fossil fuels

Parking lot sealantsa Alternative (asphalt base) materials

2. Pesticides Parks, residential, commercial Reduce impervious surfaces

3. PCBs Historic Remediation; monitor landfills

D. Nutrients

1. Phosphorus Fertilizers, construction sites Control erosion—silt screens

2. Nitrogen Implement fertilizer ordinances
a(From Ref.[10].)
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released from sewage spills can grow in the sediments
of shallow waters and in soil along stream banks.[11,12]

Thus, bacteria levels may increase in shallow waters
during the summer from the biologically favorable
conditions even when no new sources are entering
the water.

When the receiving waters for sewage and other
effluents are the same as source waters for drinking,
our surface waters are imperiled. Backup power sys-
tems should be installed at water treatment plants in
the event of power outages. More frequent monitoring
of water quality can reduce disease outbreaks.

Heavy Metal and Organic
Chemical Contaminants

The EPA’s Toxic Release Inventory shows the relative
contribution of organic and metal contaminants that
are released into the urban environment from various
industries. Coal burning power plants are a major con-
tributor to water quality impairments. Toxic metals
are released into the atmosphere from coal burning.
Stormwater runoff can leach carbon and metals from
coal piles stored open at power plants into nearby sur-
face waters. Boiler blowdown is water waste with the
impurities that concentrate in steam boilers. It contains
heavy metals and other chemicals that are added to
reduce scaling and corrosion. Process wastewater
from power plants and other industrial facilities con-
tributes organic and inorganic chemical loading to sur-
face waters.

Polyaromatic hydrocarbons (PAHs), products of
incomplete combustion of fossil fuels from mobile
and stationary sources, are often a significant contribu-
tor in urban watersheds to river, lake, and estuarine
sediment toxicity. Rubber car tires are a major source
of particulate matter, zinc, and other chemicals such as
benzothiazole in urban runoff. Automobiles also con-
tribute to metal contamination from their use and
manufacture. Steel plants are a major source of toxic
metal emissions into air, which attach to particles that
settle out.

Pesticide and other biocides used in residential,
park, retail, or commercial properties can add to the
contaminant loading of surface waters, especially in
stormwater runoff. The first flush effect occurs during
the beginning of a wet weather event following a dry
period; oil and grease from cars, chemicals depositing
to the ground from atmospheric deposition, and any
other type of pollutants on surfaces will suddenly be
washed into local receiving waters. Thereafter, as the
storm continues, the pollutants will be diluted to lower
concentrations. The best mitigation approach is to
reduce impervious surfaces within the watershed.
There is a new movement to reduce the size of parking

lots in shopping malls. Wetland and other green space
protection and, in general, natural habitat restoration,
are included strategies in most stormwater plans.
Wetlands, in particular, filter contaminants and cycle
nutrients.

Other chemicals of concern in urban runoff include
historic contaminants such as PCBs that, although
banned, continue to cycle between air, water, sedi-
ments, and soil and the ecosystem food chain.

Sewage effluent is a major source of all pollutant
types. Pharmaceutical compounds such as analgesics,
antibiotics, hormonal compounds, antiepiletics, antide-
pressants, and blood lipid regulars have been identi-
fied in outflows from sewage treatment plants and
surface waters worldwide.[13,14] Some are endocrine
disruptors—chemicals that either mimic hormones or
interfere with the endocrine system or hormonal sig-
naling. Sewage effluent containing natural and syn-
thetic hormones excreted by humans and industrial
waste containing chemicals such as alkylphenolic
compounds may contribute significantly to the estro-
genic activity of the wastewater.[15]

Nutrients and Other Concerns

Other concerns to water quality include nutrients
(phosphorus in particular) resulting in algal blooms
and reduced dissolved oxygen which impact fish popu-
lations, increased turbidity from soil erosion, and
increased conductivity usually because of road salt
runoff in winter climates. Even sand, which is used to
remove icy spots on roads, can add particle loading
to streams affecting nutrient quality of the sediments.
Fertilizer ordinances may have to be considered to
reduce unnecessary usage of nitrogen and phosphorus.
During development, measures must be taken to
reduce soil erosion, such as employing silt screens in
a manner that is effective (and not to forget removing
them once a project is complete, so that the material
does not enter the aquatic environment, impacting fish).

Cooling water from coal and nuclear power plants
and industrial facilities contributes to thermal pol-
lution. Thermal pollution results from water that runs
off paved surfaces during warm seasons. While some
aquatic species thrive better in warmer waters, the
unnatural temperature fluctuations can be detrimental
to aquatic life. A solution to the problems associated
with power plants and fossil fuel industries is to
develop and expand renewable sources of energy such
as solar, wind, geothermal, and new alternative forms
of energy.

Aesthetic issues of water quality include trash and
debris buildup and log jams in streams. Mitigation
includes community cleanup and education programs.
In urban watersheds, many sources of contaminants
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remain unknown because of lack of monitoring and
enforcement. Industrial spills still occur, but may go
undetected in the absence of monitoring. Monitoring
can also reveal when pollutants from historic landfills
and toxic waste dumps leach contaminants into surface
waters.

Watershed management plans include technologi-
cal, legislative, and other best management practices
(BMPs) to reduce pollutant loading into surface
waters. However, many of the current strategies and
BMPs are largely ineffective. Structural measures are
costly and often cannot accommodate large flows.
The strategy should consist of pollution prevention
and source reduction plans to reduce pollutant load-
ings, and improved urban planning to address sustain-
ability issues and a return to the natural flow regime
of the watershed, including natural sediment fluxes.
Although this can be dismissed as being impossible,
it may also be a limitation of our creativity. For
example, water may be treated in closed-loop pro-
cesses for point sources. To achieve sustainability,
wastewater would ideally be treated to a potable level
in a continuous closed loop with the drinking water
but that would require a complete elimination of all
chemical and biological contaminants (i.e., removal
efficiency of 100%).

As water resources become more valuable, the con-
cept of zero discharge may become acceptable as a
goal. Finally, with global climate change expected,
water resources must be more carefully managed with
future forecasting in mind.
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INTRODUCTION

This section will familiarize the reader with natural
processes and anthropogenic activities that protect soil
and groundwater qualities. First, the vadose zone is
defined as the aerated region of soil or geologic
material above the permanent water table and below
ground surface. Vadose zone and groundwater protec-
tion is defined here in terms of quality, rather than
quantity, because the increasing stress on worldwide
water supplies is often viewed in terms of water that
is potable or of high enough quality for use in agricul-
tural or industrial uses. We will discuss the types
and sources of soil and groundwater contamination,
describe geochemical characteristics of soil or aquifer
material that affect contaminant levels, and then
describe methods to control or reduce subsurface con-
tamination through the use of containment structures
(e.g., landfills), and active and passive treatment
technologies.

TYPES AND SOURCES OF CONTAMINATION

Types of Contamination

Waste material comes in many forms and toxicity
levels, and from a variety of sources. Solid wastes
range from municipal waste, such as household trash,
to hazardous materials, including some mining and
industrial wastes. Liquid wastes range from municipal
wastewaters, which are typically not considered haz-
ardous, to industrial wastewaters containing organic
contaminants, acids, or high concentrations of metals.
Finally, sludges contain between 3% and 25% solids,[1]

and could contain a variety of hazardous solids or
liquids. Each of these waste forms is subject to control
through State or Federal regulations, or both.

Each potential waste form can contain a variety
of contaminants. Organic contaminants (e.g., fuels,
chlorinated solvents, and pesticides) vary widely in
their chemical properties and mobility in the sub-
surface environment. For example, a straight chain
hydrocarbon with an OH� group (e.g., hexanol) and
a benzene ring with an OH� group (i.e., phenol) have

the same number of carbon atoms, but are structurally
different. Consequently, they will have different affin-
ities for the same soil or aquifer material. Inorganic
contaminants, which occur naturally or as a byproduct
of industrial processes, also take many forms depend-
ing on the oxidation–reduction state of the subsurface
environment. Their migration characteristics are highly
variable and affected by time, redox environment, the
nature of the soil or aquifer material, and the presence
or absence of other contaminants. Finally, biological
contaminants, which can be present in groundwater
due to improper disposal of human or animal wastes,
are often reactive and subject to mechanical filtering
and biodegradation. Moreover, bacteria or parasites
have activation periods, so their toxicity levels change
with time. Clearly, the differences in contaminant
characteristics must be evaluated on a contaminant-
specific basis to better understand risks to the soil
and groundwater.

Sources of Contamination

Protecting soil and groundwater resources requires an
understanding of how contaminants are released into
the environment. Sources can be broadly classified as
point and non-point. Point sources are typically related
to industrial processes, and releases often occur while
temporarily storing materials used in manufacturing
or chemical operations. Fluid storage tanks, below-
and above-ground plumbing, and impoundments can
leak and contribute to contamination. Concentrated
feedlot operations, a livestock-based industrial source,
are sources of nitrate, phosphorus, and fecal coli-
forms.[2] Municipal storm flow might also be a point
source of these nutrient and biological contaminants.

Non-point sources are typically related to agricul-
tural practices, because of the widespread application
of pesticides and fertilizers, and some mining opera-
tions, where large swaths of land are disturbed during
mineral extraction. Contemporary agricultural prac-
tices in many countries rely heavily on the application
of organic and inorganic fertilizers, which have high
concentrations of nitrogen and phosphorus. Down-
ward migration of these fertilizers away from plant
roots can increase concentrations of nitrogen and
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phosphorus in groundwater to levels that can exceed
water quality criteria. In some instances, water from
a large numbers of water wells was rendered non-
potable. Urban runoff also can contribute to non-point
source pollution; e.g., runoff from streets can contain
oils and salts, and runoff and downward drainage from
parks, lawns, and golf courses can be a source of
sediment, pesticides, nitrogen, and phosphorus.

ATTENUATION PROPERTIES OF SOIL

Soil material, composed of fragments of rock that have
undergone physical, chemical, and biological weather-
ing, has potentially a very high capacity to attenuate
(or reduce) the concentration of contaminants migrat-
ing through it. Biogeochemical processes that could
be responsible for the reduction of contaminant
concentrations in soil include biological or abiotic
transformation, sorption, precipitation–dissolution,
oxidation–reduction, complexation, and mass transfer
processes.[3] The attenuation capacity of soil depends
on many factors, including the soil physicochemical
characteristics, the type of contaminant, and the
geochemical conditions in the soil pore water.

For non-porous particles, particle size is inversely
proportional to specific surface area.[4] Particle surface
area is typically related to the number of reactive sites
and therefore the attenuation properties of the soil.
In addition, particles on the order of 1 mm or less
(colloids) can substantially enhance the transport of
constituents associated with them[5] thereby affecting
the extent of natural attenuation. The mineralogy of
soil particles can also have a dramatic effect on the
surface area. For example, non-weathered quartz and
feldspar particles have an insignificant surface area
compared to zeolites, smectite clay minerals, and dis-
ordered iron and aluminum oxide phases with high
porosity.

The surface charge properties of particles are also a
function of particle mineralogy and can dramatically
affect the sorption of inorganic contaminants on min-
eral surfaces and therefore the potential for immobili-
zation. Surface charge properties are described by the
point of zero charge (PZC) of a mineral, or the pH
value at which a particle has no net surface charge.
The PZC for common soil minerals can vary from
approximately 2 for quartz to approximately 8–9 for
iron and aluminum oxides. Sorption of metals and
other cations is favored at higher pH values where par-
ticles tend to be negatively charged, whereas sorption
of oxy- and other anions is favored at lower pH values
where particles tend to be negatively charged. It should
be kept in mind, however, that strong, specific sorption
on mineral surfaces is possible against electrostatic
repulsion.

The organic content fraction of soil can also have
significant implications for the natural attenuation of
organic and inorganic contaminants. The partitioning
of organic contaminants at the soil–water interface is
directly proportional to the organic fraction content
of the soil.[6] In addition, natural organic materials
can complex metals and other inorganic ions, thereby
immobilizing them. Organic compounds in soil parti-
cles can be used by microorganisms as a carbon or
energy source, a prerequisite for biotransformation of
organic compounds.

Finally, the redox conditions in a soil environment
can dramatically affect attenuation properties.
For example, the reductive dehalogenation of organic
chemicals has been frequently observed.[7] This reduction
process is sometimes catalyzed by the oxidation of
reduced soil components (e.g., iron and manganese
oxides or sulfides). Another example involves the
oxidation or reduction of oxyanions, producing species
with substantially different properties. The sorption
properties of oxyanions of selenium and arsenic, two
elements of significant environmental concern, are a
strong function of oxidation state, leading to substan-
tially different sorption affinities for mineral surfaces.

METHODS TO PROTECT VADOSE ZONE
AND GROUNDWATER

The vast majority of groundwater contamination
problems involve the vadose zone because, unless con-
taminants are introduced directly into the saturated
zone, soil contamination will almost always precede
groundwater contamination. Steps taken to reduce
vadose zone contamination can thus reduce ground-
water contamination.

Improving Waste Disposal Practices

Landfilling of waste is still the most common mode of
disposal for those materials that are not recycled or
reused. For example, as of 1992, 67% of municipal
solid waste (MSW) generated in this country was land-
filled.[8] The technology behind landfilling of waste var-
ies significantly. In the past, landfills were not equipped
with adequate covers or liners (Fig. 1A), and they were
often located without regard to the proximity to
groundwater resources. As a result, water from precipi-
tation often percolated into the waste material, leached
potentially harmful chemicals, and transported them
into deeper soil layers and groundwater.

Current landfill designs are more sophisticated, and
have a stronger appreciation for the need to reduce
downward percolation of precipitation and generation
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of leachate. Fig. 1B shows some design features
required in modern sanitary landfills. Hazardous waste
disposal facilities have these and other design features
required by the U.S. Environmental Protection
Agency, including multi-layered covers and liners,
leachate collection systems, and groundwater moni-
toring programs.[9] A key design goal is to divert water
away from the disposal cell, thereby reducing the
potential for leachate generation.

Recently, some new design components have shown
promise in reducing leachate generation at lower costs.
Depending on the climatic conditions, plants can
remove the majority of precipitation falling onto the
disposal site cover, substantially reducing the potential
amount of water that would percolate through the
waste.[10] Other developments include the conversion
of MSW landfills into bioreactors, where micro-
organisms consume waste material for their life energy.
Careful control of environmental conditions inside the
cell (e.g., water content, pH, temperature, etc.) is
needed to enhance the bioremediation.[11]

Active Remediation of Existing Contamination

Protecting the vadose zone and groundwater from
future contamination is easier than remediating exist-
ing contamination. However, where contamination
exists, removing it enhances vadose zone and ground-
water protection. Engineered remediation strategies
for reducing existing vadose zone and groundwater
contamination fall into several broad categories: con-
tainment, removal, and treatment.[12]

Containment focuses on restricting or redirecting
the movement of contaminants with either physical
or hydraulic barriers. Physical barriers are structures
designed to direct groundwater or soil water flow away
from a contaminated area, thereby containing the
plume size. Physical barriers can include sheet piling,
slurry walls, grout curtains, and engineered covers
(synthetic or natural). Hydraulic barriers are used to
capture contaminated water through the manipulation
of hydraulic gradients, and subsequently to treat, store,
or otherwise dispose of the water.

Fig. 1 Cross-sections of two landfills: (A) Old-style sanitary landfill without many design features commonly used today; (B)
Modern sanitary landfill showing monitoring, containment, and gas recovery systems. Source: From Ref.[1] and reprinted with
permission.
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Removal strategies include excavation, ex-situ
pump and treat, and in-situ treatment. Excavation is
a brute-force method of remediation, where contami-
nated soil or aquifer material is physically removed
from the site. Though this method has some disadvan-
tages (higher potential worker exposure, higher trans-
portation cost), it has proven effective for areas with
shallow, localized contamination. Pumping and treat-
ing contaminated water is probably the most widely
used remediation technology. Contaminated ground-
water is pumped from the aquifer and then treated at
ground surface. If the primary concern is soil contami-
nation, then clean water can be applied at ground
surface and allowed to percolate through the contami-
nated area, leaching the contaminants and removing
them from the vadose zone. The newly contaminated
water is then captured using hydraulic control and
treated.

Natural Attenuation

Natural attenuation is defined as the use of unen-
hanced natural processes as part of a site remediation
strategy,[3] and is being used in conjunction with or
as an alternative to engineered remediation systems.[13]

The reliance on natural attenuation in the vadose zone
and groundwater comes in part because of the high
costs of active remediation at thousands of sites
around the United States. Natural attenuation relies
on biogeochemical degradation of contaminants
through interactions with soil and aquifer material in
the vadose or saturated environments. The degradation
leads to contaminant destruction, immobilization, or
transformation to innocuous byproducts. Biological
transformation requires the presence and activation
of a specific microorganism or a consortium of micro-
organisms that consume the contaminant in question.
Chemical reactions that can attenuate contaminant
concentrations include acid-base, redox, precipitation,
sorption, and complexation.[3] In any biogeochemical
reaction pathway, conditions in the substrate and the
contaminant concentrations must be within a specific
range, or the reaction rates can decrease. Natural
attenuation must be coupled with an aggressive moni-
toring program to ensure regulators and the public
that the processes are effectively reducing contaminant
levels. Furthermore, the likelihood of success of natu-
ral attenuation is contaminant-specific; some contami-
nants (e.g., BTEX) have a high likelihood of success,

while others (e.g., polycyclic aromatic hydrocarbons)
have a lower likelihood. The choice of using natural
attenuation is therefore complicated and must be made
after careful consideration of subsurface conditions,
the contaminant, and the regulatory and public
acceptability.
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INTRODUCTION

Water-vapor movement in soils is a complex process,
controlled by both diffusion and advection and influ-
enced by pressure and thermal gradients acting across
tortuous flow paths. Wide-ranging interest in water-
vapor transport includes both theoretical and practical
aspects. Just how pressure and thermal gradients
enhance water-vapor flow is still not completely under-
stood and subject to ongoing research. However, in
unsaturated soils, it is now well accepted that the rate
and direction of water flow may be completely misin-
terpreted if vapor movement is ignored. Practical
aspects include dryland farming (surface mulching),
water harvesting (aerial wells), fertilizer placement,
and migration of contaminants at waste sites. The
following article describes the processes and practical
applications of water-vapor transport, with emphasis
on relatively dry soil systems.

PROCESSES CONTROLLING
VAPOR TRANSPORT

Diffusion

Water-vapor transport in fine-textured soils (e.g., silts
and clays with little or no macroporosity) is often
described as a simple diffusion process where Fick’s
law applies. In this type of assessment, the vapor flux
is expressed in terms of a diffusion coefficient multi-
plied by a concentration gradient. The diffusion coef-
ficient, in turn, is the product of the binary diffusion
coefficient of pure water vapor in air, multiplied by a
tortuosity factor and a term that is empirically related
to the air-filled porosity of the soil. As soils dry out, the
diffusion coefficient increases as a power function of
the air-filled porosity. Recent work over the entire
water-content range by Moldrup et al.[1,2] indicate that
reasonable agreement occurs between observed and
predicted values when the modeled vapor-transport
equation includes a term for the air-filled porosity
raised to a power of three.

Advection

In well-drained, coarse soils, and similarly in fine-
textured soils containing a significant number of large
(macro) pores, advection can control the transport
of water vapor. Often the advection is temperature
assisted, since seldom is the process isothermal. Kemper,
Nicks, and Corey[3] studied advective transport of water
vapor through dry gravels and developed a work-
ing equation for water-vapor flow that includes both
diffusive and advective flow, which can be written as:

q ¼ ðDf þ DsÞðP � y2ÞðL=LeÞ2Þ½C=Z� ð1Þ

where q (g cm�2 sec�1) is the vapor flux, Df (cm2 sec�1) is
the diffusion coefficient for water in still air, Ds

(cm2 sec�1) is the dispersion coefficient that is affected
by wind speed, turbulence, and pore size, P � y
(m3 m�3) is the air-filled pore space, L/Le is the straight
line distance through the mulch over the average
tortuous path length; C (g cm�3) is the water-vapor
concentration difference across the mulch (from the
soil–mulch to the mulch–air interface), and Z (cm) is
the mulch thickness.

The combined diffusive and advective coefficients
control the flow and the relative influence of each term
is dictated by the characteristics of the porous media,
being a function of the macroscopic properties includ-
ing tortuosity and volumetric water content. As soil
becomes coarser, advective flow can equal or exceed
the diffusive flow.

Non-Isothermal Flow

Over the years, there has been considerable interest
in the non-isothermal flow of water vapor in soils.[4–15]

The classic work by Philip and de Vries[4] has been the
framework upon which most non-isothermal water-flow
models have been developed and tested. Fig. 1 shows the
basic concept of enhanced vapor transport in a soil pore
aided by a temperature gradient.[4] Numerous obser-
vations over the years have demonstrated that there
is an enhanced vapor transport in the presence of a
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thermal gradient that cannot be derived directly from
first principles. Cass, Campbell, and Jones[11] measured
enhanced water-vapor diffusion that ranged from a
factor of 1 to 15 over a range of temperatures and
saturations. Nassar, Horton, and Globus[12] studied
flow under a combination of thermal and solute gradi-
ents and found that water-vapor transport was under-
predicted by a factor of four. The working hypothesis
for the enhancement is that there are liquid islands that
exist in porous media and that as the water vapor
moves through the porous system, the vapor con-
denses on the warm side of the island and evaporates
on the cool side of the island (Fig. 1). This short circuit
is believed to cause the enhanced transport. For each
soil, there is an optimal water contents area between
saturation and air dry at which liquid islands are
prominent in the flow pathway, and enhanced vapor
flow is maximized.[16]

Convective Flow

There is mounting evidence that thermal pulses can
cause enhanced vapor flow in soil, particularly near
the soil surface. Measured flow in the field has been
found to be an order of magnitude or more higher
than that computed by invoking diffusive flow mech-
anics.[13] Parlange et al.[14] demonstrated that the
agreement between theory and measurement could be
improved substantially when both diffusion and con-
vection were included explicitly in the analysis. These
authors assumed that the mechanism responsible for
the large vapor flux is convective transport driven by
the diurnal heating and cooling of the soil surface
and the corresponding thermal expansion and contrac-
tion of the soil air. This analysis and the corresponding

conclusions are similar to those of Rose and Guo,[17]

who demonstrated via computer modeling that ther-
mal convection could accelerate the movement of soil
air in hillsides. Field evidence of thermal convection,
resulting in accelerated evaporation, was obtained by
Ward and Gee,[18,19] who reported on water losses
from a 2 : 1 (horizontal/vertical) rock riprap side-slope
located on a monitored landfill cover. Evaporation
from the rock side-slope was about twice that of an
adjacent gravel-side slope that had a lower slope
(10 : 1) and a lower porosity (Fig. 2).

PRACTICAL ASPECTS OF
VAPOR TRANSPORT

Mulching and Dryland Farming

The basic concept of mulching is that water stored in
the soil during winter months (or periods of low evap-
oration) can be kept in the ground longer if there is
a way to limit vapor losses from the soil surface.
In arid-climate regions, farmers have tried various
methods to conserve water using a variety of mulch-
ing materials. The Anasazi, ancient dwellers of the
America southwest, used cobble mulch in their gardens
as early as the 14th century A.D.[20,21] It is hypothe-
sized that cobble surfaces stimulated crop production
by increasing water storage, controlling weeds, and
mitigating temperature extremes in an environment
of limited moisture and elevated temperatures. White,
Dressen, and Loftin[21] tested the theory of increased
water storage using cobble mulch at test sites adjacent
to the ancient gardens in New Mexico. Water storage
in soils covered with 7-cm-thick gravel mulch was
increased by as much as 50%. This is very similar to

Fig. 2 Cumulative drainage from a rock side-slope of a sur-
face barrier compared to drainage from an adjacent gravel
side-slope. The lower drainage from the rock side-slope is

attributed to thermal advection.

Fig. 1 Thermally enhanced water-vapor transport in a pore.
Water condenses on the warmer side the liquid island and

evaporates from the cooler side of the island creating a short
circuit and enhancing vapor flow. Source: From Ref.[4].
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results reported by Kemper, Nicks, and Corey[3] in
studies conducted earlier in Ft. Collins, Colorado, to
evaluate the benefits of gravel mulches for enhanced
water storage. Fig. 3 shows the results of one of
Kemper’s experiments (as reported by Hanks and
Ashcroft[22]) using pea gravel (i.e., coarse material with
a particle-size distribution ranging from 2 mm to
10 mm) as the mulch. The Kemper field study extended
over 13 months during which 589 mm of precipitation
fell on the test plots. The data show that evaporation
losses were reduced by a factor of more than 3, and
water storage increased by a similar amount as the
thickness of the pea gravel mulch increased from 0 cm
to 3 cm (about three complete layers). It is clear that
coarse gravels provide a capillary break to upward
liquid flow. The resultant vapor barrier then limits water
transfer to the soil surface, causing a significant reduc-
tion in evaporation from soils under the gravel mulch.

A simple farming practice, known as fallow farm-
ing, requires that a farmer till his field to loosen the
topsoil, but he does not plant. The loosened soil acts
as a diffusion or vapor barrier to the already stored
moisture, and in areas where there is insufficient pre-
cipitation to sustain a crop, the stored moisture from
the previous year is used the next season to produce
the crop. The application of mulch breaks the liquid
continuity and increases diffusion resistance, thus lim-
iting the rate of water loss from the soil surface.
Mulches made of various materials have been used suc-
cessfully to create a diffusion barrier. Over the past 50
years, studies have been conducted on various mulches,
including dry soils, straw, and gravel or stones of
various sizes and colors.[3,21,23–28] In general, clean
gravel or stone mulches tend to retard evaporation
losses more than mulches containing finer materials.
Kemper, Nicks, and Corey[3] developed a formula for
estimating the efficiency of gravel mulch based on
particle diameter and thickness of the barrier.

Aerial Wells

On the Crimean peninsula, on the shores of the Black
Sea in central Asia, are porous stone remnants of what

are believed to have been aerial wells used by the
ancient inhabitants to condense and collect water from
fog-laden air. Thermal differences caused warm, most
air to condense on cool rock surfaces (Fig. 4). The
water drained to above-ground cisterns, connected to
aqueducts that carried water to nearby gardens and
municipalities and had the capacity of supplying
Theodosia with 721 m3 (190,000 gal) of water daily.[29]

While it appears that such structures could be con-
structed at a number of locations throughout the world,
the climatic conditions apparently have to be nearly
perfect for significant quantities of water to be collected.
Such a system would be impractical except for very lim-
ited use in arid areas where there is persistent fog. All
modern attempts to replicate such a system for water
production have failed.[29,30]

Fertilizer Placement and
Waste Management

When deliquescent salts, like many fertilizers, are
emplaced in partially saturated soils, differences in sol-
ute concentrations develop across the air-filled pores,
and significant vapor movement can occur.[31] Under
these conditions, the air–liquid interface acts as a semi-
permeable membrane from which ions are excluded
but across which water vapor can freely migrate in
response to the osmotic potential gradient. The pres-
ence of salt causes a lowering of the vapor pressure,
and water vapor is transported from regions of lower
solute concentration to regions of higher concen-
tration. Eventually, the migrating water condenses,
the salt slowly dissolves, and the liquid continues to
move under forces of gravity and capillarity.[32,33] This
mechanism of moving salt in soil is of practical signifi-
cance in agriculture. The placement of seeds or seed-
lings near fertilizer bands must account for this
movement to minimize impacts on germination and
seedling survival since high-salt concentrations can
adversely affect plants. There are also implications
for managing saline wastes in the vadose zone.

Fig. 4 Aerial well. Water vapor from fog condenses on
cooler rock surfaces and is collected in underlying cistern.

Fig. 3 Evaporation losses from pea gravel mulch layers of

various thicknesses.
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An analysis of vapor condensation at a waste site,
where high concentrations of sodium nitrate salts are
stored in tanks, showed that one mechanism for
long-term leakage of fluid is vapor condensation.[34]

Vapor-transport analyses, using a number of design
parameters including the thickness of the concrete
tanks and the gravel packs around the tanks, indicated
that rates of water loss from vapor condensation ran-
ged from 0.1 mm yr�1 to 0.5 mm yr�1. For storage per-
iods of up to 10,000 yr, this amounts to as much as
5 m of fluid that could be lost from a storage tank con-
tinuously exposed to soil water vapor. One proposed
engineering solution is to design a passive thermal
gradient using a specially constructed rock chimney
surrounding the waste tank. The rock chimney would
create a thermal shield around the waste tank and
could help isolate the vapor transport from surround-
ing wetter soil. In addition, the chimney could be used
to drain the condensation water harmlessly away from
the waste tank.[34]

Dry Barriers

Stormont, Ankeny, and Kelsey[35] proposed the use of
coarse rock placed at depth in a landfill cover. In their
design, the rock is exposed to the surface either at a
side-slope exposure or by way of vent tubes that pro-
trude to the surface (Fig. 5). Wind action, blowing over
the vent tube or the side slope, causes convective gas
movement similar to that observed in animal bur-
rows.[36] In arid regions, such a barrier could be used
to dry the subsurface sufficiently to prevent drainage to
lower layers in the profile, thus preventing recharge at
the waste site. The so-called dry barrier has been tested
successfully at a landfill near Boardman, Oregon.[37]

CONCLUSION

How water vapor moves in dry soils is still a research
topic. It is known that both diffusion and convection
are important in the water-vapor transport process.
Practical aspects include dryland farming, aerial wells,
fertilizer dissolution, and deployment of dry barriers to
limit water infiltration at arid waste sites.
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INTRODUCTION

We describe the concept of virtual water and demon-
strate how the metaphor enhances the understanding
of water scarcity, food security, and international
trade. Virtual water silently and invisibly enables some
politicians and public officials to avoid discussing polit-
ically sensitive water scarcity issues. Many water-short
countries achieve food security by importing large
amounts of crops and livestock products. Consumers
generally do not observe the water used to produce
the goods and services they purchase in local markets.
International trade enables public officials to satisfy
domestic food demands without discussing issues
regarding water scarcity.

We demonstrate the empirical importance of virtual
water in expanding a nation’s food supply by examin-
ing crop production and international trade infor-
mation for Egypt. Although rice, wheat, and maize
production have increased substantially since 1970,
Egypt still relies on substantial imports of wheat and
maize to satisfy its increasing demand for food.

BACKGROUND

The term ‘virtual water’ began appearing in the water
resources literature in the mid-1990s in discussions of
water scarcity and international trade in the Middle
East and North Africa (MENA), where national water
supplies had become inadequate to achieve food self-
sufficiency. Despite concerns of imminent violent con-
flict in the MENA region induced by water scarcity,
there had been no such conflicts since those of the early
1960s in the Upper Jordan.[1] The absence of conflict
was explained by the growing reliance of MENA eco-
nomies on agricultural imports. Large amounts of food
grains were imported each year, and the amounts were
increasing with population growth. In a sense, the
water used to produce imported crops was enabling
several water-short countries to achieve food security,
even as the water available per person in those coun-
tries was declining.

‘Embedded water’ was used originally to describe
the role of imports in achieving food security in
water-short countries, but that term did not generate
substantial interest in the topic.[2] Switching to ‘virtual
water’ brought greater attention from public officials,
academicians, and other experts. The virtual water
metaphor is now used widely to describe how water-
short countries achieve food security by importing
crops and livestock products from water-abundant
countries.[3] No Minister of Water in the MENA
region is unaware of this concept and its significance.
The virtual water process is strategically very effective
in solving MENA water scarcity problems. However,
reliance on virtual water contradicts the preferred
self-image of the peoples of the region. They have been
water self-sufficient for thousands of years. No poli-
tician can publicly identify with the new insecure water
circumstances.

VIRTUAL WATER IS INVISIBLE,
SILENT, AND VITAL

Empirical estimates of virtual water are obtained by
calculating the volume of water used to produce
imported crops. For example, the estimated world
average volume of water required to produce 1 t of
wheat is 1334 m3.[4] Multiplying this by the estimated
50 million tonnes (mt) of grain imported annually by
countries in the MENA region suggests that those
countries rely on 66.7 billion m3 of virtual water, a vol-
ume that is 20% larger than the 55.5 billion m3 of Nile
River water flowing into Egypt each year.[5] Because
the importing countries do not have adequate water
supplies to produce all of their food requirements, vir-
tual water plays a vital role in their ability to achieve
food security.

The role of virtual water is also silent and invisible.
Consumers of food crops and livestock products do
not see the water used in production, regardless of
whether the crops and livestock are produced domesti-
cally or imported. Many consumers are also only par-
tially informed about national issues regarding water
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scarcity, food security, and international trade. Their
inadequate knowledge is due, in part, to a desire
among public officials and politicians to avoid discuss-
ing the true scope of water scarcity and food security
issues. In many countries, politicians prefer not to
acknowledge that the national food supply depends
largely on imports. They describe their nations as
secure in both food and water, noting that water
supplies are sufficient to support economic activities
and that food products are generally available in local
markets.

Politicians in the MENA region benefit from the
silent role of virtual water in providing food security
and sustaining their economies. As long as food crops
and livestock products are available at reasonable
prices in world markets, public officials can delay
addressing water scarcity issues that otherwise might
be controversial and costly.[6] Reforming water policies,

revising allocations, and establishing water markets
often are contentious issues that consume substantial
public attention and political capital. Patterns of water
use and water rights have evolved over many years in
most countries, making change a cumbersome process.
Virtual water silently and invisibly enables public offi-
cials to invest their financial and political capital in
other pressing priorities.

The benefit that politicians gain in the near term by
avoiding or delaying serious discussion of water scar-
city might be offset by long-term costs. The paucity
of discussion regarding water scarcity can be harmful
if public officials and legislators fail to implement the
policies and programs needed to manage water
demands or enhance supplies over time. In some coun-
tries, it might be wise for public officials to discuss
openly the topics of resource endowments and food
demands, and the role virtual water plays in achieving

Fig. 1 Area harvested and production of wheat in Egypt, 1961–2004.

Fig. 2 Area harvested and production of rice (paddy) in Egypt, 1961–2003.
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food security. That discussion might be helpful in
creating awareness among residents about the impor-
tance of international trade and it might increase the
likelihood that countries will develop cooperative rela-
tionships regarding scarce water resources rather than
engaging in transborder conflicts.

VIRTUAL WATER ENHANCES FOOD
SECURITY IN EGYPT

The population of Egypt has increased from about 30
million persons in 1962 to 72 million in 2003.[7]

The increasing demand for food in Egypt has been
met with increases in domestic agricultural production
and substantial imports of food crops. Domestic

production has increased due to improvements in
technology and increases in irrigated area. The area
planted in wheat has increased from about 600,000
hectares (ha) before 1990 to about 1 million ha since
1995 (Fig. 1). Annual domestic production of wheat
has increased from less than 2 mt to more than 6 mt
since 1985. The area planted in rice has increased from
about 400,000 to 600,000 ha, while production has
increased from about 2.5 mt to more than 5 mt (Fig. 2).
The area planted in maize has remained at about
800,000 ha since 1975, while production has increased
from about 3 mt in 1975 to more than 5 mt in recent
years (Fig. 3).

Even with these increases in production, substantial
imports have been needed to meet food demands.
Imports of wheat follow an upward trend in recent

Fig. 3 Area harvested and production of maize in Egypt, 1961–2004.

Fig. 4 Maize and wheat imports to Egypt, 1961–2003.
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decades, rising from less than 1 mt in 1961 to more
than 7 mt in 1998 (Fig. 4). Wheat imports have
declined to about 5 mt in recent years. Annual maize
imports have increased from less than 1 mt in 1980 to
more than 4 mt since 2000. At 5 mt per year, wheat
imports increase the amount of wheat available for
consumption in Egypt by about 71% (5/7 mt). Maize
imports increase the amount of maize available by
about 67% (4/6 mt). It is not likely that Egypt could
produce this additional wheat and maize at acceptable
costs and without a substantial shift in land and water
allocations.

Assuming that 1 t of grain requires 1334 m3 of
water,[4] domestic production of the imported wheat
and maize would require 12 billion m3 of additional
irrigation water or about 22% of Egypt’s supply of
water from the Nile River. The opportunity cost of
reallocating that water from other uses in Egypt would
be substantial. The virtual water embedded in Egypt’s
wheat and maize imports enables the country to
achieve food security at a much smaller cost than what
would be required to produce all of its food using only
domestic resources.

LOOKING FORWARD

Virtual water will continue to play a vital role in
enabling water-short countries to achieve food secur-
ity. As the demand for water continues to increase
while the supply is limited, public officials, private
firms, and individuals will continue to seek innovative
methods to maximize the values obtained from scarce
resources. New technologies and improvements in
institutions such as water prices, allocations, and mar-
kets will be helpful in those efforts. Nations also will
continue enhancing the benefits they receive from
international trade. One of those benefits is the ability

to achieve food security by importing crops and live-
stock products while using domestic water resources
for higher valued endeavors.
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Virtual Water: Economic Perspective

Dennis Wichelns
Rivers Institute at Hanover College, Hanover, Indiana, U.S.A.

INTRODUCTION

The virtual water metaphor was originally created to
gain the attention of public officials who choose poli-
cies that influence the use of water resources in arid
regions. Over time, the metaphor has been used in both
empirical and conceptual settings, primarily to describe
the water used to produce crop and livestock prod-
ucts that are traded in international markets. Several
authors have described how water-short countries
can enhance food security by importing water-
intensive food crops.[1–3] Others have calculated the
‘volumes’ of virtual water moving between nations
that trade crop and livestock products.[4]

The focus on international trade has led some
authors to describe similarities between the virtual
water metaphor and the economic theory of compara-
tive advantage. That observation is enticing, but it is
not accurate. The virtual water metaphor is not suffi-
ciently broad in scope to be considered the same con-
cept as comparative advantage. The goal of this article
is to describe the difference between the virtual water
metaphor and the economic concept of comparative
advantage. Understanding the difference might enable
water resource experts to make better recommenda-
tions regarding water resource policies in water-
short and water-abundant countries. Two examples
involving hypothetical countries with different pro-
duction technologies and resource endowments dem-
onstrate the importance of considering comparative
advantages.

VIRTUAL WATER AND COMPARATIVE
ADVANTAGE

Comparative advantage is a fundamental component
of international trade theory. In essence, nations can
gain from trade if they concentrate or specialize in
the production of goods and services for which they
have a comparative advantage while importing goods
and services for which they have a comparative disad-
vantage. Comparative advantages are determined by
examining resource endowments and production tech-
nologies and evaluating the opportunity costs of pro-
duction in countries that can engage in trade.
Opportunity costs must be considered to determine

the optimal allocation of scarce resources. Understand-
ing comparative advantage can be helpful in appreciat-
ing the value of the virtual water metaphor in policy
discussions.[5]

A useful definition of opportunity cost is that it is
the value of one input or product that must be given
up or foregone in order to obtain some other input
or product. For example, the opportunity cost of
1000 m3 of water used to produce cotton might be
the wheat that could be produced by using the
1000 m3 to irrigate wheat instead of cotton. Oppor-
tunity costs can involve cross-sectoral considerations.
The opportunity cost of using water to produce wheat
or cotton might be the value foregone by not using the
water to support an urban housing development. In
general, the opportunity cost of water will be higher
in water-short countries than in water-abundant coun-
tries, but that is not a sufficient criterion for determin-
ing an optimal trade strategy. Countries must compare
their opportunity costs to those of their trading
partners to determine the optimal plan.

Example 1: Comparative Advantage with the
Same Water Endowment

Suppose a small nation (Country A) has 10 million m3

of water available for irrigation. Suppose that volume
is sufficient to irrigate 1000 ha of cotton and produce
1200 t of lint, or to irrigate 1500 ha of wheat and pro-
duce 4800 t of grain. Assuming linear production tech-
nology, the opportunity cost of producing each tonne
of cotton in Country A is 4 t of wheat. Similarly, the
opportunity cost of producing each tonne of wheat is
0.25 t of cotton lint. These opportunity costs can be
compared to those for a potential trading partner.

Suppose another small nation (Country B) also has
10 million m3 of irrigation water available. Suppose
Country B also could irrigate 1000 ha of cotton or
1500 ha of wheat, but its soils and seeds are not as pro-
ductive as those in Country A. Hence, the total pro-
duction opportunities in Country B are only 800 t of
lint or 4000 t of grain. The production opportunities
for Countries A and B and the opportunity costs in
each country are summarized in Table 1.

Country A can produce more cotton or more wheat
than Country B. Hence, Country A has an absolute
advantage in producing both crops. Still, both nations
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can gain from trade if they consider their opportunity
costs and evaluate their comparative advantages. The
opportunity cost of cotton is smaller in Country A
while the opportunity cost of wheat is smaller in Coun-
try B. Hence, Country A has a comparative advantage
in cotton production, while Country B has a compara-
tive advantage in wheat production. Consumption
opportunities in both countries can be enhanced if
Country A specializes in cotton production while
Country B specializes in wheat production.

Suppose the two countries specialize in the manner
suggested above. Country A produces 1200 t of lint
and Country B produces 4000 t of grain. The nations
can then trade with each other to obtain units of the
commodity they choose not to produce. The inter-
national prices will be within the range of opportunity
costs shown in Table 1. The price of cotton might
become 4.5 t of wheat and the price of wheat might
become 0.22 t of lint. Both countries could enhance
their consumption of cotton and wheat by specializing
in one commodity and trading to obtain units of the
other at those prices. Country A might send 400 t of
the cotton it produces to Country B in exchange for
1800 t of wheat. The consumption bundles would
become those shown in Table 2.

It is easy to verify that neither country could achieve
these trading bundles without specialization and trade.
If Country A produced 800 t of cotton on 667 ha of
land, it could produce only 1600 t of wheat. That result
is determined by subtracting the water used to irrigate
cotton (6.67 million m3) from the 10 million m3 avail-
able, calculating the number of hectares of wheat that
can be irrigated with the remaining volume (500 ha),
and multiplying that area by the average yield of wheat

in Country A (3.2 t per ha). Suppose Country B
produced 2200 t of wheat and used its remaining
water supply to irrigate cotton. Wheat production on
825 ha would leave 4.5 million m3 for cotton pro-
duction. That volume would enable Country B to irri-
gate only 450 ha of cotton and produce only 360 t of
lint. Clearly both countries have smaller consumption
bundles without trade (Table 3).

This example demonstrates how two countries with
the same water endowment can gain from specializa-
tion and trade, even if one country has an absolute
advantage in producing both commodities. The gains
are possible because each country has a comparative
advantage in one of the commodities—Country A in
cotton and Country B in wheat.

Example 2: Comparative Advantage with
Different Water Endowments

A second example is helpful in demonstrating why
a water-short country might gain by exporting
water-intensive crops and importing crops that require
less water per unit of production. Such a scenario
seems counterintuitive and inconsistent with the virtual
water metaphor. The inconsistency arises because
virtual water considers only resource endowments
while not accounting for comparative advantages.

Suppose Country A has only half the water supply
described in Example 1, while all other parameters of
the example remain the same for Countries A and B.
If Country A has only 5 million m3 of water available,
its production opportunities are reduced by 50%.

Table 2 Examples of consumption bundles that might
develop when Countries A and B engage in trade

Consumption bundles with trade

Country A Country B

Cotton 800 t 1200 t

Wheat 1800 t 2200 t

Table 3 Examples of consumption bundles that might

develop when Countries A and B do not engage in trade

Consumption bundles without trade

Country A Country B

Cotton 800 t 360 t

Wheat 1600 t 2200 t

Table 1 Production opportunities and opportunity costs

when Countries A and B have the same water endowment

Country A Country B

Production opportunities

Cotton 1200 t 800 t
Wheat 4800 t 4000 t

Opportunity costs

Cotton 4 t of wheat 5 t of wheat

Wheat 0.25 t of cotton 0.20 t of cotton

Table 4 Production opportunities and opportunity costs
when Countries A and B have different water endowments

Country A Country B

Production opportunities

Cotton 600 t 800 t
Wheat 2400 t 4000 t

Opportunity costs

Cotton 4 t of wheat 5 t of wheat
Wheat 0.25 t of cotton 0.20 t of cotton
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Country B’s opportunities are not affected. The
opportunity costs of production within each country
remain the same as in Example 1, as shown in Table 4.

Given the same opportunity costs, the comparative
advantages also are the same as in Example 1. Country
A will gain by specializing in cotton, even though it
requires more irrigation water per hectare than wheat
in these examples (10,000 m3 vs. 6667 m3). If the two
countries engage in trade, Country A will sell cotton
to Country B in exchange for wheat, just as trade
occurred in Example 1. An observer using only the vir-
tual water metaphor for guidance may have suggested
that Country A should specialize in wheat production
and import cotton.

POLICY IMPLICATIONS

The virtual water metaphor, by highlighting the role
of embedded water in crop production, can be help-
ful in motivating public officials to consider policies
that will encourage improvements in the use of scarce
resources. At some point, discussions with public offi-
cials must include consideration of opportunity costs
and comparative advantages to ensure that appropri-
ate policy alternatives are examined. The virtual water
metaphor does not consider production technologies

or opportunity costs; hence it is not analogous to the
concept of comparative advantage.
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Virtual Water: Measuring Flows around the World
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Enschede, The Netherlands

INTRODUCTION

It is generally argued that the river basin is the appro-
priate unit for analyzing freshwater availability and
use. However, it becomes increasingly important to
put freshwater issues in a global context due to the
increasing water demand and scarcity throughout
the world and the inherently global effects of climate
change.[1,2] Another reason for taking a global perspec-
tive is the effect of global trade on the distribution of
water resources use in the world. International trade
of commodities implies large-distance transfers of water
in virtual form, where virtual water is understood as the
volume of water that is required to produce a com-
modity and that is thus virtually embedded in it.[3,4]

One obtains a more realistic picture of water demand
and scarcity of a country if one does not only look at
actual water use in the country, but also at the virtual
water flows entering and leaving the country. Jordan
imports about 5 billion cubic meter of virtual water
per year,[5] which is in sheer contrast with the 1 billion
cubic meters of annual water withdrawal from domestic
water sources. Egypt, with a total water withdrawal
inside the country of 65 billion cubic meters per year,
has an estimated net virtual water import of 11 billion
cubic meters per year. The aim of this entry is to show
how water requirements of products and international
virtual water flows can be estimated and to summarize
current knowledge on the size, the relevance, and the
consequences of global virtual water flows.

THE VIRTUAL WATER CONTENT
OF PRODUCTS

The virtual water content of primary crops is a func-
tion of crop water requirements and yields. Crop water
requirements can be estimated with the Penman–
Monteith equation, as promoted by the Food and
Agriculture Organisation.[6] The term ‘virtual water’
includes both blue water use (the use of abstracted sur-
face or groundwater) and green water use (the use of
soil water originating from infiltrated rainwater). The
virtual water content of live animals can be estimated
based on the virtual water content of their feed and the
volumes of drinking and service water consumed during
their lifetimes. The procedure for assessing the virtual

water content of a processed product (e.g., flour, cotton
clothes, milk, cheese, eggs, or meat) is first to obtain the
virtual water content of the input product (e.g., the pri-
mary crop or the slaughtered animal) and the water nec-
essary to process it. The sum of these two components is
then distributed over the various output products based
on their product fraction (ton of processed product
obtained per ton of input product) and value fraction
(the market value of one output product divided by the
aggregated market value of all output products).[5]

Based on the above methodology, the total water
requirements of all sorts of products can be calculated.
One cup of coffee requires, for instance, 140 liters of
water, while a cup of tea takes 34 liters. Producing
one hamburger requires 2400 liters of water. Wearing
a cotton pair of jeans requires more than 11,000 liters.
These are global average estimates. There are large
differences as a result of production circumstances
such as climate and applied technology.

INTERNATIONAL VIRTUAL WATER FLOWS

Virtual water flows between countries (m3 yr�1) can be
calculated by multiplying commodity trade flows
(ton yr�1) by their associated virtual water content
(m3 ton�1). The latter is taken as the volume of water
required to produce the commodity in the exporting
country.[7]

The sum of international virtual water flows during
1997–2001 was 1625 Gm3/yr.5 The major share (61%)
was related to international trade of crops and crop
products. Trade in livestock products contributed
17% and trade in industrial products contributed
22%. These estimates have been based on an analysis
of trade between 243 countries for which international
trade data are available through the International
Trade Center. In total, 285 crop products (covering
164 primary crops) and 123 livestock products (cover-
ing 8 animal categories) were considered. Trade in
industrial products was dealt with all-inclusively
as well, but in a more crude way—the average virtual
water content per dollar of traded industrial product
was a key parameter.

The total volume of international virtual water
flows includes virtual water flows that are related to
re-export of imported products. The global volume
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of virtual water flows related to export of domestically
produced products is 1197 Gm3/yr (Table 1). With a
total global water use of 7451 Gm3/yr, this means that
16% of the global water use is not meant for domestic
consumption but for export. In the agricultural sector,
15% of the water use is for producing export products;
in the industrial sector, this is 34%.

The major water exporters are the United States,
Canada, France, Australia, China, Germany, Brazil,
the Netherlands, and Argentina. The major water
importers are the United States, Germany, Japan,
Italy, France, the Netherlands, the United Kingdom,
and China. Table 2 presents the virtual water flows
for a number of selected countries. Import of water
in virtual form can substantially contribute to the total
water supply of a country. The Netherlands imports,
for instance, a net amount of (virtual) water equivalent
to the annual net precipitation in the country.

VIRTUAL WATER FLOWS BETWEEN
WORLD REGIONS

The biggest net virtual water flows between thirteen
world regions are shown in Fig. 1. The figure also
shows the regional virtual water balances from 1997
to 2001. The green colored regions in the map have
a net virtual water export and the red colored regions
have a net virtual water import. The regions with the
largest virtual water export are North and South
America. The largest importers are Western Europe
and Central and South Asia. The single most impor-
tant intercontinental water dependency is Central
and South Asia (including China and India), annually

importing 80 Gm3 of virtual water from North
America. This is equivalent to one-seventh of the
annual runoff of the Mississippi. Ironically, the
African continent, not known for its water abund-
ance, is a net exporter of water to the other continents,
particularly to Europe.

DISCUSSION

Globalization of freshwater brings both risks and
opportunities. The largest risk is that the indirect
effects of consumption are externalized to other coun-
tries. Because about 16% of global water use is for
making export products, a substantial part of the water
problems in the world can be traced back to pro-
duction for export. Water in agriculture is still priced
far below its real cost in most countries so that costs
associated with water use in the exporting countries
are not included in the prices of the products consumed
in the importing countries. Efficient and fair trade
would require restoring the link between consumers
on the one hand and production costs and impacts
on the other hand.

Another risk is that the national water security of
many countries increasingly depends on the import
of water-intensive commodities from other countries.
Already today, Jordan annually imports a virtual
water volume that is five times its own annually
renewable water resource. Although saving their own
domestic water resources, it increases Jordan’s depen-
dency on other nations. Other countries in the same
region, such as Kuwait, Qatar, Bahrain, Oman, and
Israel, but also European countries such as the

Table 1 International virtual water flows and global water use per sector. Period 1997–2001

Related to trade in

agricultural

products(Gm3/yr)

Related to trade in

industrial

products(Gm3/yr)

Related to trade in

domestic water(Gm3/yr) Total(Gm3/yr)

Gross virtual water flows

Virtual water export
related to export of

domestically produced
products

957 240 0 1197

Virtual water export related
to re-export of imported

products

306 122 0 428

Total virtual water export 1263 362 0 1625

Agricultural sector Industrial sector Domestic sector Total

Water use per sector

Global water use (Gm3/yr) 6391 716 344 7451

Water use in the world not
used for domestic consumption

but for export (%)

15 34 0 16
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Table 2 Virtual water flows for a few selected countries. Period: 1997–2001

Gross virtual water flows (106 m3/yr) Net virtual water import (106 m3/yr)

Related to

the trade in

crop products

Related to

the trade in

livestock products

Related to

the trade in

industrial products Total Related to

trade in crop

products

Related to

trade in

livestock

products

Related

to trade in

industrial

products TotalExport Import Export Import Export Import Export Import

Argentina 45,952 3,100 4,178 811 499 1,732 50,629 5,643 �42,853 �3,367 1,233 �44,987

Australia 46,120 3,864 26,377 745 501 4,399 72,998 9,007 �42,256 �25,633 3,898 �63,991

Bangladesh 771 3,670 652 86 162 415 1,585 4,171 2,899 �566 254 2,586

Brazil 53,713 17,467 11,911 1,907 2,211 3,694 67,835 23,068 �36,246 �10,003 1,483 �44,767

Canada 48,321 16,190 17,424 4,952 29,573 14,289 95,318 35,430 �32,132 �12,472 �15,284 �59,888

China 17,429 36,260 5,640 15,247 49,909 11,632 72,978 63,139 18,831 9,608 �38,277 �9,839

Egypt 1,755 11,445 221 1,466 729 711 2,705 13,622 9,690 1,245 �18 10,917

France 43,410 40,577 13,222 11,829 21,873 19,761 78,505 72,166 �2,833 �1,393 �2,112 �6,338

Germany 27,630 59,751 17,432 16,062 25,416 29,757 70,478 105,570 32,121 �1,370 4,341 35,092

India 32,411 13,941 3,406 343 6,748 2,945 42,565 17,228 �18,470 �3,063 �3,803 �25,337

Indonesia 24,750 26,917 371 1,666 310 1,822 25,430 30,405 2,167 1,296 1,512 4,975

Italy 12,920 47,164 14,912 28,295 10,402 13,498 38,234 88,957 34,244 13,383 3,096 50,723

Japan 954 59,015 955 20,328 4,605 18,883 6,513 98,227 58,061 19,374 14,279 91,714

Jordan 97 4,103 165 462 25 228 287 4,794 4,006 297 203 4,506

Korea Rep. 997 24,801 3,930 6,097 2,219 8,344 7,146 39,242 23,804 2,166 6,126 32,096

Mexico 11,784 26,956 5,757 13,418 3,790 9,710 21,331 50,084 15,173 7,661 5,920 28,754

Netherlands 34,529 48,607 15,146 7,852 7,885 12,293 57,561 68,753 14,078 �7,294 4,408 11,192

Pakistan 7,381 8,879 612 98 1,526 579 9,518 9,555 1,498 �514 �947 37

Russia 8,297 30,925 2,503 12,243 36,932 2,899 47,732 46,067 22,627 9,740 �34,032 �1,665

South Africa 6,326 7,752 1,312 1,019 912 1,924 8,550 10,695 1,426 �293 1,011 2,145

Spain 18,252 30,483 8,541 5,972 3,753 8,520 30,545 44,975 12,231 �2,569 4,767 14,430

Thailand 38,429 9,761 2,856 1,761 1,655 3,596 42,940 15,117 �28,668 �1,096 1,941 �27,823

United Kingdom 8,773 33,742 3,786 10,163 5,113 20,321 17,672 64,226 24,968 6,378 15,208 46,554

USA 134,623 73,129 35,484 32,919 59,195 69,763 229,303 175,811 �61,495 �2,564 10,568 �53,491
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United Kingdom, Belgium, the Netherlands, Germany,
Switzerland, Denmark, Italy, and Malta, have a
similar high water-import dependency.

An opportunity provided by reduced trade barriers
is that virtual water can be regarded as an alternative
source of water. Virtual water import can be used by
national governments as a tool to release the pressure
on their domestic water resources. In an open world
economy, according to international trade theory, the
people of a nation will seek profit by trading products
produced with resources that are abundantly available
within the country for products needing resources that
are scarcely available. People in countries where water
is a comparatively scarce resource could thus aim at
importing products that require a lot of water in their
production (water-intensive products) and exporting
products or services that require less water (water-
extensive products).

Finally, global virtual water trade can physically
save water if products are traded from countries
with high water productivity to countries with low
water productivity. For example, Mexico imports
wheat, maize, and sorghum from the United States,
which require 7.1 Gm3 of water per year in the
United States. If Mexico would produce the imported
crops domestically, they would require 15.6 Gm3/yr.
Thus, from a global perspective, the trade of cereals
from the United States to Mexico saves 8.5 Gm3/yr.
Although there are examples where water-intensive
commodities flow in the other direction—from coun-
tries with low water productivity to countries with
high water productivity—the resultant of all inter-
national trade flows works into the positive direction.

Global water saving as a result of international trade
of agricultural products has been estimated at about
350 Gm3/yr. This volume is equivalent to 6% of
the global volume of water used for agricultural
production.[8]

REFERENCES

1. Postel, S.L.; Daily, G.C.; Ehrlich, P.R. Human appropri-
ation of renewable fresh water. Science 1996, 271, 785–788.
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INTRODUCTION

The demographic trends and future growth projections
suggest that more than 60% of the global population
may suffer water scarcity by the year 2025.[1] Despite
improvements in water-use efficiency techniques, water
scarce countries will have to increasingly rely on irriga-
tion with marginal-quality water resources. Wastewater
generated by domestic, commercial, and industrial uses
is an important component of marginal-quality waters.
In many developing countries, wastewater is used for
crop production in treated, partly treated, diluted, and
untreated forms.[2] Estimates suggest that at least 3.5
million ha are irrigated worldwide with different forms
of wastewater;[3] the acreage will increase in future as
more freshwater will be diverted to household and indus-
trial sectors, which will generate greater volumes of
wastewater.[4]

Many small-scale farmers in developing countries
use wastewater in urban and peri-urban areas to
produce vegetables as a market-ready product. In
addition, rice, fodder, and industrial crops are pro-
duced. In developed countries, treated wastewater is
mostly used for landscaping, particularly in cities
though extensive use in agriculture occurs as well.[5]

The protection of consumer and farmer health and
environment are the main concerns associated with
uncontrolled wastewater irrigation.[6] Thus, sustainable
use of wastewater depends largely on appropriate
measures, which address three major aspects: pertinent
regulatory policies and institutional arrangements;
wastewater treatment per intended reuse option; and
agronomic management practices that minimize the
health and environmental implications. The focus of
this entry is on the agronomic considerations.

AGRONOMIC CONSIDERATIONS FOR
WASTEWATER USE

The implementation of suitable agronomic practices
for wastewater irrigation is the key to sustainable

production systems while taking into account the
health and environmental implications. Such agro-
nomic considerations can be divided into four major
categories: crop selection and diversification in terms
of market value, irrigation requirement, and tolerance
against ambient stresses; irrigation management based
on water quality, and irrigation method, rate, and
scheduling; soil-based considerations such as soil
characteristics, soil preparation practices, application
of fertilizers and amendments if needed, and soil
health aspects; and other considerations such as crop
harvesting measures, human health protection while
working in the field, and awareness of the farmers
about the best agronomic practices. The agronomic
considerations are interrelated and implicate each
other (Fig. 1).

CROP SELECTION AND DIVERSIFICATION

Crop selection in terms of irrigation requirement is
particularly important in water scarce areas where
major dependency is based on the nature of the crop,
the growth period, and the climatic conditions in
the area such as rainfall, and ambient temperature
and relative humidity. Since crop evapotranspiration
is determined by the climatic factors, it can be estimated
by using the meteorological data. Computer models are
available that assist in computation of crop water use.

In addition to some metals and metalloids, most
treated wastewaters contain appreciable concentra-
tions of salts, which may affect growth and yield.
The growth of crops irrigated with saline wastewater
is influenced by the osmotic and ion-specific effects,
and ionic imbalance leading to deficiency and/or
toxicity of some nutrients. In such cases, there would
be a need to select crops that can tolerate the salt
and ion-specific effects. Guidelines are available that
suggest yield potentials of a range of grain, forage, veg-
etable, and fiber crops as a function of average root
zone salinity (see the entry Wastewater Use in Agricul-
ture: Saline and Sodic Waters).
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The selection of crops for irrigation with wastewater
also depends on the cost of inputs and the subsequent
economic and/or on-farm benefits. However, care should
be taken to select the crops that while providing finan-
cial benefits to the farmers should not contain excessive
levels of metals, metalloids, and biological contaminants,
which may have deleterious health effects. The restric-
tions on crops are feasible and particularly facilitated
under the following conditions: strong law enforcement
on crop selection; control of public body over water
allocation; irrigation project with strong central manage-
ment; and market demand of the crop(s) promoted for
irrigation with wastewater.[7] In general, the highest risk
involves consumers and farmers when irrigation with
untreated, or inadequately treated, wastewater is prac-
ticed for crops that are eaten uncooked such as fresh
vegetables. The cultivation of industrial crops such as
cotton provides the lowest risks to the consumers, but
protection of farmers is still needed.[8] The implications
relating to irrigation with untreated or partly treated
wastewater can be reduced if agroforestry species are
grown for non-edible products such as fuel and timber.[9]

IRRIGATION MANAGEMENT

In addition to water supply conditions, climate, soil
characteristics, candidate crops, irrigation cost, and

farmer’s skill, the choice of irrigation method with
wastewater depends on water quality, possible con-
tamination of the harvest material, and health and
environmental implications. Based on possible risks
of contamination by different metals and metalloids,
water quality guidelines for wastewater irrigation are

Wastewater irrigation can be accomplished by the
following approaches: surface or flood irrigation where
water is applied directly on the soil surface by gravity;
furrow irrigation; high pressure sprinkler irrigation;
and micro-irrigation such as drip and trickle irrigation.
Flood irrigation is the lowest cost method with low
water use efficiency and low level of health protection
for the farmers and consumers. With medium level of
health protection, furrow irrigation needs land level-
ing. It is suitable when there is a greater leaching need
to remove high levels of salts. Without the need of land
leveling, irrigation with sprinklers involves medium to
high cost and medium water use efficiency. It has low
levels of health protection because of aerosols. Irri-
gation scheduling aspects such as irrigation during
night and no irrigation under windy conditions are
important considerations while using sprinklers. Drip
irrigation systems are costly, but highly efficient in
water use along with the highest levels of health protec-
tion. However, filtration is needed to prevent clogging
of emitters.[9]

Fig. 1 Schematic illustration of the four main categories of agronomic considerations, which are interrelated and implicate each other.
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Financial consideration is an important factor that
drives the choice of irrigation method. Nevertheless,
the health risks associated with different methods as
well as water savings should also be considered.[8]

Recently revised guidelines by the World Health
Organization provide complementary options for
wastewater treatment and control of human exposures
(see the entry Wastewater Use in Agriculture: Empi-
rical Evidence).

SOIL-BASED INTERVENTIONS

Good management practices play a crucial role in
the preservation of the soil properties while irrigating
with wastewater. Soil-based interventions are impor-
tant, particularly in case of inorganic contaminants,
which usually accumulate in the upper part of the
soil because of strong adsorption and precipitation
phenomena. For moderate levels of metals and

metalloids in wastewater, there is no particular manage-
ment needed if the soils are calcareous, i.e., contain
appreciable levels of calcite. However, metal ions may
be a problem in acid soils, which need specific manage-
ment measures such as liming, avoiding use of fertilizers
with acidic reactions, and selection of crops that do not
accumulate the metals of concern.[10] In case of irrigation
with wastewater containing elevated levels of sodium,
care should be taken to avoid soil structure deterioration.
Application of a source of calcium such as gypsum is
desirable. Procedures are available to determine the
rate of gypsum application to mitigate the effects of
sodium resulting from sodic wastewater irrigation.

The quality and depth of groundwater prior to
wastewater irrigation determine the detrimental effects
of salts, nitrates, and metals reaching groundwater. The
deeper the groundwater, the longer it will take to have
such effects. In case of shallow groundwater or coarse-
textured soils—sandy soils that are highly permeable—
care must be taken to prevent groundwater pollution.

Table 1 Recommended maximum concentrations (RMC) of selected metals and metalloids in irrigation water

Element RMC (mg L�1) Remarks

Aluminum 5.00 Can cause non-productivity in acid soils (pH < 5.5), but more alkaline soils at pH > 7.0
will precipitate the ion and eliminate any toxicity

Arsenic 0.10 Toxicity to plants varies widely, ranging from 12 mg L�1 for Sudan grass to less than
0.05 mg L�1 for rice

Beryllium 0.10 Toxicity to plants varies widely, ranging from 5 mg L�1 for kale to 0.5 mg L�1 for bush

beans

Cadmium 0.01 Toxic at concentrations as low as 0.1 mg L�1 in nutrient solution for beans, beets
and turnips. Conservative limits recommended

Chromium 0.10 Not generally recognized as an essential plant growth element. Conservative limits
recommended

Cobalt 0.05 Toxic to tomato plants at 0.1 mg L�1 in nutrient solution. It tends to be inactivated by
neutral and alkaline soils

Copper 0.20 Toxic to a number of plants at 0.1 to 1.0 mg L�1 in nutrient solution

Iron 5.00 Non-toxic to plants in aerated soils, but can contribute to soil acidification and loss of
availability of phosphorus and molybdenum

Lithium 2.50 Tolerated by most crops up to 5 mg L�1. Mobile in soil. Toxic to citrus at low
concentrations with recommended limit of <0.075 mg L�1

Manganese 0.20 Toxic to a number of crops at a few-tenths to a few mg L�1 in acidic soils

Molybdenum 0.01 Non-toxic to plants at normal concentrations in soil and water. Can be toxic to livestock

if forage is grown in soils with high concentrations of available molybdenum

Nickel 0.20 Toxic to a number of plants at 0.5 to 1.0 mg L�1; reduced toxicity at neutral or alkaline pH

Lead 5.00 Can inhibit plant cell growth at very high concentrations

Selenium 0.02 Toxic to plants at low concentrations and toxic to livestock if forage is grown in soils
with relatively high levels of selenium

Zinc 2.00 Toxic to many plants at widely varying concentrations; reduced toxicity
at pH � 6.0 and in fine textured or organic soils

The maximum concentration is based on a water application rate, which is consistent with good irrigation practices (10000 m3 ha�1 yr�1). If the

water application rate greatly exceeds this, the maximum concentrations should be adjusted downward accordingly. No adjustment should be

made for application rates less than 10000 m3 ha�1 yr�1. The values given are for water used on a long-term basis at one site.

Source: Adapted from Ref.[10].
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Although the fertilizer value of wastewater is of
great importance, as nutrients in wastewater contribute
to crop requirements, periodic monitoring is required
to estimate the nutrient loads in wastewater and adjust
fertilizer applications.[7] Excessive nutrients can cause
nutrient imbalances, undesirable vegetative growth,
delayed or uneven maturity, and can also reduce crop
quality and pollute groundwater and surface water.
The amount of nutrients applied via wastewater irri-
gation can vary considerably if it is raw, treated, or
diluted with stream water. The contribution of irri-
gation with recycled wastewater in terms of nutrient
addition to the soil is given in Table 2.

OTHER CONSIDERATIONS

Farmers who use untreated, or inadequately treated,
wastewater are exposed to health risks, which can be
reduced by implementing protective measures such as
wearing boots and gloves, and washing their arms
and legs after immersion in wastewater to prevent the
spread of infections (see the entry Wastewater Use in
Agriculture: Public Health Considerations). For
certain crops, farmers also can suspend application some-
time prior to harvest, to reduce potential harm to consu-
mers. Vegetables can be washed (with good-quality water
free of pathogens, viruses, and contaminants) before sale
or consumed along with improvement in the storage
methods. The awareness and education of the farmers

about the best agronomic interventions is an essential
step in sustainable wastewater irrigation.
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Table 2 Contribution of irrigation with recycled

wastewater (treated urban wastewater) in terms of
nutrient addition to the soil

Fertilizer contribution

(kg ha�1)

Nutrient

Concentration

(mg L�1)

Irrigation at

3000 m3 ha�1
Irrigation at

5000 m3 ha�1

Nitrogen 16–62 48–186 80–310

Phosphorus 4–24 12–72 20–120

Potassium 2–69 6–207 10–345

Calcium 18–208 54–624 90–1040

Magnesium 9–110 27–330 45–550

Sodium 27–182 81–546 135–910

Derived from the data on nutrient concentrations in recycled waste-

water and volume of applied irrigation. Source: From Ref.[7].
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INTRODUCTION

Agriculture is the largest consumer of freshwater
resources, currently accounting for about 70% of glo-
bal water diversions. With increasing demand from
municipal and industrial sectors, competition for water
will increase and it is expected that water now used for
agriculture will be diverted to the urban and industrial
sectors. One planned response in developed countries
to increasing competition and water scarcity is to pro-
mote greater use of treated urban wastewater for vari-
ous purposes, including agriculture.[1] In water short
arid areas like the Middle East, this contribution can
represent as much as 25–55% of irrigation water use.[2]

On the other hand, in developing countries the use
of untreated wastewater for agriculture is already an
unplanned reality as rapid urbanization outpaced the
development of appropriate treatment infrastructure.
Especially in Africa and Asia, there is hardly a city
where more than 30% of the generated wastewater is
collected and/or at least partially treated. The com-
mon situation is a non-point disposal across the city
in gutters and storm water drains. These drain into
and pollute natural waterways traditionally serving
the downstream population.[3] In some instances seaso-
nal streams become perennial owing to the continuous
flow of wastewater into them, like the Musi River in
Hyderabad, India. In most cases a large portion of the
wastewater is of domestic origin although industrial
wastewater can be part of the wastewater flow (Box 1).

This entry summarizes information on extents and
practices and the challenges faced in addressing the
health risks associated with the agricultural use of
untreated wastewater in low-income countries.

Box 1: Terminology as used in this entry

Wastewater components and origin: Wastewater can
comprise one or more of the following components:
domestic water from kitchens and bathrooms (so-
called ‘‘gray’’ water), from toilets (‘‘black’’ water),
urban run-off (storm water), and (agro) industrial
return flow.

(Continued)

Wastewater quality: The most common pollutants
comprise pathogens, organic matter, and chemicals.
The degree of pollution can vary widely in time and
space (upstream, downstream) and depends largely
on the percentage of urban liquid and solid waste
collected, in particular of human urine and feces, treat-
ment capacities, presence and type of industry, etc.
To capture the variability, the term ‘‘wastewater’’ as
used here, refers to insufficiently treated wastewater,
including polluted stream water with a pollution level
considered inappropriate for irrigation of crops likely
to be eaten uncooked. The most common microbio-
logical (health) indicators are fecal coliform bacteria,
which should be less than 103 (¼1000) in 100 ml of
the water. However, in most urban streams in the
developing world, the values range between 104

and 109.

Wastewater use in agriculture: Treatment is recom-
mended before such use. When farmers choose to use
it untreated, it is usually because there is no alternative
cleaner, more reliable, or cheaper water source avail-
able. But they also appreciate its nutrient content,
which might allow reducing fertilizer application,
though concentrations of nutrients vary with the degree
of dilution and are not controllable at farmers’ end.

EXTENTS AND LIVELIHOOD BENEFITS

Irrigation with ‘‘wastewater’’ (see box) is a common
reality in three-fourths of all cities, as a recent survey
of 53 cities across Africa, Asia, and Latin America
showed.[2] The underlying reason is the urban demand
for perishable food, where supply is constrained by
lack of refrigerated transport and storage. Farming
in market proximity becomes profitable, and the most
important physical factor for selecting a farm plot is
access to water throughout the year. Streams in or
close to the city provide this. Although total areas
under irrigation might be small, continuous cultivation
with up to 10 harvests per year often satisfies the total
urban demand for specific crops like lettuce.[4] The use
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of polluted irrigation water is most prevalent in Asian
cities with Vietnam, China, and India taking the lead.
Vegetables and cereals (especially rice) are the two
most common commodities cultivated.

The same survey showed that approximately 0.4
million ha are cultivated with wastewater by a farmer
population of over one million in the cities studied.
Global estimates, though fragmentary, give a figure
of at least 3.5 million hectares worldwide with the lar-
gest share probably in China.[5] In Vietnam, the two
major cities account for 120,000 ha under irrigation
with polluted water. Raw sewage irrigation takes place,
for example, on 10,000 ha around Pakistan’s major cit-
ies and 90,000 ha in the Mezquital valley in Mexico.
Mexico accounts probably for half of the 500,000 ha
irrigated with wastewater in Latin America. In some
countries, the area under irrigation with polluted water
can far exceed that in official irrigation schemes using
conventional water sources.[4]

Cash crop cultivation in city proximity can provide
significant livelihood opportunities and have other
positive impacts.[6] In Ghana, dry-season irrigation
allows an average extra-income of US$150 while
year-round irrigation in urban areas keeps families
above the poverty line.[4] Around Kumasi, more than
60,000 people depend on these water sources for their
living, and in Mexico’s Mezquital valley the irrigation
area supports more than 450,000 people. In other
places, wastewater farmers have higher returns on
investments than farmers using conventional water
sources, which often are less reliable, lack nutrients,
and are more expensive.[7]

POSSIBLE HEALTH IMPACTS AND RISKS

Crop contamination levels vary with the methods of
water application and amounts. While in Asia and
Latin America, flood and furrow irrigation can be

observed, most smallholders in Africa fetch and apply
the water with watering cans. Especially, spray appli-
cation on the crop leads to high contamination levels.
But besides the consumers (of crops eaten raw), farm-
ers in contact with the water, and traders in contact
with the produce are also at risk. Shuval, Yekutiel,
and Fattal[8] ranked the pathogens in the following
descending order of risk:

1. High: Helminths [the intestinal nematodes
(Ascaris, Trichuris), hookworm (Ancylostoma),
and cestodes–(Taenia)].

2. Lower: Bacterial infections (i.e. cholera, typhoid,
and shigellosis) and Protozoan infections (i.e.
amebiasis, giardiasis).

3. Least: Viral infections (viral gastroenteritis and
infectious hepatitis).

Many studies confirmed that irrigation with waste-
water use could increase farmers’ risks of skin infection
and helminth infections, mainly Ascaris and hook-
worm.[9] Corresponding recommendations on how
farmers could protect themselves are seldom applied
for various reasons, often related to the inconvenience
of using protective clothing, especially in hot climates.
Other studies have shown that consumption of vegeta-
bles irrigated with wastewater can increase the risk
of worm infections in the general public as well as
outbreaks of typhoid fever, etc.[9] However, too few
studies have combined epidemiological investigations
with water and crop quality analysis and quantitative
microbial risk and exposure assessments. Especially
in developing country contexts, the risk from exposure
to food and water rendered unsafe owing to other
sources of contamination, as well as unhygienic
conditions, may be far in excess of risks related to
the intake of vegetables irrigated with wastewater;
and clear cause–effect relationships are difficult to
establish.[10]

Table 1 The effectiveness of selected health-protection measures that can be used to remove pathogens from wastewater if

possible in combination

Protection measure (examples) Pathogen reduction (log units)

Wastewater treatment (to different degrees) 1–6

Localized (drip) irrigation (with ‘‘low-growing’’ crops, e.g. lettuce) 2

Localized (drip) irrigation (with ‘‘high-growing’’ crops, e.g. tomatoes) 4

Pathogen die-off on the surface of crops after the last irrigation 0.5–2 per day

Washing of produce with clean water 1

Disinfection of produce (using a weak disinfectant solution) 1–2

Disinfection of produce (using recommended products and concentrations) 3–4

Peeling of produce (fruits, root crops) 2

Cooking of produce 6–7

Source: Modified from Ref.[9].
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The studies in Accra, Ghana, where vegetables pro-
duced with polluted irrigation water reach 200,000
urban dwellers every day demonstrate, however, the
potential risk of spreading epidemics if risk reduction
measures are lacking.

RISK REDUCTION

In low-income countries where comprehensive waste-
water treatment is not feasible, strict water quality
guidelines serve little purpose, as farmers do not have
much choice in the selection of the irrigation water
source and its quality. Pollution control measures are
required but often hard to finance and enforce given
the fact that the majority of pollution is non-point.
Other regulations, including crop restrictions, are sel-
dom economically feasible for farmers. Although in
most countries the use of untreated wastewater is
banned, it remains often tolerated, as enforcements
are hardly possible given the large numbers of depen-
dent farmers. Thus, other approaches to risk reduction
have to be implemented.

The latest guidelines[9] for the safe use of wastewater
in agriculture moved the discussion from water quality-
based targets to health-based targets. In addition,
governments in developing countries have been given
greater flexibility in applying the guidelines using a
combination of treatment and/or non-treatment
options for health risk reduction (Table 1). This
should allow them to reduce possible health risks as
much as possible under their circumstances, even if
common water quality thresholds cannot be reached.

CONCLUSIONS

In many developing countries, the use of wastewater
to irrigate vegetables is particularly common in urban
and peri-urban areas. Considering the gap between
population growth and urban infrastructure develop-
ment, it can be assumed that this practice will remain
a reality in the decades to come. The related health
risks are an increasing concern of authorities as neither
comprehensive wastewater treatment nor banning its
use appears possible. In finding appropriate solutions,
the trade-offs between the benefits and risks of
irrigation with wastewater have to be considered. The
new WHO guidelines for wastewater use in irrigated

agriculture[9] offers increased flexibility in options for
health risk reduction tailored to this context. The
applicability of these guidelines is now being tested in
Africa, the Middle East, and Latin America.
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Wastewater Use in Agriculture: Public
Health Considerations

Blanca Jimenez
Environmental Engineering, Universidad Nacional Autónoma de México,
Mexico City, Mexico

INTRODUCTION

By and large, the use of wastewater for agricultural
irrigation is the most important reuse of wastewater
around the world. It is actually an old practice dating
from 4000 B.C. At present, some countries use treated
wastewater, while others still use raw wastewater for
many reasons. In principle, if treated wastewater is
used and properly managed during irrigation, no
health effects should occur. But, if polluted or non-
treated wastewater is used, negative health effects
would be observed. This entry describes such effects.
The different groups of population at risk are pre-
sented and it is explained how such risks are scientifi-
cally measured. Observed effects caused by biological
and chemical pollutants are discussed together with
different ways to control them.

AFFECTED POPULATION GROUPS

There are four population groups at risk due to the dif-
ferent exposure pathways to wastewater: (a) farmers
and their families, (b) crop handlers, (c) produce con-
sumers, and (d) people living near the places where irri-
gation takes place. Exposure may be direct through
contact with the wastewater or indirect through con-
tact with sick people or the ingestion/contact of pol-
luted crops, meat, or milk. The elderly and children
are the most vulnerable groups. Health problems
may also arise if wastewater irrigation activities result
in increased vector breeding, promoting the spread of
vector-borne diseases. Crops are polluted by their con-
tact with wastewater during irrigation or, in the case of
metals, through absorption from soil. Pollution of the
edible parts of food crops depends not only on the
quality of water, but also on the quantity of waste-
water applied, the irrigation method, and the type of
crop. For example, zucchini, when spray-irrigated with
wastewater, accumulate on their surface higher levels
of pathogens than other crops. Zucchini have a hairy,

sticky cover and grow close to the ground, thus favor-
ing pathogen attachment. Crop contamination can
occur not only as a result of wastewater irrigation
but also during washing, packing, transportation, and
marketing, which are problems frequently not
addressed, giving the impression that irrigation is the
only source of pollutants. Meat and milk are contami-
nated if cattle graze on pasture polluted with waste-
water and subsequent ingestion of these products
may affect human health.[1]

HEALTH RISKS

The most important negative health effects are due to
the presence of pathogens and toxic chemical com-
pounds in the wastewater. To determine the extent of
the impact, two approaches are used: epidemiological
and quantitative risk assessment studies. The first con-
sists of measuring the number of additional sick people
in a population exposed to wastewater during irri-
gation, compared with a similar (socially and economi-
cally) unexposed population. In other words, these
studies measure the health effects that actually occur.
Quantitative risk assessment studies use data on the
pollutant content in wastewater, different scenario
exposure (types or crops, quantity of wastewater
involved, ingestion modes, etc.) and the infective or
toxic dose to determine the risk of disease–that is to
say, they estimate the health effects.

BIOLOGICAL POLLUTANTS

There are four groups of biological pollutants in
wastewater: viruses, bacteria, protozoa, and helminth
eggs. Each group is composed of several types of
organisms, some of which are pathogenic to humans.
The type and concentration of each group in a waste-
water depends on the number of sick people contribu-
ting to the wastewater. This is because wastewater
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mirrors public health conditions, reflecting by its com-
position the magnitude and type of local diseases.

Not all of the biological groups represent the same
risk. This can be explained with the help of Table 1,
which summarizes the results from an epidemiologic
study comparing observed effects on two similar
populations. In the population using wastewater to irri-
gate, disease caused by a helminth was increased 6–16
times more than that in the unexposed population. How-
ever, for protozoan diseases, no difference was observed.

In 2006, the World Health Organization (WHO)
stated that the major risk for all exposed groups to
wastewater was caused by helminths. Following hel-
minths, the next causes of risk are bacteria and viruses.
Cholera, typhoid, shigellosis, salmonellosis, non-
specific diarrhoeal disease outbreaks, as well as Helico-
bacter pylori infections causing gastric ulcers, have
been reported when untreated wastewater is used.
Different viral infections have also been reported.
For neighboring communities, bacterial (but not viral)
infections are increased if wastewater is applied using
sprinklers. Concerning protozoa, there is no evidence
of an increase in disease transmission for any except
amebiasis in farm workers and their families if they
are in contact with wastewater. Using quantitative
microbial risk assessment studies, it has been demon-
strated that risks caused by viruses are higher than
those caused by protozoa.[3]

MAIN INFECTIOUS DISEASES

Helminthiases (worm diseases) are the major diseases
transmitted. They are very common in developing
countries, where the affected population is 25–33%,
reaching up to 90% in populations living in poverty

and with poor sanitary conditions.[4] In developed
countries, helminthiases reach 1.5% of the population
at most. There are several kinds of helminthiasis;
ascariasis is the most common and is endemic in
Africa, Latin America, and the Far East. There are
1.3 billion infections globally. And, even though it is
a disease with low mortality rate, most of the
people affected are children under 15 years with
problems of faltering growth or impaired fitness or
both. Approximately 1.5 million of these children will
probably never catch up, even if treated.[5] Another
important helminthiasis is schistosomiasis, which
particularly affects African and Asian countries. Other
diseases related to the use of wastewater are cholera,
typhoid, shigellosis, gastric ulcers, giardiasis, amebia-
sis, and skin diseases. Koilonychia (spoon-shaped nails
disease) has been also reported in farmers as a result
of the anemia caused by helminths.

CHEMICALS

Regarding chemical compounds, the major health
concern is due to heavy metals, followed by toxic organic
compounds. Some heavy metals, such as cadmium, cop-
per, molybdenum, nickel, and zinc, accumulate in crops
to levels that are toxic to consumers. But fortunately,
most of them cause damage in the plants before reaching
harmful levels in humans and cattle. Cadmium is the
metal displaying the greatest risk. It is toxic to humans
and animals in doses much lower than those that visibly
affect plants; furthermore crop uptake can increase with
time.[6] Maximum tolerable soil concentrations of vari-
ous chemical compounds (heavy metals and organics),
based on human health protection, are given by the
WHO.[3] Heavy metal contents in municipal wastewaters

Table 1 Comparison of the disease rate in an area using wastewater to irrigate with an area using treated wastewater

Rate of morbidity

Organism

Population

affected by age

Zone irrigated with

untreated wastewater (A)

Zone irrigated with

treated wastewater (B) A/B ratio

Helminth (Ascaris lumbricoides) 0–4 15.3 2.7 5.7
5–14 16.1 1.0 16.0
>15 5.3 0.5 10.6

Protozoan (Giardia lamblia) 0–4 13.6 13.5 1.0
5–14 9.6 9.2 0.9

>15 2.3 2.5 0.9

Protozoan (Entamoeba histolytica) 0–4 7.0 7.3 1.0
5–14 16.4 12.0 1.4
>15 16.0 13.8 1.2

Source: From Ref.[2].
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are generally within acceptable levels; however, if indus-
trial wastewaters are dicharged to municipal sewers,
metals might reach dangerous levels.

There are no epidemiological data on the effect of
organic compounds. Based on quantitative risk assess-
ment studies, they appear to be minor. Most of the
toxic organic compounds have a large size and high
molecular weight, so they are not absorbed by plants
and they tend to remain in the soil.[3] In fact, the major
risk is caused by pesticides remaining on the surface of
fruits and leaves that are applied directly to crop fields,
rather than due to their introduction through waste-
water irrigation.

BENEFICIAL EFFECTS ON HEALTH

The use of wastewater can also have positive effects on
health. These are recently acknowledged and relate to
food security in poor areas. Thanks to wastewater, it
is possible (and frequently the only way) to produce
food and increase income in poor areas and thus this
way nutrition and thus health are improved. Malnu-
trition plays a significant role in the death of 50% of
all children in developing countries, with nearly
10.4 million children under the age of 5 dying from it
every year.

CONTROL

Although it could be thought that to control risks, the
use of wastewater should be simply banned, in many
regions this is not an option. What is needed is first

to set appropriate and affordable standards in each
country to progressively control the use of untreated
wastewater. In doing this, it is important to identify
different methods (Table 2).

According to WHO (2006), treated wastewater with
103–104 thermotolerant coliforms (that are indicators
of bacterial fecal pollution) and <1 helminth egg/L
should not pose any threat. Thus, it is important to
disinfect wastewater. This can be done for all
pathogens but for helminth eggs by using chlorine,
UV-light, or ozone. For helminth eggs, the only
efficient methods consist in removing them from
wastewater by methods that remove particles,[7] such
as sedimentation and filtration. That is why, sta-
bilization ponds, sand and gravel filtration, and even
coagulation–flocculation processes have been success-
fully applied. Removal of Helminth eggs is only rel-
evant in developing countries where their content in
wastewater is 7–80 times higher than in that from
developed ones.

CONCLUSION

The use of wastewater for irrigation provokes negative
and positive effects on health. Negative effects are due
mainly to pathogenic diseases, the most important
ones being those caused by helminths, bacteria, and
viruses, in that order. To obtain maximal benefits from
using wastewater, it is important to apply methods to
control these negative impacts. The methods are very
varied and do not only refer to wastewater treatment,
but also to those presented in Table 2.

Table 2 Health protection measures to control the risks caused by pathogens

For all exposed groups

� Wastewater treatment

� Access to safe drinking-water and sanitation facilities

� Chemotherapy and immunization

� Health and hygiene promotion

Product consumers and produce handlers Workers and their families People living in the nearby areas

� Crop restriction � Use of personal protective
equipment

� Restricted access to irrigated
fields and hydraulic structures� Wastewater application techniques

that minimize contamination � Disease vector and intermediate
host control

� Access to safe recreational water,
especially for children and adolescents� Withholding periods to allow pathogen

die-off after the last wastewater application � Reduced vector contact � Disease vector and intermediate

host control� Hygienic practices at food markets
and during food preparation

� Reduced vector contact

� Produce washing, disinfection, and cooking

Wastewater Use in Agriculture: Public Health Considerations 1305

© 2008 by Taylor & Francis Group, LLC



W
astew

ater–

Y
ellow

REFERENCES

1. Jimenez, B. Irrigation in developing countries using
wastewater. Int. Rev. Environ. Strategies 2006, 6 (2),
229–250.

2. Cifuentes, E.; Blumenthal, J.; Ruiz-Palacios, G.; Beneth,
S. Health impact evaluation of wastewater in Mexico.
Public Health Revue 1992, 19, 243–250.

3. WHO Guidelines for the Safe Use of Wastewater,
Excreta and Greywater, vol. 2 Wastewater Use in
Agriculture; World Health Organization: Geneva, 2006;

213 pp.

4. Bratton, R.; Nesse, R. Ascariasis: an infection to watch for

in immigrants. Postgrad. Med. 1993, 93, 171–178.
5. Silva, N.; Chan, M.; Bundy, A. Morbidity and mortality

due to ascariasis: re-estimation and sensitivity analysis
of global numbers at risk. Trop. Med. Int. Health 1997,

2 (6), 19–28.

6. Pescod, M. Wastewater treatment and use in agriculture.
FAO Irrigation and Drainage Paper 47. Food and Agri-
culture Organization: UN Rome, Italy, 1992; 125 pp.

7. Jimenez, B. Helminth ova removal from wastewater for
agriculture and aquaculture reuse. Water Sci. Technol.
2007, 55 (1–2), 485–493.

1306 Wastewater Use in Agriculture: Public Health Considerations

© 2008 by Taylor & Francis Group, LLC



W
as

te
w

at
er

–

Y
el

lo
w

Wastewater Use in Agriculture: Saline and Sodic Waters

Manzoor Qadir
Integrated Water and Land Management Program, International Center for Agricultural
Research in the Dry Areas (ICARDA), Aleppo, Syria, and International Water
Management Institute (IWMI), Colombo, Sri Lanka

Paramjit Singh Minhas
Integrated Water Management, Indian Council of Agricultural Research (ICAR),
Pusa, New Delhi, India

INTRODUCTION

In dry areas, water of marginal quality is a crucial seg-
ment of the overall water management in irrigated
agriculture. As an important component of marginal-
quality water, urban wastewater is used to irrigate a
range of crops. Wastewater is more saline than fresh-
water because salts are added to it from different
sources.[1] There are no economically viable means to
remove the salts once they enter wastewater because
of the prohibitively expensive techniques such as cation
exchange resins or reverse osmosis membranes, which
are only used to produce high-quality recycled water.[2]

Saline wastewater contains excess levels of soluble
salts while sodic water is characterized by excess levels
of sodium (Naþ). In many cases, both salts and Naþ

are present in excess concentrations (saline–sodic
wastewater). In addition, wastewater may contain excess
levels of metals, metalloids, detergents, pesticide residues,
and medical waste. Salinity in wastewater is characterized
by its electrical conductivity (EC) expressed in terms of
deciSiemens per meter (dS m�1). Sodicity is assessed by
sodium adsorption ratio (SAR), which is expressed as
the relative amounts of Naþ to that of calcium (Ca2þ)
and magnesium (Mg2þ). This entry addresses sources
of salts in wastewater, their potential environmental
implications, relevant preventive measures, and manage-
ment strategies for agricultural use.

SOURCES OF SALTS IN WASTEWATER

Major sources of salts and other inorganic contami-
nants in wastewater originate from the industries,
which are generally divided into two broad categories.
The first category includes those industries that gener-
ate wastes with high salt concentrations. The examples
are rayon plants, and the chemical manufacturing
industry (caustic soda, soap, and detergents), among
others. The second category consists of industries that

generate varying levels of toxic wastes; for example,
pesticides, fertilizers, steel plants, smelters, pharma-
ceuticals, and tanneries.[3] The amount and type of
salts used in an industry and the relevant treatment
affect its wastewater quality. In addition, the implica-
tions are complex when industrial or commercial brine
waste streams are not discharged into separate waste
sewers, rather into main urban sewers that convey
wastewater to the treatment plants or to disposal
channels leading to farmers’ fields. There are no limits
on salt concentrations for discharge of industrial
wastewater into urban sewers.[4] Salinity and sodicity
related characteristics in wastewater generated in
different areas of the Indian sub-continent are given
in Table 1.

ENVIRONMENTAL IMPLICATIONS

In addition to metals and metalloids and other pollu-
tants, excess salts in irrigation water have negative effects
on crops, soils, and groundwater. Plant growth is affected
by the osmotic and ion-specific effects, and ionic imbal-
ance leading to deficiency and/or toxicity of some nutri-
ents. Osmotic effects depress the external water potential,
making water less available to the plants. Excess levels of
certain ions, such as Naþ, chloride (Cl�), metals, and
metalloids cause ion-specific effects leading to toxicity
or deficiency of certain nutrients in plants.[5]

Excess salinity levels in irrigation water do not
adversely affect soil structure and its physical and
hydraulic properties. Rather, saline conditions may
have favorable effects on soil structure stability.[6]

However, in case of sodic water irrigation, the excess
levels of Naþ and bicarbonate (HCO3

�) gradually result
in the development of sodicity problem in soils, thereby
exhibiting structural problems created by certain
physical processes (slaking, swelling, and dispersion
of clay) and specific conditions such as surface crusting
and hardsetting.[7] Such problems may affect water and
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air movement, root penetration, seedling emergence,
runoff, erosion, and tillage operations.

Irrigation with saline and/or sodic wastewater may
impact groundwater quality. In case of well-drained
soils, there is a possibility of movement of salts and
other contaminants through the soil profile into uncon-
fined aquifers.[8] The quality of wastewater, soil char-
acteristics, and the initial quality of the receiving
groundwater are the important factors that determine
the extent to which salts in wastewater impact ground-
water quality.

PREVENTIVE MEASURES AND
MANAGEMENT STRATEGIES

Source Control

Controlling the source from where salts are added to
wastewater is an important step to protect waste-
water quality for beneficial reuse. The sources of salts
in wastewater can be reduced by using technologies in
industrial sector that reduce salt consumption vis-à-
vis discharge into the sewage system. In addition,
restrictions can be imposed on the use of certain pro-
ducts for domestic use that are major sources of salts
in wastewater.[4] Other measures consist of rehabili-
tation or repair of leaky sewers infiltrated by saline
effluent.

Crop Selection

An appropriate selection of crop or crop variety cap-
able of producing profitable biomass is vital while irri-
gating with saline and/or sodic wastewater. Such
selection is generally based on the ability of the crop
to withstand ambient levels of salinity and sodicity in
the growth medium.[9] The salt tolerance of a crop is
not an exact value because it depends on several soil,

crop, and climatic factors. It reflects the capacity of a
crop to endure the effects of excess root zone salinity.
The capacity of crops to withstand salinity is described
in relative terms and generally divided into four
classes, i.e., sensitive, moderately sensitive, moderately
tolerant, and tolerant. Salt tolerance threshold values
of a range of crops as a function of average root zone
salinity are given in Table 2. The genetic diversity
among these crops provides a range of cropping
options. In the case where production of field crops
is not feasible owing to high salinity, salt-tolerant trees
and halophytes can be planted.

In case of long-term wastewater irrigation, there
may be toxicity of certain ions if taken up by the plants
in excessive concentrations. The degree of such damage
depends on ambient concentrations of the toxic
element, crop sensitivity, and crop water use. In terms
of their effects, the main toxic ions in municipal efflu-
ents are boron (B) > Naþ > Cl�.[4] Classification of
crops as a function of tolerance for these ions is avail-
able elsewhere.[9] Since wastewater mostly contains
high concentrations of nutrients such as nitrogen (N),
the crops may not require N-fertilizer application
except for the basal dose in some cases to meet the
initial high demands. However, effective management
of nutrients in wastewater is case-specific.

Irrigation and Water Management

Wastewater irrigation can be accomplished by differ-
ent methods such as surface or flood irrigation, furrow
irrigation, sprinkler irrigation, and micro-irrigation
such as drip or trickle irrigation. Among them, sprin-
kler irrigation may cause injury to crops from the salts
absorbed directly through wetted leaf surfaces. Several
factors affect salt accumulation in leaves: leaf age,
shape, angle, and position on plant; type and concen-
tration of salt; ambient temperature; air velocity; irri-
gation frequency; and length of time the leaf remains
wet.[9] Since injury is related more to the number than
the duration of sprinkler irrigation, infrequent and
heavy irrigations should be preferred over frequent
and light irrigations.

Consistent with all irrigation approaches, care
should be taken that water is applied in excess of crop
water requirement (evapotranspiration) or that pre-
dictable rainfall occurs to leach excess salts from the
root zone. Salinity control by effective leaching of the
root zone becomes more important under conditions
where wastewater and/or soil contain high concentra-
tions of salts. Leaching can be accomplished at each
irrigation event, alternate irrigation, or less frequently
as the leaching frequency depends on the salinity status
in water or soil, salt tolerance of the crop, and climatic
conditions. The amount of rainfall should be taken

Table 1 Salinity and sodicity related characteristics in

wastewater generated in different areas of the Indian
sub-continent

Location

Parameter

Haryana,

India

Faisalabad,

Pakistan

Haroonabad,

Pakistan

EC (dS m�1) 0.9–3.2 2.3–4.0 4.4

SAR 0.4–6.2 12.6–20.8 —

RSC (mmolc L�1) 0.0–10.8 2.3–6.2 —

As a salinity parameter, EC refers to electrical conductivity. Sodicity

parameters consist of sodium adsorption ratio (SAR) and residual

sodium carbonate (RSC).
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into consideration while estimating the leaching
requirement and selecting leaching method. Although
leaching is essential to prevent root zone salinity,
leaching under saline wastewater irrigation may result
in the movement of nitrates, metals and metalloids,
and salts to the groundwater. Therefore, monitoring
of groundwater level and quality is an essential indi-
cator of environmental performance.[4]

Saline wastewater can be used for irrigation in con-
junction with freshwater, if available, through cyclic,
blending, and sequential approaches. Several studies have
evaluated different aspects of these approaches on a field
scale. These approaches allow a good degree of flexibility
to fit into different situations.[10] Guidelines pertaining to
water quality for irrigation are available in Table 3.

Seedbed Preparation and
Planting Techniques

Since most crops are salt-sensitive at germination
stage, their establishment is most critical with saline
wastewater. Under field conditions, it is possible by
modifications of planting practices to minimize salt
accumulation around the seed and to improve the

stand of crops that are sensitive to salts during germi-
nation. For example, sowing near the bottom of the
furrows on both sides of the ridges, raising seedlings
with freshwater and their transplanting, using mulch
to carry over soil moisture for longer period, and
increasing seed or seedling rate per unit area (plant

Table 2 Yield potentials of some grain, forage, vegetable, and fiber crops as a function of average root zone salinity

Crop at specified yield potentials Average root zone salinity (dS m�1)

Common name Botanical name 50% 80% 100%

Durum wheat Triticum durum Desf. 19 11 6

Tall wheat grass Agropyron elongatum (Hort) Beauv. 19 12 8

Barley Hordeum vulgare L. 18 12 8

Cotton Gossypium hirsutum L. 17 12 8

Rye Secale cereale L. 16 13 11

Sugar beet Beta vulgaris L. 16 10 7

Bermuda grass Cynodon dactylon L. 15 10 7

Sudan grass Sorghum sudanese (Piper) Stapf 14 8 3

Wheat Triticum aestivum L. 13 9 6

Purslane Portulaca oleracea L. 11 8 6

Sorghum Sorghum bicolor (L.) Moench 10 8 7

Alfalfa Medicago sativa L. 9 5 2

Spinach Spinacia oleracea L. 9 5 2

Broccoli Brassica oleracea L. (Botrytis Group) 8 5 3

Egg plant Solanum melongena L. 8 4 1

Rice Oryza sativa L. 7 5 3

Potato Solanum tuberosum L. 7 4 2

Maize Zea mays L. 6 3 2

Carrot Daucus carota L. 6 3 1

These data serve only as a guideline to relative tolerances among crops. Absolute tolerances vary and depend on climate, soil conditions, and

cultural practices.

Based on the salt tolerance data of different crops and percentage decrease in yield per unit increase in root zone salinity in terms of dS m�1 as

reported by Maas and Grattan.[9]

Table 3 Guidelines for interpretation of water quality for
irrigation by using combined effects of sodium adsorption
ratio (SAR) and electrical conductivity (EC) of irrigation

water

Degree of restriction on use

SAR

Severe

problem

Slight to

moderate problem

EC (dS m�1) No problem

0–3 <0.2 0.2–0.7 >0.7

3–6 <0.3 0.3–1.2 >1.2

6–12 <0.5 0.5–1.9 >1.9

12–20 <1.3 1.3–2.9 >2.9

20–40 <2.9 2.9–5.0 >5.0

Source: Adapted from Ref.[10].
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density) to compensate for possible decrease in germi-
nation and growth.

Soil and Water Treatment

Irrigation with sodic wastewater needs provision of a
source of Ca2þ to mitigate Naþ effects on soils and
crops. Gypsum (CaSO4�2H2O) is the most commonly
used source of Ca2þ; its requirement for sodic water
depends on the Naþ concentration and can be esti-
mated through simple analytical tests. Gypsum can
be added to the soil, applied with irrigation water by
using gypsum beds, or placing gypsum stones in water
channel. In case of calcareous soils, containing precipi-
tated or native calcite (CaCO3), the dissolution of cal-
cite can be enhanced through plant root action to
increase Ca2þ levels in the root zone. Therefore, a
lower rate of gypsum application may work well on
calcareous soils. Plant residues and other organic mat-
ter left in or added to the field can also improve chemi-
cal and physical conditions of the soils irrigated with
sodic wastewater. In addition, biological treatment of
salt-prone wastewater by standard activated-sludge
culture can be triggered by the inclusion of salt-tolerant
organisms to improve treatment efficiency. Other
amendments such as lime, kaolin, and zeolite can also
be used to immobilize heavy metals in wastewater-
irrigated soils.

CONCLUSIONS

Irrigation with urban wastewater is a popular alterna-
tive to its discharge into rivers or other water bodies. In
addition to organic solutes, wastewater may contain
appreciable amounts of inorganic salts, metals, metal-
loids, detergents, pesticide residues, and medical waste.
Major sources of salts in wastewater originate from
industrial sector. Salt-prone wastewater can be saline
or sodic. Saline wastewater contains excess levels of
soluble salts while sodic wastewater is characterized
by excess levels of sodium. Irrigation with salt-prone
wastewater may result in negative impacts on irrigated
crops, soils, and groundwater. Therefore, long-term
wastewater irrigation needs special management strate-
gies, which are determined by the crop grown, water
quality, rainfall pattern, climate, soil characteristics,

groundwater level and quality, and provision of a
drainage system.
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INTRODUCTION

The correct timing and ideal amount of irrigation water to
apply depends on many factors including soil properties,
plant physiology, and the climate. On the other hand,
optimal irrigation management also requires efficient
water application to achieve the best production and/or
economic efficiency. The estimation and use of evapotran-
spiration-based scheduling to achieve optimal water use
efficiency and production will be discussed.

WATER BALANCE OF A FIELD

The objective of irrigation scheduling is to maintain
the water content of a crop root zone within an accept-
able range that is conducive to the optimal growth,
production, and quality for the existing climatic
conditions. The goal of good irrigation management
is to apply water to the field so that the water losses
are mainly to transpiration and yet to supply water
with the correct timing and amount to achieve high
production and crop quality. The application efficiency
(AE) is commonly defined as the ratio of water stored
in the root zone, which can contribute to evapotrans-
piration, to the amount of water applied. One goal of
irrigation application is to make the value for AE as
high as possible while supplying sufficient water to
the entire field to minimize production losses due to
non-uniform application. This is generally done by
maximizing how evenly water soaks in across a field,
minimizing runoff, and applying sufficient water so
that the soil water content is increased to field capacity
or higher over most of the field.

YIELD THRESHOLD DEPLETION (YTD)

When the soil water depletion or SWD (i.e., field
capacity minus the soil water content) exceeds the yield

threshold depletion (YTD) the yield or quality is likely to
decrease. For practical purposes, the YTD is determined
as the product of the crop-specific allowable depletion
(AD) and the plant available water (PAW) within the
effective root zone (YTD ¼ AD � PAW), where PAW

is the water held between field capacity and the perma-
nent wilting point. Characteristics associated with low
AD (35–50%) include: 1) harvesting the whole plant; 2)
slow root growth rates; 3) high ET rates during midsea-
son; 4) shallow soil depths; 5) poor soil structure; 6) low
water infiltration rates; 7) root pest problems; 8) water
or soil salinity; 9) high topsoil fertility; and 10) high soil
temperature for shallow-rooted crops. Crops with the
opposite characteristics tend to have higher AD values
(50–65%).

MANAGEMENT ALLOWABLE DEPLETION

Although the YTD is an important factor in scheduling,
the management allowable depletion (MAD) is the
depletion that is commonly used to time irrigation.
The MAD is the soil water depletion that best fits
the growers’ needs, and irrigation events are timed so
that applications are made on or before the day that
SWD exceeds the MAD. For a well-designed irrigation
system, the YTD is the upper limit for the MAD. The
MAD accounts for factors including: optimization of
application efficiency, cultivation, pruning, water
delivery restrictions, etc., that often control scheduling
more than the YTD. The gross application to an
irrigated crop is calculated as

GA ¼ RT � AR ð1Þ

where RT is the irrigation runtime in hours and AR is
the application rate in mm hr�1.

The corresponding net application (NA) is

NA ¼ GA � AE ð2Þ
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For efficient irrigation, the MAD can be determined
using these relationships. For example, if a surface-
irrigated crop with application rate 20 mm hr�1 has
optimal AE ¼ 80% given an RT ¼ 8 hr set, the
GA ¼ 160 mm, and NA ¼ 128 mm. Whenever the soil
water depletion reaches about 128 mm, an irrigation
with RT ¼ 8 hr can be applied to refill most of the soil
to field capacity. For a microsprinkler system with
AR ¼ 0.65 mm hr�1 and AE ¼ 90% that is operated
at RT ¼ 48 hr at each irrigation, GA ¼ 31.2 mm and
NA ¼ 28.1 mm, so MAD ¼ 28.1 mm. In all cases,
MAD should be smaller than YTD.

EVAPOTRANSPIRATION

Well-watered crop evapotranspiration (ETc) is calcu-
lated as the product of reference evapotranspiration
(ETo) and a crop coefficient (Kc), where ETo is the
evapotranspiration of a reference crop an estimate
of the evapotranspiration of a 0.12-m tall, well-
watered, cool-season grass and the Kc is a crop factor.
It is assumed that ETo responds only to weather fac-
tors, and the variation in ETo rate is used to estimate
the weather effects on ETc. Since the relative ETc of
the crop varies with growth and management, the
Kc factor accounts for differences between the crop
ETc and ETo.

Reference Evapotranspiration

The most commonly used equation for estimating ETo

using daily weather data is the Penman–Monteith
equation.[1] In many locations, automated weather sta-
tion networks are used to estimate ETo using hourly
weather data and the equation from Ref.[2]. Readers
are referred to the original publications for details on
calculating ETo. The equations and Excel programs
for calculating ETo with the Penman–Monteith equa-
tion are also available on the internet at http://biomet.
ucdavis.edu.

Crop Coefficients

Crop coefficient (Kc) factors change during a season
as the crop develops and management changes. When
the crop canopy or the foliage is small, evaporation
from the surface is often a larger component of
evapotranspiration than evaporation from other
surfaces. As the canopy develops, the relative contri-
bution of transpiration increases relative to evapo-
ration until it becomes the dominant part of ETc.
For annual crops, the leaves senesce in the fall and
the transpiration decreases as the leaves age. Thus,
for most annual crops, the Kc values are low in the

spring, reach a peak during midseason, and decline in
the fall. For perennial crops, the transpiration part of
ETc tends to be fixed all year, with some changes in
ETc due to differences in soil evaporation due to wet soil.

A linear approximation for the general shape of a
seasonal Kc curve for field and row crops is shown in
Fig. 1. Annual tree and vine crops have a similar curve,
but without the initial growth period between dates A
and B. The Kc curve for tree and vine crops starts on
date B. Subtropical horticultural crops have relatively
fixed Kc values all year. A crop Kc curve is never
expected to fall below the Kc of bare soil based on
ETo rate and rainfall frequency (Fig. 2). The dates in
Fig. 1 are A (planting), B (10% ground cover), C
(75% ground cover), D (onset of senescence), and E
(when transpiration ceases or the crop is harvested).
For tree and vine crops, date C corresponds to about
70% ground cover.

One problem is that it is difficult for growers to
identify the date when senescence begins. To overcome
the problem, percentages of the growing season rather
than growth dates can be used. In general, the percent-
age of the season until the onset of senescence is rela-
tively fixed regardless of the planting date or climatic
conditions. Using percentages of the season until vari-
ous growth dates has simplified scheduling software so
that growers only need to enter the start and end dates,
and all other dates are computed from the percentages.
A listing of percentages of the season to dates B, C,
and D and the Kc values for dates C and E for major
crops from several sources is given in Table 1.[1,3–6]

The estimates of Kc values during initial growth based
on bare soil evaporation as a function of the ETo rate
and rainfall and/or irrigation frequency is provided in
Fig. 2.[7]

Irrigation Scheduling

Irrigation is used to replace soil water losses that are
not replaced by natural means (i.e., rainfall, fog inter-
ception, and water table). Applications are normally
timed to replace water before yield-reducing water
stress occurs. Water losses occur mainly through eva-
potranspiration and accurate estimates of ETc are
needed to determine soil water depletion; especially
for drip and microsprinkler irrigation systems. Often
a schedule based on historical ETo provides con-
siderable benefit for little effort, and derivation of
historical ETo schedules is highly recommended; espec-
ially for surface and sprinkler irrigation methods. For
frequently irrigated crops, near-real time or forecast
ETo can improve management. For example, the
California Irrigation Management Information
System (CIMIS) provides near-real-time ETo for
growers in California.

1312 Water Balance Scheduling in Arid Regions

© 2008 by Taylor & Francis Group, LLC

http://biomet.ucdavis.edu
http://biomet.ucdavis.edu


W
as

te
w

at
er

–

Y
el

lo
w

A sample water balance calculation for a crop
starting with the water content at field capacity (i.e., the
soil water depletion is SWD ¼ 0) on 2 July and an
MAD ¼ 60 mm is provided in Table 2. The daily ETc is

calculated as the product of corresponding ETo and Kc

values. The current day SWD is calculated as SWD from
the previous day plus the ETc minus effective rainfall
and any net application on the current day. Effective

Fig. 1 Generalized crop coefficient curve for field and row crops.

Fig. 2 Crop coefficient (Kc) for near-bare soil (less than 10% ground cover) as a function of daily mean ETo rate and days
between significant rainfall or irrigation (>5.0 mm).
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Table 1 Crop or surface percentages of the season from date A (planting or leaf emergence) to B (10% cover or leaf

emergence), C (75% cover for field crops or 70% cover for trees and vines), and D (onset of senescence)

% Of season Kc

Crop names A–B A–C A–D C–D E

Apple 0 50 75 1.05 0.80

Almonds 0 50 90 1.05 0.65

Avocado 0 33 67 0.70 0.70

Bare Soil 25 50 75 0.05 0.05

Barley 20 45 75 1.10 0.15

Beans (dry) 24 40 91 0.95 0.10

Beets (table) 25 60 90 0.90 0.90

Carrots 20 50 83 0.95 0.80

Cereal Grains 20 45 75 1.10 0.15

Citrus 0 33 67 1.00 1.00

Citrus (desert) 0 33 67 0.90 0.90

Corn (grain) 20 45 75 1.05 0.60

Cotton 20 55 85 1.10 0.65

Crucifers 25 63 88 0.90 0.85

Cucumber 19 47 85 0.85 0.85

Eggplant 23 54 85 0.90 0.85

Wine grapes 0 25 75 0.80 0.35

Kiwifruit 0 22 67 1.05 1.05

Lentil 13 33 73 1.00 0.30

Melon 21 50 83 0.95 0.75

Olives 0 33 67 0.70 0.70

Onion (dry) 10 26 75 0.90 0.75

Pasture (improved) 25 50 75 0.95 1.00

Peas 20 47 83 0.95 1.00

Peppers 20 45 85 0.92 0.85

Safflower 17 45 80 1.05 0.25

Sorghum 16 42 75 1.00 0.50

Spinach 33 67 92 0.87 0.90

Squash 20 50 80 0.83 0.70

Stone fruits 0 50 90 1.20 0.65

Sugarbeet 15 45 80 1.05 0.95

Sunflower 20 45 80 1.05 0.40

Tomato 25 50 80 1.10 0.65

Turfgrass (C3) 25 50 75 0.80 0.80

Turfgrass (C4) 25 50 75 0.60 0.60

Walnuts 0 50 75 1.05 0.80

Millet 14 36 75 1.05 0.30

Oats 20 45 75 1.05 0.15

Grazed Pasture 0.90 0.90

Grass and clover 1.05 1.05

Crop coefficients to use during midseason (i.e., dates C–D) and at the end of the season (i.e., date E).
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rainfall equals the smaller of the rainfall or SWD. On the
irrigation date, GA is calculated as NA divided by the AE

fraction, and RT equals GA divided by AR. Following
the irrigation, the calculation procedure is repeated and
the next irrigation is applied when the SWD again exceeds
MAD ¼ 60 mm.

CONCLUSIONS

Proper irrigation scheduling is needed to insure that
water is used efficiently and to maximize crop pro-
duction in arid environments. An arid environment
is typified by a lack of water for plant growth and
development, and, therefore, irrigation is commonly
used to produce crops in arid lands. Water balance,
determining yield thresholds, selecting managed
allowable depletions, reference evapotranspiration,
and crop coefficients were discussed to provide irriga-
tors with the basic concepts of irrigation scheduling.
Sample crop coefficients and growth information
for major crops were provided. A sample irrigation
schedule was presented as an example of the
procedure.
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Table 2 A sample water balance calculation for a crop having a MAD ¼ 60 mm, AE ¼ 80%, AR ¼ 3 mm hr�1, a rainfall

of 10 mm on 8 July, and starting with the SWD ¼ 0 on 2 July

Date

Rainfall

(mm d�1)

ETo

(mm d�1) Kc

ETc

(mm d�1)

SWD

(mm)

NA

(mm)

Eff. rain

(mm d�1)

GA

(mm)

RT

(hr)

2nd July 0.0 0

3rd July 6.7 1.01 6.8 6.8 0

4th July 6.9 1.02 7.0 13.8 0

5th July 6.5 1.02 6.6 20.5 0

6th July 6.3 1.03 6.5 26.9 0

7th July 5.8 1.03 6.0 32.9 0

8th July 10 5.5 1.03 5.7 28.6 10

9th July 6.3 1.04 6.5 35.1 0

10th July 6.7 1.04 6.9 42.1 0

11th July 6.8 1.05 7.1 49.2 0

12th July 6.6 1.05 7.0 56.1 0

13th July 6.4 1.05 6.7 2.9 60.0 0 75.0 25.0

14th July 6.3 1.05 6.6 9.5 0
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INTRODUCTION

Worldwide, water demand studies have traditionally
taken the perspective of production. Databases and
literature on water demand generally show the water
withdrawals in the domestic, agricultural, and indus-
trial sector.[1–3] Though providing useful informa-
tion, these datasets do not tell much about the water
needed by people in relation to their consumption.
Many goods consumed by the inhabitants of a
country are produced in other countries, and this
means that the real water demand of a population
can be much higher than the national water with-
drawals suggest. The reverse can be the case as
well—national water withdrawals are substantial, but
a large amount of the products are being exported
for consumption elsewhere.

The water footprint concept was introduced in 2002
in order to have a consumption-based indicator of
water use that could provide useful information in
addition to the traditional production-sector-based
indicators of water use.[4] The water footprint of a
nation is defined as the total volume of freshwater that
is used to produce the goods and services consumed
by the people of the nation. The concept has been
developed in analogy to the ecological footprint con-
cept.[5,6] The ecological footprint of a population repre-
sents the area required to produce the resources used
and to assimilate the wastes produced by a certain
population at a specified material standard of living,
wherever on Earth that land may be located. Whereas
the ecological footprint thus quantifies the area needed
to sustain people’s living, the water footprint indicates
the volume of water required. A similar type of analy-
sis, not focussing on area or volume of water but on
volume of energy, is known under the term ‘‘embodied
energy analysis’’ or—in an alternative form—‘‘emergy
analysis.’’[7] Although integration of ecological foot-
print analysis, water footprint analysis, and embodied
energy or emergy analysis into one coherent analytical
framework is an obvious challenge, efforts in this
direction have not yet been undertaken.

This entry shows how the concept of water footprint
can be quantified and mapped and also summarizes
current knowledge on the actual water footprints of
nations.

ASSESSING THE WATER FOOTPRINT OF
A NATION

There are two ways of quantifying the water foot-
print of a nation. In the bottom-up approach, one
multiplies all goods and services consumed by the inhab-
itants of the nation by their respective virtual water
content. Virtual water is the volume of water required
to produce a commodity or service (see the entry
Virtual Water: Measuring Flows around the World).
It is termed ‘‘virtual’’ because the water is not really
embedded in the commodity or service. The real water
content of commodities is generally very small if
compared to their virtual water content.

In the top–down approach, the water footprint of a
nation is estimated as the national water use plus the
virtual water flows that enter the country minus the
virtual water flows that leave the country. A nation’s
water footprint has two components—the internal
and the external water footprint. The first component
is defined as the use of domestic water resources to
produce goods and services consumed by inhabitants
of the country. It is the sum of the total water volume
used from the domestic water resources in the national
economy minus the volume of virtual water export to
other countries insofar related to export of domestic-
ally produced products. The external water footprint
of a country is defined as the annual volume of
water resources used in other countries to produce
goods and services consumed by the inhabitants of
the country concerned. It is equal to the so-called vir-
tual water import into the country minus the volume
of virtual water exported to other countries as a result
of the re-export of imported products. Virtual water
flows (m3/yr) between nations can be estimated by
multiplying commodity trade flows (tn/yr) by their
associated virtual water content (m3/tn).

WATER NEEDS BY PRODUCT

Total crop production in the world requires 6390 bil-
lion m3 of water per year at field level.[8] This volume
includes both the use of blue water (ground and sur-
face water) and the use of green water (moisture stored
in soil strata). Adding irrigation losses, which globally
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add up to 1590 billion m3/yr, the total volume of water
used in agriculture becomes 7980 billion m3/yr. About
one-third of this amount is blue water withdrawn for
irrigation and the remaining two-thirds is green water
(soil water). Rice is the largest water consumer. It takes
about 1359 billion m3/yr, which is about 21% of the
total volume of water used for crop production at field
level. The second largest water consumer is wheat
(12%). Although the total volume of the world rice
production is about equal to the wheat production,
rice consumes much more water per ton of production.
The difference is due to higher evaporative demand for
rice production and lower yields in comparison to
wheat production. As a result, the global average
virtual water content of rice (paddy) is 2291 m3/tn
and the average for wheat is 1334 m3/tn.

The virtual water content of rice (broken) that a
consumer buys in the shop is 3420 m3/tn on average.
This is larger than the virtual water content of paddy
rice as harvested from the field because of the weight
loss as paddy rice is processed into broken rice.
Table 1 shows the virtual water content of a few con-
sumer products. In general, livestock products have
higher virtual water contents than crop products. This
is because a live animal consumes a lot of feed crops,
drinking water, and service water in its lifetime before
it produces some output. The higher up in the product
chain the greater the virtual water content of the pro-
duct. For example, the global average virtual water
content of maize, wheat, and rice (husked) is 900,
1300, and 3000 m3/tn, respectively, whereas the virtual
water content of chicken meat, pork, and beef is 3900,

Table 1 Global average virtual water content of some

selected products, per unit of product

Product

Virtual water

content (litres)

1 sheet of A4-paper
(80 g/m2)

10

1 tomato (70 g) 13

1 potato (100 g) 25

1 microchip (2 g) 32

1 cup of tea (250 ml) 35

1 slice of bread (30 g) 40

1 orange (100 g) 50

1 apple (100 g) 70

1 glass of beer (250 ml) 75

1 slice of bread (30 g)
with cheese (10 g)

90

1 glass of wine (125 ml) 120

1 egg (40 g) 135

1 cup of coffee (125 ml) 140

1 glass of orange juice
(200 ml)

170

1 bag of potato crisps (200 g) 185

1 glass of apple juice (200 ml) 190

1 glass of milk (200 ml) 200

1 cotton T-shirt (250 g) 2300

1 hamburger (150 g) 2400

1 pair of shoes
(bovine leather)

8000

Source: From UNESCO-IHE (see Ref.[8]).

Fig. 1 Average national water footprint per capita (m3/capita/yr). Green means that the nation’s water footprint is equal to
or smaller than global average. Countries with red have a water footprint beyond the global average.
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Table 2 Composition of the water footprint for some selected countries. Period: 1997–2001

Use of domestic

water resources

Use of foreign

water resources Water footprint

Water footprint by

consumption category

Crop

evapotranspirationa
Industrial water

withdrawal

For national

consumption Domestic

water
Agricultural goods Industrial goods

Country

Population

� 1000

Domestic

water

withdrawal

Gm3/yr

For national

consumption

Gm3/yr

For export

Gm3/yr

For national

consumption

Gm3/yr

For

export

Gm3/yr

Agricultural

goods

Gm3/yr

Industrial

goods

Gm3/yr

For

re-export

of imported

products

Gm3/yr

Total

Gm3/yr

Per

capita

m3/cap/yr

Internal

water

footprint

m3/cap/yr

Internal

water

footprint

m3/cap/yr

External

water

footprint

m3/cap/yr

Internal

water

footprint

m3/cap/yr

External

water

footprint

m3/cap/yr

Australia 19,071 6.51 14.03 68.67 1.229 0.12 0.78 4.02 4.21 26.56 1393 341 736 41 64 211

Bangladesh 129,942 2.12 109.98 1.38 0.344 0.08 3.71 0.34 0.13 116.49 896 16 846 29 3 3

Brazil 169,109 11.76 195.29 61.01 8.666 1.63 14.76 3.11 5.20 233.59 1381 70 1155 87 51 18

Canada 30,649 8.55 30.22 52.34 11.211 20.36 7.74 5.07 22.62 62.80 2049 279 986 252 366 166

China 1,257,521 33.32 711.10 21.55 81.531 45.73 49.99 7.45 5.69 883.39 702 26 565 40 65 6

Egypt 63,375 4.16 45.78 1.55 6.423 0.66 12.49 0.64 0.49 69.50 1097 66 722 197 101 10

France 58,775 6.16 47.84 34.63 15.094 12.80 30.40 10.69 31.07 110.19 1875 105 814 517 257 182

Germany 82,169 5.45 35.64 18.84 18.771 13.15 49.59 17.50 38.48 126.95 1545 66 434 604 228 213

India 1,007,369 38.62 913.70 35.29 19.065 6.04 13.75 2.24 1.24 987.38 980 38 907 14 19 2

Indonesia 204,920 5.67 236.22 22.62 0.404 0.06 26.09 1.58 2.74 269.96 1317 28 1153 127 2 8

Italy 57,718 7.97 47.82 12.35 10.133 5.60 59.97 8.69 20.29 134.59 2332 138 829 1039 176 151

Japan 126,741 17.20 20.97 0.40 13.702 2.10 77.84 16.38 4.01 146.09 1153 136 165 614 108 129

Jordan 4,813 0.21 1.45 0.07 0.035 0.00 4.37 0.21 0.22 6.27 1303 44 301 908 7 43

Mexico 97,291 13.55 81.48 12.26 2.998 1.13 35.09 7.05 7.94 140.16 1441 139 837 361 31 72

Netherlands 15,865 0.44 0.50 2.51 2.562 2.20 9.30 6.61 52.84 19.40 1223 28 31 586 161 417

Pakistan 136,475 2.88 152.75 7.57 1.706 1.28 8.55 0.33 0.67 166.22 1218 21 1119 63 12 2

Russia 145,878 14.34 201.26 8.96 13.251 34.83 41.33 0.80 3.94 270.98 1858 98 1380 283 91 5

South Africa 42,387 2.43 27.32 6.05 1.123 0.40 7.18 1.42 2.10 39.47 931 57 644 169 26 33

Thailand 60,487 1.83 120.17 38.49 1.239 0.55 8.73 2.49 3.90 134.46 2223 30 1987 144 20 41

United

Kingdom

58,669 2.21 12.79 3.38 6.673 1.46 34.73 16.67 12.83 73.07 1245 38 218 592 114 284

U.S.A 280,343 60.80 334.24 138.96 170.777 44.72 74.91 55.29 45.62 696.01 2483 217 1192 267 609 197

Global total/

average

5,994,251 344 5434 957 476 240 957 240 427 7452 1243 57 907 160 79 40

aIncludes both blue and green water use in agriculture.

Source: From UNESCO-IHE (see Ref.[8]).
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4900, and 15,500 m3/tn, respectively. However, the vir-
tual water content of products varies greatly from
place to place, depending upon the climate and tech-
nology adopted for farming and corresponding yields.

WATER FOOTPRINTS OF NATIONS

The global water footprint is 7450 billion m3/yr, which
is 1240 m3/cap/yr in average.[8] About 86% of the
global water footprint relates to the consumption
of food and other agricultural products. Eight countries—
India, China, the United States, the Russian Feder-
ation, Indonesia, Nigeria, Brazil, and Pakistan—
together contribute 50% to the total global water
footprint. In absolute terms, India is the country with
the largest footprint in the world, with a total foot-
print of 987 billion m3/yr. But on a relative basis,
the United State’s citizens have the largest water foot-
print, with 2480 m3/yr per capita, followed by the
people in south European countries such as Greece,
Italy, and Spain (2300–2400 m3/yr per capita). Large
water footprints can also be found in Malaysia and
Thailand. The Chinese people have a relatively low
water footprint, with an average of 700 m3/yr per
capita. The average per capita water footprints of
nations are shown in Fig. 1. Table 2 shows the compo-
sition of the water footprint for a few selected countries.

The explanatory factors behind the size of a
national water footprint are the volume of consump-
tion, consumption patterns, climate, and agricultural
practice. In rich countries, people generally consume
more goods and services, which immediately translate
into increased water footprints. This partially explains
the high water footprints of, for instance, the United
States, Italy, and Switzerland. The composition of
the consumption package is relevant, too, because
some goods (bovine meat, rice) require more water
than others. The high consumption of meat signifi-
cantly contributes to larger water footprints in
countries like the United States, Canada, France,
Spain, Portugal, Italy, and Greece. The average meat
consumption in the United States is, for instance,
120 kg/yr—more than three times the world average.
In regions with unfavorable climatic conditions (high
evaporative demand), the water requirement per unit
of crop production is relatively large, lending to higher
water footprints in countries such as Senegal, Mali,
Sudan, Chad, Nigeria, and Syria. A fourth factor
that determines larger water footprints is water-
inefficient agricultural practice that increases water
requirements in production, as evident in countries
such as Thailand, Cambodia, Turkmenistan, Sudan,
Mali, and Nigeria. In Thailand, for instance, rice yields
averaged 2.5 tn/ha in the period of 1997–2001, while
the global average in the same period was 3.9 tn/ha.

CONCLUSION

The water footprint of a nation is a rough indicator
of the effects of national consumption on worldwide
water resources. The ratio of internal to external water
footprint is relevant because externalising the water
footprint means externalising the environmental
impacts. Some European countries (Italy, Germany,
the United Kingdom, and the Netherlands) have
external water footprints, contributing 50–80% to the
total water footprint.[8] The ratio of blue to green
water footprint is relevant because blue water abstrac-
tions affect the environment generally more than
green water use.[9] Finally, some components of the
water footprint involve the use of water for which
no alternative use is possible, while other parts relate
to water that could have been used for other pur-
poses with higher value added. There is a difference,
for instance, between beef produced in extensively
grazed grasslands of Botswana (use of green water
without alternative use) and beef produced in an
industrial livestock farm in the Netherlands (partially
fed with imported irrigated feed crops).
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Water Harvesting

Gary W. Frasier
U.S. Department of Agriculture (USDA), Fort Collins, Colorado, U.S.A.

INTRODUCTION

A significant portion of the world’s land surface is too
dry for intensive agriculture without supplemental
water, usually in some form of irrigation using surface
water diversion or pumped groundwater. There are
many parts of these same arid and semiarid lands
where irrigation water is inadequate, unavailable, or
unsuitable. Yet, many of these lands have in the past,
or currently, supported some form of cultivated agri-
culture, even in areas that receive less than 200 mm
of rainfall per year. How can there be intensive agricul-
ture in areas where rainfall quantities are less than
200 mm/yr? The answer is; the crops are grown using
a technique of water supply called water harvesting.
Even most arid lands have relatively large quantities
of water available in the form of precipitation that is
potentially available for some beneficial use if it can
be collected or concentrated and stored.

What is water harvesting? Water harvesting is a
technique of water supply that can be used where
conventional surface or groundwater sources are
unavailable or unsuitable. The basic premise of water
harvesting is the collection of precipitation from a
specific area for some beneficial use. Precipitation run-
off is collected from a relatively large area and stored
or concentrated onto a smaller area. This provides a
multiplication factor for maximizing the benefits of
the limited precipitation. The water collection area
may be a natural undisturbed hillslope or some type
of prepared impermeable surface. The collected water
can be used for growing crops, drinking water for
human and animals, or other domestic uses. The col-
lected water may be used immediately by placement
in the soil (infiltration) or stored in an appropriate
container for later use.

BACKGROUND

There is evidence of water harvesting structures being
used over 9000 yr ago in the Edom Mountains of
Southern Jordan.[1] The people of Ur practiced water
harvesting as early as 4500 BC.[2] Studies have shown
that extensive agricultural systems using water harvest-
ing techniques existed in some areas 3000–4000 yr ago.
One such area is the vast arid zone adjacent to the
‘‘Fertile Crescent’’ of the Middle East. The Fertile

Crescent stretches from Israel through Lebanon and
Syria ending in Mesopotamia along the Tigris–
Euphrates Valley. In historical times this was a major
agricultural area utilizing water from various streams
and rivers in the area for irrigating crops. With increas-
ing population pressures there was an exodus of the
population from within the ‘‘Crescent’’ into the adja-
cent arid deserts outside the Crescent.[3] These desert
areas were considerably less desirable for agricultural
production than the areas the people had left. There
were no perennial surface water supplies, streams, or
groundwater.[4] Even so, extensive agricultural com-
munities were developed in the desert lands that, in
some areas, still flourish today.[3] There is evidence that
similar techniques were used over 400 yr ago in South-
western United States where Mesa Verde National
Park is located.[5]

A common concept is that water harvesting has
only been used in, or is most suitable for, arid lands.
In reality water harvesting can be used almost any-
where where other water sources are inadequate,
unavailable, or unsuitable. In recent times water har-
vesting has been used for growing crops in many places
in the world such as Israel, Egypt, Jordan, Mexico,
Australia, and the United States. It has been used to
supply drinking water for domestic use and animals
in places such as Hawaii (United States), Thailand,
Mexico, Australia, and Egypt. It is most effective
where there is a predictable quantity and timing of pre-
cipitation during the period when the water is needed.

TYPES OF WATER HARVESTING FOR CROPS

Crop production using water harvesting techniques
is commonly referred to as runoff farming. In run-
off farming the collected water can be applied directly
to fields from the catchment area during the precipi-
tation event or stored for later application using some
system of irrigation.

One method of runoff farming is called floodwater
farming. The precipitation runoff flowing down a
channel during a storm event is directed or diverted
onto a field or cropping area. A second method is
called microcatchment farming. With microcatch-
ments, each plant or small group of plants has a small
runoff contributing area directly upslope of the grow-
ing area. Typically the runoff area is 5–20 times larger
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than the cropping area. This technique has been used
very extensively for various tree crops such as
pistachio, olives, and almonds (Fig. 1).

A third method of runoff farming encompasses
a combination of both direct application of the run-
off water and later irrigation with excess runoff
water from a stored source. The land is formed into
a series of large ridges and furrows. Crops such as fruit
trees or grapes are planted in the bottom of the fur-
rows. Water from the side slopes of the ridges drains
onto the crop area in the bottom of the furrows. Run-
off water that is not directly infiltrated into the planted
area continues down the center of the furrow into some
storage pond or container. At some later date the
water is pumped back onto the crop area as needed
using some form of an irrigation system (Fig. 2).

POTENTIAL OF WATER HARVESTING

If all the water that falls as precipitation on a given
piece of land can be collected and put to beneficial
use, there is usually adequate water to sustain life and
support some form of agriculture. This can be illu-
strated using an example from the Negev desert of
Israel. While historical precipitation records are not
available from prehistoric days, various experts believe
there have been no major changes in the past 2000 yr.[6]

Current yearly precipitation records for a typical area
in the Negev desert show that precipitation ranges
from 28 mm/yr to 168 mm/yr, with an average of
about 86 mm/yr. Most of the precipitation occurs
during the winter months, November–March, with
about 16 rainy days/yr, 12 days with precipitation
greater than 1 mm, 3 days with precipitation greater
than 10 mm, with only a single storm event greater than
25 mm/day every 2 yr. Average hourly intensities are

relatively low, less than 5 mm/hr, but for short peri-
ods of 5 min to 10 min, precipitation intensities up to
20–50 mm/hr have been recorded.[7] These precipita-
tion characteristics are similar to other arid lands in
the world.

Even with a low annual precipitation occurring as
infrequent storms, considerable water can be collected
and utilized. One millimeter of precipitation per square
meter is equal to 1 L of water. Using the Negev desert
data; if all the annual precipitation (85 mm) occurring
on 10 m2 of land can be collected and used to irrigate
1 m2, it is equivalent to 850 mm of water of precipi-
tation. Collecting the precipitation runoff from large
areas for use on smaller areas can provide adequate
quantities of water for growing crops, even if it occurs
only on a few days each year. Table 1 gives some
estimated quantities of water from other areas of the
world, which can potentially be collected from preci-
pitation. All that is necessary is to have some means
for storing the collected water until it is needed.

Even if only a portion of the total precipitation is
collected and effectively used, crops can be grown in
areas that would normally be considered unsuitable.
Researchers have been able to re-construct some of
the ancient farms in the Negev desert and grow vari-
ous fruits and nuts, like olives, pomegranates, figs,
almonds, pistachio, apricots, peaches, plums, and
vegetables-like onions, peas, artichokes, and aspara-
gus. Fields of wheat and barley have produced ade-
quate food grain crops.[8]

To maximize the benefits of water harvesting for
growing crops under limited precipitation conditions,
several other factors are desirable. These include:

Soil type—in the cropping area, it is desirable to
have deep soils with a high water-holding capacity that

Fig. 1 Microcatchment water harvesting for growing jojoba
near Phoenix, Arizona, USA in a 230 mm annual precipi-
tation zone.

Fig. 2 Ridge and furrow water harvesting system for grow-
ing pistachios near Saltillo, Coahuila, Mexico. Excess pre-
cipitation runoff is collected in a storage pond at the lower
edge of the field for later application to the trees by a drip

irrigation system.
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will retain the water within the plant rooting depth.
The water collecting area (catchment) should have
impermeable soils or a surface that prevents the water
from infiltrating and maximizes the runoff. Catchment
areas should have sufficient slope and a topography
that rapidly carries the runoff water from the area.

Precipitation—maximum benefits of water harvest-
ing are achieved if the precipitation occurs during
cooler weather when evapotranspiration rates are the
lowest. Precipitation intensities must be greater than
the infiltration rate of the catchment area. When grow-
ing crops there is an added benefit if the precipitation
occurs during the cropping season. This reduces the
period of time necessary to store the collected water.

Crop type—crop species must be drought tolerant
or capable of surviving extended dry periods. Crop-
ping practices must include plants that are capable
of utilizing the available water efficiently yet can
withstand prolonged time intervals when water may
be limited or non-existent. Good cropping practices
must also recognize that water requirements for plant
establishment are frequently different than the water

requirements for mature established plants. During
the plant establishment phase, rooting systems are
usually shallow, which necessitates the water be
available in the upper layers of the soil profile. Under
these conditions there is also the potential for signifi-
cant losses of the soil water by evaporation from the
unprotected (non-shaded) soil surface.

ADVANTAGES AND DISADVANTAGES OF
WATER HARVESTING

If there is some precipitation, water harvesting can
be a method of water supply. In most instances the
collected water is of a very good quality (pure).

While water harvesting can supply water in most
areas, it should not be considered an inexpensive
means of water supply. There are appreciable costs
of preparing catchment areas and water storage facili-
ties. Maximum runoff efficiency is obtained by sealing
or covering the soil surface. These techniques are rela-
tively expensive and may not be cost effective in many

Table 1 Water quantities potentially available from precipitation for selected locations in the world

Location Latitude Longitude Elevation (m) Record length (yr) Precipitation (L/m2)a

Kabul, Afghanistan 34� 300N 69� 130E 1,815 45 320

Cipolletti, Argentina 38� 570S 67� 590W 270 24 160

Alice Springs, Australia 23� 480S 133� 530E 545 30 250

Arica, Chile 18� 280S 70� 200W 30 25 0

Alexandria, Egypt 31� 120N 29� 530E 32 61 180

New Delhi, India 28� 350N 77� 120E 210 75 640

Baghdad, Iraq 33� 200N 44� 240E 35 15 140

Tehran, Iran 35� 410N 51� 190E 1,200 33 250

Jerusalem, Israel 31� 470N 35� 130E 810 50 500

Amman, Jordan 31� 580N 35� 590E 775 25 280

Kuwait, Kuwait 29� 210N 48� 000E 5 10 130

Chihuahua, Mexico 28� 420N 105� 570W 1,350 22 390

Marrakech, Morocco 31� 360N 08� 010W 460 31 240

Karachi, Pakistan 24� 480N 66� 590E 4 59 200

Riyadh, Saudi Arabia 24� 390N 46� 420E 590 3 80

Khartoum, Sudan 15� 370N 32� 330E 390 46 160

Aleppo, Syria 36� 140N 37� 080E 390 10 390

Tunis, Tunisia 36� 470N 10� 120E 65 50 420

United States
Albuquerque, NM 35� 030N 106� 370W 1,620 30 210

El Paso, TX 31� 480N 106� 340W 1,190 30 200
Las Vegas, NV 36� 050N 115� 100W 660 30 100
Phoenix, AZ 33� 260N 112� 010W 340 30 180

Reno, NV 39� 300N 119� 470W 1,340 30 180
a1 mm of precipitation equals 1 L/m2.

From ‘‘Climates of the World’’ Historical Climatology Series 6-4, U.S. Dept. Commerce, NOAA, Asheville, North Carolina, January 1969.

www.ncdc.noaa.gov (accessed November 2000).
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locations. At sites where land area and labor are rela-
tively inexpensive and readily available, smoothing
of the soil surface may be the most effective means
of collecting the required quantities of water. Runoff
per unit area from a smoothed soil catchment surface
may be relatively low. Using a larger catchment area
can offset the lower runoff efficiency.

In many locations, the cost of the water storage can
represent the major expense of a water harvesting
facility. In these instances it may be desirable to design
the storage supply to meet the needs even if there is
excess water during part of the year.

For maximum long-term effectiveness, water
harvesting systems must have scheduled and timely
maintenance and repair. Many systems have been
adequately designed and constructed, and yet have
failed to supply the anticipated quantities of water
within a relatively short time interval because of inad-
equate maintenance. Usually the required mainte-
nance or repair can be accomplished in a relatively
short period of time without a lot of expense.
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INTRODUCTION

Water’s physical and chemical properties are uniquely
different from other substances in ways that determine,
to a large extent, the nature of the physics and biology
of the earth. Individual water molecules can link
with each other through hydrogen bonds. The degree
of hydrogen bonding between water molecules changes
with temperature that causes changes in the density of
water and its heat content. These changes are uniquely
important to the sustainability of life on earth. The dis-
sociation of water into hydrogen and hydroxyl ions,
although very small, is important in reactions of acids
and bases. These topics, which were chosen as the
focus of this article, are only the ‘‘tip-of-the-iceberg’’
as is evident when one peruses the references cited here.

Water’s large heat capacity [75.2 J(mol K)�1] plays a
key role in providing an environment that makes life

possible, as we know it. The Gulf Stream, which flows
from the Gulf of Mexico to the Arctic Ocean, cools
about 20�C releasing, in the process, energy at a rate

equivalent to that released by burning 175 million met-
ric tons of coal per hour. All the coal mined annually
would supply energy at this rate for only 12 hr. Thus

the heat released from the cooling of warm ocean cur-
rents is responsible for the temperate climate over
much of the earth’s surface.[1]

The physical properties of water are used to define
the following physical constants and units: 1) the freez-
ing point of water is taken as 0�C and the boiling point
at atmospheric pressure is taken as 100�C; 2) the
unit of volume in the metric systems is chosen so that
1 mL of water at 3.98�C weighs 1.000 g; 3) the unit of
heat, the calorie, is the amount of heat required to raise
the temperature of 1 g of water by 1�C at 15�C.

MOLECULAR STRUCTURE

The water molecule, H2O, consists of two atoms of
hydrogen (H) and one atom of oxygen (O). The orien-
tations of the electron orbitals in the oxygen atom and
the location of the hydrogen atoms result in a water
molecule that can be visualized as a pyramid (Fig. 1).
Simplistically, the water molecule can be thought of

as an O atom with two hydrogen atoms attached near
its surface on one side causing this side of the molecule
to have a small positive charge that is matched with a
small negative charge on the other side. This resulting
separation of the positive and negative charges on the
water molecule is called an electric dipole: water has a
large electric dipole moment.

HYDROGEN BONDING AND ITS ROLE IN THE
STRUCTURE OF ICE, WATER, AND STEAM

Each hydrogen in one water molecule can bond with
the negatively charged oxygen side of another in what
is known as a hydrogen bond. Each water molecule
can form four hydrogen bonds that extend in four
directions. This resulting structure, known as a tetra-
hedron, is illustrated in Fig. 2. This arrangement exists
among all water molecules in ice: the tetrahedrons
form a lattice with others that can be represented as
sheets of hexagonal rings (Fig. 3). This structure is a
very open, more open than what exists in water. As a
result, ice is less dense than water.

An interesting consequence of this difference in density
occurs as lakes cool during the winter. Ice forms on the

surface of lakes rather than on the lake bottom. This
provides insulation slowing the rate of freezing and
makes it less likely that all the water in lakes will freeze

during the winter. Another consequence is that when
water freezes in plants, the accompanying expansion
can cause cell walls to break, killing the cell. For

example, oranges when ripe can be ruined for the fresh
fruit market by prolonged temperatures below freez-
ing. As the juice within an orange freezes, the edible
portion of the orange becomes mushy because the cell

walls are broken. When this occurs oranges must be
harvested quickly for the juice market.

When ice melts, the hexagonal rings are partially
degraded because some of the hydrogen bonds are bro-
ken. Consequently, water molecules are packed more
closely together, causing water to have a greater
density than ice. With an increase in temperature from
0 to 4�C, further ring degradation and breaking
of hydrogen bonds occur, causing a further increase
in the density of water. Only at temperatures greater

1324

© 2008 by Taylor & Francis Group, LLC



W
as

te
w

at
er

–

Y
el

lo
w

than 4�C does water begin to show the usual decrease
in density with increasing temperature: normal
expansion occurs because molecular agitation increases
the distance between water molecules and overcomes
the effect of hexagonal ring degradation.

Water vapor at 100�C, or steam, consists of mostly
single water molecules. Because high temperatures
increase the ability of molecules to move, the chances
are small that two or more molecules in steam remain
together due to H-bonding.

WATER AS A SOLVENT FOR SALTS

The reasons that water is so effective in dissolving salts
are due to its dipolar character and its shape. Because
of the former it hydrates the ions of salts. Because of a
combination of ionic character and shape, the attrac-
tive force between solvated ions are reduced making
them less likely to precipitate out of solution.

Due to its dipolar character, water molecules tend to
combine with ions to form hydrated ions. This
hydration process releases enough energy to overcome
the lattice energy holding the ions together in a salt

crystal. Salt crystals consist of negative and positive
ions. For example, table salt consists of negatively
charged chloride ions and positively charged sodium
ions. Each negative ion attracts the positive ends of
water molecules, and holds several water molecules
to itself. Positive ions, which are usually smaller than
negative ions, show this effect more strongly; each
positive ion attracts the negative ends of the water
molecules and binds several molecules to itself. Gener-
ally speaking, the greater the ratio of an ion’s charge to
its surface area, the more heavily hydrated it will be.
Hydration is least significant for singly charged anions
such as chloride and nitrate, which are considerably
larger than most cations.

The dissolution of salts by water is also related to it
dielectric constant, another aspect of its shape and
electric characteristic. When water molecules are sub-
jected to electrostatically charged plates, they align
their positive ends toward the negative plate and
their negative ends toward the positive plate. This par-
tially neutralizes the applied field: the dielectric con-
stant of water at room temperature is about 80. This
compares to a dielectric constant for air of one. The
force of attraction, or repulsion, of electric charges is
inversely proportional to the dielectric constant of
the medium surrounding the charges. This means that
two oppositely charged ions in water attract each other
with a force of 1/80 as strong as in air. Salts are not as
soluble in solvents with low dielectric constants, such
as gasoline or acetone as they are in water.

Thus not only does water tend to hydrate both the
positive and negative ions in a salt crystal releasing
enough energy to overcome the lattice energy, the force
of attraction between the solvated ions is low because
of water’s high dielectric constant.

Fig. 2 The tetrahederal arrangement between four water
molecules resulting from hydrogen bonds, shown as broken
lines, between individual molecules.

Fig. 1 Geometric shape of the water molecule.

Fig. 3 The lattice of hexagonal rings of water molecules that
exists among all water molecules in ice.
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DISSOCIATION OF WATER

In addition to its role as a solvent, water also plays a
significant role in reactions of chemical species known
as acids and bases. This stems from the dissociation of
water into hydrogen (Hþ) and hydroxyl (OH�) ions
according to the reaction

H2O 0 Hþ þ OH�

The equilibrium expression for this reaction is

Kw ¼ ½Hþ� � ½OH�� ¼ 1:0 � 10�14

where Kw is known as the dissociation constant of
water, and the ions within brackets represent their
molar concentrations.

According to the dissociation constant of water,
only a few H2O molecules dissociate. In 1 L of pure
water, there are about 55 moles of H2O and 0.0000001
(1 � 10�7) mol each of Hþ and OH�. The product
of these ion concentrations equals 1.0 � 10�14 as it
should according to the equation for the dissociation
constant of water.

A solution where the concentration of both [Hþ]
and [OH�] equals 1 � 10�7 mol L�1 is known as a
neutral solution. A water solution where [Hþ] exceeds
[OH�] is said to be acidic. On the other hand, where
[OH�] exceeds [Hþ], the water solution is said to be
basic. Using such small numbers to characterize acidity
and basicity is difficult. In 1909 Sorensen proposed an
alternative method by introducing a term known as
pH, where

pH � �log10½Hþ� ¼ log10 1=½Hþ�

The pH of a neutral solution is �log10[1 � 10�7]
which equals 7. For acidic solutions the hydrogen ion
concentrations will be greater than 1 � 10�7 and their

pH will be less than 7. For basic solutions the hydro-
gen ion concentrations will be less than 1 � 10�7

and their pH will be greater than 7 (Table 1).

CONCLUSION

The combination of one oxygen atom with two atoms
of hydrogen results in a molecule with a small negative
charge on one side and a small positive charge on the
other. This distribution of charges results in bonding
between water molecules. This bonding, known as
H-bonding, causes water to have unique changes in
density upon freezing and a high heat capacity. Both
are important to the sustainability of life on earth.
The small negative and positive charges on the water
molecule play a key role in its ability to dissolve salts.
Although the bonds between the oxygen and hydrogen
atoms in water are strong, in a liter of water, a very
small fraction of the water molecules dissociate into
OH� and Hþ ions. This dissociation is the key to the
definition of pH and to the understanding of acid
and base reactions.
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Table 1 pH of some common liquids

Lemon juice 2.2–2.4 Human blood 7.3–7.5

Tomato juice 3.0 Human saliva 6.5–7.5

Beer 4–5 Wine 2.8–3.8

Cow’s milk 6.3–6.6 Drinking water 6.5–8.0

Source: From Ref.[2], Table 19.2.
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Water Quality: Modeling

Richard Lowrance
Southeast Watershed Research Laboratory, Agricultural Research Service (USDA-ARS),
U.S. Department of Agriculture, Tifton, Georgia, U.S.A.

INTRODUCTION

Largely because of the difficulty of monitoring and
predicting non-point source pollutants from large
areas, water quality modeling has been an important
area of water science since the late 1960s. Water quality
modeling plays many roles in evaluating and improv-
ing the quality of our environment. Models have a
major role in helping management and regulatory
agencies determine how water quality standards can
be met, especially when water quality problems are
due to non-point sources. Water quality models are
used to compare different management strategies
designed to control non-point source pollution. Mod-
els are used to estimate the effects of inputs (including
pollutants) on the internal dynamics of water bodies.
Water quality modeling is also used to summarize
and estimate the various sources of pollutants,
especially nutrients, in large basins in order to provide
a basis for geographic targeting of pollutant sources.

Water quality models are based on some represen-
tation of hydrology and may include movement of
surface water, groundwater, and mixing of water in
lakes and water bodies. Based on the hydrology, water
quality models then simulate some combination of
sediment, nutrients, heavy metals, and xenobiotics
such as pesticides. Some water quality models,
especially those that deal with nutrients, may contain
substantial detail related to biological processes includ-
ing algal growth, nutrient transformations, and respir-
ation. Most water quality models that portray the
movement of water within a landscape or landscape
components (e.g., fields, forests, streams) portray the
interaction of water with soil in a variety of ways.
Newer water quality models and add-ons to older
water quality models are able to portray the effects
of water quality parameters on the biota of lakes and
streams or incorporate stream bank, riparian zone,
and/or channel functions to understand the effects of
these areas on chemical and sediment transport. Other
water quality models are used to simulate the effects of
critical inputs on the biological communities of lakes
and rivers. These aquatic ecosystem models may or
may not be tied to watershed models that provide
simulated loading to the aquatic ecosystem under
varying land use and management.

CLASSIFICATION OF WATER
QUALITY MODELS

Water quality models are either built on hydrologic
models, are used in conjunction with hydrologic
models, or use empirical hydrologic data. Although
water quality models can be physical representations
of the real world such as channels and ditches built
to scale, mathematical or formal models are more
common.[1] Mathematical water quality models are
quantitative expressions of processes or phenomena
that are known to occur in the real-world. The expres-
sions are simplifications of real-world systems through
a series of equations governed by conservation of mass.
Mathematical water quality models are often a combi-
nation of theoretical and empirical representations of
the real-world system. Empirical models use water
quality observations to provide estimates of water quality
parameters through regression analysis. Process based or
theoretical representations use physical, chemical, and
biological causal relationships to describe the workings
of a conceptual system.

Although the real world is subject to random
occurrences of weather and management that drive
hydrology and water quality, many models ignore the
randomness of inputs and spatially distributed attri-
butes and assume that there is a known value for all
model parameters. Conversely, stochastic (or random)
models use probability distributions of parameters in
time or space and can provide outputs based on the
distribution. Most water quality models are determi-
nistic models in the sense that one set of inputs will
provide only one set of outputs. The difference in a
stochastic and deterministic model can be illustrated
by how models deal with something simple like how
fast water moves in a soil. A deterministic model would
use one value for each soil while a stochastic model
would vary the movement rate based on the range
and distribution of measured water movement rates.
Deterministic models are often used with a range of
key parameters in order to produce a range of outputs
that would better represent real world conditions.
Another critical distinction among water quality mod-
els is whether they provide continuous or event-based
simulations. Continuous simulation models generally
provide at least some representation of groundwater/
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surface water interactions, while event-based models
are more likely to provide only representations of
hydrologic processes that take place during rainfall
events.

A final distinction among models is whether they
are lumped or distributed parameter models. A lumped
parameter model contains little or no spatial realism
and represents landscape units as homogeneous with
respect to the parameters and inputs that drive the
model. A distributed parameter model represents cer-
tain aspects of the landscape structure, typically by
representing areas that are homogeneous with respect
to soils, vegetation, and/or land use. Each of these dis-
crete areas is modeled separately and then outputs
from all the discrete areas are put together and routed
through the system. Because most water quality mod-
els are tied to hydrologic models, the water quality
outputs from source areas in the model are typically
routed through either surface flow pathways, sub-
surface flow pathways, or both. Models that deal only
with events are typically routed through surface flow
pathways. Models that simulate continuous or daily
water quality in a watershed or field generally must
deal with both subsurface or groundwater routing
and surface water routing.[2]

USES OF WATER QUALITY MODELS

Risk Assessment of Pesticides

Knowledge of fate and transport of pesticides in the
environment is essential to the assessment of risk due
to dietary and drinking water exposure. The passage
of the Food Quality Protection Act (FQPA) lead to a
pressing need to quantitatively predict ranges and
magnitudes of expected environmental pesticide con-
centrations in drinking water. Health-based safety
standards mandated by FQPA require USEPA to con-
sider drinking water exposures of humans to pesticides
during the risk assessment process. Some state agencies
and USEPA use screening models to estimate pesticide
concentrations in groundwater and surface water to
identify those food-use pesticides that are not expected
to contribute enough exposure via drinking water to
result in unacceptable levels of aggregate risk.[3] The
models are used to guide regulatory agencies such as
USEPA to identify where more detailed field data are
needed.

Evaluation of Best Management
Practices (BMPs)

Water quality improvement from extensive land uses
such as agriculture and forestry depends largely on

the use of BMPs. Agricultural water quality modeling
attempts to adequately represent the differences
among various management practices in order to
compare and choose which BMPs lead to the least
transport of pollutants. These models are typically
structured to represent homogeneous landscape units
such as fields or portions of fields in order to compare
management features such as tillage, fertilizer sources,
manure use, and pesticide use and predict the relative
impacts on local transport of pollutants such as sedi-
ment, nitrogen, phosphorus, and pesticides. Existing
models may be used to test the application of BMPs
to areas for which no water quality data are available
or to determine the effects of BMPs that are similar
to those for which water quality effects have been
quantified.

Evaluation of Sources and/or Impacts
of Pollutants

Both process based and empirical models have been
used successfully to examine the sources of pollutants
in watersheds and the impact of pollutants or non-
pollutants on aquatic ecosystems. The need to quantify
the non-point source contributions for watersheds
and small basins is largely driven by Total Maximum
Daily Load (TMDL) assessments and implementa-
tion plans mandated by the federal Clean Water
Act.[4] The TMDL assessments are done with a
water quality accounting approach that typically uses
water quality models to estimate non-point source pol-
lution. The non-point and point sources of a pollutant
that are causing the water quality impairment are then
combined and compared to observations in the water
body. If the water quality is impaired due to the direct
presence of a pollutant, then the model estimates of
non-point source pollution are used to design a plan
for reducing non-point sources or trading point
sources for non-point. If pollutants are tied indirectly
to the impairment, for instance nutrient enrichment
that causes low dissolved oxygen, then the behavior
of the pollutant in the waterbody is modeled in order
to determine the necessary pollutant load reduction.

Explanation of Large-Scale
Systems Behavior

As the behavior of large-scale systems becomes more
of an issue and as water quality monitoring data
become more available, attempts have been made to
combine monitoring and modeling to predict the trans-
port of water-borne pollutants on large scales—river
basins and continents. Regression models are used to
relate measured pollutant transport in streams to spa-
tially referenced descriptors of pollutant sources, land
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surface characteristics, and stream channel characteris-
tics.[5] Although mechanisms of pollutant transport are
not modeled directly, coefficients that serve as surro-
gates for processes are used to achieve substantial
explanatory power for observed water quality data.
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Water Quality: Range and Pasture Land

Thomas L. Thurow
Department of Renewable Resources, University of Wyoming,
Laramie, Wyoming, U.S.A.

INTRODUCTION

Livestock and clean water are two products that can be
simultaneously obtained from range and pasture lands.
This requires that ecological and hydrological princi-
ples be applied when crafting a grazing management
strategy that is compatible with predetermined water
quality goals. Making protection of water quality the
starting point of land use planning is a philosophical
foundation of 1972 U.S. Clean Water Act and sub-
sequent amendments. This goal is operationalized by
management agencies establishing total maximum
daily load (TMDL) standards for waterways. A
TMDL is a calculation of the maximum amount of a
pollutant from all contributing point sources [a specific
location such as a confined animal feedlot operation
(CAFO)] and non-point sources (pollution that occurs
over a wide area such as may originate from grazing).

Major water impairment concerns associated with
grazing can be broken down into physical (suspended
sediment), chemical (nutrients, dissolved oxygen), and
biological (pathogens) aspects of water quality. Design
of a grazing system that will protect water quality
must consider the interaction between livestock, vege-
tation, soil, and water. Grazing effects on each of these
attributes are discussed later.

PHYSICAL CHARACTERISTICS

Suspended Sediment

Suspended sediment is the most pervasive non-point
source pollutant from grazing lands. All waterways
naturally contain some suspended sediment attributable
to the geologic (natural) erosion influenced by stream
type (primarily determined by the geology, topography,
and location within the watershed) and ecological factors
(e.g., climate, vegetation, soil). Therefore, formulation of
TMDL suspended sediment standards must be catch-
ment specific so that geologic erosion can be differen-
tiated from accelerated erosion associated with human
activities such as grazing management.

Grazing management can effect the erosion rate of
a site primarily by influencing the degree to which live-
stock impact the soil and vegetation.

Livestock Impacts on Soil

Soil structure is the arrangement of soil particles and
intervening pore spaces. The size of soil particles
(aggregation) and their stability when wetted deter-
mines the porosity of the soil, which governs the rate
at which water will enter the soil (infiltration). If the
rainfall rate is greater than the infiltration rate, water
will run off the site, carrying sediment with it.

Livestock trampling compacts the soil, increasing
the bulk density (i.e., the pore volume is reduced result-
ing in decreased infiltration rate). The degree of dam-
age associated with trampling at a particular site
depends on soil type, soil water content, seasonal cli-
matic conditions, and the intensity of livestock use.[1]

Compacted trails form on sites where livestock traffic
is concentrated. The density of trails tends to increase
as the number of pastures is increased within an inten-
sive rotation grazing system. Another common reason
for trail formation is repeated movement to and from
limited sources of water, mineral supplements, or shel-
ter. The low infiltration rate of trails results in concen-
trated runoff, which may eventually create gullies.
Roads across hilly range and pasture lands are also a
serious erosion source, especially since they are often
poorly designed and maintained.[2]

Another way livestock trampling causes surficial
problems is by churning dry soil to dust. This is very
detrimental to infiltration because the disaggregated
soil particles are carried by water and lodge in the
remaining soil pores making them smaller or sealing
them completely. This ‘‘washed in’’ layer where clay
particles clog soil pores is a common way that soil
crusts are formed. Soil crusts can reduce infiltration
by 90%, thereby dramatically increasing runoff and
sediment transport.[3] Trampling a crusted soil does
break the crust and incorporates mulch and seeds into
the soil. However, this benefit is short lived because
the subsequent impact of falling raindrops re-seals the
soil surface after several minutes. To effectively
address a soil-crusting problem, livestock grazing sys-
tems must concentrate on addressing poor aggregate
stability, which is the cause of crusting. This requires
protecting the soil surface from direct raindrop impact
through maintaining vegetation cover and facilitating
organic matter buildup in the soil via litter deposition.
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Livestock Impacts on Vegetation

Direct raindrop impact on soil represents the greatest
potential erosive force on grazing land; therefore it is
very important that raindrop energy be dissipated by
striking some form of cover before reaching the soil.[4]

The amount of cover is positively associated with vege-
tation litter deposition. Litter slows overland flow,
resulting in reduced ability to transport sediment. Lit-
ter also aids formation of stable aggregates (associated
with high infiltration and low erosion rates) by binding
soil particles together with adhesive byproducts pro-
duced by decaying litter and microbial synthesis.[5]

Grazing impacts on the vegetation community may
be manifest by physical removal of standing vegetation
through herbivory or through a gradual change in
the composition of vegetation. As grazing pressure
increases, the amount of cover and the amount of
organic matter returned to the soil is reduced, resulting
in an increased likelihood of runoff and erosion. Cover
and infiltration rate tends to be greatest under trees
and shrubs, followed in decreasing order by bunch-
grass, shortgrass, and bare ground.[6] There is little
impact on species composition with moderate or light
grazing but composition change is great in response
to heavy grazing, regardless of grazing strategy.[7]

Often the change in species composition associated
with heavy grazing is toward dominance by annuals
or shortgrass species that have more runoff and ero-
sion associated with them.[8] By the time erosion
becomes obvious it may be too late to implement eco-
nomically viable conservation options. Early recog-
nition of a developing degradation pattern requires
knowledge of range ecology, for the first signs of an
impending erosion problem almost invariably are
manifest by changes in plant density, composition,
and vigor.[9]

CHEMICAL CHARACTERISTICS

Dissolved Chemicals

Nutrient loss from grazing lands via leaching or runoff
is normally negligible, i.e., less than the input of nutri-
ents from rainfall.[10] Most of the dissolved chemical
constituents in runoff are contributed from the soil.
Nutrients and organic matter adsorbed to the soil par-
ticles are also lost via erosion. Therefore, the most
important role of a grazing system in nutrient loss is
manifest through land use activities that alter the
volumes or timing of runoff and erosion.[11]

Most of the nitrogen in urine is lost via volatiliza-
tion, and most of the nitrogen in feces is sequestered
by microorganisms or eventually transferred to soil
organic matter. Nitrate is very mobile during heavy

rain periods but loss by leaching is probably insignifi-
cant on most grasslands.[12] Feces contain almost all
of the phosphorus excreted by livestock. Phosphorus
is very resistant to leaching as it is rapidly precipitated
or absorbed by other soil minerals. Nitrogen or
phosphorus contamination of waterways is only of
imminent concern when livestock are allowed to con-
gregate near waterways.[13] Because of this concern,
the U.S. Environmental Protection Agency interpre-
tation of the Clean Water Act has deemed location
of feedlots near waterways an unacceptable practice.

Dissolved Oxygen

Dissolved oxygen decreases when organic matter, such
as animal manure, is added to water. This decrease
occurs because biological decomposition processes
consume available oxygen, as does oxidation of other
reduced compounds such as ammonium. Excessive
additions to surface water of nutrients such as nitrogen
or phosphorus lead to eutrophication, often expressed
by enhanced growth of aquatic plants and reduced
water transparency (especially due to increases in
algae). As the aquatic plants decay the microbes con-
sume oxygen, lowering the concentration of oxygen
available needed to support higher forms of aquatic
life such as macroinvertrebrates and fish.

BIOLOGICAL CHARACTERISTICS

The primary types of pathogens associated with live-
stock and wildlife feces are bacteria (e.g., Campylobacter
jejuni, Escherichia coli, Leptospira interrogans,
Salmonella spp.) and water-borne protozoa (e.g.,
Cryptosporidia parvum, Giardia duodenalis). These
infectious pathogens can pose potential health risks to
human drinking water supplies. Environmental fluctu-
ation in temperature and soil moisture of grazing
land creates a harsh environment for bacteria and the
oocycsts of protozoa. Fecal coliforms can survive for
several months in soil but can survive for up to a year
within feces.[14] There is a rapid mortality of most
oocysts when feces are deposited on land,[15] however,
viable oocycsts can be transported overland, especially
when fresh feces are washed by an intense storm.[16] Once
pathogens reach a water body, the threat of contami-
nation may last from days to months,[17] with freshwater
sediments being the site of greatest concentration and
survival.[18]

Few detailed studies have explicitly studied the link
between livestock grazing and water-borne pathogens.
Much of the research has relied upon indicator coli-
forms that are more easily cultured but have been
shown to be poorly correlated with some types of
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pathogenic bacteria.[14] Furthermore, many wildlife
species harbor the same pathogens that livestock do,
thus the natural occurrence of pathogens must be con-
sidered when analyzing water quality and making the
relationship to livestock use of an area. The greatest
threat of pathogen contamination of waterbodies
occurs when livestock are allowed to concentrate along
streams.[19] In situations where risk of bacteriological
contamination is unacceptable, it is necessary to
restrict livestock access to streams or riparian areas.
Livestock use of these sensitive sites can be signifi-
cantly reduced through development of water supply
away from streams.[20]

CONCLUSIONS

Two broad objectives must be achieved to protect
water quality associated with range and pasture grazing.

Limit Runoff and Erosion

Suspended sediment is the most common pollutant
associated with grazing. Best management practices
(BMPs) to limit runoff and erosion rely on mainte-
nance of soil structure. Vegetation provides the organic
matter necessary to enhance formation of stable aggre-
gates and provides the cover to dissipate the erosive
force of direct raindrop impact. Appropriate range
and pasture grazing systems are designed to maintain
vegetation cover and composition by adjusting inten-
sity, frequency, and season of use. Flexibility needs
to be built into grazing systems to adjust for unexpec-
ted fluctuation in the climate or market prices. The
underdevelopment of climate and market risk manage-
ment planning and policy regarding grazing plans is
perhaps the most formidable threat to progress in
improving water quality since these variables continue
to be used as an excuse for water quality deterioration
and/or the lack of progress in improving it.[21]

Limit Direct Livestock Use of Waterways and
Sensitive Riparian Areas

Contamination of waterways by nutrients and patho-
gens is a predominant concern only on sites that allow
livestock to congregate near water. On sites with limi-
ted water distribution, livestock tend to stay in the
vicinity of water so long as forage is available. This
increases the likelihood of excrement being deposited
directly into the waterway. It also causes deterioration
of the soil structure and plant community near the
waterway, resulting in accelerated runoff and erosion.
Streambanks and moist soil around springs and
streamside meadows are particularly susceptible to

erosion damage and compaction. Livestock impacts
to streams and riparian sites can be limited by provid-
ing water, mineral supplements, and shelter at loca-
tions away from natural water sources. Special
fencing or livestock herding may also be needed to pro-
tect sensitive areas from excessive use at critical times.
Another reason for protecting wetland or riparian sites
is that they serve as vegetation buffer strips that slow
runoff and trap sediment before it reaches a waterway.
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Water Quality: Sampling of Runoff from Agricultural Fields

John M. Laflen
Purdue University, Buffalo Center, Iowa, U.S.A.

INTRODUCTION

Runoff from agricultural fields carries many physical,
chemical, and biological constituents that impact water
quality. The mass and concentration of these constitu-
ents are estimated based on runoff samples. Depending
on the objectives, a runoff sample is collected and then
analyzed in the laboratory for constituent concentra-
tions. Laboratory data are then combined with flow
measurements to estimate the water quality parameter
of interest. The water quality parameters might be total
mass loss of a particular constituent, the distribution of
concentrations and losses over time, average concen-
tration of particular constituents, pathways of loss,
or any number of other parameters of interest.

Runoff from agricultural fields is measured and
sampled at many scales—ranging from an area of less
than a m2 up to hundreds and perhaps even hundreds
of thousands of km2. Further, runoff can be due to
simulated rainfall applied by indoor or outdoor rain-
fall simulators, natural rainfall, irrigation, and the
application of liquid from animal confinements.

Runoff samples due to natural rainfall on agricul-
tural lands must usually be collected and stored auto-
matically due to the unpredictable nature of natural
rainfall, large number of treatments, lack of accessi-
bility during runoff events, and footing and lightning
hazards to personnel during many runoff events. This
limitation is usually removed when man controls the
water application, giving a wider freedom to the
selection of measuring and sampling techniques and
equipment.

Samples must be collected and processed in a man-
ner that insures that concentrations and characteristics
of constituents measured in the sample are the same as
the concentrations and characteristics of the constitu-
ents in the runoff when the sample was collected, and
that the constituents and their concentrations in the
runoff are identical to those delivered from the field.
Depending on the constituents, and on other factors,
this may require special control of the environment
where samples are stored prior to processing and
require particular materials for collecting and storing
samples. In some cases, chemicals must be added to
samples to stabilize the constituents so that the form
of the constituent does not change during storage.

Runoff sampling systems generally can be classified
as one of three kinds: 1) those that collect a constant
fraction of the total flow over an entire runoff event(s);
2) those that collect a sample at either a given time or
flow volume interval (and usually have a flow measur-
ing system that also measures flow rate during an
event); and 3) those where samples are collected manu-
ally or all flow is collected for sampling. The objective
here is to describe some of the standard and innovative
ways of runoff sampling and their limitations. Almost
every runoff water sampling application requires
custom design and construction for that particular
application. While standard designs are available,
and some commercially available, most require con-
siderable judgment in terms of selection of equipment
and its installation. The objective here is to assist those
that might wish to select, design, and install runoff
sampling equipment to collect water quality samples
in runoff from agricultural fields.

CHARACTERISTICS OF SURFACE RUNOFF

The design of the runoff sampling system depends
heavily on expected surface runoff flow rates and
volumes and on expected delivery of constituents in
runoff. Runoff flow rates and volumes can be esti-
mated using readily available techniques.[1] These esti-
mates are critical in designing of runoff conveyance
systems, and components of the flow measuring, sam-
pling, and storage systems. Constituent loads, parti-
cularly sediment, are important in the selection and
design of equipment. Deposited sediment can greatly
impact, and in fact totally incapacitate, runoff
sampling systems used on agricultural runoff.

Runoff events are generally infrequent and range
widely in magnitude (Fig. 1). During an event, runoff
rates will vary widely, and depending on contributing
area size and topography, runoff rates may react
within a minute or so to changes in rainfall intensity.
Severe storms are frequently less than an hour in
length. Additionally, the average concentration of
material transported in runoff may vary by a factor
of 10 or more between events (Fig. 2), and even within
an event, may vary by a factor of 10 or more.[2,3]

Constituent concentrations, particularly sediment and
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sediment transported constituents, may also vary quite
widely.[2–4]

Rare storms are quite important in loss of constitu-
ents, and unless systems are carefully designed for
these events, system failures are likely to occur. In an
11-yr period near Columbia, MO, over 80% of the soil
loss on erosion plots occurred in seven storms, and
50% of the soil loss occurred in only one storm.[5]

However, runoff volume from these seven storms was
apparently only about 25% of the total runoff during
the same period.

A runoff sampling system must be based on
expected runoff rates and volumes. In Fig. 3 are shown
several dimensionless hydrographs where flow rates
as percent of peak are plotted vs. time as percent of
runoff duration. The natural runoff and outflow
hydrographs shown are idealized, while the rill and
interrill plots shown, generated by simulated rainfall,
are from measured data.[6]

The rainfall simulation plots illustrate the different
response times for different very small areas. Total
time during this experiment was 70 min. The long delay

Fig. 2 Daily sediment concentrations from a corn–oats rotation erosion plot at Castana IA between January (J) 1961 and
January 1971.

Fig. 1 Daily runoff from a corn–oats rotation erosion plot at Castana, IA between January (J) 1961 and January 1971.
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after rainfall began before runoff and the quick rise of
the hydrograph affects the design of the sampling
system. For a constant rainfall intensity, a constant rise
in the hydrograph is expected. In this case, flow rates
decreased at times, likely due to minor changes in
rainfall intensity because of changes in pump or nozzle
performance.

The natural rainfall runoff rates are typical of those
with a single burst of intense rainfall. The total time
can range from several minutes to several hours,
depending on rainfall, topography, and management.
It might also be typical of runoff from an ephemeral
channel draining a large watershed subjected to a sin-
gle rainfall event. In that case, the total time might
be as much as several days. There is an infinite number
of hydrographs that might result from the combina-
tions of storms and topography that exist in nature.
Frequently, hydrographs from a single storm contain
several peaks due to different periods of intense
rainfall.

The outflow from impoundments could represent
many cases. Note that in this example, there is a base
flow at about 20% of the peak rate. This could rep-
resent a small watershed outflow that contained several
impoundments and tile drain lines. It might also
represent outflow from a watershed with a continuous
flowing stream. The total time for the storm runoff to
move through the system could be from a few hours for
a small watershed with impoundment type terraces and
subsurface tiles to several months if the hydrograph
represents the Mississippi river.

COLLECTING A CONSTANT PROPORTION
OF FLOW

Many sampling schemes require only an estimate of
concentration for an entire event. A number of devices
have been developed that collect a constant proportion
of total runoff throughout a runoff event.[7–10] Limita-
tions for collecting a constant proportion of flow are
the size of area and the lack of information about
concentrations during an event. Most devices were
designed for small areas of only a hectare or less
because high flow rates from larger areas require much
larger equipment, and it is usually much more feasible
to collect needed samples using other technology.

Multislot Divisor Systems

An early device used in sampling surface runoff for
soil erosion studies was the Geib multislot divisor.[8]

The multislot divisor is constructed so that flow passes
through one of a number of parallel rectangular weirs
(called slots). Flow is collected from one of the weirs
(standard multislot divisors have 13 or fewer slots),
with flow from the remainder wasted. The multislot
divisor was widely used in erosion studies over much
of the United States, and is still in wide use. Maximum
flow rates into a standard multislot divisor with 13
slots, each slot of 2.5 cm width, is about 0.10 m3 sec�1.
Divisors could be located in series so that the flow
could be split into even smaller parts.

Fig. 3 Dimensionless hydro-
graphs for natural runoff, for
areas having impoundments

with tile or base flow, and for
simulated rainfall with a nom-
inal constant intensity on short

plots.
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One multislot divisor system was coupled with a
Parshall flume[11] for measuring flow rates for a water
quality study on flat lands.[9] The system was
developed to measure and sample runoff from small
plots located on flat lands near the Mississippi river
where there was little elevation for measuring and
sampling runoff. The hydrograph expected was very
similar to the hydrograph for natural rainfall shown
in Fig. 3.

A multiweir system that both measured and
sampled flow, operating under the same principles as
the multislot divisor, was developed for use on terraces
with underground outlets.[10] The terrace systems were
expected to yield a hydrograph similar to the hydro-
graph for impoundments shown in Fig. 3, some having
base flow and others with no base flow. The duration
of the runoff event was expected to be up to about
2 day, but might be longer. In this application, v-notch
weirs were used rather than rectangular slots as in
the multislot divisor. The v-notch weir gave good pre-
cision for measuring and sampling a very wide range of
flows. For this application, flow rates were measured
continuously, and samples were collected for sediment
and plant nutrient analyses. Due to a large range in
sizes of watersheds and storm events, the multiweir
divisors were used in series with the first multiweir
divisor discharging into another divisor, and the
lower divisor discharging from one weir into a storage
tank. There were 13 weirs in each multiweir divisor, the
two in series collected only 1/169th of the total flow.
The sampled flow was discharged into a large storage
tank, when it overflowed, the flow was again split
through a series of small circular orifices whose size
depended on the contributing area and expected flow
rates. An in-field runoff sampling device similar in con-
cept to the multislot divisor, and used in series was
designed to be as unobtrusive as possible, and inexpen-
sive to build.[12] The system worked well, but it was
found that the construction and installation were
critical to sampling accuracy.

More recently, a 9-slot multislot divisor made of
plastic for use in a water quality study was developed
and evaluated.[13] A system that uses a tipping bucket
flow measuring device and a multitube divisor for col-
lecting runoff samples was also recently described.[14] It
has performed well in field studies for several years.

Coshocton Wheel

The Coshocton wheel is a device that samples a
constant aliquot of flow from an H-flume.[7] The
Coshocton wheel has a series of curved vanes and a
single slot, and flow from the H-flume discharges onto
the nearly horizontal wheel, with flow entering the slot
draining to a storage tank. The flow onto the wheel

rotates the wheel with the slot passing under the dis-
charge with each revolution of the wheel. Depending
on the wheel chosen, from 0.33% to 1% of the flow is
diverted to the storage tank. Flow rates of the Coshoc-
ton wheel range up to 0.16 m3 sec�1.

SAMPLING AT INTERVALS

For many situations, the variation of concentrations
of constituents during runoff events is needed. This is
usually accomplished by automatically or manually
sampling runoff, and by measuring flow rate, either
automatically or manually, at the time of sampling.
Thus, both the time distribution of concentrations,
time distribution of losses, average concentrations
and total losses can be computed. This technology can
be used on most agricultural watersheds, regardless
of size.

For small agricultural watersheds, techniques and
equipments are described in Ref.[7]. Numerous sam-
plers are described that collect a sample at various
intervals, and one is described that collects samples
at varying intervals as dictated by flow rates. Samplers
are also commercially available that can collect and
store samples at intervals.

An automated water sampling and flow measuring
system for runoff and subsurface drainage has coupled
a tipping bucket flow measuring device with an auto-
matic sample.[15] It has worked satisfactorily for flow
rates from 0.001 m3 min�1 to 0.12 m3 min�1 in studies
of water quality of tile drain lines in Minnesota.

Sumner et al.[16] describe a rainfall simulator and
plot design for studying sedimentation, pesticide and
nutrient losses on plots of 600 m2 subjected to simu-
lated rainfall of about 25 mm hr�1. In this effort, runoff
was sampled every 5 min during the first 30 min of
runoff, and then at 10 min intervals for the remainder
of the 2 hr rainfall event.

MANUAL SAMPLING

Manual sampling has many applications, particularly
when runoff is from simulated rainfall, irrigation or
application of water for other purposes—including
application of animal wastes in liquid form. It is also
employed in various monitoring studies where con-
struction is not merited.

Elliot et al.[6] using manual sampling doing a rainfall
simulation study, reported consistent sediment concen-
trations, with occasional wide variations in concen-
tration. They overcame this by regular sampling that
determined trends in sediment concentration over time.

All runoff may be collected for small events,
during early portions of runoff, or from small areas.
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Combinations of total sampling and intermittent sam-
pling can also be used in some applications. This may
be important when combining samples to reduce costs
of analysis.

SOURCES OF SAMPLING ERRORS

Errors in sampling occur when the sample does not
contain the same concentration of constituents as does
the flow or when the proportion of the flow sampled
is different than expected. There are many sources of
such errors. Careful testing will identify many errors.

At very low flows, the multislot divisor did not col-
lect the expected proportion of the flow, even though it
was very good at higher flow rates.[12] This was attrib-
uted to a 2 mm elevation difference between slots at the
outer edge of the divisor and the middle divisor that
collected the sample. Others have found the multislot
divisor for water quality testing quite precise.[10]

One source of error is deposition of sediment and
sediment adsorbed constituents after runoff leaves
the contributing area but before it reaches the sampling
location.[17] Another source of error is the impact of
research methods on the phenomena under study.[18]

CONCLUSION

There are many techniques and equipments for sam-
pling runoff for water quality from studies involving
natural rainfall, irrigation, simulated rainfall, and land
application of fluid. There are also opportunities for
errors and failures in sample collection that careful
design, construction, and testing will help avoid.

One of the major problems in sampling runoff from
natural rainfall is the operation of systems that are
unattended and serviced infrequently. Additionally,
for natural rainfall studies, operation during rare
events is imperative if valid results are to be obtained.

It is important to evaluate the transport of materials
from the area of interest to the sampling point to
insure that losses, and perhaps additions, do not occur
in channels. Also, one should carefully evaluate the
impact of measuring and sampling equipment on the
detachment and transport processes.
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Wellhead Protection

Babs Makinde-Odusola
Riverside Public Utilities, Riverside, California, U.S.A.

INTRODUCTION

Wellhead protection (WHP) describes the process of
managing possibly contaminating activities (PCAs)
to protect groundwater quality. The United States
Congress established the Wellhead Protection Program
(WHPP) as part of the 1986 Amendments to the Safe
Drinking Water Act (SDWA).[1] Section 1428 of the
SDWA directs every state to develop a program that
protects aquifers used as sources of drinking water.
This Act defines a wellhead protection area (WHPA)
as ‘‘the surface and subsurface area surrounding a
water well or well field, supplying a public water sys-
tem through which contaminants are reasonably likely
to move toward and reach such well or well field.’’ U.S.
Environmental Protection Agency (EPA) sometimes
refers to WHPA as ‘‘groundwater protection area.’’[2]

Congress amended the SDWA in 1996 to enhance
the nationwide commitment to the prevention and
protection of drinking water sources. U.S. EPA is devel-
oping a National Source Water Contamination Preven-
tion Strategy.[3] Section 1453 requires each State to
establish a Source Water Assessment and Protection
Program (SWAPP). SWAPP includes the mandatory
Source Water Assessment Program (SWAP) and the
voluntary Source Water Protection Program (SWPP).
For water systems that rely on groundwater, the
SWAPP program builds upon the 1986 WHPP. WHPP
is now one of the six major programs within the
SDWA related to SWAPP. The other programs are: sole
source aquifer, source water assessment, underground
injection control (UIC), source water petition, and com-
prehensive groundwater protection grants. Other Federal
laws that protect groundwater quality include the Clean
Water Act (CWA), the Federal Insecticide, Fungicide,
and Rodenticide Act (FIFRA).[3–6] Some states and local
governments also have laws or ordinances to protect
groundwater quality. This section describes the WHPP
for California public water systems.

BENEFITS OF A WHPP

Groundwater is the source of drinking water to about
half U.S. population, including 95% of rural communi-
ties.[3,7] More than 200 different chemicals have been
detected in groundwater including 74 pesticides in

groundwater of 38 states.[4] Between 1971 and 1996,
contaminated source water was the cause of 86% of
waterborne disease outbreaks within the United
States.[8] Therefore, Congress established programs to
protect groundwater quality. In 1980, Congress estab-
lished the UIC program to address injection practices
that contaminate groundwater.[2] Revisions of 1999
ban locating certain types of UIC wells within WHPA.[2]

In 2000, U.S. EPA proposed a Groundwater Rule
(GWR) to address risks of consuming waterborne
pathogens in groundwater.[8] About 10% of public water
supplies derived from groundwater exceed standards
for biological contamination.[8] The proposed GWR
does not address the issues of toxic and carcinogenic
chemicals but includes hydrogeologic assessments to
identify wells vulnerable to fecal contamination—an
element of a WHPP.

The California Department of Health Services
(DHS) requires source water assessment for new drink-
ing water Sources.[9] By 1998, more than 2800 U.S.
communities had completed their WHP.[10] EPA has
set a goal of having local SWPPs for at least 30,000
communities by 2005.[11]

U.S. EPA published specific case studies of benefits of
WHPP.[12] Potential benefits of a WHPP include more
secure and safe drinking water, and the opportunity of
reducing costs associated with treating contaminated
water. It is much cheaper to prevent contamination than
to characterize, monitor, and remediate contaminated
groundwater. The National Research Council estimated
that as much as $1 trillion may be needed to clean-up
contaminated soil and groundwater in the United
States over a 30-yr period.[13] Besides, groundwater
contamination takes time to cleanup. On average, every
gallon of water withdrawn from ground takes 280 yr to
replace.[14] Some states allow public water systems to
use the SWAP portion of the WHPP to obtain waivers
for monitoring some contaminants. Public water
systems must include information about the SWAP in
the Consumer Confidence Reports distributed to their
customers.[9,11]

ELEMENTS OF A WHPP

The SDWA requires each state to develop a WHPP
and submit it to the U.S. EPA for approval. States
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have flexibility to develop programs that suit local
needs, but their WHPP must include certain elements
such as follows:[1,4,15]

� Delineate a WHPA for each public water system
well or well field.

� Identify all Possible Contaminating Activities
(PCAs) by location within the WHPA.

� Develop management programs to protect the
water supply within WHPA from PCAs.

� Develop contingency plans for the location and
provision of alternative water supplies.

� Plan to protect future well(s) from contamination.

States encourage public participation in developing
WHPP. As of January 2001, U.S. EPA has approved
WHPP for 48 states and two territories.[16] Section
1429 of the SDWA directed U.S. EPA to report the
status of groundwater quality in the United States
and the effectiveness of State programs for ground-
water protection.[7]

Delineation of protection zones by itself does not
protect groundwater. It must be coupled with the
appropriate management strategies to protect ground-
water quality.

DEVELOPING A WHPP

WHPP is usually implemented for existing well(s) or
well field(s). However, it is preferable to site a proposed
new well away from potential migratory paths of
known or expected contaminant sources, and to con-
struct wells in accordance with recommended well
standards.[17] A community planning team usually
develops the WHPP. Many agencies and professional
organizations assist and/or provide resources for
developing a WHPP. In the United States, such agen-
cies include the U.S. EPA,[6] the Groundwater Protec-
tion Council,[18] National Rural Water Association,[19]

and the National Ground Water Association.[20] Using
a Geographical Information System (GIS) makes
developing a WHPP easier.[21]

Delineating a Wellhead Protection Area (WHPA)

Many criteria had been used to delineate WHPA. Such
criteria include distance from the well, time of travel
(TOT) of water and/or contaminants to reach the well,
assimilative capacity, hydrogeological boundaries and
drawdown of the well.[4,9,11,15] Delineation methods
range in complexity and costs and may be influenced
by local site characteristics such as aquifer settings.
Methods often used include the following: the simple
arbitrary fixed radius (AFR); Calculated fixed radius

(CFR); Modified CFR; analytical methods (AM);
hydrogeologic mapping (HM); and the numerical
flow/transport models (NFTM).[4,9,15] However, only
the CFR method will hereafter be used for illustration.

AFR involves drawing of a specified radius centered
and around each of the well(s) to be protected.
California DHS approves the use of the AFR method
only for non-community water systems.[9] Professional
judgment and experience influence the radius chosen.
The CFR method is similar to the AFR, except that
the radius of the protection zone is based on the esti-
mated radius of the zone of contribution (ZOC) for
the specified time-of-travel (TOT), with no further
adjustments for groundwater level gradient, hydrogeol-
ogy, and other factors that may influence the fate of
contaminants within the calculated ZOC. The CFR
can be determined using the following equation.[9]

Rt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð70; 267Qt=pZHÞ

p

where Rt ¼ radius of protection zone in feet for TOT
t; Q ¼ peak or average pumping capacity of well in
gallons per minute (gpm); t ¼ travel time to well in
years, chosen based on hydrology and contaminant
source; p ¼ 3.1416; Z ¼ effective porosity of aquifer,
California DHS recommends Z ¼ 0.2 if unknown; H ¼
open interval or length of well screen interval in feet.

For example, the CFR is 1500 ft for a 500 gpm well
with 100 ft of total well screen length, porosity of 0.25,
and for a TOT of 5 yr. The calculated radius may need
to be adjusted to the minimum recommended radius
(MRR) of the jurisdiction.

In the Modified CFR, the radius is calculated as in
the CFR except that the center of the circle is shifted
upgradient in the known direction of groundwater flow
by a distance of 0.5R, i.e., half the radius.[9,15] Shapes
other than circles are sometimes used.[15]

AM rely on use of appropriate groundwater flow
and transport equations to determine the area of con-
tribution to the well to be protected. For example, the
uniform flow equations[22] are used to define a ZOC
to a pumping well in a sloping water table. HM uses
geological, geophysical, and dye tracing methods to
map the flow boundaries and TOT criteria and are
appropriate for conduit karst aquifers.[4] NFTM[23]

utilize computer-modeling techniques to numerically
simulate groundwater flow and contaminant trans-
port. NFTM is usually involved and costly but can
be more appropriate for aquifers exhibiting complex
hydrogeology.

Protection Zones

States differ as to the number of zones delineated
within a WHPA, or how each zone is designated.
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It is assumed that the well(s) to be protected had been
constructed in accordance with standards.[17] In
California, a typical WHPA usually consists of up to
five zones that identify and differentiate zones in terms
of the degree of contamination threat.[9] The protection
zones, based on estimated time of ‘‘contaminant’’ tra-
vel (Table 1 and Fig. 1) are classified as follows.

Well Site Control Zone (WSCZ), or ‘‘wellhead,’’ the
closest zone, is the area immediately surrounding the
well. WSCZ is managed to prevent vandalism or
tampering.

Zone A2 or the Microbial/direct Chemical Con-
tamination Zone, is the area above the aquifer that
contributes water to well(s) within a 2-yr time-of-travel.
This zone was defined by the requirement of the pro-
posed GWR.[8] Research suggests that bacteria and
viruses are not likely to survive beyond 2 yr in soil
and groundwater.

Zones B5: Chemical Contamination Zone is that
surface area overlying the aquifer between the 2 and
5-yr time-of-travel. This zone provides more response
time to a chemical spill than Zone A.

Zone B10: Chemical Contamination Zone is that
surface area overlying the aquifer between the 5 and
10-yr time-of-travel. This zone provides more response
time to a chemical spill than Zone B5.

Buffer Zone: This zone, generally upgradient of
Zone B10, offers greater level of protection, and may
be extended to include the entire recharge area
especially where there are potential sources of
significant contamination such as landfills or other
hazardous materials.

The delineated zones can be refined in shape and/or
size based on professional judgment and/or local
knowledge of some site-specific characteristics. Some
states may recommend minimum radii different from
those shown in Table 1. California requires that the
final assessment map be based on a USGS quadrangle
7.5 min series topographic map.[9]

Possible Contaminating Activities

This is an iterative process of establishing an inventory
of past and present PCAs, land use, and industries that
are considered potential sources of contamination
within each of the zones of the WHPA. PCAs include
underground storage tanks, improperly abandoned
wells, landfills septic tanks, cesspools, pesticides, and
fertilizers. Typical resources used in establishing the
PCAs include land use maps, business license records,
and the Internet.[9,21] Information collected on PCAs
is useful in assessing the vulnerability of the drinking
water source(s) to contamination.

Vulnerability Assessment

The purpose of Vulnerability Assessment (VA) is to
identify PCAs that pose the most significant threats to
water quality from the protected well(s). The VA takes
into account the type and proximity of the PCA and the
presence of any physical barrier that may affect the fate
and transport of the PCA. The first step is to determine
the Physical Barrier Effectiveness (PBE) using site-
specific hydrogeological information.[9] Sources located
in fractured rock aquifers are rated low compared to
properly designed wells located in deeper confined aqui-
fers. California DHS developed approaches for asses-
sing and ranking vulnerability.[9]

VOLUNTARY SWPP

SWPP is a voluntary program that may be implemen-
ted after completion of the SWAP. The goal of the
SWPP is to identify, develop, and implement local
measures that advance the protection of the water
supply.[9] This process begins with a closer review of
the SWAP and refinement of the WHPA. The prioritized

Table 1 California WHPA zones

Protection zone Purpose TOT (yr) MRR PA MRR FRA

WSCZ Protect from vandalism, tampering, other threats, etc. 50 50

A2 Protect the water supply source from viral, microbial,
and direct chemical contamination

2 600 900

B5 Prevent chemical contamination from the water supply 5 1000 1500

B10 Allows time for some natural attenuation of the

contaminants and if necessary, development of
remedial plans or alternate water supplies

10 1500 2250

Buffer Added protection for the drinking water source(s) 1500þ 2250þ
MRR—California Department of Health Services minimum recommended radius in feet; TOT ¼ time of travel in years; PA ¼ porous aquifer;

FRA ¼ fractured rock aquifer; WSCZ ¼ well site control zone; AM ¼ analytical method; HM ¼ hydrogeological mapping; NFTM ¼
numerical flow and transport models.

Note that California DHS does not have MRRs for zones A2, B5, B10 if the zones are delineated using AM, HM, and NFTM methods.
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lists from the VA may be used to develop manage-
ment programs to address PCAs that pose the great-
est risk to water quality. It is customary to establish a
local advisory committee and provide copies of the
SWPP to regulatory agencies, local planning agencies,
and the public. Management approaches include des-
ignating a lead agency; acquiring technical and finan-
cial assistance;[24] land use zoning; permit conditions,
land transfer, groundwater monitoring, and establish-
ing performance standards for septic systems. U.S.
EPA maintains an electronic Compendium of
Groundwater Protection Ordinances.[25]

Contingency Planning

Contingency Planning is the development and
implementation of long and short-term strategies for
replacing drinking water supply in the event of con-
tamination, chemical spills or physical disruption.[9]

EXAMPLES OF WHPP

Examples of WHPP on the Internet include Yosemite
National Park[26] and City of Sebastopol.[27]
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Wells: Drilling

Thomas Marek
Texas A&M System Agriculture Research and Extension Center, Amarillo, Texas, U.S.A.

INTRODUCTION

There are many required processes entailed in the proper
design and construction of a sand-free irrigation well. This
article addresses the typical sequence of operations that
should be used in the proper drilling of a new, sand-free
irrigation well. Due to the number of operations involved
in the process, the owner should outline and agree on them
with prospective drillers before the operations begin.

CHOOSING A DRILLER

The first consideration in drilling an irrigation well is
selecting a driller. Some drillers have limited knowl-
edge of advanced well design and development. The
selection of a driller is most important and should be
made from drillers who have kept up with technical
advances. Experience does not overcome innovations
in technology and should be viewed as complimentary
to new, successful advances in drilling technologies.

SELECTING A POTENTIAL WELL SITE

Selection of a potential site(s) may include the relative
availability of electricity or natural gas, but should be
chosen according to the best available aquifer infor-
mation. Estimates of the formation and saturated
thickness of the aquifer can be made from existing or
adjacent wells in relation to the proposed new site(s).

The proposed well site(s) should be located far enough
from existing irrigation wells to prevent drawdown
interference.[1] Water district or authority rules typically
govern the distance between wells. Every well, once pump-
ing is initiated, establishes a drawdown curve and if
wells are located too close together, the respective draw-
down curves will begin to overlap, causing more
drawdown and subsequently requiring more horsepower.

Drilling of the test hole(s) is needed to gather infor-
mation as to the anticipated production of the well and
to provide a vertical formation map.

TEST HOLE PROCESSES

A test hole is required to size the well screen slot
size(s) and determine how and where to construct the

screened sections in the saturated zone, and for deter-
mining the proper sized gravel. This information is
required for construction of the well screen prior to
the main well drilling activities as the time period from
well drilling initiation to gravel installation is limited.
Sized gravel must be acquired prior to the main drilling
activity. Without a test hole, the driller is essentially
guessing at what is beneath the ground. Once the
screen and gravel are in the borehole, next to nothing
can be done to change either. The test hole drilling
fluid should not be that of bentonite as bentonite is a
clay-based compound that swells when wetted with
water and seals the ‘‘pores’’ of the drilled borehole.
Reasons for avoiding the use of bentonite is that it
can mask the logging characteristics of some aquifer
strata(s) and is difficult to remove from the borehole.
A strongly suggested, preferred drilling fluid is that
of a biological polymer.

It is recommended that the test hole be drilled
throughout the water bearing formation and that drill-
ing samples are obtained as drilling progresses. While
the number of samples can vary, a determination of
the number of samples to be collected should be made
based upon the anticipated saturated thickness of the
aquifer.

Once the test site borehole is drilled, a series of logs
should be conducted to correlate strata data as to the
availability and productivity of water within each
strata of the formation. The three types of logs recom-
mended are gamma log, specific conductivity, and
spontaneous potential.[2]

PROPERLY PLUGGING THE
TEST BOREHOLE

Once the borehole logs have been completed, the test
hole should be filled and sealed to prevent contami-
nants from entering the aquifer. Most water authorities
have regulations regarding this process.

ANALYSIS OF CUTTING SAMPLES AND LOGS

Analyzing test hole cutting samples consists of placing
each sample in a stacked set of progressively smaller
sized sieves and shaking them on a mechanical shaker.
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The results of the shaker data yield a distribution of
curves from each sample zone.[3] The drilling coordi-
nator can then plot the sand-sieved distribution infor-
mation on a semi-logarithmic paper. In conjunction
with the family of curves of the sand-sieved data, the
three logs collected from the test borehole provide
supplementary evidence as to the specific capacity of
the respective formations.

SELECTING A NEW WELL SITE

A comparison of the sets of borehole data should be
made and a site chosen as to where the best available
water is potentially located. If the difference between
the data sets is minimal, other factors such as energy
or road accessibility can be considered.

SELECTING A GRAVEL PACK

In a sand-free well, the gravel pack prevents the sand
from entering the well casing but allows the water to
flow efficiently through the gravel and into the well-
bore. Simply put, the gravel stops the sand and the
perforated well casing stops the gravel. If one uses an
inadequate gravel pack, sand will destroy the pump
impellers in a short time. In addition, if one pumps
much sand over time and forms a cavity around the
perforated section of the well, the potential for the
lower part of the formation to collapse onto the casing
is possible.

The sieved data collected are necessary to determine
the needed gravel size properly. Analysis and gravel
sizing requires some expertise as there are ‘‘judgment’’
and experience factors that have to be applied. One
should not compromise on the gravel, as the choice
to do so is unwise. In addition to size, one wants the
gravel to be uniform. Another factor that constitutes
‘‘better’’ gravel is the amount of quartz in the rock
of the gravel.

SELECTING A WELL SCREEN

A well screen is strongly suggested in the water bearing
regions of the aquifer. It is typically a fabricated, con-
tinuously wound type casing reinforced by solid, verti-
cal bars attached to the interior of the wound section.
One of the most popular types uses a triangular shape.
The smaller or tapered edge of the triangular shaped
screen is to the inside of the wellbore. In this manner,
any gravel or sand that makes it through the initial
outer edge of the screen is allowed to be excavated
when the well is being developed and presents no
obtrusion to water intake.

Next, using the test hole data, one decides as to
where the perforated portion of the well screen needs
to be located. In some cases, the screen may be sched-
uled in a skipped fashion to reduce screen costs and to
promote water movement in a more laterally distribu-
ted mode. As the well screen location(s) is governed by
the test hole strata data, the slot size of the well screen
is governed by the size of the gravel selected. The selec-
tion is critical to not restrict water flow into the well
bore, yet be smaller to prevent any gravel entrance
after the well development process.

SELECTING A DRILLING METHOD

There are two basic drilling methods: the direct rotary
and the reverse circulation drilling technique, and each
has its advantages and application. The rotary method
uses a drag type bit with a ‘‘centering collar’’ and can
be from 4 in. to 24 in. in diameter. This drilling method
involves using a hollow stemmed drilling shaft with
drilling fluid being pumped through the interior of
the shaft and allowing the drilled materials to be
returned to the ground surface around the exterior of
the drill stem. The reverse circulation drilling technique
suctions the drilling mixture essentially through the
drill stem. Thus, the water is returned to the borehole
around the outside of the drill stem. This method
requires more horsepower than that of the direct
rotary method due to the suction pump. The advan-
tages are that this method uses less water and less drill-
ing mixture to stabilize the borehole, and holes greater
than 24 in. can be achieved.

SPECIFYING A CORRECT DRILLING FLUID

The use of a biological polymer (organic) compound
is strongly recommended. The typical borehole drilling
process occurs within 24 hr and coincides with the
initiation of the ‘‘natural breakdown’’ period of the
organic drilling compound. After drilling and the cas-
ing setting process, the driller may use a small amount
of chlorine solution to assist in the rapid breakdown of
the compound but not damage the well screen slots.

CHOOSING A CASING AND BORE HOLE SIZE

Data indicate that drilling a bigger borehole and install-
ing a bigger diameter well casing results in only margin-
ally better well bore inflow. It should be noted that the
aquifer, well pack and well screen, govern the amount
of water inflow. Four inches of gravel (radially) is typical
around the well screen and adds 8 in. to the diameter of
the casing diameter. Thus, if one uses a 16-in. casing, a
24-in. well bore will be required.
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MAIN WELL DRILLING AND SAMPLES

It is suggested that cutting samples be obtained during
main drilling operations. Although the well screen and
most of the materials would already have been pre-
pared from the testhole data, if there is significant
difference in formation detected, it is better to substan-
tiate it during the main drilling phase. Also, the main
drilling samples can be run later, if desired, to deter-
mine how they differ from the test hole stratas.

SETTING CASING, SCREEN, AND GRAVEL

At this point, the borehole will be completed and the
well screen assembly, casing and gravel should be on
site. The casing should be installed. However, the
author strongly encourages one to install a metal air-
line onto the exterior of the casing and screen to pro-
vide the depth to water reading directly with a small
jet of compressed air.

WELL DEVELOPMENT

Proper well development is essential and determines
whether a well will be sand free and without it,
maximum efficiency of the well cannot be achieved.
The first operation involves bailing the well. This oper-
ation cleans out drilling materials that have settled to
the bottom of the hole. It is cautioned that the rate
of bailer withdrawal needs to be controlled and should
not be excessive, especially in the water bearing por-
tion of the aquifer. This is especially true of bailers
that are sized close in diameter to the interior diameter
of the well casing and screen. Rapid ascension of a
bailer through the water portion of the formation is
‘‘harshly’’ pushing the gravel into the aquifer stratas
ahead of the bailer (creating a positive pressure wave)
and ‘‘slamming’’ the gravel back against the outside of
the well casing as it passes (creating a negative pressure
wave) behind the bailer.

The development process begins with a cable rig
utilizing a substantially weighted surge block. Even
better is the utilization of a double-flanged surge block.
This tool is lowered to the bottom of the hole and
worked upward from the bottom to the top of the
screened section of the well in short, rapid repetitive
steps. This lower-to-upper direction is necessary
because the progression of the sequence will draw sand
into the well casing and it is unwise to risk getting a
surge block ‘‘stuck’’ in the screen section due to sand
atop the block from a top to bottom sequence. What
is desired with this development operation is that the

surge block ‘‘puff,’’ not ‘‘punch’’ by excessive oper-
ation rates, the gravel pack. Through this ‘‘upsetting’’
and ‘‘closing’’ of the gravel pack (created in front
and behind the surge block), drilling particles, gravel
fines, and fine sands enter the casing. This process also
orients the gravel against the casing and sets the adja-
cent sand of the formation against the gravel.

The range of aquifer addressed in each sequence of
the development depends on the saturated thickness of
the site. If the thickness is large, a large range for each
sequence may be appropriate and acceptable. The rate
of the operation is more critical. Rates are typically
suggested at 3 ft/sec by the author.

Subsequently, any bailing operations associated
with pump reworking later in time can have a signifi-
cant impact on the gravel pack and formation stability.
If a bail operator ‘‘runs’’ a bailer at too fast a rate
within the screened region of the casing, one runs the
risk of upsetting all the previous development efforts
and the well may begin to pump sand after the bailing
operation is complete.

COMPLETION OF WELLHEAD SITE

After development, the well site should be completed
to provide drainage away from the location. Addition-
ally, all well logs should be forwarded to the appropri-
ate water authority for registration of the well.

CLOSING COMMENTS

Due to the number of items entailed in the drilling pro-
cess, a tabulation of the expected operations should be
submitted to potential drillers in the form of a bid. It
should also be apparent that drilling a well properly
will not produce more water than what is in the
ground. It will, however, allow more efficient and
feasible extraction of the water over time and provide
one with feasible, long-term operation of the well.
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Wells: Hydraulics

Mohamed M. Hantush
National Risk Management Research Laboratory, U.S. Environmental Protection Agency
(US-EPA), Cincinnati, Ohio, U.S.A.

INTRODUCTION

Water wells have been used and continue to be used
as devices for extracting groundwater from aquifers.
The importance of wells is not limited to the develop-
ment of groundwater resources. Wells are used for
environmental purposes, among others, the removal
of contaminants from groundwater and controlling
salt-water encroachment in coastal areas.

CONCEPTS

Hydraulics of water wells deals primarily with the
application of Darcy’s law and continuity relations
to solve problems related to groundwater flow toward
wells. Productive wells are those that tap geological
formations, called aquifers, which yield groundwater
in significant quantities; i.e., capable of yielding (or
adding into storage) and transmitting water in appre-
ciable amounts. Wells that tap a confined aquifer, in
which groundwater is under pressure greater than
atmospheric, are called artesian wells, and whenever
the hydraulic head is above the ground surface, they
are referred to as flowing wells (Fig. 1). In these wells,
groundwater flows freely under pressure without the
need for pumping. A well that penetrates an uncon-
fined aquifer (also referred to as a water table or phre-
atic aquifer) is called a water-table (or gravity) well
(Fig. 1). The water level in this well corresponds
approximately to the position of the water table (i.e.,
the surface of atmospheric pressure) at that location.

Groundwater discharged from a well causes draw-
down (i.e., lowering of the hydraulic head relative to
its prepumping level) around the well, which decreases
in the direction away from the well and forms what
is known as the cone of depression (Fig. 2A). The
hydraulic (or piezopmetric) head gradient formed by
the cone of depression induces groundwater flow
toward the pumped well, which in extensive aquifers
is radially symmetric. This phenomenon is reversed
for recharging wells where the hydraulic head buildup
around the well decreases outwardly and causes a flow
in that direction. The hydraulics of pumping wells
applies also to recharging wells.[1] The mechanics
of groundwater flow and yield (or storage) due to a

discharging (or recharging) well depend on the type
of aquifer and the radius of influence of the well. The
radius of influence R of a pumping well—the distance
from the center of the well at which drawdown is
practically zero—generally increases with time until it
intercepts an external boundary (Fig. 2A). At which
time the well discharge is partially derived from another
source, if that external boundary represents an open
water body, such as a stream or a lake. Elasticity of
aquifers, including compressibility of water, and gravity
drainage in unconfined aquifers—water released
by drainage from the pore space through which the
water table moves—are two primary mechanisms that
account for the volumes of water released from or
added into storage in aquifers. Leakage across semi-
pervious confining layers (Fig. 4), also called aquitards
or leaky units, overlying and/or underlying an aquifer
can account for a significant fraction of the volume
of pumped groundwater, or even sustains the total
groundwater discharge rate when elastic storage is
exhausted in seemingly extensive aquifers.

The change of drawdown (or head buildup) with
time and space around a pumped (or recharged) well
depends on the aquifer hydraulic characteristics, such
as its storage capacity and transmissibility. The latter
is determined by the transmissivity parameter T
[L2T�1], which measures the ability of a unit section
of the aquifer to transmit flow throughout its entire
thickness; it is the product of aquifer thickness B and
the hydraulic conductivity K [LT�1]. The storage
capacity of an aquifer is quantified by the storage coef-
ficient S (also called storativity) [L3L�3], which is the
volume of water released from (or added into storage
of) a column of the aquifer of unit horizontal area
per unit drop (or increase) of the head. In unconfined
aquifers, the storage coefficient is approximated by
the specific yield Sy, which gives the yield of an aquifer
per unit area and unit drop of the water table. It is also
defined as the drainable fraction of pore space in a unit
volume of aquifer. An important parameter in the
analysis of drawdown in leaky aquifers is the leakage
factor l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Tb=K0

p
, which determines the areal dis-

tribution of the leakage [L]; where K0 and b, respect-
ively, are the hydraulic conductivity and thickness of
the semipervious confining layer. Another leaky aqui-
fer parameter is the leakage coefficient[2] s ¼ b/K0,
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which is defined as the rate of flow across a unit (hori-
zontal) area of the semipervious layer into (or out of)
the aquifer under one unit hydraulic difference across
the layer [T].

DARCIAN FLOW

Under natural field conditions, groundwater perco-
lates slowly through the porous aquifer material that,
for all practical purposes, flow is laminar and pro-
voked mainly by viscous forces. Near the well entrance

and inside the well, flow becomes turbulent and inertial
forces can no longer be ignored. Darcy’s law applies to
laminar flow where the specific discharge q [LT�1]
(hypothetical flow rate per unit porous area normal
to the flow direction) is proportional to the head
gradient i and the constant of proportionality is the
hydraulic conductivity K:

q ¼ Ki ð1Þ

Analysis of well hydraulics mainly combines Darcy’s
law Eq. (1) and continuity relations to derive solutions

Fig. 1 Illustrative diagram of types of aquifers.

Fig. 2 Illustrative diagram: (A) a confined aquifer and cone of depression, (B) pore-water pressure and inter-granular
(effective) stress.
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for drawdown in pumped aquifers (or head buildup in
recharged aquifers). Based on these fundamental rela-
tions, the flow rate Q in an extensive confined aquifer
across a cylinder of height equal to the thickness of
the aquifer B and radius r is radially symmetric and
can be expressed by the relationship (Fig. 2A):

Qðr; tÞ ¼ 2prT
@jðr; tÞ
@r

ð2Þ

in which j is the hydraulic head [L]; T ¼ KB is the
aquifer transmissivity; r is the radial distance from
the well center; and t denotes time. This equation can
also be applied to describe flow toward a well in an
extensive water-table aquifer, but with j ¼ h and
T ¼ Kh, where h is the elevation of the water table
above the base of the aquifer at a distance r from the
center of the well (Fig. 3). The transmissivity in uncon-
fined aquifers therefore varies with time and distance,
as the water table fluctuates in space and time in
response to pumpage or recharge. The solution of

Eq. (2) under steady flow condition is called the Thiem
equation,[3]

jðRÞ � jðrÞ ¼ Qw

2pT
ln

R

r

� �
ð3Þ

in which Qw is the well discharge rate [L3T�1]; and H is
the hydraulic head at distance R from the center of
the well [L]. The solution of Eq. (2) in an unconfined
aquifer with T ¼ Kh is known as the Dupuit–
Forchheimer well discharge formula,[3]

h2ðRÞ � h2ðrÞ ¼ Qw

pK
ln

R

r

� �
ð4Þ

Eqs. (3) and (4) describe the steady-state hydraulic
head at distance r from the center of the well. Eq. (4) is
based on Dupuit’s assumption[1] that the equipotential
lines are nearly vertical and, thus, the flow is essentially
horizontal. The hydraulics of gravity wells is largely
dependent on this assumption, in which the governing
flow equation can be linearized and solved easily.

In most practical problems of flow around wells, the
relationship between transient drawdown in the aqui-
fer and rate of discharge of the well Qw can be
expressed by the well-flow equation:[2,4–7]

sðr; tÞ ¼ Qw

4pT
WðuÞ ð5Þ

where s is the drawdown in the main aquifer [L] (Fig. 4)
at a distance r from the center of the well and time t;
and W(u) is called the well function, which is related
to aquifer hydraulic characteristics, r and t.

The drawdown caused by wells operating near
physical boundaries, such as streams cutting through
alluvial valleys and impervious mountain ranges, can
be estimated by using the method of images.[1–3,8]

The method of superposition can be invoked to solve
for the drawdown in a wells field.

MECHANICS OF AQUIFER YIELD
AND STORAGE

The elastic properties of the aquifer matrix and water[9]

is the primary mechanism for the release and storage
of groundwater in confined aquifers. Prior to pumping,
the total load (overburden) sT [MLT�2L�2] above the
confined aquifer, including the atmospheric pressure,
equilibrates with pore-water pressure p [MLT�2L�2]
inside the aquifer and the intergranular pressure (or
effective stress) seff [MLT�2L�2] exerted by the sedi-
ments on each other at the contact points; i.e.,
sT ¼ p þ seff (Fig. 2B). When groundwater is dis-
charged from a well, the pore-water pressure decreasesFig. 4 Illustrative diagram of a leaky-confined aquifer.

Fig. 3 Illustrative diagram of an unconfined aquifer.
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and the effective stress increases by an equal magni-
tude; i.e., Dp ¼ �Dseff, since the overburden sT

remains constant. Consequently, the decreased pore-
water pressure results in the decompression and expan-
sion of the water volume in storage, and the increased
effective stress causes the compaction of the aquifer,
somewhat reducing the pore space, and thus, the expul-
sion of additional volume of water. This elastic beha-
vior of the aquifer and water is responsible for the
release or taking into storage volumes of water in a
pumped (or recharged) aquifer.[5] In wells of large diam-
eters, the storage capacity in the well itself can be sig-
nificant and impact drawdowns in pumped aquifers.[10]

In water-table aquifers, water is derived from stor-
age primarily by drainage of the pore space above
the lowered water table (gravity drainage) and partly
from elastic storage as in confined aquifers. The latter
is ignored in practical applications and typically char-
acterizes the early response of the aquifer to pumping.
When groundwater is pumped from an unconfined
aquifer, the well discharge is initially derived from elas-
tic storage and the aquifer behaves as though it is con-
fined. The induced average drawdown therefore creates
a head gradient in the vicinity of the water table and
causes vertical flow and the subsequent lowering of
the water table. In which case, the bulk of the well dis-
charge is accounted by the volumes of water released
from storage by vertical displacement of the water
table, and the initial decline in the average head, thus,
slows down considerably for a period lasting minutes
to a few hours. The drawdown appears to be flat dur-
ing this period, which is referred to as the ‘‘delayed
yield’’ period.[6,7] The water table can now keep pace
with the declining average head and, as in the early
stage, the reaction of the aquifer becomes equivalent
to that in a confined aquifer where the flow is essen-
tially horizontal, but with the storage coefficient equal
to the specific yield.

In a leaky aquifer groundwater is derived from:
1) elastic storage in the main aquifer; 2) gravity drain-
age if the aquifer is unconfined; and 3) elastic storage
in the semipervious confining layers and induced verti-
cal leakage across these units. In most aquifers, the
hydraulic conductivity of the semipervious layer is
smaller than that in the main aquifer by at least two
orders of magnitude so that the flow across this layer
can be assumed vertical. For all practical purposes,
the flow in the main aquifer is horizontal, except in
the vicinity of partially penetrating wells. When water
is discharged from a well tapping the main aquifer, it
is initially derived from elastic storage, and the average
head is thus reduced as drawdown increases toward the
discharging well forming a cone of depression. The
vertical hydraulic head gradient formed by the draw-
down at the interface between the upper and/or lower
semipervious layer(s) and the main aquifer induces

vertical flow through the semipervious layer derived
partly from elastic storage of this leaky layer and
partly from leakage due to head differences across
the layer(s). Elastic storage of a leaky formation is often
neglected, unless it is extensively thick,[2] and leakage
across this unit ql is usually assumed to be proportional
to the head difference across the confining leaky unit(s),

q1 ¼ �
j � j0

s
or q1 ¼

s

s
ð6Þ

in which j is the head in the main aquifer; j0 is the head
in the aquifer(s) above the overlying and/or below the
underlying leaky confining layer(s) (Fig. 4); and s is
the coefficient of leakage, defined earlier. Contrary to
completely confined aquifers, drawdown in leaky aqui-
fers slows down in time and eventually levels off at
steady state, as long as the head in the aquifer receiving
or supplying leakage j0 is kept constant. Steady-state
drawdowns occur when the discharge rate is at equilib-
rium with the total leakage rate through the semiper-
vious layer. This behavior is similar to that displayed
by the delayed yield phenomenon in unconfined aqui-
fers, except that in the latter the discharge rate is derived
entirely from drainage of the pore space above the water
table rather than from leakage.

The time-drawdown relation in fractured rock aqui-
fers shows three distinct stages, which may be similar
to the delayed yield response in unconfined aquifers.
In fractured-rock aquifers, groundwater flow partly
occurs through the interconnected fractures as though
it is flowing through pipes, and partly by percola-
tion through the unfractured porous blocks of the
rock matrix. Storativity of the fractures (or fissures)
accounts for the initial yield of a pumping well, and
as pumping continues, the drawdown somewhat slows
down as water in the porous matrix reaches the frac-
tures. The delayed yield in fractured aquifers is, thus,
the result of the low conductivity of the porous blocks
relative to that of the open fractures. At the later stage,
the well discharge is derived from both the fractures
and the porous blocks as the cone of depression
continues to expand.[11]

PARTIALLY PENETRATING WELLS

A well whose screen (water entry section) length is
smaller than the saturated thickness of the aquifer it
penetrates is called a partially penetrating well. Flow
is 3-D and no longer is horizontal in the vicinity of this
well and can be turbulent. In fact, the vertical velocity
components below and above the well screen can be
very large. Partial penetration affects drawdown in
the vicinity of the well and for large distances from
the pumping well, the flow is essentially horizontal as
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though the pumped well completely penetrated the
aquifer.[2] Anisotropy of the hydraulic conductivity
has impact whenever the flow is 3-D. In aquifers where
the vertical conductivity is much smaller than the hori-
zontal, the yield of partially penetrating wells may be
appreciably smaller than that of an equivalent iso-
tropic aquifer. The effect of the anisotropy increases
as the well penetration decreases.[2]

AQUIFER TESTS

Aquifer hydraulic characteristics, such as transmissiv-
ity, storativity, leakage factor, and leakage coefficient,
are usually obtained from aquifer tests. In these tests,
the aquifer is tested under natural field flow conditions,
in which a well is pumped at a prescribed rate and the
drawdown is measured therein and, preferably, in at
least one observation well located at some distance
from the pumped well. The Theis Type-Curve method
for the estimation of aquifer transmissivity and stora-
tivity in a confined aquifer advanced the basic
approach of solution to other aquifer flow scenar-
ios.[2,6,7] In this method, a logarithmic plot of the well
function W(u) against 1/u (called type curve) is super-
imposed over that of the drawdown s vs. t/r2 (called
data curve) until a best match between the two curves
is obtained. The hydraulic properties are then esti-
mated from an arbitrarily chosen matching point and
solving simple algebraic relations. In natural aquifers,
the transmissivity (also the hydraulic conductivity)
change with direction at a given location, in which case
the aquifer is referred to as anisotropic. In these aqui-
fers, the transmissivity along any direction can be
determined uniquely in terms of its principal values,
which are defined along two principal directions in
the horizontal plane, and both the values and the prin-
cipal directions can be estimated from aquifer tests,
however, with three observation wells.[12]

WELL LOSSES

The drawdown inside a discharging well sw is the
sum of both formation head loss and well losses,
sw ¼ CfQw þ CwQn

w, in which Cf is the formation-
loss constant; Cw is the well-loss constant relating dis-
charge to the well loss; and n is the exponent due to
turbulence.[13] n ¼ 2[6] and may exceed 2,[8] and can
be as high as 3.5.[14] The formation loss results from
laminar flow through aquifer sediments and turbulent
flow outside the well screen, and is linearly related to
the well discharge Qw. Well losses are associated with
friction losses, which occur when water moves into

the well through the screen, and turbulent flow inside
the well. Gravel packing (Fig. 2A) and the removal
of fine aquifer sediments during well development
reduce well losses outside the well. The formation
losses and well-loss parameters Cf, Cw, and n can be
estimated graphically from a step-drawdown well test,
in which drawdown inside the well is measured in time
and at incremental well discharge rates.[14,15]

Notice: The U.S. Environmental Protection Agency
through its Office of Research and Development
funded and managed the research described here
through in-house effort. It has been subjected to
Agency review and approved for publication.
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INTRODUCTION

In recent years, the ecological importance of wetlands
has become well established in the scientific commu-
nity at large. There is growing acceptance to preserve
wetlands, wherever possible, as these areas provide
support functions for several natural and living
resources. Wetlands mediate biogeochemical transfor-
mations and serve as buffer zones for assimilation
and reduction of toxic petroleum hydrocarbons
released to aquatic environments.

DEFINITIONS AND TERMS

The terms ‘‘wetlands’’ and ‘‘petroleum’’ can have a
variety of meanings; thus it is important to first define
these terms as used in this review. As there is no univer-
sally accepted definition for wetlands, it should be
noted that the term is used here to denote areas of
‘‘emergent land-forming transition zones between
uplands and open water.’’[1] As pointed out by
Catallo,[1] some wetlands such as potholes have discrete
boundaries and do not provide gradual transitions.
However, there are several general defining features
of wetlands, including one or more of the following
traits: 1) there are at least temporally waterlogged or
saturated substrata; 2) there is a dominance of plants
adapted to saturated soils; and 3) there is a scarcity
of flood-intolerant plants. Examples of natural wetland
areas include freshwater swamps and marshes, Prairie
potholes, salt and brackish coastal marshes, tidal fresh-
water marshes, bottomland hardwood forests, and
mangrove swamps. In addition to these natural habi-
tats, there are vast regions of man-made lagoons and
tailing ponds such as those found in the oilsands region
of Alberta, Canada, that also fall under the general
category of wetlands. The later and other engineered
or constructed wetlands have been fully integrated
into some management strategies for treatment and
cleanup of petroleum hydrocarbon wastes.[2,3]

Petroleum is used in this article to denote primarily
petroleum hydrocarbons—ranging from light gases

such as methane, ethane, and butane, to volatile hydro-
carbons such as benzene, toluene, ethylbenzene, xylene
(BTEX); gas condensates hydrocarbons to heavier
molecular weight components in the C5–30 range and
beyond. The latter would include the asphaltenes and
petroleum waxes as high as C60. Particular attention
has been given in the literature to BTEX, polycyclic
aromatic hydrocarbons, and their alkyl derivatives,
primarily because of their importance as environ-
mental contaminants.[4] Although petroleum industrial
wastes contain heavy metals and other nitrogen and
phosphorous nutrients, along with components with
biological oxygen demand (BOD) and chemical oxygen
demand (COD), their removal and treatment will not
be the main focus of this review. Application of treat-
ment wetlands for the removal of the latter has been
well reviewed elsewhere.[3] Likewise, the many chemical
reactions to form a diverse range of chlorinated and
other halogenated hydrocarbons will not be covered
here. Instead, the focus is on naturally occurring petro-
leum hydrocarbons. Specific attention is given to their
fate and transport in wetlands.

CASE STUDIES—ISSUES AND CONCERNS

There are some key questions and issues that the scien-
tific community at large has to face regarding evaluat-
ing the effectiveness of wetlands for the treatment of
petroleum hydrocarbon wastes. Provided the contami-
nant loading is not too severe to overload a given wet-
land’s capacity to assimilate and remove petroleum
contaminants, wetlands can serve as a sink, rather than
a source, for hydrocarbons to the environment. An
exception is the offgassing of methane to the atmo-
sphere and other light gases, or combustion of wetland
vegetation. However, the majority of petroleum con-
taminants can be abated in the soil/water/vegetation
environment of wetlands. In cases where there is dam-
age to sensitive wetland ecosystems, there are difficult
issues to tackle. For example, it is not established
what actually constitutes ‘‘restoration of contaminated
wetlands—and what are considered best management
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strategies for wetland restoration.’’[5] Furthermore,
there is the issue of generally accepted endpoints that
are suitable for measurement of wetland damage or
restoration.[4] These issues are difficult to address fully
because of the fact that wetlands are dynamic systems
governed largely by: 1) their hydrology; 2) succession
of vegetation (types of plants/vegetation best adapted
for a particular environment, such as freshwater,
saline, or arctic conditions); 3) availability and type
of nutrients (whether organic or inorganic); 4) type
and physical–chemical characteristics of petroleum oil
in contact with the wetland; 5) amount of petroleum
exposed to the wetland; 6) whether the contaminants
are aged or fresh, as this has major effects on bioavail-
ability; and 7) the extent to which microbial communi-
ties at the site are adapted to the degradation of
petroleum hydrocarbons.[2,5–8] In favorable cases,
petroleum hydrocarbons can increase the abundance
of hydrocarbon-degrading bacteria and fungi. Like-
wise, some wetland vegetations can sequester petro-
leum hydrocarbons and process chemicals. However,
in view of the dynamics of wetland ecology, care and
caution need to be exercised when making generaliza-
tions from case studies to other wetland systems for
treatment of wastes.

The successes and failures of wetlands for the
abatement and treatment of petroleum hydrocarbons
should be considered within the context of these
factors above. It can be argued that the field is still
relatively new and that many of the tools for general
application of wetlands are still topics of research
and development. However, a few case studies are
selected below to illustrate how the various petroleum
hydrocarbons can be successfully treated in either
natural or engineered wetlands, based on reduction in
concentration and toxicity in the outflow from wet-
lands compared with ambient levels in waste streams.

Abatement of Petroleum Hydrocarbons in
a Natural Wetland

Results of a 5-year research study were reported by
Moore et al.,[9] describing natural attenuation pro-
cesses in a natural wetland, located downgradient of
a sour gas processing plant in central Alberta, Canada.
The investigation illustrated the utility of natural wet-
lands as a management option for the attenuation of
condensate, which is primarily composed of C5 to
C12 hydrocarbons, including BTEX compounds. The
abatement in the natural wetland area (Fig. 1) was
considered as a possible favorable remedial solution
at the site in question.[9] It was established that both
free-phase and dissolved-phase condensates have been
discharging to the base of the wetland at 1 m below
ground surface, resulting in contamination of the

wetland peat and underlying clay till. However, over
the past 20 years, the lateral extent of contamination
in the wetland has remained stable, and apparent free
product thickness and BTEX concentrations have
decreased over time. A number of natural processes
have contributed to the containment of contaminants,
including sorption, aerobic biodegradation, volatil-
ization, and anaerobic biodegradation. Sorption and
desorption processes were evaluated by laboratory
testing of site soils. There was a significantly higher
sorption to the wetland peat compared with clayey silt
attributed to the peat’s higher organic content (40%)
relative to the silt (1%). At this particular wetland,
there was no significant resistance to desorption
observed, indicating that benzene would remain mobile
and bioavailable over time. Aerobic biodegradation
and volatilization appeared to be the main removal
processes. Anaerobic biodegradation occurred pri-
marily in the clayey silt, based on geochemical indi-
cator parameters, microbial analyses, and soil vapor
sampling. Thus, overall, natural attenuation appeared
to be a feasible remedial solution for this wetland by
facilitating the containment and degradation of con-
densate components at the wetland site.

Treatment of Petroleum Hydrocarbons
in Engineered or Constructed Wetland

There are two general types of shallow vegetated ecosys-
tems or constructed wetlands that are used for the treat-
ment of petroleum hydrocarbon wastes. The wetlands

Fig. 1 Abatement of petroleum hydrocarbons in a natural
wetland located downgradient of a sour gas processing plant
in central Alberta, Canada. Source: From Ref.[9]. Courtesy of
Marcel Dekker, Inc.
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have either: 1) free water surface with surface flow; or
2) subsurface flow with vegetated submerged bed sys-
tems, as illustrated in Fig. 2. The former more closely
mimics the hydrologic regime of natural wetlands,
whereas the latter serves to minimize the exposure
of humans or wildlife to the petroleum wastewater.

The use of engineered or constructed wetlands (Fig. 2)
for the treatment of petroleum hydrocarbons has
been well reviewed by Knight, Kadlec, and Ohlendorf.[3]

In their review, the authors discussed and illustrated
several good examples of treatment wetland applica-
tions, including the treatment of refinery effluents,
spills and washing, oilsands processing water, and water
produced from the processing of natural gas (Table 1).

Several large-scale wetland projects currently exist
at oil refineries for treatment of not only petroleum

hydrocarbons in wastes but also COD, biochemical
oxygen demand, trace organics, metals, toxicity, total
suspended solids, nitrogen, and phosphorus. As noted
for natural wetlands, the removal of contaminants in
the engineered wetlands is also a function of hydraulic
loading and influent concentration and, to a lesser
extent, is dependent on the diversity and nature of
plant communities, water depth, and hydraulic
efficiency. As pointed out by Knight, Kadlec, and
Ohlendorf,[3] in most cases, data from petroleum indus-
try wetland studies indicate that treatment wetlands
are equally or more effective at removing contaminants
from petroleum industry wastewaters than from other
types of wastewater. However, for cost-effectiveness, it
is critical to construct the treatment wetland with the
appropriate size as too big a size leads to unnecessary

Fig. 2 Application of engineered or con-
structed wetlands for the treatment of
petroleum hydrocarbons. Source: From

Ref.[3]. #American Chemical Society, 1999.

Table 1 Examples of petroleum industry full-scale and pilot treatment wetlands

Site name/location Purpose Wastewater source

Total wetland

size (ha)

Average flow

(m3/day)

Amoco, Mandan, ND, USA Process water polishing Refinery process water 16.6 5700

Chevron, Richmond, CA, USA Process water polishing Refinery process water 36.4 9500

Yanshan Petrochemical,
Beijing, China

Process water polishing Refinery process water 50 100,000

Yanshan Petrochemical,
Beijing, China

Pilot facility Refinery process water 1.5

Jinling Petrochemical, Beijing,

China

Pilot facility Refinery process water 0.75

Suncor, Inc., Alberta, Canada Pilot facility Oilsand process water 0.08 17.3

BP Petroleum, Port Everglades,
FL, USA

Pilot facility Contaminated groundwater 0.007 27

Shell Oil, Norco, LA, USA Pilot facility Refinery process water 0.02 547

Shell Oil, Bremen, Germany Pilot facility Tank farm effluent 5

Texaco, USA Pilot facility Refinery process water 0.04

Australia Pilot facility Oil terminal 0.06

Source: From Ref.[3]. #American Chemical Society, 1999.
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cost overheads, whereas too small a size leads to the
wetland being a source of contaminants rather than a
viable treatment option.

CONCLUSION

Although there is growing acceptance that wetlands
provide critical buffer zones for the degradation of
petroleum hydrocarbons released to aquatic environ-
ments, there remain a number of questions on their
general use for treatment of wastes from one site to
another. For example, there are still a number of
knowledge gaps on how chemicals present in petro-
leum wastes affect microbial activities in wetland soils.
Likewise, there is a need to better understand how to
manage oil spills in wetland ecosystems. Physical
removal of oil from wetlands may not always be advis-
able as the human foot traffic can cause severe and
long-lasting damage. Furthermore, petroleum hydro-
carbons mixtures in wetland environment can differ
widely in their chemical makeup, toxicity, and metal
content, leading to quite diverse and site-specific con-
ditions. These factors, coupled with the dynamics of
wetland ecology and the dependence of degradation
rates on availability and type of nutrients, likely limit
the ability to generalize treatment strategies from one
wetland site to other locations.
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INTRODUCTION

Wetland ecosystems generally can be defined by the
presence of saturated soils and plants that grow well
under these conditions. These two features promote
many processes that trap, transform, and utilize a
variety of the materials that flow into a wetland system
with the incoming water. Because wetlands possess
this capacity to remove contaminants from water,
they have been utilized and even constructed for the
purpose of treating polluted waters. As constructed
treatment wetlands become a more common feature
in municipal, rural, agricultural, and industrial set-
tings, it is important to understand the features,
processes, and design considerations that make these
systems attractive natural-treatment options.

How Do Wetlands Work?

Wetlands can be used to treat wastewater because
they process contaminants. However, they treat waste-
water more slowly than traditional treatment plants.
Oxygen, and the manipulation of oxygen levels, is a
primary concern for wastewater treatment because
many of the necessary biological and chemical treat-
ment processes require oxygen. Traditional treatment
plants can easily manipulate oxygen levels by pumping
air into the wastewater. Oxygen enters wetlands by
slower, natural processes. Increasing oxygen concen-
tration, by increasing wastewater contact with air,
plant roots, or photosynthetic algae, often can enhance
the processing ability of wetlands.

When considering wastewater treatment by con-
structed wetlands, five contaminant groups are of pri-
mary importance: sediments, organic matter, nutrients,
pathogenic microbes, and metals. Wetlands slow down
water movement, allowing sediments to settle out of the
water. Organic matter can be processed, or decomposed,
by highly competitive microbes. Less competitive
microbes called nitrifiers process nitrogen. Both microbe
types require oxygen. Because the nitrifiers are less com-
petitive, oxygen levels become very important to insure
that both organic matter and nitrogen are fully pro-
cessed. The other two, pathogenic microbes and metals,
are more situational, related to the specific waste being
treated. Wetlands treat pathogenic microbes by detaining

them until they naturally die off, are eaten by other
predatory organisms in the wetland, or are exposed to
UV radiation near the water surface. Metals are pro-
cessed by being adsorbed to other particles and settling
out of the water.

The remainder of this entry further explains wetland
processes and design considerations. References are
provided for more in-depth information.

TREATMENT WETLAND TYPES

Constructed vs. Natural Wetlands

Wetlands constructed as treatment systems differ
from natural wetlands in several important ways. Con-
structed wetlands usually are built with uniform depths
and shapes designed to provide consistent detention
times and maximize contaminant removal. In contrast,
natural wetlands are irregular in depth and shape,
which causes irregular flow, allows water to by-pass
the shallow treatment zones by moving through the
deeper channels, and leads to less effective treatment.
In addition, water-quality regulations in the United
States dictate that if a natural wetland is associated
with an existing water body of the United States, as
most are, wastewater discharges into the wetland must
meet specific quality standards, similar to other water
bodies. Wetlands constructed as wastewater treatment
systems typically are located in uplands where wet-
lands did not exist before and are not subject to inflow
water-quality regulations. Natural wetlands are not
recommended for use as treatment wetlands.

Constructed wetlands increasingly are being used
for wastewater treatment in a variety of applications
(Table 1). Examples can be found of wetlands being
used to treat municipal sewage, urban runoff, onsite
residential wastewater, animal feedlot and barnyard
runoff, cropland runoff, industrial wastewater, mine
drainage, and landfill leachate. Each application takes
advantage of a combination of physical, chemical, and
biological processes characteristic of natural wetlands
to reduce the concentration of contaminants in water.
Such contaminants include sediments, organic materi-
als, nutrients (particularly nitrogen and phosphorus),
metals, microbial pathogens, and pesticides.

1356

© 2008 by Taylor & Francis Group, LLC



W
as

te
w

at
er

–

Y
el

lo
w

Free-Water vs. Submerged-Bed Wetlands

Constructed wetlands have two common types. Free-
water surface (FWS) wetlands (also called surface-flow
wetlands) have plants that grow in a shallow layer of
water over a soil sub strate (Figs. 1 and 2). The locat ion
of the plants in the system can vary: the plants can
float on the water surface with their roots suspended
in the water (free-floating macrophyte systems); they
can be rooted in the soil with the entire leaves and
stems below the water surface (submerged-macrophyte
systems); they can be rooted in the soil having leaves
and stems that rise above the water surface (emergent
macrophyte systems); or the wetland may use a combi-
nation of planted and open-water zones. About two-
thirds of existing wetlands as of 1994 were FWS.[1] In
vegetated submerged-bed (VSB) wetlands (also called
subsurface flow wetlands or rock-plant filters), plants
are rooted in a porous media, such as sand or gravel,
and water flows through the media in either horizontal
or vertic al direction (Figs . 3 and 4). About one-quart er
of treatment wetlands were VSB systems.[1] However,
these systems are currently used in thousands of
smaller-scale, onsite residential applications in the
United States that do not appear in this database.

TREATMENT PROCESSES

Many wastewaters entering constructed wetlands
must be pretreated to avoid excessive contaminant
loading, particularly of mineral and organic solids.

Pretreatment technologies include septic tanks for
onsite systems or anaerobic lagoons for animal waste,
municipal, or mine-drainage treatment systems. In
each case, the anaerobic condition in the pretreatment
process reduces production of additional algae solids.
Typical contaminant levels entering treatment wet-
lands are summarized in Table 2.

The wetland type impacts the processes used to
retain or remove contaminants. In a VSB system,
wastewater flows through pore spaces of the media
and comes into direct contact with the roots of plants.
In a FWS system, water flows across the media surface
and contacts plant stems and leaves. In either system,
solid particles, including sediments (clay and silt par-
ticles and colloids) and organic matter (manure
particles, organic residues, and algae or other phyto-
plankton), settle out of the water column or are
trapped or filtered as water passes through a wetland.
Contaminants that are adsorbed to sediments (e.g., P,
NH4, fecal bacteria) or absorbed within organic solids
(e.g., nutrients) are also removed. However, these
constituents can be re-suspended or desorbed back into
the wetland water. This natural cycling of materials is
an important function of wetlands, although it makes
system design and interpretation of treatment complex.

Once entrapped, organic materials and associated
contaminants are decomposed in wetlands by micro-
bial and chemical transformations. In the degradation
process, microbes use oxygen. The amount of oxygen
used is related to the amount of organic material in
the water. The controlled measurement of biochemical
oxygen demand (BOD) is a common way to illustrate
the amount of organic matter in water. When waste-
water lacks oxygen, or is anaerobic, it requires the
addition of oxygen to degrade organic matter. Oxygen
is also required for transformation of ammonium to
nitrite and nitrate (nitrification), whereas anaerobic
conditions are required for transformation of nitrate
to nitrogen gas (denitrification). Aerobic wetland
conditions often remove metals by aerobic oxidation
of iron; subsequently iron hydroxides and other
metals precipitate in the wetland.[5] Although some
oxygen diffuses into a wetland from the air, a common
assumption is that oxygen also is transported through
wetland plants and made available to microbes in close

Fig. 1 FWS wetland with emergent
macrophytes.

Table 1 North American wetlands as of 1994

Wastewater

type

Size (ha)

Quantity Minimum Median Maximum

Agricultural 58 0.0004 0.1 47

Industrial 13 0.03 10 1093

Municipal 159 0.004 2 500

Stormwater 6 0.2 8 42

Other 7 3 376 1406

Source: From Ref.[1].
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proximity to leaky roots.[6] This mechanism may be
less important than once thought, though.[2] Treatment
wetlands are thought to function effectively because
they combine anaerobic zones in the water column
with aerobic zones near the water interfaces with air
and roots. However, because the microbes that break
down organic carbon can out compete nitrifiers for
oxygen, nitrogen removal in higher strength waste-
waters is often low.

DESIGN CONSIDERATIONS

Design and resulting effectiveness of constructed
wetlands (Table 3) depend upon many factors: climate
(precipitation, temperature, growing season, evapo-
transpiration), wastewater characteristics (constituents,
loading, flow rate, and volume), topography, and wild-
life activity. Wetland designs must specify total area;
the number, depth, and size of wetland cells; hydraulic
retention times; vegetation types and coverage; inlet
and outlet configuration and location; and internal
flow patterns.[2] Details for design can be found in

numerous references[2,7–11] and some elements are dis-
cussed here.

VSB Wetlands

Properly designed VSB systems can achieve high
removal rates. Treatment in a VSB wetland is governed
by system residence time and wastewater contact with
media and plant-root surfaces. Because of this, depth is
a critical dimension and is often chosen according to
the rooting depth of the selected plant (e.g., cattails:
30 cm; reeds: 40 cm; bulrush: 60 cm). Once depth is
chosen, cross-sectional area (and thus wetland width)
is selected to assure adequate flow rates. Then, volume
(and thus wetland length) is determined from the reten-
tion time needed to treat the wastewater to the desired
quality. Proper design of inlet and outlet control struc-
tures helps maintain uniform flow patterns and depth,
avoids problems with clogging and freezing, and mini-
mizes system operation and maintenance (O and M)
problems. High loading from influent solids and clog-
ging can lead to surface flows and poor treatment.
VSB systems must receive influents that are pretreated

Fig. 3 VSB wetland with emergent

macrophytes.

Fig. 2 A three-cell, FWS wetland for treating dairy wastewater. This system is in its first year of operation; plants were recently
established. (Photo: Peter Clark.)
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to remove solids (e.g., septic tank and effluent filter or
anaerobic lagoon).

FWS Wetlands

Properly designed FWS systems also can achieve high
removal rates. Design typically follows one of two
methods. The areal loading approach allows a designer
to select the wetland surface area according to the
influent load and the desired effluent quality.[13]

Another approach allows a designer to select the
wetland area by knowing the biological reaction rate,
wastewater concentration, and flow rate along with
selected water depth and target outflow water qual-
ity.[7,8] Again, depth is a critical dimension and is

governed by plant tolerance to standing water and
treatment objectives.

FWS vs. VSB Systems

Selection of the most appropriate wetland system
depends on wastewater characteristics, treatment
requirements, and site constraints. VSB systems
generally require less land area, are less susceptible to
freezing and mosquito problems, and have no exposed
wastewater at the surface (avoiding contact-related
health problems). FWS systems are less expensive to
construct (without the cost of media), have greater
potential for wildlife habitat, and are easier to main-
tain if solids accumulate.

OPERATION AND MAINTENANCE

O and M of treatment wetlands are relatively simple.
The goal of an O and M plan is to assure that
the wetland system continues to operate as planned,
designed, and constructed. Several sources provide
specific O and M guidance,[14] and most design man-
uals also contain such guidelines. Operation should
be consistent with treatment objectives while maintain-
ing structural integrity of the system, uniform flow
conditions, and healthy vegetation as well as minimiz-
ing odors, nuisance pests and insects. Most mainte-
nance plans require such items as checking water
levels, checking for evidence of leaks or wildlife
damage, and maintaining plant health on a weekly or
monthly basis.

CONCLUSION

Constructed wetlands are complex natural-treatment
systems that are well suited for many applications.
They are low in cost and maintenance, provide sig-
nificant reductions of many contaminants, and offer
an aesthetic appearance. More work is needed to

Table 2 Wetland influent concentrations

Wastewater type

BOD5

(mg/L)

TSS

(mg/L)

TN

(mg/L)

NH4-N

(mg/L)

NO3-N

(mg/L)

TP

(mg/L)

FC

(per 100 mL)

Residential-septic tank[2] 129–147 44–54 41–49 28–34 0–0.9 12–14 105.4–106.0

Municipal-primary[2] 40–200 55–230 20–84 15–40 0 4–15 105.0–107.0

Municipal-pond[2] 11–35 20–80 8–22 0.6–16 0.1–0.8 3–4 100.8–105.6

Livestock[3] [avg.] 263 585 254 122 3.6 24 1.6�105

Livestock[3] [median] 81 118 274 60 1.1 20 1.7�103

Landfill leachate[4] 312–729 241–7840 287–670 254–2074 0–3 0.9 —

Note: BOD5 ¼ 5-day biochemical oxygen demand, TSS ¼ total suspended solids, TN ¼ total nitrogen, NH4-N ¼ ammonium nitrogen,

NO3-N ¼ nitrate nitrogen, TP ¼ total phosphorus, FC ¼ fecal coliform bacteria.

Fig. 4 VSB wetland for treating onsite residential waste-

water. This system uses gravel media and variety of wetland
plants. (Photo: Barbara Dallemand.)
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c haracterize treatment process es in constr ucted wet-
land s and impr ove design proced ures to accoun t for
v ariability in was tewater and climate.
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Wetlands: Ecosystems

Sherri L. DeFauw
University of Arkansas, Fayetteville, Arkansas, U.S.A.

INTRODUCTION

Wetlands perform key roles in the global hydrologic
cycle. These transitional ecosystems vary consider-
ably in their capacity to store and subsequently redis-
tribute water to adjacent surface water systems,
groundwater, the atmosphere, or some combination
of these. Saturation in the root zone or water standing
at or above the soil surface is key to defining a wetland.
When oxygen levels in waterlogged soils decline below
1%, anaerobic (or reducing) conditions prevail. Most,
but not all, wetland soils exhibit redoximorphic
features formed by the reduction, translocation, and
oxidation of iron (Fe) and manganese (Mn) com-
pounds; the three basic kinds of redoximorphic fea-
tures include redox concentrations, redox depletions,
and reduced matrix.[1] Microbial transformations in
flooded soils also impact other biogeochemical cycles
(C, N, P, S) at various spatial and temporal scales.
Several of the most rapidly disappearing wetland eco-
systems in North America are profiled here, in terms
of properties and processes.

HYDROLOGIC CONSIDERATIONS

Wetland water volume and source of water are heavily
influenced by landscape position, climate, soil pro-
perties, and geology. Wetlands may be surface flow
dominated, precipitation dominated, or groundwater
discharge dominated systems (Fig. 1). Surface flow
dominated wetlands include riparian swamps and
fringe marshes. In unregulated settings (i.e., no dams
or diversions) these ecosystems are subject to large
hydrologic fluxes, and vary the most in terms of soil
development, sediment loads, and nutrient exchanges.
Precipitation-dominated wetlands (e.g., prairie pot-
holes and bogs) reside in landscape depressions and
typically have a relatively impermeable complex of clay
and/or peat layers that retard infiltration (or recharge)
and also impede groundwater discharge (or inflow).
Groundwater dominated wetlands (e.g., fens and
seeps) may form in riverine settings, at slope breaks,
or in areas where abrupt to rather subtle changes in
substrate porosity occur. Groundwater contributions
to wetlands are complex, dynamic, and rather poorly
understood.[2]

Frequency and duration of flooding, and the long-
term amplitude of water level fluctuations in a
landscape are the three most important hydrologic
parameters that ‘‘shape’’ the aerial extent of a wetland
complex as well as determine the relative abundance of
four intergrading wetland settings (i.e., swamps, wet
meadows, marshes, and aquatic ecosystems[3]. Wetland
hydrodynamics control soil redox conditions. The
hydroperiod-redox linkage, in turn, controls plant
macronutrient concentrations (N, P, K, Ca, Mg, S),
micronutrient availability (B, Cu, Fe, Mn, Mo, Zn,
Cl, Co), pH, organic matter accumulation, decom-
position, and influences plant zonation. Oftentimes,
the zonation of plants (as determined by competition
and/or physiological tolerances) provides key insights
into the hydrodynamics and biogeochemistry of an
area.[3]

ECOSYSTEM PROFILES

Four of the most rapidly disappearing wetland ecosys-
tems in North America are summarized here in terms
of key properties and processes. These profiles include
comments on geographical extent, geomorphology,
soils, hydrodynamics, biogeochemistry, vegetation struc-
ture, and/or indicator species, as well as recent esti-
mates of ecosystem losses and ecological significance.

Riparian Swamps

Bottomland hardwood forests once dominated the
river floodplains of the eastern, southern, and central
United States. In the Mississippi Alluvial Plain, an
estimated 8.6 million hectare area of bottomland hard-
woods has been reduced to 2 million forested hectares
remaining.[4] Although their true extents are not well-
documented (due to difficulties in determining upland
edges), these hydrologically open, linear landscape
features have been logged, drained, and converted
to other uses (predominantly agriculture) at alarming
rates. Between 1940 and 1980, bottomland hardwood
forests were cleared at a rate of 67,000 ha yr�1.[5]

Riparian wetlands are unique, vegetative zonal
expressions of both short- and long-term fluvial
processes. A widely used classification scheme relates
flooding conditions (frequency and flood duration
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during the growing season) with zonal associations of
hardwood species.[6] Zone II (intermittently exposed
‘‘swamp’’—bald cypress and water tupelo usually
dominate the canopy) and Zone III (semipermanently
flooded ‘‘lower hardwood wetlands’’—overcup oak
and water hickory are common) are accepted as wet-
lands by most, however, Zones IV (seasonally flooded
‘‘medium hardwood wetlands’’ that include laurel oak,
green ash, and sweetgum) and V (temporarily flooded
‘‘higher hardwood wetlands’’—typically an oak–
hickory association with loblolly pine) have been con-
troversial when dealing with wetland management
issues.[7] Typically the complexity of floodplain micro-
topography abates smooth transitions from one zone
to the next, with unaltered floodplain levees oftentimes
exhibiting the highest plant diversity.[8]

Riparian wetlands process large influxes of energy
and materials from upstream watersheds and lateral
runoff from agroecosystems. As a result of these
inputs, combined with decomposition of resident bio-
mass, the organic matter content of these alluvial soils
usually ranges from 2% to 5%.[8] Clay-rich bottomland
tracts have higher concentrations of N and P as well as
higher base saturations (i.e., Ca, Mg, K, Na) compared
to upland areas. Watersheds dominated by riparian
ecosystems export large amounts of organic C in
dissolved and particulate forms.[9]

Prairie Potholes

Prairie potholes comprise a regional wetland mosaic
that includes parts of the glaciated terrains of the
Dakotas, Iowa, Minnesota, Montana, and Canada.
Originally, this region encompassed 8 million hectares
of wetland prior to drainage for agriculture; an

estimated 4 million hectares remained at the close of
the 1980s.[10] These landscape depressions are the most
important production habitat in North America for
most waterfowl.[11]

Most prairie potholes are seasonally flooded
wetlands dependent on snowmelt, rainfall, and ground-
water. Four main hydrological groupings are recog-
nized: ephemeral, intermittent, semi-permanent, and
permanent.[11] Water level fluctuations are as high as
2–3 m in some settings. Measures of soil hydraulic
conductivity demonstrate that groundwater flow is
relatively slow (0.025–2.5 m yr�1); therefore, the pot-
holes are hydrologically isolated from each other in
the short-term.[12]

Long-term ecological studies at the Cottonwood
Lake Study Area, NPWRC-USGS[11] have revealed
the intricacies of several prairie pothole phases. During
periods of drought, marsh soils, sediments, and seed
banks are exposed (i.e., dry marsh phase). Seed banks
in natural sites have 3000–7000 seeds/m2. A mixture
of annuals (usually the dominant group) and emergent
macrophyte species germinate on the exposed mudflats
and a wet meadow develops. As water levels increase,
the annuals decline and emergent macrophytes rapidly
recolonize (i.e., regenerating marsh). If the flooding
is consistently shallow, emergent macrophytes will
eventually dominate the entire pothole. Sustained
deep water flooding results in extensive declines in
emergent macrophytes (i.e., degenerating marsh), and
intensive grazing by muskrats may culminate in a lake
marsh phase as submersed macrophytes become estab-
lished. When water levels recede, emergent macro-
phytes re-establish. The rich plant communities that
develop in these dynamic marshland complexes are
also controlled by two additional environmental gradi-
ents, namely, salinity and anthropogenic disturbances
(involving conversion to agriculture and extensive irri-
gation well pumping).[11]

Northern Peatlands

Deep peat deposits, in the United States, occur pri-
marily in Alaska, Michigan, Minnesota, and Wisconsin,
and are scattered throughout the glaciated north-
east and northwest, as well as mountaintops of the
Appalachians. The most extensive peatland system,
in North America, is the Hudson Bay lowlands of
Canada that occupies an estimated 32 million hec-
tares.[13] The Alaskan and Canadian peatlands are
relatively undisturbed, and the least threatened by
developmental pressures. Elsewhere, peatlands have
either been converted for agricultural use (including
forestry) or mined for fuel and horticultural materials.

Bogs and fens are the two major types of peatlands
that occupy old lake basins or cloak the landscape.

Fig. 1 The relative contributions of groundwater discharge,

precipitation, and surface flow determine main wetland types.
Swamps and marshes are distinguished by the frequency and
duration of surface flows. Source: Modified from Ref.[3].
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The most influential, interdependent physical factors
shaping these ecosystems include: 1) water level sta-
bility; 2) fertility; 3) frequency of fire; and 4) grazing
intensity.[3] Northern bogs are dominated by oligo-
trophic Sphagnum moss species, and may be open,
shrubby, or forested tracts. These predominantly
rainfed (ombrogenous) systems have low water flow
(with a water table typically 40–60 cm below the peat
surface), are extremely low in nutrients (especially poor
in basic cations), and accumulate acidic peats (pH 4.0–
4.5).[14] Fens are affected by mineral-bearing soil waters
(groundwater and/or surface water flows), and possess
water levels at or near the peat surface. Fens may be
subdivided into three hydrologic types: soligenous
(heavily influenced by flowing surface water); topogen-
ous (largely influenced by stagnant groundwater); or
limnogenous (adjacent to lakes and ponds).[14] These
minerogenous ecosystems range from acidic (pH 4.5)
to basic (pH 8.0); vegetation varies from open, sedge-
dominated settings to shrubby, birch-willow dominated
associations to forested, black spruce-tamarack tracts.
Nutrient availability gradients do not necessarily coin-
cide with the ombrogenous–minerogenous gradient;
recent investigations indicate higher P availability in
more ombrogenous peatlands, and greater N avail-
ability in more minerogenous peatlands.[15]

Northern peatlands represent an important,
long-term carbon sink, with an estimated 455 Pg
(1 Petagram ¼ 1015 g) stored worldwide.[16] An esti-
mated 220 Pg of C is currently stored in North
American peatlands, compared to about 20 Pg in stor-
age during the last glacial maximum.[17] High latitude
peatlands also release about 60% of the methane gen-
erated by natural wetlands.[18] In addition, sponge-like
living Sphagnum carpets facilitate permanently wet
conditions, and the high cation exchange capacity of
cells retains nutrients and serves to acidify the local
environment.[19]

Pocosins

The Pocosins region of the Atlantic coastal plain
extends from Virginia to the Georgia–Florida bor-
der.[20] These non-alluvial, evergreen shrub wetlands
are especially prevalent in North Carolina; in fact,
pocosins once covered close to 1 million hectare in this
state.[21] Derived from an Algonquin Indian word
for ‘‘swamp-on-a-hill,’’ pocosins are located on broad,
flat plateaus and sustained by waterlogged, acidic,
nutrient-poor sandy, or peaty soils usually far removed
from large streams. Wetland losses are high, with
300,000 ha drained for agriculture and forestry uses
between 1962 and 1979.[22]

Pocosins are characterized by a dense, ericaceous
shrub layer; an open canopy of pond pine may be

present or absent.[21] A typical low pocosin ecosystem
[less than 1.5 m (5 ft) tall] includes swamp cyrilla (or
titi), fetterbush, bayberry, inkberry, sweetbay, laurel-
leaf greenbrier, and sparsely distributed, stunted pond
pine.[22] Pocosin soils may be either organic (with a
deep peat layer—e.g., Typic Medisaprist) or mineral
(usually including a water restrictive spodic horizon—
e.g., Typic Endoaquod). As peat depth decreases, the
stature of the vegetation increases. High pocosin [with
shrubby vegetation 1.5–3.0 m (5–10 ft) tall and canopy
trees approximately 5 m (16 ft) in height] usually occurs
on peat deposits of 1.5 m (5 ft) or less in thickness or on
wet sands.[20] The major natural disturbance to these
wetlands is periodic burning (with a fire frequency of
about 15–50 yr).

Pocosin surface and subsurface waters are similar
to northern ombrogenous bogs, but are more acidic
with higher concentrations of sodium, sulfate, and
chloride ions.[23] Carbon : Phosphorus (C : P) ratios
increase sharply during the growing season; phos-
phorus availability limits plant growth and probably
plays a crucial role in controlling nutrient export.
Undisturbed pocosins export organic N and inorganic
phosphate in soil water.[23]

CONCLUSIONS

Despite existing preservation policies, U.S. wetland
conversions are anticipated to continue at a rate of
290,000–450,000 acres (117,408–182,186 ha) annually.[24]

It is widely known that wetlands are the product of
many environmental factors acting simultaneously;
perturbations in one realm (e.g., hydrology) not only
impact local wetland properties and processes, but
also have consequences in linked ecosystems as
well. Wetlands are major reducing systems of the
biosphere, transforming nutrients and metals, and reg-
ulating key exchanges between terrestrial and aquatic
environments.
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Wind Erosion and Water Resources

R. Scott Van Pelt
Wind Erosion and Water Conservation Research Unit, Cropping Systems Research Laboratory,
Agricultural Research Service (USDA-ARS), U.S. Department of Agriculture,
Big Spring, Texas, U.S.A.

INTRODUCTION

Wind erosion is the result of wind impacting a dry,
bare and loose soil surface. Approximately 500 million
ha worldwide are susceptible to wind erosion. Plumes
of fugitive dust are the most visible evidence of
wind erosion and they may be lifted in the turbulent
wind to heights in excess of a kilometer and trans-
ported hundreds or thousands of kilometers from the
source before returning to the surface. The fine parti-
cles that become entrained in the wind and transported
great distances contain higher concentrations of organic
C, basic cations such as Na, Ca, and Mg, plant nutrients
such as N, P, K, and Fe, trace metals, and soil contami-
nants than the soils from which they originated. Larger
particles are often deposited onto surfaces including
bodies of water by gravity close to the source area, while
smaller particles may remain in the atmosphere for
long periods of time and be transported into humid
regions where they are often scavenged out of atmo-
spheric suspension by cloud formation and rainfall.

Fine atmospheric particles such as soil dust form
condensation nuclei in the presence of near-saturated
air. In addition to their role as condensation nuclei in
the formation of rain droplets, other particles are inter-
cepted and incorporated by the raindrops falling
through the air. The soluble minerals in and adsorbed
to the dust particles are dissolved and influence the
chemical properties of the precipitation. In addition
to the dust that is scavenged from the atmosphere by
rainfall, the rain will tend to wash the dust that settled
by gravity or by impact from vegetation and other sur-
faces, further increasing the concentration of dust and
dust-borne solutes in the water exiting a watershed. In
many nutrient deficient ecosystems, deposited soil dust
is a crucial input to the nutrient cycle. Soil dust reacts
with and catalyzes reactions with soil gasses and pollu-
tants, thus reducing the deleterious effects of acid rain.

WIND EROSION AND DEPOSITION
PROCESSES

As wind blows over a surface, ephemeral gusts move
particles in the sand to fine sand size range, which

either creep along the soil surface or become entrained
in the wind. Most sand-sized particles do not rise more
than 30 cm before returning to the surface, accelerated
by the wind, with a significant horizontal component
of motion. These saltating grains strike the surface
with considerable force, releasing more saltating
particles and abrading finer soil particles from soil
aggregates and crusts resulting in plumes of dust. A
thorough treatise on wind erosion processes is pre-
sented in Ref.[1].

Finer particles have a higher surface area to volume
ratio and are easily entrained into the turbulent eddies
to heights often exceeding 2–3 km. The median
diameter of entrained particles decreases as altitude
increases.[2] As the particles are transported downwind,
the higher terminal velocity of the larger particles and
shallower transport depth cause them to settle from the
atmosphere first and thus closer to the source. Dust
may also be deposited in the relative calm air to the
lee of surfaces projecting into the wind, or they may
impact and deposit on the surfaces. These processes
are termed ‘‘dry’’ or ‘‘impact deposition,’’ respectively.
Dry-deposited particles may be reentrained unless they
are deposited on a free water surface. Free water
surfaces are regarded as the most effective dust
collectors.[3]

Particles <20 mm in diameter have much lower ter-
minal velocities and may remain entrained and trans-
ported in the atmosphere for days or weeks. These
fine particles tend to be hygroscopic in nature and
absorb available water vapor from the surrounding
air mass. Dust particles are very efficient condensation
nuclei and are the reason for more numerous and smal-
ler cloud droplets over continental areas than over the
oceans. Cloud formation and rainfall are very efficient
scavengers of fine particles and it is widely held that
most of the entrained dust returns to the ground in
precipitation. This process is termed ‘‘wet deposition.’’
The dust spots on a freshly washed automobile follow-
ing a rain are evidence of wet deposition. Dust may
noticeably color the precipitation close to source
regions. In most regions of the world, dust returns to
the surface by a combination of dry, impact, and wet
deposition termed ‘‘bulk deposition.’’ Without sophis-
ticated wet–dry samplers and canopy throughfall
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collectors, the individual deposition components can-
not be accurately quantified.

SOURCES AND MAGNITUDE OF SOIL DUST

The principal source regions of soil dust are arid
and semiarid regions of the northern hemisphere
(Fig. 1).[4] Large expanses of bare, dry, and often loose
soil susceptible to wind erosion exist in these regions.
It is estimated that more than a half-billion ha world-
wide contribute to the atmospheric dust load. The
exact amount of dust that is entrained from these
regions remains uncertain owing to the variability
among source regions, within individual source
regions, among years, and the variability of estimation
methods. Estimates of annual dust entrainment vary
from 250 to more than 5000 Tg/yr. Deposition rate
estimates vary from 10 to 200 t/km/yr for land areas
and total deposition flux to the oceans has been esti-
mated at 532–851 Tg/yr.[5] Dust transported from
North Africa is deposited in Europe, the Atlantic
ocean, North America, South America, Asia, and other
locations in Africa. Dust transported from the great
source regions of Asia is deposited in the North and

Tropical Pacific Basins, North America, Greenland,
and Southeast Asia. Evidence from aeolian loess
deposits worldwide indicates that the magnitude of
dust transport was much greater in the geological past.

CHEMICAL CONSTITUENTS OF SOIL DUST

The chemical characteristics of soil dust are deter-
mined by the surface from which they were
entrained.[6] As the primary source regions for soil dust
are arid and semiarid areas, it is not surprising that the
dust from these regions contains an abundance of basic
cations such as Ca2þ, Mg2þ, and Naþ, carbonate and
bicarbonate minerals, and soluble salts (Table 1). Soil
dust also contains enriched concentrations of plant
nutrients such as N, P, K, Fe, and trace metals impor-
tant to biogeochemical cycles of ecosystems.[7] Carbon,
in many forms including soluble organic compounds,
and pesticides and daughter products, is also trans-
ported on soil dust.[8] Simple biological organisms such
as algae, bacteria, and fungi[9] including pathogens
have been documented on soil dust. These chemical
and biological ‘‘hitchhikers’’ contribute nutrients to
open ocean areas and watersheds that may be deficient

Fig. 1 The global distribution of major dust sources and dust transport paths based on the total ozone mapping spectrometer

(TOMS) aerosol product. The darker tones show those regions where substantial concentrations of dust are lifted into the
air more than 50% of the time during the dusty seasons of the year. The arrows show the main transport paths over the
oceans. The arrow size is neither indicative of the magnitude of the transport nor the distance that dust is carried. Source: From
Ref.[4].
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in one or more of these nutrients and to the cycling
of these nutrients. However, toxic contaminants may
impact organisms involved in biogeochemical cycles.
Highly soluble materials that are deposited in humid
regions may also be leached to groundwater. Although
dust inputs are often small in comparison with soil and
organic material eroded by water, they may have a sig-
nificant impact on the quality of the water leaving the
watershed and on downstream aquatic ecosystems.

Soil dust effects on water quality begin in cloud for-
mation processes. As water condenses around the dust
particle, soluble salts and organic compounds dissolve.
The film of water around the particles in clouds also
facilitates chemical reactions between the minerals
present and atmospheric gasses and non-soil particu-
lates as well as photolytic valence state transformations
of metals such as Fe, making them more soluble. The
pH of rainfall in pristine areas is about 5.5 owing to
dissolved CO2 and other gasses. In industrial areas
with high fossil fuel use, oxides of S and N are present
in larger concentrations and are also dissolved in the
rain, resulting in rainfall with much higher acidity. This
acid rain has been credited with damage to forest and
aquatic ecosystems. In areas frequented by high loads
of soil dust, soluble basic minerals, primarily carbo-
nates, partially or totally neutralize the acidity.[10]

The pH of rainfall at one location may vary from
highly acid to neutral or even basic depending on the
atmospheric dust concentration.

CONCLUSIONS

A very large quantity of soil dust is entrained into
the atmosphere, transported great distances, and
deposited upon the landscape, including water bodies,
annually. Of the dust deposited on vegetation and
land surfaces, much is washed into surface waters by
runoff from rain events. The input of basic cations,
plant nutrients, soluble salts, soluble organics, and
soil contaminants such as pesticides and pesticide
daughter products undoubtedly impacts the quality
of surface waters and may have an effect on the quality
of groundwater as well. However, dust may posi-
tively impact water quality in areas prone to acid
precipitation. There is little information available
concerning dust’s direct impacts on water resources,
providing future research opportunities.
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Table 1 Range of concentrations of chemical and

mineralogical constituents of soil dust and range of
reported rainfall pH values in documented deposition
areas for events with and without atmospheric
dust present

Parameter

reported Units Minimum Maximum

Number of

reports

examineda

Ca & Mg

carbonates

% 0 74 19

Na % 0 4 10

K % 0.01 3 13

Fe % 0.02 14 20

P mg/kg 90 1074 4

N mg/kg 5 4700 5

Organic C % 0 80 14

Rain without
dust

pH 3.5 6.7 24

Rain with
dust

pH 4.5 8.4 25

aRefers to the number of articles in refereed journals reporting the

parameters in the units used in the table.
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INTRODUCTION

The Yellow River is the second longest river in
China. The terrain of the Yellow River basin is high
in the west, low in the east, thus showing great dispar-
ity. The climate along the basin belongs to the arid and
the semiarid and semihumid type from west to east,
respectively. The Yellow River basin is an important
production area in agriculture and is rich in mineral
and energy resources. The main crops are wheat,
cotton, oil-bearing plants, tobacco, etc. Yellow River
provides the major water source for northwest and
north China. Compared with other rivers in China, it
is characterized by shortage of water, high sand con-
tent, and serious loss of water and soil. In the lower
reaches of the Yellow River, a large amount of sedi-
ment is left behind to raise the riverbed. Thus, the riv-
erbed is higher than the ground outside the river and
is called ‘‘suspended river.’’ With water consumption
increasing rapidly, zero flow occurred in the lower
reaches in recent years. Floods and droughts are
two major disasters in the Yellow River basin, which
caused great losses in people’s lives and property.

Since 1949, China has made unremitting efforts to
harness the Yellow River. A number of water control
projects were undertaken, hydropower stations had
been built, and the dykes in the lower reaches had been
strengthened and heightened. The eroded land on the
Loess Plateau had been harnessed and water and
soil loss was restricted. Soil and water conservation
improved both agricultural production conditions and
the ecological environment. Since 1949, the Yellow
River has never been breached, thus ensuring the safety
of its people and property and promoting the develop-
ment of economy and society.

DISCUSSION

The Yellow River originates from the Yueguzonglie
Basin, which has an elevation of 4500 m and is located

at the northern slope of the Bayankera Mountain in
the Qinghai–Tibet Plateau. From west to east, it flows
through nine provinces/autonomous regions: Qinghai,
Sichuan, Gansu, Ningxia, Inner Mongolia, Shanxi,
Shaanxi, Henan, and Shandong, and empties into the
Bohai Sea in Kenli county, Shandong Province. The
trunk is 5464 km in length and the basin area is
795,000 km2. Within the river basin, the population is
110.08 million, accounting for 8.7% of the total popu-
lation in China; the cultivated land is 13.1 million ha.[1]

The Yellow River basin is the cradle of Chinese
nationality and the birthplace of ancient Chinese civi-
lization. As early as 1 million years ago, the ‘‘Lantian
Man’’ had been living in the Yellow River Basin. In
this very long historical period, the basin was the
center of politics, economy, and culture in China.

The terrain of the Yellow River basin is high in the
west and low in the east, thus showing great disparity.
The west section of the basin belongs to the Qinghai–
Tibet Plateau with an elevation of 3000–5000 m. The
middle section is mostly located in the Loess Plateau
and reaches the east side of Taihang Mountain, with
an elevation of 1000–2000 m. The east section starts
from east of Taihang Mountain and ends at the Bohai
Sea, lying in the Huanghuaihai Plain, with an elevation
of lower than 100 m.[1] Based on the geographical posi-
tion and the feature of the river, the trunk stream of
the Yellow River can be divided into upper, middle,
and lower reaches. The upper reaches are from the
source of the river to Hekouzhen (Tuoketuo county)
in Inner Mongolia, with length of 3472 km and
area of 428,000 km2. The middle reaches are from
Hekouzhen, then extend to Taohuayu (Zhengzhou)
of Henan province, comprising 1206 km in length
and 344,000 km2 in area. Starting from Taohuayu,
the lower reaches run through nearly 800 km, occupy
23,000 km2 of area, and end at the mouth of the river.[1]

Because of the height difference, the climate in the
Yellow River basin is very distinct, ranging from arid
climate in the west through semiarid to semihumid cli-
mate in the east. Average annual temperature is �4�C
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at the source, 1–8�C in the upper reaches, 8–12�C in
the middle reaches, and 12–14�C in the lower reaches.
The average annual precipitation of the basin is
452 mm. The maximum is in the southeast part of the
basin, reaching 800–1000 mm; whereas the minimum
annual precipitation is less than 200 mm in the north-
west part of the basin, including Ningxia and Inner
Mongolia, which features the inland climate.[1] The
Yellow River basin is rich in mineral and energy
resources that are of great importance in China. Out
of the 45 proved major mineral resources in China,
37 are found in the Yellow River basin.[1] The water
energy in the upper-middle reaches of Yellow River,
the coal in the middle reaches, and the oil and natural
gas in the middle-lower reaches are all quite rich in
deposits. Thus the Yellow River basin is called the
‘‘energy resources basin,’’ playing an important role
in China.[1]

The Yellow River provides the major water resource
for northwest and north China, but the amount is
comparatively poor. The average annual runoff in
the basin is 58 billion m3, making up only 2% of that
in China, whereas the area of the Yellow River basin
accounts for 8.3% of the land area of the country.[1]

The distributions of runoff in different areas are dif-
ferent. Annual runoff in the upper, middle, and lower
reaches contributes 55.6%, 40.8%, and 4.6% of the total
annual runoff, respectively. It also varies with seasons.
More than 60% of the annual runoff happens during
the period from July to October, while less than 40%
occurs from November to June.[1] The Yellow River
basin is an important production area in agriculture.
The main crops are wheat, cotton, oil-bearing plants,
tobacco, etc. The irrigation area along the Yellow
River basin is about 7.3 million ha,[2] most of which
is in the Ningxia–Inner Mongolia Plain at the upper
reaches, Fen-Wei basin at the middle reaches, and
the irrigation area drawing water from the Yellow
River at the lower reaches. Agricultural irrigation con-
sumes 28.4 billion m3 of water from the Yellow River
annually, accounting for 92% of the overall annual
water consumption of the river.[2] With high-speed
development of the economy and continued popu-
lation growth, water consumption has increased rap-
idly and the competition between water supply and
demand has become more acute. As a result, zero flow
in the lower reaches has resulted in recent years. From
1972 through 1998, zero flow occurred in 21years with
accumulated duration of 1051 days. The worst was in
1997, when Lijin, near the river mouth, had zero flow
for 226 days; the zero-flow section extended upstream
even to Kaifeng of Henan Province.[2]

The Yellow River flows through the Loess Plateau,
where the surface is characterized by loose soil and
sparse vegetation, and the climate is dominated by
dry weather and heavy storms concentrated mostly in

the summer. Therefore, it is the largest area affected
by water and soil loss and the strongest intensity in
erosion in China. Based on the data collected by
remote sensor in 1990, the area experiencing water loss
and soil erosion is up to 454,000 km2, which makes up
70.9% of the Loess Plateau’s area. The area of water
erosion with the annual erosion mean exceeding
8000 Mg/km2 is 85,000 km2, accounting for 64% of
the congener area in China. The severe water degra-
dation area with annual erosion mean exceeding
15,000 Mg/km2 is 36,700 km2, about 89% of the con-
gener area.[1] Average annual amount of sediment
and sand washed into the river is about 1.6 billion
Mg with sand content of 35 kg/m3. The maximum
sand content is 933 kg /m3, which was measured at
Longmen on July 18, 1966.[3] In the lower reaches of
the Yellow River, a large amount of sediment is left
behind to raise the riverbed. Nearly 9.2 billion Mg of
sediment were deposited in the lower reaches of the
Yellow River from 1950 through 1998. Thus, the riv-
erbed is 4–6 m higher than the ground outside the river
on an average. At some places, this number could even
reach 10 m or more.[2] For this reason, the lower
reaches of the Yellow River are called the ‘‘suspended
river.’’ Because of rainstorms occurring in the middle
reaches and the channel in the lower reaches being
wider in the upper part and narrower in the lower part,
the lower reach area frequently suffers from heavy
floods. Records indicated that from 602 BC to 1949 AD,
the Yellow River was breached 1590 times and chan-
ged its route 26 times, i.e., on the average, ‘‘breach
twice every three years and changing its route every
century.’’[4] Heavy floods affected a large area from
Tianjin City in the north to Huaihe River in the south,
crossing 250,000 km2. On the other hand, drought is
another disaster that occurs frequently in the Yellow
River basin. In 582 years from 1368 to 1949, severe
drought occurred in 107 years, once every 5.4 years.[5]

Records show that an extraordinarily serious drought
lasted 4 years, from 1875 to 1878, through the whole
basin of the Yellow River.

Harnessing of the Yellow River has always been a
major issue concerning China’s prosperity and the
people’s peaceful life. Since 1949, China has made
unremitting efforts to harness the Yellow River and,
therefore, ensured the safety of its people and property,
promoted the development of economy and society,
and improved the ecological environment. On the
trunk of the Yellow River, 15 key water control pro-
jects and hydropower stations have been built or are
being built, providing a total water capacity of 56.6 bil-
lion m3, a total installed capacity of 11.13 million kW,
and an average annual power supply of 40.1 billion
kWh.[2] By the end of 2000, 1400 km of dykes along
the lower reaches had been strengthened and height-
ened four times. Large-scale channel improvement
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had been performed. Reservoirs exceeding 10,000 in
number and in different sizes have been built, with a
total storage capacity of 72 billion m3. Among them,
22 of the largest reservoirs are able to hold 61.7 billion
m3 of water.[2] Other projects for irrigation and water
supply had also been accomplished and the ground-
water had begun to be developed. As a result, the irri-
gation area has increased from 0.8 million ha in 1950
to 7.3 million ha now, including 2.4 million ha that
are located outside of the basin.[2] Until 2000, the area
of 180,000 km2 of eroded land on the Loess Plateau,
which is one-third of the land with soil erosion, had
been harnessed. To some extent, water and soil loss
and desertification have been restricted. The amount
of sediment and sand being washed into the Yellow
River each year had decreased by about 300 million
Mg.[2] Soil and water conservation improved the agri-
cultural production condition and ecological environ-
ment. By taking these measures, the average annual
grain yield has increased by more than 5 billion kg,
which can provide enough food and clothing for more
than 10 million people.[2] Since 1949, the Yellow River
has never been breached, even when heavy flood with
flow of 22,300 m3/sec occurred in July of 1958.[3]

CONCLUSION

Compared with other rivers in China, the Yellow River
is characterized by shortage of water, high content
of sand, and serious loss of water and soil. Average
annual runoff is only 58 billion m3, taking up only
2% of that in China, and annual amount of sediment
and sand washed into the river is about 1.6 billion
Mg with sand content of 35 kg/m3. The riverbed in
lower reaches is 4–6 m higher than the ground outside
the river on average. Floods and droughts are two

major disasters in the Yellow River basin. Breach
occurred frequently in its history. The Chinese govern-
ment has made great efforts to harness the river. A
number of water control projects have been under-
taken, hydropower stations have been built, and dykes
in the lower reaches had been strengthened and
heightened. To a certain extent, the eroded land on
the Loess Plateau had been harnessed and water and
soil loss was restricted. The implementation of the
great-development-of-the-west strategy of China will
further prompt the harnessing and exploitation of the
Yellow River along with the development of economy
and society.
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