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PREFACE

No one really questions that water is the life blood of
humankind. We all remain amazed that the existence of
water separates our planet from every other we have thus
far viewed in our universe. We can arguably do without
every naturally occurring molecule on the earth except
water. Life was clearly formed within water and exists in
one way or another on water.

Few people in the developed world give this simple fact
of life much thought. We have an abundance of water
for most of our needs, although some agricultural areas,
a few municipalities, and some rural families, at times
are strapped for the full amount of water they desire.
In the developing world, however, in some locations, the
collection and distribution of water is a critical part of
every day life, with many women devoting the major
portion of their day to the provision of water for their
family. In other villages, the construction and protection of
a single well can be the primary focus of community needs.

In general, the actual delivery of water for a myriad of
uses followed by its disposal is taken for granted by all
but the individuals charged with carrying out these often
amazing tasks. In this volume of the Water Encyclopedia,
a collaborative effort of hundreds of people from dozens
of countries, we have tried to cover every conceivable
topic of interest to people in every walk of life, be they
students, researchers, professionals, or just plain folks
with an intellectual curiosity about our elixir of life.

We are concerned in this volume with the actual
delivery of water to the home by the home owner
(subjects include disinfection, corrosion control, nitrates,
gray water, septic tanks, and windmills), from the
municipal supplier (and their challenges, including
distribution, filtration, zebra mussels, reverse osmosis,

cryptosporidium, arsenic, and public confidence), to
industry and its special needs (such as microfiltration,
effluent discharge, reuse, energy, nuclear reactor coolants,
and even golf course irrigation), and of course the
disposal of our used water in a safe and efficient manner
(subjects such as air stripping, bioassays, flotation, sludge,
bioavailability, and wetlands). We hope that no reader can
stump the experts, which means that we have covered
every area of interest. However, we know that this goal is
not currently possible, but in coming years and in coming
editions on paper and on the World Wide Web, we will
more closely approach it. Let us know on our website
where our information may be incomplete, and we will be
sure to follow-up and fill in the gap in the future.

The contributors to this volume have freely offered
their expertise to this project. Some have focused their
information on those in need of complete and often complex
detail of their subject matter. Others have followed a
middle road for a wider audience, and still others believed
that a very simple approach to conveying information on
their subject was best.

The reader may find all approaches on the same subject
matter because the editors frequently sought overlapping
information presented from different points of view. We
are confident that most people will find their needs met.

Through this encyclopedia, which is the most compre-
hensive effort ever undertaken on behalf of this most
important subject, we hope that we will collectively make
a contribution that will enhance the distribution and use
of our water supplies in ever safer and more efficient ways.

Jay Lehr
Jack Keeley



ACKNOWLEGMENTS

The editors of this encyclopedia wish to acknowledge two
special people without whose assistance this enormous
undertaking could not have been initiated, administered,
or completed.

Bob Esposito, Executive Editor, placed the project
before us and convinced us it would be as exciting and
rewarding as time has proved.

Jonathan T. Rose, Editorial Program Coordinator, was
the true backbone of our team. His warm, accommodating,
and skillful management helped us overcome each and

Xi

every problem. His interaction with contributors and his
knowledge of the publishing process offered us the security
and comfort required to persevere through the four years
required to complete this work. We will forever be in his
debt.

Jay Lehr

Jack Keeley

Janet Lehr

Thomas B. Kingery III



CONTRIBUTORS

Segun Michael Ade Adelana, University of Ilorin, Ilorin, Kwara State,
Nigeria, Water and Human Health, Nitrate Health Effects

Franklin Agardy, Forensic Management Association, San Mateo,
California, Chemical Drinking Water Standards, Past, Present, and
Future

Rasheed Ahmad, Khafra Engineering Consultants, Atlanta, Georgia, Fil-
tration With Granular Media, Hydraulic Design of Water Distribution
Storage Tanks, Ozone With Activated Carbon for Drinking Water Treat-
ment, Particulate Removal, Filtration Water Treatment, Particulate
Matter Removal by Filtration and Sedimentation, Synthetic and Natural
Organic Removal by Biological Filtration, Water Filtration, Floccula-
tion, Gravity Separation/Sedimentation, Particulate Matter Removal
by Coagulation, Dechlorination, Wastewater Reclamation and Reuse,
Wastewater Reclamation and Reuse Treatment Technology

Julia E. Aizpun de Moreno, Universidad Nacional de Mar del Plata,
Mar del Plata, Argentina, Macrophytes as Biomonitors of Polychlorinated
Biphenyls

Imram Ali, National Institute of Hydrology, Roorkee, India, Wastewater
Treatment and Recycling Technologies

George R. Alther, Biomin, Inc., Ferndale, Michigan, The Role of
Organoclay in Water Cleanup

Pietro Argurio, Universita della Calabria, Rende, Italy, Ultrafiltra-
tion—Complexation in Wastewater Treatment

Scott Arthur, Heriot-Watt University, Edinburgh, Scotland, United
Kingdom, Roof Drainage Hydraulics

Samuel C. Ashworth, Idaho National Engineering and Environmental
Laboratory, Idaho Falls, Idaho, Polycyclic Aromatic Hydrocarbons,
Water Treatment in Spent Nuclear Fuel Storage, Hydrocarbon
Treatment Techniques, Metal Speciation and Mobility as Influenced
by Landfill Disposal Practices

Kwok-Keung Au, Greeley and Hansen, Chicago, Illinois, Removal of
Pathogenic Bacteria, Viruses, and Protozoa, Granular Bed and Precoat
Filtration

Ann Azadpour-Keeley, United States Environmental Protection Agency,
Ada, Oklahoma, Virus Transport in the Subsurface

Christine L. Bean, University of New Hampshire, Durham, New
Hampshire, Giardiasis

Asbjorn Bergheim, RF-Rogaland Research, Stavanger, Norway, Waste
Treatment in Fish Farms

Vipin Bhardwaj, NDWC Engineering Scientist, Diatomaceous Earth
Filtration for Drinking Water, Reservoirs, Towers, and Tanks Drinking
Water Storage Facilities, Pumps, Water Meters, Preventing Well
Contamination, Cross Connection and Backflow Prevention, Repairing
Distribution Line Breaks

William J. Blanford, Louisiana State University, Baton Rouge, Louisiana,
Review of Parasite Fate and Transport in Karstic Aquifers

C. Blocher, Saarland University, Saarbriicken, Germany, Application of
Microfiltration to Industrial Wastewaters

Patrick Bond, Kensington, South Africa, The Economics of Water
Resources Allocation

T.R. Bott, University of Birmingham, Birmingham, United King-
dom, Industrial Cooling Water—Scale Formation, Industrial Cooling
Water—Corrosion, Industrial Cooling Water—Biofouling, Energy Dis-
sipation

Jeanine L. Boulter-Bitzer, University of Guelph, Guelph, Ontario,
Canada, Molecular-Based Detection of Cryptosporidium Parvum in
Water

Brenda Boutin, National Center for Environmental Assessment, Cincin-
nati, Ohio, Health Effects of Microbial Contaminants and Biotoxins in
Drinking Water, Health Effects of Commonly Occurring Disinfection
Byproducts in Municipal Water Supplies

Jacqueline Brabants, University of New Hampshire, Durham, New
Hampshire, Cryptosporidium

Alexander Brinker, Fischereiforschungsstelle des Landes Baden-
Wiirttemberg, Langenargen, Germany, Waste Treatment in Fish Farms

B.M. Brouckaert, University of Natal, Durban, South Africa, Key Causes
of Drinking Water Quality Failure in a Rural Small Water Supply of
South Africa

xiii

Robert Bruce, National Center for Environmental Assessment, Cincinnati,
Ohio, Health Effects of Microbial Contaminants and Biotoxins in
Drinking Water, Health Effects of Commonly Occurring Disinfection
Byproducts in Municipal Water Supplies

Charlie Bryce, Napier University, Edinburgh, Scotland, United Kingdom,
The Arsenic Drinking Water Crisis in Bangladesh

Mario O. Buenfil-Rodriguez, National University of Mexico & Mexican
Institute of Water Technology, Cuernavaca, Morelos, Mexico, Public Water
Supply World, Water Distribution System Operation, Water Meter

Zia Bukhari, American Water, Quality Control and Research Laboratory,
Belleville, Illinois, Potential Risks of Waterborne Transmission of
Escherichia coli O157:H7, Measuring Cryptosporidium Parvum Oocyst
Inactivation Following Disinfection With Ultraviolet Light

Michael A. Butkus, United States Military Academy, West Point, New
York, Biochemical Oxygen Demand

D. Butler, Imperial College, London, United Kingdom, Gray Water Reuse
in Households

Rebecca L. Calderon, Ph.D., National Health and Environmental
Effects Laboratory Research Triangle Park, North Carolina, Improving
Waterborne Disease Surveillance

Christine M. Carey, University of Guelph, Guelph, Ontario, Canada,
Molecular-Based Detection of Cryptosporidium Parvum in Water

Peter S. Cartwright, P.E., Minneapolis, Minnesota, Water Reuse

Frank J. Castaldi, Brown and Caldwell, Austin, Texas, Degradation of
Chloro-Organics and Hydrocarbons, Aqueous Behavior of Elements in a
Flue Gas Desulfurization Sludge Disposal Site

Frédéric J.F. Chagnon, Massachusetts Institute of Technology, Cam-
bridge, Massachusetts, Chemically Enhanced Primary Treatment of
Wastewater

Chavalit Chaliraktrakul, Thammasat University, Pathumthani, Thai-
land, A Real-Time Hydrological Information System for Cities

Lena Ciric, Centre for Ecology and Hydrology, Oxford, United Kingdom,
Molecular Biology Tools for Monitoring Biodiversity in Wastewater
Treatment Plants

Gunther F. Craun, P.E., M.P.H., D.E.E., Gunther F. Craun and Asso-
ciates, Staunton, Virginia, Improving Waterborne Disease Surveillance

James Crocker, Richland, Washington, Radioactive Waste

Sukumar Devotta, Environmental Genomics Unit, National Environ-
mental Engineering, Research Institute, CSIR, Nagpur, India, Water
Security: An Emerging Issue

John E. Dodes, Forest Hills, New York, Fluoridation

L. Donald Duke, University of South Florida, Tampa, Florida, Effluent
Limitations and the NPDES Permit

Timothy J. Downs, Clark University, Worcester, Massachusetts, Munici-
pal Watersheds, Integrated Capacity Building Needs for Water Supply
and Wastewater Sanitation

Jorg E. Drewes, Colorado School of Mines, Golden, Colorado, Wastewater
Reclamation and Reuse Research

James B. Duncan, Kennewick, Washington, Aqueous Reactions of Specific
Organic Compounds with Ozone

Maria-del-Carmen Duran-de-Bazaa, UNAM, National Autonomous
University of Mexico, México D.F., México, Sugarcane Industry
Wastewaters Treatment, Use of Anaerobic-Aerobic Treatment Systems
for Maize Processing Plants

C. Erickson, New Mexico State University, Las Cruces, New Mexico, Land
Applications of Wastewater in Arid Lands: Theory and Case Studies

T. Erwe, Saarland University, Saarbriicken, Germany, Application of
Microfiltration to Industrial Wastewaters, Bonding of Toxic Metal Ions

Susan L. Franklin, Tetra Tech MPS, Ann Arbor, Michigan, Consumer
Confidence Reports

From Drinking Water Regulation and Health, Wiley 2003, 1962 U.S.
Public Health Service Standards

Floyd J. Frost, Ph.D., The Lovelace Institutes, Albuquerque, New Mexico,
Improving Waterborne Disease Surveillance

Michael H. Gerardi, Linden, Pennsylvania, Microbial Foaming in
the Activated Sludge Process, Biological Phosphorus Removal in the
Activated Sludge Process, Nitrification in the Activated Sludge Process,
Denitrification in The Activated Sludge Process



xiv CONTRIBUTORS

Sanjiv Gokhale, Vanderbilt University, Nashville, Tennessee, Basics
of Underground Water and Sewer Pipeline Assessment, Repair,
and Rehabilitation, Trenchless Repair and Rehabilitation Techniques,
Problems Encountered During Pipe Repair and Renewal

Janusz Guziur, University of Warmia and Mazury in Olsztyn, Olsztyn,
Poland, Role of Small Water Reservoirs in Environment

Donald R.F. Harleman, Massachusetts Institute of Technology, Cam-
bridge, Massachusetts, Chemically Enhanced Primary Treatment of
Wastewater

Arnim R.H. Hertle, GHD Pty Ltd, Wembley, Washington, Australia, Fine
Bubble Diffused Air Aeration Systems, Aeration

James Higgins, USDA-ARS, Beltsville, Maryland, Threat Agents and
Water Biosecurity

Arthur M. Holst, Philadelphia Water Department, Philadelphia, Pennsyl-
vania, Windmills

Robert M. Hordon, Rutgers University, Piscataway, New Jersey, Bottled
Water

Marsha A. Hosner, DHI, Newtown, Pennsylvania, Approaches for
Securing a Water Distribution System

Look Hulshoff Pol, Lettinga Associates Foundation, Wageningen, The
Netherlands, Anaerobic Wastewater Treatment

M. Eng Nguyen Quang Hung, Asian Institute of Technology,
Pathumthani, Thailand, A Real-Time Hydrological Information System
for Cities

Herbert Inhaber, Risk Concepts, Las Vegas, Nevada, Water Use in Energy
Production

Enos C. Inniss, University of Texas, San Antonio, Texas, Use of Redox
Potentials in Wastewater Treatment

Th. A. Toannidis, Aristotle University of Thessaloniki, Thessaloniki,
Greece, Solidification/Stabilization of Hazardous Solid Wastes

Irena B. Ivshina, Russian Academy of Sciences, Perm, Russia, Microbial
Foaming and Bulking in Activated Sludge Plants

James A. Jacobs, Environmental Bio-Systems, Inc., Mill Valley, Califor-
nia, Water Impacts from Construction Sites

Kauser Jahan, Rowan University, Glassboro, New Jersey, Detergents

C.K. Jain, National Institute of Hydrology, Roorkee, India, Wastewater
Treatment and Recycling Technologies

H.A. Jenner, KEMA Power Generation and Sustainables, Arnhem, The
Netherlands, Chlorine and Chlorine Residuals

Dick de Jong, IRC International Water and Sanitation Centre, Delft,
The Netherlands, Multistage Filtration: An Innovative Water Treatment
Technology

Mohammad R. Karim, American Water, Quality Control and Research
Laboratory, Belleville, Illinois, Microbiological Concerns of Drinking
Water Distribution Systems

A. Katsoyiannis, Aristotle University of Thessaloniki, Thessaloniki,
Greece, The Fate of Persistent Organic Pollutants (POPs) in The
Wastewater Treatment Process

I. Katsoyiannis, Aristotle University of Thessaloniki, Thessaloniki, Greece,
Technologies for Arsenic Removal from Contaminated Water Sources

Absar A. Kazmi, Department of Civil Engineering, Roorkee, Uttaranchal,
India, Water and Wastewater Properties and Characteristics, Reclaimed
Water, Sewage, Wastewater Characterization

Jack W. Keeley, Environmental Engineer, Ada, Oklahoma, Virus
Transport in the Subsurface

Jaehong Kim, Georgia Institute of Technology, Atlanta, Georgia,
Municipal Water Supply: Ozonation

K. Thomas Klasson, Oak Ridge National Laboratory, Oak Ridge,
Tennessee, Mercury Removal From Complex Waste Waters

Jeff Kuo, Cerritos, California, Air Stripping

Maria S. Kuyukina, Russian Academy of Sciences, Perm, Russia,
Microbial Foaming and Bulking in Activated Sludge Plants

Zacharia Michael Lahlou, Technical Assistance Consultant, Valves,
Water Hammer, Point-of-Use/Point-of-Entry Systems (POU/POE), Leak
Detection and Water Loss Control, System Control and Data Acquisition
(SCADA)

Guenter Langergraber, BOKU—University of Natural Resources and
Applied Life Sciences, Vienna, Austria, Ecological Wastewater Manage-
ment, Wastewater Treatment—Small Scale, Constructed Wetlands

Lars Chr Larsen, DHI Water and Environment, Hprsholm, Denmark, A
Real-Time Hydrological Information System for Cities

Mark W. LeChevallier, American Water, Voorhees, New dJersey,
Microbiological Concerns of Drinking Water Distribution Systems,
Potential Risks of Waterborne Transmission of Escherichia coli 0157:H7

Hung Lee, University of Guelph, Guelph, Ontario, Canada, Molecular-
Based Detection of Cryptosporidium Parvum in Water

Gatze Lettinga, Wageningen University and Research Center, Wagenin-
gen, The Netherlands, Anaerobic Sewage Treatment

Srinivasa Lingireddy, University of Kentucky, Lexington, Kentucky,
Design of Water Distribution Systems

Gerasimos Lyberatos, University of Patras, Patras, Greece, Nitrification
of Potable Water Using Trickling Filters

Bruce A. Macler, Toxicologist, U.S. Environmental Protection Agency,
San Francisco, California, Application of Risk Assessments in Crafting
Drinking Water Regulations

N. Makala, University of Fort Hare, Alice, South Africa, Assessing the
Bactericidal Efficiency of Polydex for the Disinfection of Drinking Water
in Rural Areas of South Africa, Key Causes of Drinking Water Quality
Failure in a Rural Small Water Supply of South Africa

Babalola Makinde-Odusola, Public Utilities, Riverside, California, Well
Head Protection, Drinking Water Quality Standards (DWQS)-United
States

Joe D. Manous, Jr., United States Military Academy, West Point, New
York, Biochemical Oxygen Demand

Ole Mark, DHI Water and Environment, Horsholm, Denmark, A Real-Time
Hydrological Information System for Cities

Kostas A. Matis, Aristotle University, Thessaloniki, Greece, Bonding
of Toxic Metal Ions, Application of Microfiltration to Industrial
Wastewaters, Flotation as A Separation Process

Paul Mavros, Aristotle University, Thessaloniki, Greece, Mixing and
Agitation in Water Treatment Systems

V. Mavrov, Saarland University, Saarbriicken, Germany, Application of
Microfiltration to Industrial Wastewaters, Bonding of Toxic Metal Ions

Steve Maxwell, Tech KNOWLEDGEY Strategic Group,Boulder, Colorado,
Ten Key Trends That Will Shape the Future of the World Water Industry,
The State of the Water Industry—2004

Kevin S. McLeary, Pennsylvania Dept. of Environmental Protection,
Harrisburg, Pennsylvania, Wastewater Treatment Processes and Water
Reuse, Domestic Sewage

Sue McLeod, William Forrest and Sons, Omoa Works, Newarthill,
Motherwell, United Kingdom, Odor Abatement in Wastewater Treatment
Plants

Fayyaz A. Memon, Imperial College, London, United Kingdom, Gray
Water Reuse in Households

Mirta L. Menone, Universidad Nacional de Mar del Plata, Mar del Plata,
Argentina and Consejo Nacional de Investigaciones Cientificas y Técnicas
(CONICET), Buenos Aires, Argentina, Macrophytes as Biomonitors of
Polychlorinated Biphenyls

Chris Metzgar, Graphic Designer, Reservoirs, Towers, and Tanks
Drinking Water Storage Facilities

J.G. Mexal, New Mexico State University, Las Cruces, New Mexico, Land
Applications of Wastewater in Arid Lands: Theory and Case Studies

C. Mfenyana, University of Fort Hare, Alice, South Africa, Inadequate
Treatment of Wastewater: A Source of Coliform Bacteria in Receiving
Surface Water Bodies in Developing Countries—Case Study: Eastern
Cape Province of South Africa

Z. Michael Lahlou, Technical Assistance Consultant, Water Quality in
Distribution Systems

Karina S.B. Miglioranza, Universidad Nacional de Mar del Plata,
Mar del Plata, Argentina and Consejo Nacional de Investigaciones
Cientfﬁcas y Técnicas (CONICET), Buenos Aires, Argentina, Macrophytes
as Biomonitors of Polychlorinated Biphenyls

Mel Mirliss J., International Diatomite Producers Association, Diatoma-
ceous Earth Filtration for Drinking Water

M. S. Mohan Kumar, Indian Institute of Science, Bangalore, India,
Modeling Chlorine Residuals in Urban Water Distribution Systems

Dinesh Mohan, Gomti Nagar, Lucknow, Uttar Pradesh India, Granular
Activated Carbon, Competitive Adsorption of Several Organics and
Heavy Metals on Activated Carbon in Water

T. C. Molden, Magnatech Corporation, Fort Wayne, Indiana, Zebra Mussel
Control Without Chemicals

Raffaele Molinari, Universita della Calabria, Rende, Italy, Pho-
tocatalytic Membrane Reactors in Water Purification, Ultrafiltra-
tion—Complexation in Wastewater Treatment



M.N.B. Momba, University of Fort Hare, Alice, South Africa, Key Causes
of Drinking Water Quality Failure in a Rural Small Water Supply
of South Africa, Assessing the Bactericidal Efficiency of Polydex for
the Disinfection of Drinking Water in Rural Areas of South Africa,
Inadequate Treatment of Wastewater: A Source of Coliform Bacteria in
Receiving Surface Water Bodies in Developing Countries—Case Study:
Eastern Cape Province of South Africa

John E. Moore, Hydrologic Consultant, Denver, Colorado, Septic Tank
Systems

Victor J. Moreno, Universidad Nacional de Mar del Plata, Mar del Plata,
Argentina, Macrophytes as Biomonitors of Polychlorinated Biphenyls

Chandrika Moudgal, National Center for Environmental Assessment,
Cincinnati, Ohio, Health Effects of Microbial Contaminants and
Biotoxins in Drinking Water, Health Effects of Commonly Occurring
Disinfection Byproducts in Municipal Water Supplies

G. R. Munavalli, Walchand College of Engineering, Sangli, India,
Modeling Chlorine Residuals in Urban Water Distribution Systems

Michael Muntisov, GHD Pty Ltd., Melbourne, Victoria, Australia, Guide
to Selection of Water Treatment Processes

Susan Murcott, Massachusetts Institute of Technology, Cambridge,
Massachusetts, Household Drinking Water Treatment and Safe Storage

National Drinking Water Clearinghouse, Treatment for Technologies
for Small Drinking Water Systems, Disinfection, Filtration, Corrosion
Control, Ion Exchange and Demineralization, Organic Removal,
Package Plants, Water Treatment Plant Residuals Management, Lime
Softening, Iron and Manganese Removal, Water Conservation Measures,
Membrane Filtration, Ozone, Radionuclides, Slow Sand Filtration,
Ultraviolet Disinfection

Abid M. Nasser, Water Quality Research Laboratory, Ministry of Health,
Tel-Aviv, Israel, Persistence of Pathogens in Water

Louis H. Nel, University of Pretoria, Pretoria, Gauteng, South Africa,
Emerging Waterborne Infectious Diseases

Robert Y. Ning, King Lee Technologies, San Diego, California, Reverse
Osmosis, Membrane Foulants, Arsenic in Natural Waters, Reverse
Osmosis, Process Chemistry, Reverse Osmosis, Membrane Cleaning

Office of Water—United States Environmental Protection Agency,
EPA’s National Pretreatment Program, 1973-2003: Thirty Years of
Protecting The Environment

Oladele Ogunseitan, University of California, Irvine, California,
Pharmaceuticals in Water Systems

A. Okeyo, Programme Unit of Biochemistry and Microbiology, University
of Fort Hare, Alice, South Africa, Assessing the Bactericidal Efficiency of
Polydex for the Disinfection of Drinking Water in Rural Areas of South
Africa

Daniel A. Okun, (from Drinking Water Regulation and Health, Wiley 2003)
University of North Carolina, Chapel Hill, North Carolina, Drinking
Water and Public Health Protection

Lindell E. Ormsbee, University of Kentucky, Lexington, Kentucky, Design
of Water Distribution Systems

Aisling D. O’Sullivan, University College Dublin, Belfield, Ireland,
Using Ecosystem Processes in a Constructed Wetland to Treat Mine
Wastewater in Ireland

Marinus L. Otte, University College Dublin, Belfield, Ireland, Using
Ecosystem Processes in a Constructed Wetland to Treat Mine
Wastewater in Ireland

David Lloyd Owen, Envinsager, Llangoedmor, Ceredigion, United
Kingdom, Private Sector Participation, Marketing and Corporate
Strategies in Municipal Water Supply and Sewerage

L. Palmisano, Universita di Palermo, Palermo, Italy, Photocatalytic
Membrane Reactors in Water Purification

E.N. Peleka, Aristotle University, Thessaloniki, Hellas, Bonding of Toxic
Metal Tons

Jim Philp, Napier University, Edinburgh, Scotland, United Kingdom,
The Arsenic Drinking Water Crisis in Bangladesh, Odor Abatement in
Wastewater Treatment Plants, Molecular Biology Tools for Monitoring
Biodiversity in Wastewater Treatment Plants, Landfill

Laurel Phoenix, Green Bay, Wisconsin, Extraterritorial Land Use Control
to Protect Water Supplies

G. Picchioni, New Mexico State University, Las Cruces, New Mexico, Land
Applications of Wastewater in Arid Lands: Theory and Case Studies

CONTRIBUTORS XV

Nicholas J. Pokorny, University of Guelph, Guelph, Ontario, Canada,
Molecular-Based Detection of Cryptosporidium Parvum in Water

Kelly Pollack, University of California, Irvine, California, Pharmaceuti-
cals in Water Systems

Christopher Polley, William Forrest and Sons, Omoa Works, Newarthill,
Motherwell, United Kingdom, Odor Abatement in Wastewater Treatment
Plants

Rathnavel Ponnuswami, CARE2, Redwood City, California, Water
Hammer: Quantitative Causes and Effects

Prakhar Prakash, Pennsylvania State University, University Park,
Pennsylvania, Selective Coagulant Recovery from Water Treatment
Plant Residuals Using the Domain Membrane Process

C.A. Prochaska, Aristotle University of Thessaloniki, Thessaloniki,
Greece, Municipal Storm Water Management, Combined Sewer Overflow
Treatment

Hemant J. Purohit, Environmental Genomics Unit, National Environ-
mental Engineering, Research Institute, CSIR, Nagpur, India, Water
Security: An Emerging Issue

S. Rajagopal, Radboud University Nijmegen, Nijmegen, The Netherlands,
Chlorine and Chlorine Residuals

D. Ramalingam, University of Kentucky, Lexington, Kentucky, Design of
Water Distribution Systems

Niranjanie Ratnayake, University of Moratuwa, Moratuwa, Sri Lanka,
Water Disinfection Using UV Radiation—A Sri Lankan Experience

Eugene R. Reahl, Ionics, Inc., Watertown, Massachusetts, Answering the
Challenge

Robin J. Reash, American Electric Power, Water & Ecological Resource
Services, Columbus, Ohio, Electric Generating Plants—Effects of
Contaminants

Bethany Reed, NESC Graphic Designer, Pumps, Cross Connection and
Backflow Prevention

Steven J. Renzetti, Brock University, St. Catharines, Ontario, Canada,
Economics of Residential Water Demands, Economics of Industrial Water
Demands

Susan Richardson, U.S. Environmental Protection Agency,, What is in
Our Drinking Water?

Ingrid Ritchie, Indiana University-Purdue University, Indianapolis,
Indiana, Magnetic Water Conditioning

Paul D. Robillard, World Water Watch, Cambridge, Massachusetts,
Methods of Reducing Radon in Drinking Water

D.S. Rodriguez, New Mexico State University, Las Cruces, New Mexico,
Land Applications of Wastewater in Arid Lands: Theory and Case Studies

Stephen J. Rooklidge, Aurora, Oregon, Multistage Drinking Water
Filtration, Slow Sand Filtration and the Impact of Schmutzdecke

David L. Russell, Global Environmental Operations, Inc., Lilburn,
Georgia, Introduction to Wastewater Modeling and Treatment Plant
Design, Practical Applications of Wastewater Modeling and Treatment
Plant Design

Z. Samani, New Mexico State University, Las Cruces, New Mexico, Land
Applications of Wastewater in Arid Lands: Theory and Case Studies

Petros Samaras, Chemical Process Engineering Research Institute,
Thermi-Thessaloniki, Greece, Landfill Leachates: Part 2: Treatment,
Landfill Leachates, Part I: Origin and Characterization
Technological Educational Institute of West Macedonia, Kozani, Greece
Evaluation of Toxic Properties of Industrial Effluents by on-Line
Respirometry

C. Samara, Aristotle University of Thessaloniki, Thessaloniki, Greece,
The Fate of Persistent Organic Pollutants (POPs) in The Wastewater
Treatment Process

T. Sammis, New Mexico State University, Las Cruces, New Mexico, Land
Applications of Wastewater in Arid Lands: Theory and Case Studies

Charles H. Sanderson, Magnatech Corporation, Fort Wayne, Indiana,
Zebra Mussel Control Without Chemicals, Physical Water Conditioning

Zane Satterfield, NDWC Engineering Scientists, Water Meters

Lucas Seghezzo, Wageningen University and Research Center, Wagenin-
gen, The Netherlands, Anaerobic Sewage Treatment

Arup K. SenGupta, Lehigh University, Bethlehem, Pennsylvania,
Selective Coagulant Recovery from Water Treatment Plant Residuals
Using the Domain Membrane Process

William E. Sharpe, Pennsylvania State University, University Park,
Pennsylvania, Methods of Reducing Radon in Drinking Water



xvi CONTRIBUTORS

M. Siddiqui, University of Utah, Salt Lake City, Utah, Ultraviolet
Irradiation, Ozone—Bromide Interactions

Kunwar P. Singh, Dinesh Mohan and Kunwar P. Singh, Gomti Nagar,
Lucknow, Uttar Pradesh IndiaGranular Activated Carbon, Competitive
Adsorption of Several Organics and Heavy Metals on Activated Carbon
in Water

Marin Slunjski, Orica Watercare, Regency Park, SA, Australia, Ion
Exchange—Use of Magnetic Ion Exchange Resin For DOC Removal

Jo Smet, IRC International Water and Sanitation Centre, Delft, The
Netherlands, Multistage Filtration: An Innovative Water Treatment
Technology

Stuart A. Smith, Smith-Comeskey Ground Water Science LLC, Upper
Sandusky, Ohio, Evaluation of Microbial Components of Biofouling

Mervyn Smyth, Centre for Sustainable Technologies, Newtownabbey,
United Kingdom, Domestic Solar Water Heaters

Muhammad Sohail, Loughborough University, Leicestershire, United
Kingdom, Domestic Water Supply—Public—Private Partnership

Ludovico Spinosa, National Research Council, BARI, Italy, Sludge
Treatment and Disposal

Fiona M. Stainsby James C. Philp Sandra Dunbar, Napier University,
Edinburgh, Scotland, United Kingdom, Microbial Foaming and Bulking
in Activated Sludge Plants

Bradley A. Striebig, Gonzaga University, Spokane, Washington, Sewer-
age Odors—How to Control

Patrick Sullivan, Forensic Management Association, San Mateo,
California, Chemical Drinking Water Standards, Past, Present, and
Future

Bryan R. Swistock, Pennsylvania State University, University Park,
Pennsylvania, Methods of Reducing Radon in Drinking Water

David J. Tonjes, Cashin Associates, PC, Hauppauge, New York, New York
City Harbor Survey

Jack T. Trevors, University of Guelph, Guelph, Ontario, Canada,
Molecular-Based Detection of Cryptosporidium Parvum in Water

Konstantinos P. Tsagarakis, University of Crete, Rethymno, Greece,
Wastewater Management for Developing Countries

Izrail S. Turoviskiy, Izrail S. Turoviskiy, Jacksonville, FloridaProcessing
of Sludge, Biosolids, Wastewater Sludge

U.S. Environmental Protection Agency—Office of Wastewa-
ter Management, What Wastewater Utilities Can Do Now to Guard
Against Terrorist and Security Threats,

U.S. Geological Survey, Estimated Use of Water in The United States in
1990 Industrial Water Use, Source Water Assessment,

Miguel A. Valenzuela, Instituto Politecnico Nacional—ESIQIE. MEX-
ICO,, Wastewater Treatment Techniques—Advanced

G. van der Velde, Radboud University Nijmegen, Nijmegen, The
Netherlands, Chlorine and Chlorine Residuals

D.V. Vayenas, University of loannina, Agrinio, Greece, Nitrification of
Potable Water Using Trickling Filters

Raghuraman Venkatapathy, Oak Ridge Institute for Science and
Education, Cincinnati, Ohio, Health Effects of Microbial Contaminants
and Biotoxins in Drinking Water, Health Effects of Commonly
Occurring Disinfection Byproducts in Municipal Water Supplies,
Disinfectants

V.P. Venugopalan, BARC Facilities, Kalpakkam, India, Chlorine and
Chlorine Residuals

Roger C. Viadero Jr., West Virginia University, Morgantown, West
Virginia, Lime—Soda Ash Processes

Christian J. Volk, Indiana-American Water, Richmond, Indiana,
Corrosion Control in Drinking Water Systems

Constantin Von Der Heyden, School of Geography and the Environment,
Oxford, United Kingdom, Industrial Mine Use: Mine Waste

Nikolay Voutchkov, Poseidon Resources Corporation, Stamford, Con-
necticut, Desalination, Settling Tanks

Sutat Weesakul, Asian Institute of Technology, Pathumthani, Thailand,
A Real-Time Hydrological Information System for Cities

Uruya Weesakul, Thammasat University, Pathumthani, Thailand, A
Real-Time Hydrological Information System for Cities

Janice Weihe, American Water, Quality Control and Research Laboratory,
Belleville, Illinois, Potential Risks of Waterborne Transmission of
Escherichia coli O157:H7

June Weintraub, City and County of San Francisco, Department of Public
Health, San Francisco, California, Disinfectants

Andy Whiteley, Centre for Ecology and Hydrology, Oxford, United
Kingdom, Molecular Biology Tools for Monitoring Biodiversity in
Wastewater Treatment Plants

Dan Wolz, City of Wyoming, Michigan, Wyoming, Michigan, Getting Our
Clean Water Act Together

Don J. Wood, University of Kentucky, Lexington, Kentucky, Design of
Water Distribution Systems

Grant Wright, Heriot-Watt University, Edinburgh, Scotland, United
Kingdom, Roof Drainage Hydraulics

J. Michael Wright, Harvard School of Public Health, Boston, Mas-
sachusetts, Disinfectants

W. Zachritz II, New Mexico State University, Las Cruces, New Mexico,
Land Applications of Wastewater in Arid Lands: Theory and Case Studies

B. Zani, University of Fort Hare, Alice, South Africa, Key Causes of
Drinking Water Quality Failure in a Rural Small Water Supply of South
Africa

Grietje Zeeman, Wageningen University and Research Center, Wagenin-
gen, The Netherlands, Anaerobic Sewage Treatment

Anastasios Zouboulis, Aristotle University of Thessaloniki, Thessaloniki,
Greece, Landfill Leachates: Part 2: Treatment, Landfill Leachates,
Part I: Origin and Characterization, Solidification/Stabilization of
Hazardous Solid Wastes, Municipal Storm Water Management,
Combined Sewer Overflow Treatment, Technologies for Arsenic Removal
from Contaminated Water Sources



DOMESTIC WATER SUPPLY

THE ARSENIC DRINKING WATER CRISIS
IN BANGLADESH

CHARLIE BrYCE

Jmv PHILP

Napier University
Edinburgh, Scotland,
United Kingdom

INTRODUCTION

Although the incidence of arsenic poisoning in ground-
water is worldwide and includes Bangladesh and India,
Taiwan, Vietnam, Chile, China, North America, and Fin-
land, the area of the highest demand for a resolution of
the problem is Bangladesh. The source seems to be geo-
logical, for arsenic has been found in tube well water
used for drinking and irrigation, although the geochem-
istry is not completely understood. As many thousands of
boreholes have been produced to support modern irriga-
tion systems, the underground aquifers are aerated, which
causes transformation of anaerobic conditions to aerobic
conditions. The presence of oxygen in this way decomposes
arsenopyrite-releasing arsenic acid. At low pH, this arsenic
dissolves in water and hence leads to water contamination.
The arsenic content of sediments is high relative to crustal
concentrations. The biogeochemical cycling of arsenic and
iron are coupled in deltaic systems; iron oxyhydroxides
act as a carrier for the deposition of arsenic in sediments.
From there, it can be mobilized by bicarbonate, which can
extract arsenic from sediments under both aerobic and
anaerobic conditions.

Arsenic also becomes a pollutant as a result of various
industrial uses and activities. Arsenic is a metalloid,
and its primary usage has been in agriculture, in
formulating herbicides, especially for controlling weeds
in cotton fields. Sodium arsenite has been used as an
insecticidal ingredient in sheep-dips. In industry, arsenic
has found use in glass manufacture and a new role in
the semiconductor industry. Copper smelting releases
significant amounts into soils.

ARSENIC AND THE GEOGRAPHY OF BANGLADESH

Bangladesh, 85% of which is deltaic and alluvial plain,
is situated in the lower end of three large river systems,
the Ganges, the Brahmaputra, and the Meghna, whose
catchment area is about 600,000 square miles (Fig. 1).
The sediments produced in the catchment areas are very
high and expose the underlying rocks, including arsenic-
bearing rocks.

Arsenic pollution became a live issue in Bangladesh as
recently as 1993, following a warning by the World Health
Organisation (WHO) that levels of arsenic in groundwater
above the permissible limit of 0.05 mg/L had been reported
in seven districts of adjoining West Bengal in India. The
Department of Public Health Engineering of Bangladesh
was invited to test water samples from the adjoining eight
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Figure 1. The geography of Bangladesh.

Bangladeshi districts that have the same geographical
continuity and aquifers as the West Bengal districts; this
yielded the result that slightly more than 20% of the
samples contained arsenic at levels ranging from 0.01 to
0.4 mg/L. Ten million people populate these areas and
hence are at risk of arsenic toxicity.

Since that time, it has been shown that there is
groundwater contamination in more than 40 districts that
endanger in excess of 50 million people. The problem has
been described in The Lancet as the world’s worst episode
of arsenic poisoning; more than 220,000 people reportedly
suffer from arsenic-related diseases. In a recent study of
27 districts in Bangladesh, 58% of the water samples were
unsuitable for drinking. The worst case was in Nawabganj
district, where one well contained 60 times the WHO
maximum permissible level.

TOXICITY AND DISEASE

Arsenic occurs principally in the forms of organic arsenic
(methyl arsonic acid, dimethyl arsonic acid, arsenobetaine,
and arsenocholine) and inorganic arsenic (trivalent and
pentavalent arsenic). Of these, the trivalent form is
the most toxic to humans (20 times more so than the
pentavalent form) and is the most difficult to remove
chemically from water.

Arsenic is a suspected carcinogen and has many acute
effects on human health. But at the concentrations present
in drinking water, it has no immediate side affects. The
latency (i.e., the time from first exposure to manifestation
of disease) for arsenic-caused skin lesions, in particular
keratoses, is typically of the order of 10 years, and so a
major increase in the number of cases of arsenic-caused
diseases can be projected into the future (Fig. 2).
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Figure 2. Common manifestations of long-term, chronic arsenic
poisoning.

Exposure to arsenic in this way can lead to latent
or manifest clinical symptoms through even low-level
exposure over a period of time. This can result in an
accumulation of this toxicant in various organs and
systems, affecting their normal functioning, including
the kidney and nervous system. Arsenic causes skin
cancers and internal cancers such as lung and bladder
cancer. The most common manifestations in afflicted
people in Bangladesh are melanosis (93.5%), keratoses
(68.3%), hyperkeratosis (37.6%), and dipigmentation
(leucomelanosis) (39.1%). Cancers are found in 0.8% of
the afflicted population. Preliminary work indicates that
there may be several factors triggering arsenic-related
diseases, but experts generally feel that poor nutrition
may be a primary cause. Studies in Taiwan have shown
that there is an increased occurrence of diabetes in the
population exposed to arsenic via drinking water.

Recent studies have shown that arsenic is also a
teratogen. Further, at the 5th International Conference
on Arsenic held in Dhaka, 2004, one of the key messages
and cause for increased concern is that there is very good
evidence that the environmental contaminant is getting
into the food chain, thus putting even more lives at risk.

DRINKING WATER STANDARDS

The World Health Organisation has set 10 png/L as the
allowable level for arsenic in drinking water. On January
22, 2001, the U.S. EPA adopted this standard, and public
water systems must comply by January 23, 2006.

DETECTING ARSENIC IN DRINKING WATER

In the modern analytical laboratory, arsenic is quantified
by soluble arsenic assaying, preferable with GF-AAS
(graphite furnace-atomic absorption spectrometry) for
detection levels of less than 50 pug/L. However, given the
highly dispersed nature of tube wells in Bangladesh, the
transport of the many samples to central laboratories
is logistically impossible. Field techniques are more
important, so that samples can be processed as they
are taken. In Bangladesh, this requires inexpensive and
completely portable techniques. At present, a chemical

test kit is being used (Fig. 3). The disadvantage of this
approach is that the sensitivity of the chemistry (poor
below 100 ng/L) is not compatible with the levels of
contamination that need to be detected (50 Lg/L and less).
Often, at best, the presence or absence of arsenic can be
inferred, but not the level of contamination. In addition,
such testing is slow and can take about 6 months to cover
some 2000 villages in a district.

Bioavailability Biosensors for Detecting and Quantifying
Arsenic

A few strains of bacteria are resistant to arsenate, arsenite,
and antimonite through the action of the gene products of
the ars operon. The ars operon consists of five genes that
code for three structural and two regulatory proteins. Two
structural genes in the ars operon, arsA and arsB, code for
proteins that form an efflux pump that transports arsenite
and antimonite out of cells.

A means of measuring available arsenicals would be
to construct a gene fusion plasmid in which part of
the ars operon is fused upstream of a reporter gene
system, such as the bacterial lux operon, which results
in the production of light. A transcriptional gene fusion
has been done (1) that consists of E. coli arsB
luxAB. The detection limit of arsenic is of the order of
10 ng/L. Moreover, bioluminescence may be inducible in a
concentration-dependent manner (Fig. 4) by arsenic salts;
high concentrations result in higher bioluminescence, so
that such biosensors may be able to

e Quantify arsenic within the required range of
drinking water in Bangladesh

e Provide a measure of the bioavailability of the arsenic
for risk assessment

REMOVAL OF ARSENIC FROM DRINKING WATER

Coprecipitation of arsenate with ferric (Fe?*) ion is
currently the most effective and practical method of
arsenic removal. Optimum stability of the FeAsOy
precipitate occurs at Fe/As molar ratios of >4; this ratio
increases significantly, in practice, depending on water
turbidity, slime levels, dissolved solids, and the presence of

Figure 3. Testing for arsenic in drinking water using test kits at
a village.
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iron-consuming species. However, Fe3* ion coprecipitation
of arsenite (AsO3®") is moderately effective at pH ~7.0.
The trivalent As(III) species must be oxidized to As(V) for
complete precipitation with Fe?* ion. Oxidation may be
achieved through aeration or by adding oxidizers such
as hypochlorite, permanganate, peroxide, and ozone. The
application of other technologies, including alum and lime
precipitation together with activated alumina adsorption,
are not fully effective.

In Bangladesh, for geographical and financial reasons,
there is likely to be a preference for local treatment rather
than large-scale treatment plants. The ideal solution
would be to modify each tube well at low cost for arsenic
removal by, for example, ion exchange.
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SOME OTHER ARSENIC LINKS

Harvard University Arsenic Project Website

Natural Resources Defense Council—FAQs: Arsenic in drink-
ing water

U.S. Agency for Toxic Substances and Disease Registry—
ToxFAQs: Arsenic

U.S. Environmental Protection Agency—Arsenic Standard pages
and Q & A’s: Occurrence of Arsenic in Ground Water

West Bengal and Bangladesh Arsenic Crisis Information Centre

World Health Organisation http://www.who.int/mediacentre/
factsheets/fs210/en/
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INTRODUCTION

Bottled water sales in the United States have increased
dramatically during the past decade. Total domestic and
imported sales rose 142% from almost 2.5 billion gallons
(9.4 billion liters) in 1992 to more than 6 billion gallons
(22.8 billion liters) in 2002. Bottled water revenues rose
nearly 190% from $2.66 billion in 1992 to $7.7 billion in
2002. Using the same 11-year period from 1992 to 2002 (1),
per capita consumption in the U.S. increased more than
119% from 9.8 to 21.5 gallons (37.1 to 81.4 liters).

The global water market also shows comparable
increases. For example, the world total consumption of
bottled water rose nearly 63% from 21.3 billion gallons
(80.6 billion liters) in 1997 to 34.7 billion gallons (131.3
billion liters) in 2002. Using the same 6-year period from
1997 to 2002, global per capita consumption increased
107% from 5.7 to 11.8 gallons (21.6 to 44.7 liters). Italy,
Mexico, and France were the top three countries in per
capita consumption in 2002 at 44.2, 37.7, and 37.1 gallons
(167.3, 142.7, and 140.4 liters), respectively. In per capita
consumption, the United States rose from a rank of 15 in
1997 to a rank of 11 in 2002 (1).
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The rising consumption in the United States is
attributed to an increasingly effective advertising cam-
paign that touts bottled water as a safer and better
tasting alternative to tap water. Packaging labels that
show massive glaciers and springs in alpine settings have
also helped.

HISTORICAL USES OF BOTTLED OR MINERAL WATER

The presumed reason for drinking mineral water and more
recently bottled water is for the purported therapeutic
effects and associated health benefits. Using mineral
waters as a form of therapy was discussed by the ancient
Egyptians and Greeks. Based on legend, the thermal
springs of Bath, England, date to 800 B.c. Hannibal’s army
(and elephants) was reputed to have refreshed itself in
the pools of Vergeze in southern France in 218 B.c. while
enroute to attack Rome. Later on, the spring waters at
Vergeze became known as the source of Perrier Water.
The mineral waters from 12 springs at Vichy, France,
date back to Roman times. Spring water from Fiuggi
near Rome, Italy, was used by Michaelangelo. Another
Italian luminary from the fifteenth century, Leonardo
da Vinci, used the mineral waters from the three deep
springs (396 m; 1300 ft) at San Pellegrino. Famous spas
and watering holes, such as Hot Springs in Arkansas and
Saratoga Springs in New York and many others in Europe,
developed near mineral springs during the late 1800s and
early 1900s (2).

Poland Spring water from Maine began to be dis-
tributed during the mid-1800s. Bottled water from Moun-
tain Valley near Hot Springs, Arkansas, goes back to
1871. Commercial bottling of San Pellegrino water from
Italy began in 1899, and export of Evian water from France
to the United States began in 1905 (2).

TYPES OF BOTTLED WATER

Bottled water can be grouped into the following several
categories depending upon the nature of the water and
its source.

Nonsparkling Water

This includes spring water, artesian water, mineral water,
and purified water. Domestic production of this type of
water in the United States made up more than 95% of the
bottled water market in 2002 (1).

1. Spring water is ground water. It comes from a water-
bearing subsurface geologic formation known as an
aquifer from which water flows naturally to the
earth’s surface. Water of this type can be collected
only at the spring or from a well that taps the aquifer
that feeds the spring.

2. Artesian water is derived from a well in an aquifer
that is under pressure due to overlying confining
layers. Artesian or confined well water can be
collected with external pumps that supplement the
natural underground pressure. The word “artesian”
was derived from the first deep wells that were

drilled into confined aquifers in the province of Artois
in northern France from about 1750 (3).

3. Mineral water naturally contains at least 250 ppm
of mineral salts such as calcium, chloride, sulfate,
carbonate, and bicarbonate. No minerals can be
added artificially, and it cannot come from a
municipal source.

4. Purified (or demineralized) water may come from a
municipal source and is treated by one or more of
the following water treatment processes:

a) Distillation: heating of water to produce water
vapor which is then condensed and collected;

b) reverse osmosis, where water is filtered by
passing it though a membrane;

¢) deionization: a process where minerals are drawn
to particles of the opposite electrical charge and
then removed.

Sparkling Water

Sparkling water may include any type of naturally
carbonated water. In addition, if the water is treated,
COgy can be added to the product as long as the water has
the same amount of CO; as it had when it emerged from
its source.

Domestic and imported sparkling water made up about
2.6% and 2.1% of the U.S. bottled water market in 2002,
respectively (1).

Beverages that contain certain ingredients or additives,
such as sugar, fall into a separate category called soft
drinks. Thus, tonic water, soda water, and seltzer are not
considered bottled waters and are regulated differently.

REGULATORY AGENCIES

Public potable water supplies in the United States are
regulated by the Environmental Protection Agency (EPA)
under the federal Safe Drinking Water Act (SDWA). This
means that all public water systems that operate under
either public or private investor-owned companies that
serve 25 or more people must be tested regularly for
up to 118 chemicals and bacteria that are specified by
the SDWA.

In contrast, bottled water in the United States is
regulated as a packaged food product by the federal
Food and Drug Administration (FDA). By law, the FDA
must follow the same water quality standards as outlined
in the Safe Drinking Water Act. In addition, bottled
water companies are required to comply with FDA’s
quality standards, labeling rules, and good manufacturing
practices. Finally, bottlers that are members of the
International Bottled Water Association (IBWA) may
opt to receive random, unannounced site inspections
annually by a third-party organization. However, not all
bottled water companies comply with the standards of the
IBWA. To compound the regulatory issues associated with
bottled water, the standards of the IBWA are not legally
enforceable (4). Also, the results of any water quality tests
that are made by the bottled water companies need not
be released to the public (5). This stands in sharp contrast
with the water quality reports that all United States



public water supply purveyors must furnish each year to
their customers.

The EPA states that bottled water is not inherently
safer than tap water distributed by public water systems
(6). Although tap water and bottled water must meet the
standards set by their respective regulatory agencies, the
FDA requires testing only once a year for bottled water,
whereas the EPA requires much more frequent, often
daily, testing. Another factor worth noting is that the FDA
rules apply only to water sold in interstate commerce.
The Natural Resources Defense Council (7) estimates that
about 60% of all bottled water is sold in the same state
where it is bottled; thus, FDA rules do not apply.

State regulations and industry standards affect bottled
water at the state level. Some states abide by the FDA
standards; others are even more stringent. For example,
the State of New Jersey requires that the labels of all
bottled water products must contain an expiration date of
2 years from the date of bottling (8). However, about 20%
of the states have either very limited enforcement powers
or no regulations at all.

Fluorides

It is well known that fluorides are a key factor in
reducing tooth decay, particularly in children. Drinking
water that has been adjusted to optimal fluoride levels
prevents cavities and thereby improves dental health. The
consumption of fluoridated water is more effective than the
use of fluoridated toothpastes or mouth rinses as the latter
is only on the teeth for a short time, whereas fluoridated
water can be delivered to the teeth continuously through
the bloodstream and saliva (5). Most bottled water does
not have an optimal fluoride level. Although some bottlers
provide fluoride information on their labels, they are not
required to do so.

Safety of Plastic Bottles

For reasons of convenience and nonbreakability, most
bottled waters are sold in plastic containers that contain
phthalates. Water is a universal solvent, so phthalates
can be leached from a plastic bottle. It is still not known if
there are any negative health effects from human exposure
to phthalates. However, rodents have experienced adverse
effects from the chemical in some studies. It is apparent
that additional research is needed on this issue (5).

COST TO THE CONSUMER

One thing is very clear about the differences between
bottled water and tap water: the former is orders of
magnitude more expensive (240—10,000 times greater).
Bottled water packaged in convenient sizes of plastic
containers costs about $6.60/gallon ($1.74/liter) compared
to average costs of 1/100 of a cent/gallon for municipal
tap water.

Is the difference warranted by taste, quality, and
convenience in carrying, or does the explosive growth in
bottled water sales reflect the success of mass marketing
appeals to a more affluent generation that follows current
fashion trends in beverage types? Time will tell, but for the
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forseeable future, bottled water sales continue to increase,
even though the EPA states on its website that bottled
water is not necessarily safer than regular tap water.
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CORROSION IN DISTRIBUTION SYSTEM

Corrosion Process and Corrosion Cell

Corrosion can be defined as the wearing away or deterio-
ration of a material because of chemical reaction with its
environment. When iron or steel is exposed to water, rust
(oxidized iron) forms (1). Water that promotes corrosion is
defined as aggressive or corrosive. The corrosion processes
consist of a series of electrochemical reactions occurring
at the metal surface in contact with water and its con-
stituents. Corrosion is an extremely complex chemical and
electrochemical phenomenon. During oxidative reactions,
local galvanic couples form on the surface of the metal, in
which the metal is oxidized, while the oxidant is reduced.
Each couple is a microbattery where the corrosion reaction
proceeds with a flow of electric current between anodic and
cathodic sites on the metal (Fig. 1). The electrochemical
corrosion corresponds to the destruction of a metal by
electron transfer reaction. All the components of an elec-
trochemical cell must be present for this type of corrosion
to occur. The components include an anode and a cathode
(which are sites that have a different electrical potential
on the metal), an electrical path between the anode and
cathode for electron transport (internal circuit), an elec-
trolyte solution that will conduct ions between the anode
and cathode (external circuit), and an oxidizing agent to
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Figure 1. Pipe corrosion in water.

be reduced at the cathode (2). As metallic plumbing mate-
rials are not completely homogeneous, anodic and cathodic
sites occur on the pipe surface. Oxidation and dissolution
of the metal occur at the anode (Fig. 1). Electrons gener-
ated at the anode migrate to the cathode, where they are
accepted by an electron acceptor, such as oxygen, after
chemical reduction. Consequently, the positive ions gen-
erated at the anode migrate through the solution to the
cathode and negative ions generated at the cathode tend
to migrate to the anode. The mechanisms of corrosion are
extremely complex and depend on the interactions of phys-
ical and chemical factors and the material itself. Table 1
shows different materials, their use in distribution sys-
tems, and corrosion-associated problems. Generally, inert
and nonmetallic materials like concrete or plastic are more
corrosion resistant than metallic pipes.

Scale Formation

The formation of a scale on the pipe surface protects
the pipe from corrosion by separating the corrodible
metal from the water. Scale is formed when the divalent
metallic cations associated with hardness (calcium and
magnesium) combine with other minerals contained in
water and precipitate to coat the pipe wall. Scale
generally includes calcium carbonate (CaCOgs), but also

magnesium carbonate (MgCOs3), calcium sulfate (CaSOy),
or magnesium chloride (MgCly). Water can hold a certain
amount of a given chemical in solution. If more is added, it
will precipitate instead of dissolve. The point at which no
more chemical can be dissolved is the point of saturation.
The saturation point depends on water quality, including
pH, temperature, and total dissolved solids (TDS) (1).

Types of Corrosion

Different types of corrosion exist, which can be divided into
two broad classes: uniform or localized, depending on the
material to be corroded, system construction, and water
characteristics. Localized corrosion resulting in pitting is
produced after galvanic corrosion and concentration cell
corrosion. Uniform corrosion takes place in an equal rate
over the entire surface (3). The different types of corrosion
are summarized in Table 2.

Microbial Corrosion

Bacteria adhere to the pipe surface and form a biofilm (4).
Microbes can promote corrosion by creating areas
with different concentrations in oxygen, hydrogen ions,
minerals, and metals. These concentration differentials
promote corrosion. Some microorganisms also catalyze
reactions associated with the corrosion process. Iron
precipitating bacteria (such as Gallionella) can convert
Fe (II) to Fe (III) and influence the structure of
Fe (III) precipitates (2,5). Organisms involved in the
sulfur cycle in water also affect the corrosion process.
Sulfate reducers have been found in tubercles under
anoxic conditions. Bacteria involved in the nitrogen
reaction affect the concentration of oxygen, leading
to oxygen concentration cells that produce localized
corrosion and pitting. Corrosion also protects bacteria
from disinfection. Corrosion products offer a large surface
area for microbial attachment. One corrosion product

Table 1. Different Material Types and Corrosion-Associated Problems in the Distribution Network

Material Sources

Corrosion Problems

Iron and steel Most common material in water systems

Galvanized pipe Oldest and most common plumbing material,
quality varies

Lead Lead service lines, lead pipe joints, gaskets

Copper Most commonly used since World War II,
excellent characteristics including good
corrosion resistance, low cost, and ease of
installation

Brass Alloy of copper and zinc, in meters and
plumbing fixtures

Cement/asbestos Asbestos/cement mains

Plastic PVC pipes

—Buildup of corrosion products on pipe walls and release
or iron oxide products

—Better service in hard water
—Subject to galvanic corrosion
—Leaching of zinc, iron, cadmium, and lead (impurities)

—Corrodes in soft water with pH<8 and hard water with
high alkalinity levels
—Leaching of lead

—Subject to uniform corrosion, erosion, and pitting

—Attacked by high velocities, soft water, chlorine, oxygen,
low pH, and high alkalinity water

—Copper leaching

—Dezincification (selective removal of zinc)
—Good corrosion resistance

—Release of asbestos fibers

—Calcium can be leached from cement in contact with
aggressive water

—Increase of pH

—Good corrosion resistance

—Resistant to corrosion
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Table 2. Different Types of Corrosion

Type of Corrosion

Characteristics

Uniform corrosion

—Corrosion of a single metal

—A site is anodic one instant and cathodic the next
—Metal loss is uniform over the metal surface

Galvanic corrosion

—Occurs between 2 different types of metals in contact

—One metal serves as anode and deteriorates, whereas the other acts as cathode and is
protected (Anode: Zinc>aluminum>iron>cast iron>lead>brass>copper: cathode)

Pitting corrosion

—Localized attack, pitting may occur if imperfections in the metal or regions of high stress exist

—Imperfection or high-stress area is anodic and surrounded by cathodic area
—Corrosion occurs rapidly at point of failure
—Chloride is associated with pitting

Tuberculation
Crevice corrosion

Erosion corrosion

—Occurs when pitting corrosion leads to a product buildup at the anode next to a pit
—Form of localized corrosion caused by changes in acidity, decrease in oxygen, or dissolved iron

—Removal of protective films and the pipe metal as well

—Results from high flow velocities and turbulence

Cavitation corrosion

—Type of erosion corrosion

—Water pressure drops, causing water to form water vapor bubbles that collapse with an

explosive effect

—Removal of protective coating on metal
—Occur in pump impellers, partially closed valves, and reducers

Selective leaching
Stay-current corrosion

Concentration cell corrosion
metal

—Preferential removal of one metal
—Localized corrosion caused by grounding of home appliances to water pipes

Occurs when concentrations of aqueous species (like oxygen) differ between two parts of the

(goethite, a—Fe—O-OH) quickly reacts and consumes
chlorine. Chlorine is consumed before it can diffuse to the
core of corrosion tubercles. The microorganisms within
the tubercles are not exposed to lethal concentrations
of disinfectant and thus are allowed to grow in the
distribution systems. Corrosion products including iron
oxides are also capable of adsorbing natural organic
matter (NOM) from the bulk fluid (6). NOM accumulates
on the surface of corrosion products. It was found
that heterotrophic microorganisms found in drinking
water supply could readily extract the NOM from the
corrosion products for cell growth (7,8). In highly corroded
environments, biofilm microorganisms can cause many
problems such as bad taste and odor, slime formation, or
coliform occurrences.

Consequences of Corrosion

Corrosion is one of the main problems in the drinking
water industry. It can affect public health, water
aesthetics, and operations. Corrosive water can leach
toxic metals from distribution and household plumbing
systems. Lead and cadmium may occur in tap water.
US EPA promulgated the lead and copper rule in 1991
in order to reduce lead and copper levels in drinking
water (9). The methods to reduce lead and copper are
the following: removal of these metals from the source
water (if present), implementation of a corrosion control
program, replacement of lead service lines, and public
education. The lead and copper rule defines an action
level for the tap concentration of lead and copper higher
than 15 ppb and 1.3 ppm, respectively (for the 90th
percentile of the samples). Periodic sampling is required to

monitor lead and copper concentrations at the customer’s
tap after leaving the water stagnant in the service
lines for 6—8 hours. Moreover, optimal corrosion control
water parameters (pH, calcium, alkalinity, temperature,
inhibitor level) are defined for the plant effluent and
distributed waters. When the lead or copper concentration
is above the action level, the water utility has to implement
a corrosion control program (9).

Copper in water can cause blue stains and a metallic
taste, whereas zinc leads to a metallic taste. Corrosion of
cast iron pipes can cause the formation of iron deposits
called tubercles in the mains. Red water problems occur
when iron is dissolved from cast iron by corrosive water.
Iron stains plumbing fixtures, laundry, and makes water
appear unappealing for drinking. Responding to customer
complaints of colored water or bad taste is expensive
in terms of money and public relations. Corrosion-
caused problems that add to the cost of water include
increased pumping costs after a buildup of corrosion
products (tuberculation), uncontrolled scale deposit that
can seriously reduce pipeline capacity, and increased
resistance to flow. Aggressive water reduces the life of
valves and can shorten the service life of plumbing fixtures
and hot water heaters. Water leaks lead to loss of water
and water pressure (1,3,10).

FACTORS IMPACTING CORROSION

The corrosion rates depend on many site-specific condi-
tions and their interactions, including water character-
istics and pipe conditions (2,3,10). The following section
describes major factors impacting corrosion. Table 3 shows
the effects of some chemicals present in water.
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Table 3. Effects of Chemicals on Corrosion

Parameter Effect on Corrosion

Hard water is less corrosive than soft
water because of the formation of a
film of calcium carbonate (CaCOg)
on the pipe wall

Hardness (measures
calcium and
magnesium)

Chloride (C17) Leads to pitting by causing the metal

to stay in solution

Sulfate (SO4%7) Leads to pitting by causing the metal

to stay in solution

Hydrogen sulfide Accelerates corrosion
(H2S)
Ammonia (NHs) Increases corrosion rates
Organic Matter Can increase or decrease corrosion
rates
Temperature

Corrosion generally increases with temperature as tem-
perature accelerates chemical reactions. Temperature
changes the solubility constants and can favor the precipi-
tation of different substances or transform the identities of
corrosion products. These changes result in either more or
less protection of the pipe surface, depending on the con-
ditions. Temperature also affects the dissolving of CaCOs.
CaCOg tends to precipitate and form a protective coating
more readily at higher temperatures. Temperature can
affect the nature of corrosion. Corrosion that can be of
pitting type at cold temperatures can become uniform at
hot temperatures (2,3,10).

Flow/Velocity

The velocity of water increases or decreases corrosion rates
depending on the conditions. When water is corrosive,
higher flow velocities bring dissolved oxygen to the
corroding surface more rapidly. For water with protective
properties or containing corrosion inhibitors, high flow
velocities aid in the formation of a protective film. At low
velocities, the slow movement does not aid the effective
diffusion of protective ingredients to the metal surface.
High velocities can lead to the erosion of pipes, especially
in copper lines. Stagnant waters in water main and
house plumbing have been shown to promote tuberculation
accompanied with biological growth (4).

Metal and Manufacturing Process

A metal that easily gives up electrons will corrode easily.
When dissimilar metals are connected together, the metal
corroding easier becomes an anode, whereas the metal
resistant to corrosion becomes a cathode (defined as
galvanic corrosion). The anode metal will corrode rapidly,
whereas the cathode is protected. Manufacturing process
can also impact the durability of the pipe, especially for
galvanized piping.

Electrical Current

Corrosion is accelerated when an electrical current
is passed through the metal. Improper grounding of

household electrical systems or electric railway systems
leads to electrical current in water pipes.

Dissolved Oxygen (DO)

Corrosion rate increases with increasing DO concentra-
tions. Oxygen is the molecule accepting the electrons given
up by the corroding metal. Oxygen also reacts with soluble
ferrous iron ions to form ferric iron, which precipitates and
forms a tubercle.

Total Dissolved Solids (TDS)

TDS levels are critical because electrical flow is necessary
for corrosion to occur. Corrosion rates increase with
increasing concentrations of TDS because water becomes
a better conductor.

pH

pH is a measure of hydrogen ions (H*). H" is a substance
accepting the electrons given up by the metal. Generally,
corrosion rate decreases as pH increases.

Alkalinity and Dissolved Inorganic Carbon (DIC)

Alkalinity measures the ability of water to neutralize
acids or bases. The corrosion rates decreases as alkalin-
ity increases.

Chlorine Residual

Gaseous chlorine lowers the pH of water by reacting with
water to form hypochlorous acid (HOCI), hydrogen ion,
and chloride ion. This reaction makes the water more
corrosive. For low alkalinity water, the problem is greater
because water has less ability to resist pH changes.

MEASUREMENT OF CORROSION

A comprehensive corrosion control program should include
several techniques to monitor corrosion, because no single
technique provides all the information on corrosion. The
corrosion rates are expressed in mils (1/1000 inch) per year
(MPY). Corrosion rates can be determined by weight loss
method or electrochemical methods. Physical observations
of a pipe exposed to water can be conducted, and corrosion
indexes can be determined for given water (2,3,10). Table 4
presents different methods to monitor corrosion.

Coupon Weight Loss Method

A metallic coupon is inserted inside a main. The coupon
method determines the average corrosion rate over a
period of exposure, which is accomplished by weighing
the coupon before and after exposure. The corrosion rate
is calculated from the weight loss, initial surface area of
the coupon, and time of exposition.

Loop System Weight Loss

This method uses a pipe loop or sections of a pipe for
determining the effect of water quality on pipe material.
Water flows through the loop under a continuous or
intermittent flow to simulate the flow patterns of a
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Table 4. Different Methods to Assess Corrosion Levels

Method Advantages

Disadvantages

—Provides corrosion over a specific period
—Economical
—Coupons placed in system

Coupon weight loss

Loop system weight loss —Actual pipe sections used
—Loops placed in the system

—Loop can be used to test different chemicals

Electrochemical rate
measurements

—Simple and reliable
—Instantaneous readings
—Continuous monitoring possible
—Gives uniform and pitting corrosion

Microscopic techniques

—Takes a long time

—Does not show variations occurring during test
—Analytical error because of weighing

—Coupon may not be representative of system material

—Takes a long time
—Does not show variations occurring during test

—Relatively expensive
—Gives corrosion rates for a particular material

—Examination of particles in water and films on pipes —Require equipment

—Determination of the morphology of corrosion

products

X-ray analysis and
diffraction

Corrosion indices —Various indices available

—Identification of the elements or class of compounds
present in corrosion products and films with possible
quantification depending of the technique

—Require equipment

—Have some limitations, can be misapplied
—Useful after the fact but not to predict corrosion
problems

household. Pipe sections are removed for weight loss
measurement and inspection.

Electrochemical Methods

Several instruments are based on the electrochemical
nature of metal corrosion in water. They are based on
electrical resistance, linear polarization, or galvanic cur-
rent. Electrical resistance probes measure the resistance
of a thin metal probe; as corrosion causes metal to be
removed from the probe, its resistance increases. Lin-
ear polarization resistance (LPR) is an electrochemical
technique that measures the DC current through the
metal/fluid interface, which results from polarization of
one or two electrodes of a material after application of a
small electrical potential. The corrosion current density,
which corresponds to the current flowing in a corrosion cell
per unit area, is related to the DC current. The galvanic
current method measures corrosion of dissimilar alloys
of metals.

Radiography Methods

X-ray emission spectroscopy and X-ray diffraction help
characterize the corrosion scales.

Microscopic Methods

The deterioration of pipe surface can be evaluated using
optical or scanning electron microscopes.

Chemical Analysis of Water and Corrosion Indexes

Water quality data can be used to calculate stability
indexes or indicators of water corosivity (Table 5) (10—-14).
The Langelier Saturation Index (LSI) indicates whether
a given water is likely to form or dissolve a protective
film of calcium carbonate (11). The calcium carbonate
precipitation potential (CCPP) estimates the quantity of

CaCOg that can be precipitated from oversaturated water
and the amount that can be dissolved by unsaturated
water (12). Larson and Skold (13) studied the effects of
chloride and sulfate ions on iron and proposed two indices.
In general, it is very difficult to find a relationship
between these indices and potential corrosion problems
in the system.

METHODS OF CORROSION CONTROL

The complete elimination of corrosion is almost impossible.
However, it is possible to reduce corrosion. As corrosion
depends on both water quality and pipe characteristics,
optimal corrosion control methods are site specific. Three
basic approaches to control corrosion exist: (a) modify
water quality so that it is less corrosive to the metal,
(b) place a protective barrier between the water and pipe,
and (c¢) use pipe material and design the system so that it is
not corroded by water. Methods used to achieve corrosion
control involve modifying water quality (changing pH and
alkalinity), forming a calcium carbonate coating, using
corrosion inhibitors, providing cathodic protection, and
using a corrosion-resistant coating (3,10).

pH Adjustment

Adjusting the pH is one of the most common methods of
corrosion control. As most metals used in the distribution
system tend to dissolve more readily at lower pH (presence
of Ht), an increase in pH and alkalinity levels can
reduce corrosion by reducing the solubility of metals. The
optimum pH is related to water and system characteristics;
it is generally above 7.0. Various chemicals can be used in
corrosion control treatment (Table 6). For example, lime
is commonly used to increase both pH and alkalinity.
It is less expensive than the other chemical products.
However, lime softening can cause severe scale problems
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Table 5. Indexes of Water Corrosion

Index

Formula

Langelier Saturation Index
(LSD)

Calcium carbonate precipitation
potential (CCPP)

2_ _
Larson Index LL; = w
[HCOs3™]
L= o L
[HCO3™]
Ryznar Stability Index (RSI) RSI = pHs-pH

LSI = pHactual - pHs

PHactual : pH of water sample
pHs. Theorical pH at which water is saturated with calcium carbonate

LSI = 0: stable water, LSI < 0: corrosive water, calcium carbonate dissolves, LSI > 0: calcium

carbonate precipitates
CCPP = 50,000 (Talk; — Talkeq) (in mg of CaCOs/L)
Talk; : initial total alkalinity
Talkeq: Total alkalinity at equilibrium

RSI = 6.5-7: water at saturation
RSI < 6.5: Scale forming water
RSI > 7: Undersaturated water

The brackets indicate the concentration in mole/L

Table 6. Various Chemicals Used to Adjust pH

Chemical Effect

Addition Equipment

Lime, Ca(OHzy)

Caustic soda, NaOH

Soda Ash, NayCOs3

Sodium bicarbonate, NaHCO3
Sulfuric acid, HoSO4

Carbon dioxide, COq

Increases alkalinity
Lowers pH

and carbonate

Increases pH, alkalinity, and calcium levels

Raises pH and converts CO; to alkalinity species
Increases alkalinity with moderate pH increase

Lowers pH, converts hydroxyls to bicarbonate

Dry storage, gravimetric or volumetric dry
feeders, slurry feed

50% solution, metering pumps

Dry storage with solution feed

Dry storage with solution feed

Metering pumps

Pressurized gas feeder

when it is not stabilized. Stabilization after softening
can be accomplished by feeding carbon dioxide or sulfuric
acid to decrease pH so that calcium carbonate does not
precipitate in the distribution system (1).

Formation of a Calcium Carbonate Coating

Protective coating can be applied by controlling the
chemistry of water. A common protective coating technique
is to adjust the pH of water to a level just above the
saturation of calcium carbonate. This process has to be
closely controlled because a pH that is too low may result
in corrosion and a pH too high may lead to precipitation
and cause plugging of the lines.

Corrosion Inhibitors

Some waters do not contain enough calcium or alkalinity
to lead to the formation of a coating. Corrosion inhibitors
used in potable water act by forming a protective scale over
anodic or cathodic sites. These films are commonly inor-
ganic precipitates containing the ions added as inhibitors.
They provide a barrier between the water and the pipe.
Chemical inhibitors include phosphates and silicates. The
success of an inhibitor in controlling corrosion depends
on three requirements. First, when treatment is initiated
by adding two to three times the normal concentration
of inhibitor to build up a protective film rapidly. Several
weeks are required for the film to develop. Second, the
inhibitor must be fed continuously at a proper concen-
tration. An interruption in chemical addition can lead to

the dissolution of the film. Third, water flow rates must
be adequate to transport the inhibitor to all parts of the
system, otherwise the protection film will not form (3).
Several types of phosphates are used for corro-
sion control, including linear and cyclic polyphosphates,
orthophosphates, glassy polyphosphates, and bimetallic
phosphates. It is also possible to use zinc along with
polyphosphates and orthophosphates, or blends of ortho
and polyphosphates (15). The choice of a particular phos-
phate product depends on the water and the distribution
system characteristics as well as the utility treatment
goals. Some phosphates work better than others for a given
system (3). It is recommended to conduct laboratory and
pilot testing to evaluate the effectiveness of different prod-
ucts. Phosphate inhibitors need particular pH, alkalinity,
and concentrations to be effective; the balance required is
poorly understood. Orthophosphates seem to be very effec-
tive for a wide range of plumbing materials (15). It can
be used alone (phosphoric acid, H3POy) or in combination
with zinc. Commercial formulations of orthophosphates
exist that contain various levels of zinc. Zinc orthophos-
phate products are used primary in water where the poten-
tial for formation of CaCOg scale is low (soft and slightly
acidic water). When using zinc phosphates, limitations of
metal levels in wastewaters can limit the use of products
with a high zinc content. Zinc orthophosphate leads to the
formation of a zinc phosphate scale (16). When zinc is not
available with phosphates, a protective scale still forms,
such as ferrous or ferric phosphate scale on iron pipes.



Phosphate is most effective in the absence of prior scale for-
mation because phosphates must be part of the precipitate
to be effective. When fed into the system, phosphates soften
the previously formed scales, causing red water and bacte-
riological problems as the scale washes out of the system.
Orthophosphates can reduce corrosion rate of iron, lead,
zinc, and galvanized pipes; although it is not considered
to be very effective in preventing copper corrosion (15,17).

A distinction should be made between orthophosphates
and polyphosphates (10). Polyphosphates have been used
to control corrosion in cast iron pipes; however, little evi-
dence exists of any beneficial effects of polyphosphates on
lead corrosion. Some studies (18,19) showed that lead lev-
els could increase in water after solubilization of protective
films on the pipes. Some polyphosphates can be used as
sequestering agents to keep in solution scale-forming ions
(calcium and magnesium) and iron. These polyphosphate
products tie up with iron and prevent red water (3).

Inorganic silicates have also been used to reduce
corrositivity; they lead to the formation of a protective
film onto various metal surfaces. Silicates inhibit corrosion
in asbestos cement pipes, where its effectiveness may be
attributed to a surface catalyzed conversion to quartz (20).
Soluble silicates are adsorbed onto the metal pipe surface
at the anodic area and form a thin film. High dosages
(20 mg/L)) are required during the first 30-60 days of
treatment. Then, doses of 4-8 mg/LL are added in the
system. Silicates have not been widely used because their
effects on corrosion are debatable (21,22).

Cathodic Protection

This process limits corrosion of metallic structures. It is
used to prevent internal corrosion in water storage tanks.
It consists of using an inert electrode (such as high silicon
cast iron or graphite) powered by an external source of
current. The current forces the inert electrode to act as an
anode, preventing the metal to be protected to become an
anode and corrode. Another method involves a magnesium
or zinc electrode acting as a galvanic anode. The electrode
produces a galvanic action with iron; it is sacrificed and
corrodes, whereas the iron is protected from corroding.

Lining, Coating, and Paints

A protective coating can keep corrosive water away
from the pipe surface and storage tanks. Some linings
include coal tar enamels, epoxy paint, cement mortar,
polypropylene, or vinyl. These linings are applied when
pipes are manufactured or in the field.

UTILITY EXPERIENCE WITH CORROSION CONTROL

Figure 2 shows corrosion rates as a function of temper-
ature and corrosion inhibitor levels in two pilot sys-
tems (23). The first system received a constant dose of
phosphate over the entire study (system fed after conven-
tional treatment of the Mississippi water, IL-American
Water, E. St. Louis), whereas the second system received
changing inhibitor levels (test system to optimize treat-
ment). Corrosion rates were strongly related to water tem-
perature (and/or other seasonal factors). For the plant con-
dition system, corrosion rates could vary up to 7 mpy, even
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when the plant was feeding a corrosion inhibitor (constant
doses of 0.86 mg PO4/1 over the year). Higher phosphate
levels in the test reactor resulted in low corrosion rates,
especially in the summer. Corrosion rates were main-
tained below 3 mpy when phosphate dosages were slightly
increased (between 1.5 and 2 POy4/1), especially during
warm periods. For this site, a seasonal corrosion control
strategy was developed that would require slightly higher
corrosion inhibitor concentrations during the summer and
possibly lower dosages during winter months, rather than
using a constant concentration over the entire year (23).

CONCLUSION

As distribution system pipes are in place for long periods of
time (>>50 years), corrosion control is critical to maintain
microbial and aesthetic water quality and pipe integrity.
Water utilities should set corrosion control goals and
monitor corrosion rates on a regular basis to determine
seasonal changes in corrosivity and adjust corrosion
control programs to prevent excessive corrosion.
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Figure 2. Corrosion rates as a function of corrosion inhibitor levels and temperature (the arrows
show the changes in inhibitor levels to optimize corrosion control).
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ECONOMICS OF RESIDENTIAL WATER
DEMANDS

STEVEN J. RENZETTI
Brock University
St. Catharines, Ontario, Canada

This entry examines what is known regarding the
economic characteristics of residential water use and
how this type of information can be applied in managing
water resources. Understanding the economic dimension



of household water use is important for several reasons.
First and most importantly, all households on the planet
share the need for access to potable water supplies. On
the other hand, households have very different degrees
of access to safe water. For most of North America
and Europe, access to clean water is almost taken
for granted by many households. In contrast, a great
number of households in low-income countries do not
have access to reliable supplies of potable water. As the
World Bank contends, “The challenge is enormous: one
billion people still lack access to safe water, two billion
lack safe sanitation. Slow progress is not acceptable,
as more than three million children still die every
year from avoidable water-related disease” (World Bank
Water Supply and Sanitation web-site, September 1,
2001 http:/www.worldbank.org/html/fpd/water/). Second,
the agricultural sector dominates global water use,
but residential and industrial demands have grown
much more rapidly during the twentieth century. Third,
empirical evidence indicates that the amount of water
used by a household is a complex function of a number of
influences, including the price of water (both in monetary
terms and in time costs), household income, and household
characteristics (for example, the number of residents and
water-using appliances).

THE ECONOMIC PERSPECTIVE ON RESIDENTIAL WATER
DEMANDS

Households use water for personal hygiene, waste
removal, cooking, cleaning and a number of outdoor
applications (lawn and garden watering, etc.) Table 1,
Fig. 1. Except in some arid portions of the United States,
the bulk of residential water use occurs indoors and
is related to personal hygiene and waste removal (4).
In North America, for example, these two applications
account for 60% to 70% of the average household’s
daily indoor water use. Another important feature of
residential water use is its cyclical character. On a daily
basis, household water use typically displays two peak
periods of use: early morning and early evening. On an
annual basis, residential water use in summer months
is usually substantially higher, than during the rest
of the year due to the increase in outdoor water use.
Hanemann (5), for example, indicates that for households
in the Western states of the United States, total summer
water use exceeds total winter water use by 50—60%. The
multiplicity of water’s uses and the cyclical nature of water
use suggest that potentially a number of factors influence
a household’s water use decisions.

Economic theory provides a useful framework within
which the nature of residential water use may be
examined. Economists usually assume that a household’s
demand for any good such as potable water is, in the
most general case, a function of all of the prices facing
a household as well as its income and demographic
characteristics. The household’s estimated demand for
water may be used to predict household consumption levels
and to predict how households will respond to changes
in the price of water. This degree of responsiveness is
captured by a variable known as “elasticity.” This variable
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Table 1. Residential Water Use in 1995*

Annual Residential Water Use

Country (m3/person)
Chad 4
Nigeria 9
China 21
India 25
Greece 45
Israel 45
South Africa 49
Argentina 67
Uruguay 73
France 94
Japan 137
Canada 157
U.S.A. 203
“Ref. 1.
Global water use (km®/year)
3000

2500
2000
1500
1000

500

Residential Industrial

Agricultural

Figure 1. Global water use (1,2).

is measured as the ratio of the percent change in the
demand for a good to the percent change in a price or
income. A household’s demand is said to be ‘inelastic’ if
the estimated elasticity is less than one. For example, if the
price elasticity of demand equals —0.5, then a 10% increase
in price, it is predicted, with to induce a 5% decrease in
water use. The empirical water demand literature seeks to
estimate households’ price and income elasticities of water
demand as well as those households’ valuation of access to
potable water supplies.

There are several ways in which the general model of
household demand has been altered to reflect conditions
that are important in the consumption of water. These
include situations when households’ choice of water use
is constrained by their stock of water-using appliances
and the size of the house and property (6), when
households must choose not only the quantity of water
to consume but also the source of its potable water (7),
and when households face water prices that are complex
functions of the quantity of water used. The last of these
extensions is quite important because of the growing
frequency of complex price schedules facing households
and because of the implications of this type of price
structure for the statistical estimation of residential water
demands (5,8).

EMPIRICAL MODELS AND RESULTS

Residential water use has received a substantial amount
of attention from economic researchers. There are a
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number of surveys that summarize the theoretical and
empirical research (4,9—11). The main goal of statistical
models of water demand is to estimate the relationship
between the observed quantity of residential water use
and the explanatory variables (such as the price of water)
suggested by economic theory. During the evolution of the
residential water demand literature, a number of issues
have been at the forefront, including the appropriate
definition of the price of water, the choice of statistical
technique, and the role of other explanatory variables
(such as climate and household characteristics).

The modern residential water demand literature begins
with the work of Howe and Linaweaver (12). The
authors estimate demand models for domestic (indoor)
and sprinkling (outdoor) water demands. The demand
models are further divided according to climatic zones.
The authors assume that the quantity of water demanded
by the average household is a function of water and sewage
prices, age and value of property, the number of people
in the household, and climate conditions. The estimation
models indicate that indoor water use is responsive to
the price of water to a limited degree (price elasticities
ranging from —0.214 to —0.231) and outdoor water use
is more responsive to prices (price elasticities ranging
from —0.438 to —1.57). Income elasticities follow the same
pattern: 0.314 to 0.378 for indoor water use and 0.447 to
1.45 for outdoor.

Since the work of Howe and Linaweaver, statistical
models of residential water demand have become more
sophisticated, and data on household water use and char-
acteristics have become more detailed and comprehensive.
A particularly important issue has been the manner in
which the price of water is represented. When prices are
set out as complex functions in which prices can increase
or decrease with the amount purchased, researchers must
take more care in measuring the influence of prices on
water use (the variety of statistical methods used to do
this is reviewed in Ref. 11).

A number of other factors, it has been found, are
influential in determining household water demand.
Researchers have found positive relationships between
water use and family size, property value, and household
income (4). In Hanemann’s (5) comprehensive listing of
estimated water demand elasticities, the average of the
income elasticities reported is 0.52. Another important set
of factors that, it has been found, influences residential
water demand is related to climate. There is a consensus
in the literature that increases in temperature or
evaporation rates lead to higher residential water demand,
whereas increases in precipitation have the opposite effect.
However, indoor residential water use appears to be
relatively insensitive to weather conditions, and most of
the influence of climate on residential water use works
through outdoor water uses.

LOW-INCOME COUNTRIES

Households in many low-income countries face a variety
of challenges in their efforts to secure potable water.
In large urban centers, water supply systems are often
unreliable and fail to provide service to many of the

city’s poorest residents (13). Residents in rural areas
frequently confront even greater risks from contaminated
and distant water supplies (14). Households in low-income
countries also differ from their high-income counterparts
in that they spend a larger share of their income on
water. They also may face a different set of circumstances
regarding their supply of potable water. For example, it
is common for households in low-income countries to have
several possible sources of potable water. Mu, Whittington
and Briscoe (14) report that the members of a small
town in Kenya choose among private pipe, communal
wells and pumps, kiosks, and water vendors for their
potable water. These sources differ in their relative cost,
convenience, reliability, and quality. It is important to
note that the cost of each alternative is a combination
of the time spent obtaining water, installation charges,
continuing connection charges, and prices. Households
face the challenge of deciding which supply source(s) to
use as well as how much water to obtain from each source,
and researchers face the challenge of understanding and
modeling these decisions (15).

There have been a number of attempts to model,
first, household decision-making regarding its choice
of the source of its drinking water and, second,
households’ valuation of improved access to reliable
water supplies in low-income countries. Researchers have
conducted surveys that collect information on households’
supply—source choices and characteristics. For example,
Madanat and Humplick (16) examine the behavior of
900 households in Faisalabad, Pakistan. The authors
conclude “the more expensive the in-house pipe connection
relative to the other sources, the less likely the household
is to connect” (p. 1337). In addition, the connection
decision is strongly influenced by household expectations
regarding the relative reliability and quality of alternative
sources as well as their past experiences with alternative
supply sources.

With respect to the value they assign to access to
safe water, many households in low-income countries find
themselves in what some researchers have termed a “low-
level equilibrium trap” (17, p. 1931). By this, the authors
mean that the existing water supply system has few
connections, low prices, low revenues, low maintenance,
poor reliability, and low usage by households. One of the
ways to improve this situation is to demonstrate that the
value of improved service to households (as expressed in
their willingness to pay through higher prices) exceeds the
costs of improving service.

The World Bank Water Research Team (15) is the most
extensive effort to assess the preferences of households
in low-income countries for connection to water supply
systems. The authors find that household income is
positively linked to the demand for improved services, but
the link between the two is not strong. Households with
higher levels of education are also willing to pay more
for improved access. Gender is often an important factor
in explaining willingness to pay, but “the direction of the
influence depends on the specific cultural context” (p. 53).
In Tanzania and Haiti, female respondents’ willingness
to pay exceeds that of males, but in Nigeria and India,
the reverse is true. As expected, economic variables play



an important role, and higher connection charges and
monthly prices reduce demand. Finally, households are
willing to pay more for private connections and for sources
higher expected quality levels and reliability.

RESIDENTIAL WATER DEMAND MANAGEMENT

Historically, the challenge of managing water resources
and providing potable water has concentrated on the
engineering task of conveying and treating water so
that it would be available for household use. However,
as the construction and operation of water distribution
and treatment systems becomes increasingly expensive (in
monetary and environmental terms), attention has turned
to the idea of balancing the costs of developing water
supplies with the benefits derived from consumption. From
this adoption of a more balanced perspective has come a
renewed interest in using the information contained in
estimated residential water demand to assist in planning
and operating water delivery systems.

Estimated residential water demand equations provide
information that can be used in a variety of ways to
promote water conservation and in the development
and operation of water supply systems. First, the
structure of residential water demand can provide
water utility operators with information regarding the
relative efficacy of alternative policy instruments aimed at
promoting water conservation. For example, Renwick and
Archibald (18) examine the factors influencing Californian
households’ adoption of water conserving technologies
such as low-flow toilets and showerheads. The results of
the authors’ empirical model suggest that both price and
nonprice measures reduce household water use, although
their impact varies across households.

Forecasting future water use is a second way in which
demand information is used. Dziegielewski (19) provides
a brief review of the history of urban water demand
forecasting. In the “traditional” method of forecasting
that has dominated historically, total future demand is
predicted as the product of expected population growth
and a fixed per capita water use coefficient. This method
was not very accurate as it neglected other influences
(such as prices) on water use. The development of the
municipal and industrial needs (MAIN) model represents
a major change in forecasting methods. The MAIN
model disaggregates total water use into a large number
(approximately 400) of categories and locations. The
factors that influence water demand for each category
are determined through statistical analysis. Changes in
these explanatory variables (such as income, climate,
and energy prices) translate into anticipated changes
in water use and, in turn, form the basis for water
demand forecasts. A third way in which water demand
information is used in assessing the construction and
operation of water delivery systems. For example, the costs
of improving the reliability of a water supply system can
be compared with households’ valuation of that increase
in reliability (20).

CONCLUSIONS

All households share the need for access to potable water,
but actual consumption levels vary significantly due to

ECONOMICS OF RESIDENTIAL WATER DEMANDS 15

differences in income, water prices, proximity to reliable
water supplies, climate, and a variety of other factors.
Economic models of household decision-making regarding
water use indicate that households are influenced by
these factors and that water prices, income levels, and
climate play particularly influential roles. A different line
of research highlights the challenges faced by households
in low-income countries in their efforts to acquire potable
water. One of the facets of this situation that has received
attention recently concerns households’ decision-making
when confronted with more than one source of potable
water. As predicted by economic theory, most households
consider the relative quality, reliability, and cost of
alternative sources when making their choices. The last
topic considered here is the use of information regarding
the economic features of residential water demand to
encourage water conservation. Research indicates that
both price and nonprice based conservation programs are
effective in curtailing demands.

BIBLIOGRAPHY

1. Gleick, P. (2000). The World’s Water 2000-2001, Washington,
DC, Island Press.

2. Abramovitz, J. (1996). Imperiled Waters, Impoverished
Future: The Decline of Freshwater Ecosystems, WorldWatch
paper 128, Washington, DC, Worldwatch Institute.

3. Biswas, A.K. (1997). Water development and environment.
In: Water Resources: Environmental Planning, Management
and Development. A.K. Biswas (Ed.). McGraw-Hill, New
York, pp. 1-37.

4. Baumann, D.J., Boland, and Hanemann, W.M. (1998). Urban
Water Demand Management and Planning. McGraw-Hill,
New York.

5. Hanemann, W.M. (1998). Determinants of urban water
use. In: Urban Water Demand Management and Planning.
D.J. Baumann, Boland, and W.M. Hanemann. McGraw-Hill,
New York, pp. 31-75.

6. Lyman, R.A. (1992). Peak and off-peak residential water
demand. Water Resour. Res. 28(9): 2159-2167.

7. Asthana, A. (1997). Where the water is free but the buckets
are empty: Demand analysis of drinking water in rural India.
Open Economies Review 8(2): 137—-149.

8. Shin, J. (1985). Perception of price when information is costly:
Evidence from residential electricity demand. Rev. Econ. Stat.
67(4): 591-598.

9. Hanke, S. and de Maré, L. (1984). Municipal water demands.
In: Modeling Water Demands. J. Kindler and C. Russell,
(Eds.). Academic Press, London, pp. 149-170.

10. Gibbons, D.C. (1986). The Economic Value of Water,
Resources for the Future, Washington, DC.

11. Renzetti, S. (2002). The Economics of Water Demands, Kluwer
Academic, Norwell, MA.

12. Howe, C. and Linaweaver, F. (1967). The impact of price on
residential water demand and its relation to system design
and price structure. Water Resour. Res. 3(1): 13—31.

13. Rivera, D. (1996). Private Sector Participation in the Water
Supply and Wastewater Sector: Lessons from Six Developing
Countries. The World Bank, Washington, DC.

14. Mu, X., Whittington, D., and Briscoe, J. (1990). Modeling

village water demand behavior: a discrete choice approach.
Water Resour. Res. 26(4): 521—-529.



16 GRAY WATER REUSE IN HOUSEHOLDS

15. World Bank Water Research Team. (1993). The demand for
water in rural areas: Determinants and policy implications.
World Bank Res. Obs. 8(1): 47-70.

16. Madanat, S. and Humplick, F. (1993). A model of household
choice of water supply systems in developing countries, Water
Resour. Res. 29(5): 1353—-1358.

17. Singh, B., Ramasubban, R., Bhatia, R., Briscoe, J., Griffin, C.,
and Kim, C. (1993). Rural water supply in Kerala, India: How
to emerge from a low-level equilibrium trap. Water Resour.
Res. 29(7): 1931-1942.

18. Renwick, M. and Archibald, S. (1998). Demand side man-
agement policies for residential water use: Who bears the
conservation burden? Land Econ. 74(3): 343—59.

19. Dziegielewski, B. (1996). Long-term forecasting of urban
water demands. In: Marginal Cost Rate Design and Wholesale
Water Markets, Advances in the Economics of Environmental
Resources, Vol. 1, D. Hall (Ed.). JAI Press, Greenwich, CT,
pp. 33-47.

20. Howe, C. and Griffin Smith, M. (1993). Incorporating public
preferences in planning urban water supply reliability. Water
Resour. Res. 29(10): 3363—3369.

GRAY WATER REUSE IN HOUSEHOLDS

Fayyaz A. MEMON
D. BuTLER

Imperial College
London, United Kingdom

Gray water is a loosely defined term representing dis-
charges from wash basins, baths, showers, dishwashers
and washing machines. This generally excludes wastew-
ater from kitchen sinks and toilets, commonly known as
black water. Gray water accounts for about 50% of the
total household water consumption activities (Fig. 1).

The quality of gray water depends on factors, including
the habits and affluence of the water users, the types
of products used for clothes and personal washing, and
the nature of the substances disposed of through sinks
and other appliances. Substances found in gray water
include detergents, shaving foam, toothpaste, soap, hair,
body oils, and dried skin residues. Small amounts of
fecal material arising from washing of baby diapers
and traces of urine are also present in gray water.
These pollutants exert oxygen demand and contain
some disease causing microorganisms. Typical gray water
pollutant concentrations from different sources are shown
in Table 1. The average pollutant concentration measured
in the effluent from different appliances housed in a
residence hall (for example) is shown in Table 2.

Freshly produced gray water usually does not have
any objectionable odor. Compared to black water, gray
water has a relatively higher temperature and readily
degradable pollutants. Therefore, it requires immediate
treatment after collection. If stored untreated for long
periods, oxygen deficient conditions will develop, and scum
will be formed that can float or sink in the collection tank.
Experiments have shown that bacterial population also
increases with increased storage time (5).

Outside
supply
4% Shower
Kitchen sink 5%

Bath
15%

Dishwasher
1%

Washing machine
20%

Figure 1. Components of domestic water use (2).

Table 1. Gray Water Quality from Various Sources®

BOD COD Turbidity NH;j P Total
(mg/l) (mg/l) (NTU) (mg/l) (mg/l) Coliforms

Single person 110 256 14 - - -

Single family  — - 76.5 0.74 9.3 -
Block of flats 33 40 20 10 0.4 1x 108
College 80 146 59 10 - -
Large college 96 168 57 08 24 52x10°8
“Ref. 3.

Before gray water is reused, a certain level of
treatment is required to minimize aesthetic concerns
and the potential for health risk. Table 3 shows a
summary of gray water quality criteria for toilet flushing
followed in different countries. The level of treatment
required depends on the scale and purpose of use. On
a small scale (domestic level), a two-stage treatment
consisting of filtration of coarse pollutants (hair and
suspended impurities) followed by disinfection with
chlorine, bromine, or UV is probably sufficient. On larger
scales (hotels, commercial buildings), more complex and
expensive methods of treatment could be employed.

Domestic gray water recycling systems, normally
employed, produce water for toilet flushing. A recycling
system (Fig. 2), typically, consists of an underground
collection tank and an overhead distribution tank to
supply toilet cisterns. The collection tank is designed
to prevent groundwater contamination and ingress and
is sized to accommodate water volumes intended for
reuse. The optimal size of the collection tank has been
modeled by Dixon (6), and systems storing 100—200 liters
are considered sufficient for a family of five persons (7).
Any excess gray water is diverted to the sanitary drain
(i.e., the drain going out of the household). Devices are
installed to prevent back-flow from the foul drain to the
tank. Filtration is typically carried out at the tank inlet.
The clogged filters are either replaced or cleaned using
water jets. A submersible pump fitted with a float switch
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Table 2. Average Pollutant Concentration in Gray Water Measured in a Residence Hall*

Bath/ Laundry and
Parameter Shower Washbasin Washing Machine Dishwashing
BOD (mg/L) 216 252 472 110
COD (mg/L) 424 433 725 -
Ammonia as N (mg/L) 1.56 0.53 10.7 -
Phosphate as P (mg/L) 1.63 45.5 101 -
Total coliforms (cfu/100 mL) 6 x 108 5 x 10* 7 x 10° 5x108
Faecal coliforms (cfu/100 mL) 600 32 728 462
Turbidity (NTU) 92 102 108 148
Inorganic carbon (mg/L) 26 20 25 20
TOC (mg/L) 104 40 110 84
Total solids (mg/L) 631 558 658 538
Suspended solids (mg/L) 76 40 68 90
Dissolved solids (mg/L) 559 520 590 449
Volatile solids (mg/L) 318 240 330 277
pH 7.6 8.1 8.1 7.8
Copper (mg/L) 111 - 322 -
Lead (mg/L) 3 - 33 -
Zinc (mg/L) 59 - 308 -
Cadmium (mg/L) 0.54 - 0.63 -
“Ref. 4.
Table 3. International Water Quality Criteria for Toilet Flushing®
Fecal coliforms Total coliforms BOD Turbidity DO% Cl; residual
(cfu/100 mL) (cfu/100 mL) (mg/L) (NTU) TSS (% saturation) pH (mg/L)
US EPA (g) 14 for any sample - 2 - - 6-9 1
0 for 90% samples - - - - -
Florida (m) 25 for any sample - - 5 - - 1
0 for 75% samples - - - - - -
Texas (m) 75 (m) - 3 - - - -
Germany (g) 100 (g) 500 (g) 20 (g) 1-2 (m) 30 80-120 6-9 -
Japan (m) 10 for any sample 10 5 - - 6-9 -
South Africa (g) 0 (g) - - - - - -
WHO lawn irrigation 200 (g) - - - - - -
1000 (m) - - - — — _
EC bathing water 100 (g) 500 (g) 2 (m) - - 80-120 6-9 -
10000 (m) - - - - -

2000 (m)

14 for any sample -
0 for 90% -

UK (BSRIA)
Proposed (g)

1 (m) - - - - -

“Ref. 4.
g = guideline.
m = mandatory.

is normally used in the tank to transfer filtered water
to the overhead tank. This then contains the disinfectant
feeding arrangement and switches to control the water
level. When the water volume in the overhead tank drops
below a certain level, the pump turns on and stops when
the water level in the tank reaches the design level. The
overhead tank normally has an inlet to provide a top
up supply of mains water when the treated gray water
is not sufficient to meet the demand or the recycling
system is inoperative. An air gap is typically provided
between the inlet pipes of gray water and mains water.
The pipework carrying gray water needs to be clearly
marked or colored differently to avoid cross connections

and contamination of potable water. The underground
and overhead tanks will be designed to drain down fully
to avoid problems of prolonged gray water storage. There
are several packaged recycling systems available on the
market. Each offers a different degree of treatment and
safety controls. Experience has shown that they are not ‘fit
and forget’ systems but require monitoring to ensure their
smooth operation. Therefore, a clear warning mechanism
that can show the failure of system components should
be installed within the household, and clear maintenance
instructions provided.

Gray water recycling is not a problem-free option,
and particularly, issues related to health risk must
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Disinfection dosing

Potable

water
Gray water from top up
baths, showers, and

washbasins

To flush WCs
Filtration

To sewer
Jo

Pump

Figure 2. Water flows and components of a typical gray water
recycling system.

be addressed. Although most waterborne pathogens are
killed by conventional disinfectants, there are certain
species (e.g., Legionella spp.) that are resistant to normal
modes of treatment. Legionella pneumophila, a naturally
occurring bacterium in domestic hot water supplies,
showerheads, cooling waters, and other water services
in buildings, has been linked to outbreaks of Legionnaires’
disease. Surface fouling, biofilm formation, slow moving
or stagnant waters, and increased temperatures are
favorable conditions for Legionella growth. Therefore,
recycling systems could provide an ideal environment for
their growth. Legionella has an infection route through
inhalation, and it is suspected that some bacteria may be
inhaled through water vapors during toilet flushing (8).
Fortunately, however, research shows that the Legionella
count in gray water is typically low (3). To avoid in-pipe

water stagnation for a prolonged period, the recycling
system should be kept free from ‘dead legs.’” Past case
studies on gray water recycling systems suggest that the
relative health risk from gray water reuse is not high if
it is properly treated and does not come in direct contact
with users (8). For additional safety, the use of treated
gray water should be discontinued when any of the users
living in the household is ill. Spray irrigation with gray
water is not advised because it will increase the bacterial
exposure potential. There is also concern about the use of
chlorine as a disinfectant. It has been found that chlorine
can corrode metal switches and fittings in the overhead
tank and toilet cistern. Excessive buildup of chlorine gas
in the overhead tank (if located in a loft) may produce an
unpleasant smell in the household and may be linked
to asthma (9). Other disinfectants, such as ultraviolet
radiation, are also available. UV lamps are expensive,
and their germicidal efficiency reduces with time. They
are most effective in waters of low turbidity. Therefore,
fine filtration will be needed to achieve improved pathogen
removal. The residual effect of UV as a disinfectant is not
stable and microbial regrowth is possible, so UV treated
waters should not be stored for long periods. Bromine is
also used for pathogen removal from gray water. Some
forms of bromine disinfectants such as hypobromous acid
are considered harmful to plants, and the treated water
would not be suitable for irrigation. The health risks from
bromine use are yet to be quantified (7).

At present, gray water recycling systems on a single
household scale are hardly financially viable. Although
there are some savings from reduced consumption of mains
water, the capital and operating expenditures incurred
for these systems are relatively high, and the pay-back
period is 20—25 years (10). The payback period reduces
with increase in occupancy.
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Figure 3. Technological performance in removing pollutants from gray water (3).



Gray water recycling on a medium to large scale (e.g.,
hotels, blocks of flats, commercial buildings,) may be more
viable. A stepwise complex treatment sequence, instead of
relying just on simple filtration and disinfection, produces
water that has relatively low potential for health risk.
A wide selection of gray water treatment technologies
is currently available. These include biological aerated
filters (BAF's), membranes, sidestream and submerged
membrane bioreactors (MBRs), UV treatment, titanium
dioxide (TiOg) dosing, membrane aeration bioreactors
(MABRs), and coagulation/flocculation with alum and
ferric. Trials with these technologies have shown efficient
and reliable removal of pollutants from gray water (3). The
comparative efficiency of these technologies in removing
BOD, suspended solids, and total coliforms is shown in
Fig. 3. Large recycling units perform well, and their use
in large buildings in the developed world and particularly
in Japan is well established.

The main barrier to wider uptake of gray water
recycling systems is lack of adequate consolidated
legislation, high capital and maintenance costs, and
potential health risks due to technology failure. Studies
carried out to gauge public perception have shown that
individuals have a positive attitude toward using treated
gray water produced within their own households for toilet
flushing, as long as safety is guaranteed and it is cost-
effective (3).
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INTRODUCTION

Water in the literal sense is the source of life on the earth.
Research has shown that the human body is 70% water.
Generally, human beings begin to feel thirst after a loss of
only 1% of body fluids and risk death if fluid loss exceeds
10%. It has been proved that human beings can survive
for only a few days without fresh water. Although it is true
that life depends on water, society does not usually act
as though water has value equal to life itself. The reason
is that the supply of water in many parts of the world
far exceeds what is required to sustain life. Estimates
revealed that about 9000 cubic meters (9.0x 10° liters) of
water is available for use per person per year. Based on
projected population growth, this amount will drop to 5100
cubic meters per person by the year 2025 because another
2 billion people are expected to join the world’s population
by the year 2025. Despite this sharp drop (by nearly
50% in 35 years), the amount of water available would
be sufficient to meet human needs if it were distributed
equally among the world’s population and less polluted by
human activities.

Present estimates give a false picture of freshwater
available for human use because the distribution of
the world’s available freshwater is uneven throughout
the seasons and from year to year. According to
Falkenmark (1), water is not always where we want it.
Sometimes, it is not available in sufficient quantities
where we want it or at another time too much water
is in the wrong place. Yet, in many parts of the world,
people are withdrawing water from surface and ground
sources at a rate faster than they can be recharged.

In the last century, world population has tripled,
but water withdrawals have increased by more than
six times (2,3). For example, since 1940, annual global
water withdrawals have increased by an average of 2.5%
to 3% a year compared with annual population growth
of 1.5% to 2% (4,5). In the past decade, however, water
withdrawal has increased from 4% to 8% a year, especially
in developing countries (6). If the present consumption
patterns continue, by year 2025, about two billion people
will be living in areas where it will be difficult or impossible
to meet all their needs for fresh water. Half of them will
face severe shortages (3,7,8).

Apart from the pressure of population growth on water
resources, the supply of freshwater available to humanity
is shrinking, in effect, because of increasing pollution.
Population growth, urbanization, and industrialization
with little regard for the environment are polluting and
decreasing the quantity of freshwater available for human
consumption (or use). Farming is said to be responsible
for a great deal of water pollution in the United States (9).
Similarly, in India (where there is heavy dependence
on irrigation farming for food supplies), more than 4
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million hectares of high-quality land have been abandoned
as a result of salinization and waterlogging caused by
excessive irrigation (10,11). More than 90% of the rivers
in Europe have high nitrate concentrations, mostly from
agrochemicals, and 5% of these rivers have concentrations
at least 200 times higher than nitrate levels naturally
occurring in unpolluted rivers (12—14). Moreover, in the
Czech Republic, 70% of all surface waters are heavily
polluted mostly with municipal and industrial wastes (15).
Havas-Szilagyl (16) reported that 600 out of the 1600
well fields tapping groundwater in Hungary are already
contaminated, mostly by agrochemicals.

In developing countries, an average of 90% of all
domestic sewage and 75% of industrial wastes are
discharged into surface waters without any kind of
treatment (17,18). Generally, oil and salts are washed
off city streets, and heavy metals are leached from
municipal and industrial dump sites. There is also the
possibility that pollutants, such as sulfur dioxide and
oxygen or nitrogen, combine in the atmosphere to form
acid rain which has devastating effects on both surface
water and land ecosystems (19) and accompanying health
implications (3).

On the whole, both water scarcity and water pollution
pose serious health problems. Unclean water is by far
the largest environmental Kkiller around the world; it
claims millions of lives every year. According to the World
Health Organization (WHO), a large percentage of urban
population in developing countries do not have access
to proper sanitation facilities, and about half lacks a
regular supply of potable water (12). In the year 2000,
an estimated 1.1 billion people remained without access to
improved drinking water (7), and the number of persons
drinking water contaminated by human sewage was

much higher (21). Obviously, scarce and unclean water
supplies are critical public health problems in many
parts of the world and are likely to be one of the major
factors that will limit economic development in the near
future (10,11,13,14).

WATER SCARCITY AND STRESS: IMPLICATIONS FOR
HUMAN HEALTH

The world’s population of nearly 6 billion is growing
by about 80 million people each year (3). This rapid
population growth coupled with increasing demands for
water for irrigation agriculture, domestic (municipal), and
industrial uses puts tremendous pressure on the world’s
freshwater resources. As population grows, water use per
person rises and freshwater withdrawal becomes faster
than it can be recharged, resulting in water mining (7,22).
If this continues and water needs consistently outpace
available supplies, a level will be reached when depletion
of surface and groundwater resources results in chronic
water shortages (23), as illustrated in Fig. 1.
Investigations have revealed that up to 31 countries,
which represent nearly 8% of the world population, face
chronic water shortages (3). It has also been estimated
that by the year 2025, the number of countries facing
water shortages is expected to be near 48, affecting more
than 2.8 billion people—35% of the world’s projected
population (24-27). Figure 2 shows the population in
water-scarce and water-stressed countries. It is obvious
from this figure that, as population grows, many more
countries will face water shortages. Accordingly, a more
optimistic outlook predicts that 2.8 billion people in 48
countries will be struggling with water scarcity by the year
2025, whereas worst case scenarios for water shortages

Population dynamics

Growth-Migration-Density-
Distribution-Urbanization-
Morbidity-Mortality

Water use

Agriculture-Industry-
Household use-Sanitation & waste
disposal-Hydroelectricity-
Fish farming

Human outcomes

Food shortage-Water-related illness-
Social & political instability-Conflicts
over water-Slowed economic growth-
Population displacement

Environmental outcomes

Depletion of surface & groundwater-
Water pollution-Land degradation-
Ecosystem degradation-Declining fisheries-
Disruptions to the hydrologic cycle

Figure 1. Links between world population and freshwater (3).



foresee 4 billion people in 54 countries facing water
shortages in 2050. This critical trend is supported by the
water scarcity and population projections of the United
Nations (28—30).

From the growing consensus among hydrologists, a
country is said to experience water stress when its annual
water supply is between 1000 and 1700 cubic meters per
person. Such a country can expect to experience temporary
or limited water shortages. But when the annual supply of
renewable freshwater drops below 1000 cubic meters per
person, the country faces water scarcity (1,20,25).

In such cases, chronic and widespread shortages of
water that hinder development result, and this could lead
to severe health problems. Among countries likely to run
short of water in the next 25 years are Ethiopia, Kenya,
Nigeria, India, and Peru, whereas most parts of China and

Population in water-scarce and water-stressed
countries, 1995-2050
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Figure 2. The rising trend in water scarcity and stress,
1995—2025 (3).
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Pakistan are already approaching water stress. The list
of water-stressed countries and those already suffering
from water scarcity has been tabulated in Gardner-
Outlaw and Engleman (25) and PR (3) based on the 1995
world population and water per capita and a projection
for the year 2025. Gardner-Outlaw and Engelman (25)
based their calculations on United Nations Population
Division population estimates and growth rate and total
fertility rate (TFR) data from the Population Reference
Bureau (24), World Population Data Sheet. According to
the estimates, it is obvious that in this century, water
crises in more and more countries will present obstacles
to better living standards and better health and may
even bring risks of outright conflict over access to scarce
freshwater supplies.

Available statistics show that more than half of the
world’s population suffers from water services that are
inferior to those of the ancient Greeks and Romans (8).
According to Gleick, this has long been recognized as
a serious global water problem that even generated
attention at the World Water Conference organized by
the United Nations at Mar del Plata in 1977, where
strong commitments and resolution were made to finding
lasting solutions. Since this initial attempt, considerable
efforts have been geared toward providing access to safe
drinking water and adequate sanitation services. The
United Nations in its Millennium Developmental Goal
(during the World Summit on Sustainable Development
held in Johannesburg in September 2002) planned to
reduce by half, by the year 2015, the proportion of people
without sustainable access to safe drinking water and
basic sanitation services. Yet, a high percentage of the
world’s population is still without access to adequate water
supply and sanitation (see Fig. 3a, b).

The 1990 world population without access to clean
drinking water was estimated at 1300 million, and close to
2600 million people have no access to basic sanitation

Distribution of unserved populations by region (source: Ref. 31).
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Latin America
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Asia
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Total unserved: 2.4 billion

Figure 3. Distribution of unserved populations by region.
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services (32). In Africa alone, 54% of the 1994 total
estimated population of 707 million have no access to clean
drinking water (33). Table 1 shows access to safe drinking
water in developing countries by region; the percentage
of population that has access to sanitation services is
tabulated in Table 2. Illustrative world maps showing
estimates of population without access to clean drinking
water and adequate sanitation services are included in
Gleick (8).

It is important to point out that the failure to provide
basic clean water and sanitation services takes a serious
toll on human health and results in economic loss in
many countries of the world. Reports have shown that
water, shortages, polluted water, and unsanitary living
conditions claim millions of lives annually (7,20,34). The
World Health Organisation reports that 80% of diseases
are overtly or covertly waterborne (35) and/or consequent
to freshwater shortages. Moreover, in much of the world,
polluted water, improper waste disposal, and poor water
management cause serious public health problems. For
example, diarrheal diseases leave millions of children
underweight, mentally as well as physically handicapped,
and vulnerable to other diseases.

BASIC WATER, REQUIREMENTS FOR HUMAN HEALTH

Generally, in developing and using water resources,
priority has to be given to the satisfaction of basic human
needs (35). Therefore, providing water sufficient to meet

basic human needs should be an obligation of governments
and nongovernmental organizations. The postconference
reports on the International Symposium and Technology
Expo on small drinking water and wastewater systems
held at the Hyatt Regency in Phoenix, Arizona (from
January 12-15, 2000), demonstrated that the provision
of safe drinking water and effective wastewater system
managements are key elements that ensure safe and
healthful living linked to social and economic development.

The basic water requirements for humans depend on
the purpose for which water is used in the different
sectors of our society. Among these are drinking
(and other domestic use), removing and diluting waste
(including disposing of human waste), growing food,
producing manufactured goods, producing and using
energy, and so on. The water requirement for each of
these activities varies with domestic conditions, lifestyle,
culture, tradition, diet, technology, and wealth (36).

It has been argued that water requirements for humans
should also include any water necessary for disposing
of human wastes (33). For example, in regions where
absolute water quantity is a major problem, waste disposal
options that require no water are available, in most
developing nations, preference is given to alternatives
that use at least some water (8). However, there are
societies that use enormous amounts of fresh water to
dispose of wastes. Based on the research carried out so
far, a recommendation for a basic water requirement has
been made. In 1996, Gleick proposed the overall minimum
water required per person per day as 50 liters. This covers

Table 1. Population that has Access to Safe Drinking Water in Developing Countries, by

Region, 1980 and 1994“

1980 Percent Number 1994 Percent Number
Population, With Unserved, Population, with Unserved,
Region and Country Millions Access Millions Millions Access Millions
Africa
Urban 120 83 20 239 64 86
Rural 333 33 223 468 37 295
Total 453 46 243 707 46 381
Latin America & the Caribbean
Urban 237 82 43 348 88 42
Rural 125 47 66 125 56 55
Total 362 70 109 473 80 97
Asia & the Pacific
Urban 549 73 148 955 84 150
Rural 1823 28 1,313 2167 78 477
Total 2373 38 1,461 3122 80 627
Western Asia
Urban 28 95 1 52 98 1
Rural 22 51 11 29 69 9
Total 49 75 12 81 88 10
Urban 933 7 215 1594 82 279
Rural 2303 30 1612 2789 70 836
Grand total 3236 44 1827 4383 74 1115

“Reference 8.
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Table 2. Population that has Access to Basic Sanitation Services in Developing Countries,

by Region, 1980 and 1994“

1980 Percent Number 1994 Percent Number
Population, with Unserved, Population, with Unserved,
Region and Country Millions Access Millions Millions Access Millions
Africa
Urban 120 65 42 239 55 108
Rural 333 18 273 468 24 356
Total 453 30 315 707 34 464
Latin American & the Caribbean
Urban 237 78 52 148 73 94
Rural 125 22 97 125 34 83
Total 362 59 150 473 63 176
Asia & the Pacific
Urban 549 65 192 955 61 371
Rural 1823 42 1058 2167 15 1835
Total 2373 47 1250 3,122 29 2206
Western Asia
Urban 28 79 6 52 69 16
Rural 22 34 14 29 66 10
Total 49 59 20 81 68 26
Total
Urban 933 69 289 1594 63 589
Rural 2303 37 1451 2789 18 2284
Grand total 3236 46 1740 4383 34 2873

“Reference 8.

the minimum standards for drinking, sanitation, domestic
(bathing and washing), and cooking. Out of this overall
water requirement, 25 liters/person/day is required for
basic hygiene (washing, showering, and bathing) and for
cooking (33). A minimum of 20 liters/person/day offers the
maximum benefits of combining waste disposal and related
hygiene, thereby meeting cultural and societal preferences
for water-based disposal (8). In other words, the minimum
amount of water needed for drinking, cooking, bathing,
and sanitation is 50 liters. The average person needs a
minimum of 5 liters of water per day to survive in a
moderate climate at an average activity level. However,
average people in the United States uses between 250 to
300 liters of water per day for drinking, cooking, bathing,
and watering their yards, whereas the average person in
the Netherlands uses only 104 liters per day for the same
tasks (33,37). This amount is slightly above the minimum
target of 20—40 liters/person/day set by the United States
Agency for International Development, the World Bank,
and the World Health Organisation. Many people in the
poorest nations survive on far less than the recommended
amount. For example, the average person in Somalia uses
only 8.9 liters of water per person per day (7,37).
Although different sources use different figures for
total water consumption and for water use by sector of
the economy (1,25,33,34,37—-39), yet from drinking water
and sanitation needs, it became obvious that a basic
requirement of 25 liters/person/day of clean water must
be provided for drinking and sanitation by water agencies,
governments, or community organisations. An estimate

made in 1990 revealed that about 55 countries whose
population was nearly 1 billion people did not meet this
standard (33). Yet, it is a desirable goal from a health
perspective and from a broader objective of meeting a
minimum quality of life. Further information on basic
water requirements can be obtained in The World’s
Water 1998-1999, The World’s Water 2000-2001, and
The World’s Water 2002—2003, which are available from
Island Press, Washington (http:/www.islandpress.com/).

WATER-RELATED, DISEASES

Water-related diseases that affect human health are
relatively widespread and abundant, especially in rural
communities of developing nations, although there is
evidence that they have been reduced to a greater extent
as a serious health problem in industrialized countries.
The incidence of these diseases depends on local climate,
geography, culture, sanitary habits and facilities, and on
the quantity and quality of the local water supply as well
as the methods of waste disposal (3). Changes in water
supply do affect different groups of diseases in different
ways. Some may depend on changes in water quality,
others on water availability, and yet others on the indirect
effects of standing water.

A World Health Organisation (40) estimate of the
number of people suffering from water-related diseases
is staggering (see Table 3). Generally, in many developing
countries, waterborne diseases such as cholera, dysentery,
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Table 3. Estimates of Global Morbidity and Mortality from Water-Related Diseases

(Early 1990s) Culled from Reference 8*

Morbidity, Episodes/Year

Disease or People Infected Mortality, Deaths/Year
Diarrheal diseases 1,000,000,000 3,300,000

Intestinal helminths 1,500,000,000 (people infected) 100,000

Schistosomiasis 200,000,000 (people infected) 200,000

Dracunculiasis 150,000 (in 1996) —
Trachoma 150,000,000 (active cases) —

Malaria 400,000,000 1,500,000

Dengue fever 1,750,000 20,000

Poliomyelitis 114,000 —
Trypanosomiasis 275,000 130,000

Bancroftian filariasis 72,800,000 (people infected) —
Onchocerciasis 17,700,000 (people infected; 270,000 blind) 40,000 (mortality caused

by blindness)

¢QOriginal Source: Reference 33.

typhoid, malaria, and schistosomiasis are increasing and
harm or kill millions of people every year. The Pacific
Institute’s recent research indicates that lack of clean
drinking water leads to nearly 250 million cases of
water-related disease each year and roughly five to ten
million result in deaths (7). Earlier estimates have shown
much higher numbers of people in the world suffering
from diseases that are linked with water (5,41) and
resultant death (8,15). The true extent of these water-
related diseases is unknown, and even the WHO data (40)
suggest there may be many more cases of the diseases and
resultant death.

However, about 60% of all infant mortality is linked
to infectious and parasitic diseases; most are water-
related (42), and a large percentage of these diseases is
attributable to inadequate water supply and sanitation.

Research has shown that, at any one time, there are
probably millions of people who have trachoma, elephanti-
asis, bilharzias (snail fever), malaria, diarrhea, dracuncu-
liasis (guinea worm disease), and onchocerciasis (river
blindness). For example, according to Edungbola (43),
at least 15 million Africans suffered from guinea-worm
infection; of these, nearly 75,000 people are permanently
disabled every year, and about 3 million individuals were
irreversibly crippled in Africa. His estimates have further
shown that subsistence farmers in Africa lost at least 80
million man-days each year to guinea worm disease.

Water-related diseases are generally classed into four
categories: waterborne, water-washed, water-based and
water-related insect vectors (8,44,45). Waterborne dis-
eases include those caused by both fecal—oral organisms
and those caused by toxic substances; water-washed (also
referred to as water-scarce) consists of diseases that
develop where clean fresh water is scarce (44). Aquatic
organisms that spend part of their life cycles in water and
other part as parasites of animals cause water-based dis-
eases. Insects that transmit infections, such as mosquitoes
and tsetse flies, cause water-related vector diseases. A full
description of each class of water-related disease together
with their causative agents and routes of transmission as
well as the geographical extent and number of reported
cases has been compiled in Population Reports (3).

According to Population Reports, diarrheal disease
(which belongs to the class of waterborne disease) is
prevalent in many countries where sewage treatment is
inadequate or where human wastes are disposed of in open
latrines, ditches, canals, and watercourses or are spread
indiscriminately on farmland. In the mid-1990s, a large
number of people drank water contaminated with human
sewage (28), and the World Health Organisation reported
that drinking contaminated water contributes directly to
diarrhea-related deaths (46). An estimated 4 billion cases
of diarrheal diseases are reported annually that cause
3—4 million deaths, mainly among children (34,47-49).
In Nigeria alone, more than 300,000 children less than 5
years of age die annually from diarrheal diseases (50).
For example, in 1996, a large outbreak of severe
diarrhea (which was later confirmed as cholera from tests
conducted at the Institut Pasteur, Paris, France) struck
the commercial city of Kano in northern Nigeria. According
to Hutin et al. (51), a total of 5600 cases and 340 deaths
(attack rate = 86.3 per 100, 000 inhabitants) were reported
to the Kano State Ministry of Health within 5 months of
the incident. This incidence was highest among children
less than 5-years-old and was linked to drinking street-
vended water and failure to wash hands with soap before
meals (51).

Earlier, the consumption of street-vended water was
reportedly associated with a cholera outbreak in Latin
America (52—54). A similar cause of a cholera outbreak
was also reported in India (55,56) and in Peru (57). Recent
research has also shown that childhood mortality from
diarrhea in Latin America remains high (58).

Gleick (8), using available data on the prevalence of
different water-related diseases, presented and discussed
two of these diseases extensively—dracunculiasis (guinea
worm) and cholera—as case studies. He traced the history
and reported the total global cases of these diseases
by region and the recurrent deaths as a result of the
epidemic from 1990 to 1997 with an update on the
complete eradication programs. Reported guinea worm
cases, globally, have fallen from an estimated 3.5 million
in 1986 to 150, 000 in 1996 (59,60). This is approximately
a 97% reduction, and there are hopes that it may have



been completely eradicated in accordance with the “New
Millennium Plan.”

On the other hand, little has been achieved in the
effort to control the transmission of other parasitic infec-
tions such as schistosomiasis, intestinal helminthiasis,
and malaria which are related to water supply and
sanitation, especially in the developing world and par-
ticularly in Africa. For further information and statistics
on other water-related diseases, readers are referred
to (5,12,14,24,34,47—49,59—68).

The issue of water quality or maximum permissible
limits of certain elements that can constitute health risks
in drinking water should be included here as another
source of waterborne disease. For example, increased
nitrate concentrations in drinking water add to the
variety of water-related health risks. Health problems
from nitrate in water sources are generating serious
concern in almost all countries of the world, particularly in
urban and rural communities where agricultural practises
are intensive (69-73). There is increasing evidence that
nitrate levels in many aquifers are rising and that the
problem of increased exposure of the world population
to high nitrate inputs will become more pressing, as
speculated earlier by the WHO (74).

Agricultural activities such as fertilizer and pesticides
applications are frequent sources of contamination in
surface and groundwaters. An estimate from Population
Reports has shown that in more than 150 countries,
nitrate from the application of fertilizers has seeped into
water wells and polluted drinking water (75). Increased
concentrations of nitrate often cause blood disorders (76).
High levels of nitrate and phosphates in drinking water
also encourage the growth of blue-green algae, resulting in
deoxygenation (eutrophication) and subsequent reduction
in metabolic activities of the organisms that purify fecal-
polluted water in the human system. Details of nitrate
health hazards are discussed in AptLNa (in this volume).

Other sources of water pollution include animal wastes,
excess nutrients, salinity, pathogens, and sediments that
often render water unusable for drinking, unless it is
purified (77-81). Even when any of these substances
or chemicals occurs in low concentrations, they can
accumulate in humans over time to cause serious health
problems such as cancer if the water is used for
drinking. For maximum permissible and acceptable levels
of ions/elements in water, refer to the standards of the
World Health Organisation (62) and of most national
authorities, which are consistent with standards for the
composition of drinking water (82).

The average contribution of drinking water to the
daily intake of mineral nutrients is important in health
considerations. Of note here are those for fluoride (F~)
and arsenic (As). Generally, excessive concentrations of
these elements often limit the use of groundwater for
drinking. Too high an intake of fluoride is often the
general cause of painful skeleton deformations called
fluorosis, which is a common disease in East Africa,
especially in Kenya and Ethiopia. The occurrence of
fluoride in groundwater for human consumption has also
been reported in Argentina (83). High concentrations of
arsenic in groundwater used for drinking are reported
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in many countries such as India, Bangladesh, China,
Thailand, Vietnam, Taiwan, Hungary, Mexico, and
Finland (84—-88). Nearly 50 million people are at risk
of cancer and other arsenic-related diseases due to
consumption of high arsenic groundwater in India and
Bangladesh (64,89). About 44% of the population of West
Bengal (India) is suffering from arsenic-related diseases
such as conjunctivitis, melanosis, hyperkeratosis, and
hyperpigmentation (90). In certain areas, gangrene in
the limb, malignant neoplasm, and even skin cancer
have also been observed. High arsenic concentrations
lead to black-foot disease. This is sometimes visible in
a blackening of the fingers and toe tops and induces
general lethargy in the patient. Arsenic toxicity affects
almost all organs of the human body. Ingestion of large
doses of arsenic usually results in symptoms within 30
to 60 minutes but may be delayed when taken with
food (90). High arsenic concentrations have also been
reported in Southeast Asia (91), the United States (92),
Argentina, and Chile (93-97); all have consequent health
implications.

THE IMPACT OF IMPROVED WATER SUPPLY
AND SANITATION

The direct consequence of water scarcity and failure
to meet basic water requirements is the prevalence of
most water-related diseases. In the past, this has caused
serious economic and social loss to both governments and
communities. Estimates in the late 1970s have shown
that water-related diseases cost more than $125 billion per
year, excluding social costs, the loss of education and other
opportunities, lost economic productivity of sick workers,
and other hidden costs (8,98). For example, in sub-
Saharan Africa, malaria costs an estimated $1.7 billion US
annually in treatment and lost productivity (48). A study
in Pakistan (within its capital city, Karachi) has shown
that people living in areas without proper sanitation or
hygiene education spent six times more on medical care
than residents in areas with access to sanitation and basic
hygiene (63). In Peru, an economic loss of more than $1
billion dollars in seafood exports and tourist revenues has
been reported due to a cholera epidemic (99).

However, the huge investments by governments in
Asia, Africa, and Latin America in basic water and
sanitation services (5,100) have reduced the prevalence
of these diseases in the last decade. The World Bank
estimates spending for water and sanitation in developing
countries at nearly $26 billion per year (101). Not until
clean drinking water and improved sanitation services are
universally available will millions of people stop dying
from preventable water-related illnesses (8). Rogers (101)
estimated that completely meeting basic water supply
needs up to the year 2020 would require total capital
costs of about $24 billion per year. If the additional costs
of meeting a higher level of services, such as advanced
wastewater treatments, were included, the cost would be
up to $50 billion a year.

Several studies have reported the high reduction
in water-related morbidity and mortality as a result
of improvements in water services and sanitation
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consequent to these huge financial investments. According
to Population Reports, a review in 1991 of more than 100
studies of the effects of clean water and sanitation on
human health revealed a medium reduction in deaths
from water-related diseases (up to 69%) among residents,
who have access to clean drinking water and improved
sanitation services, because effective disposal of human
wastes controls the spread of infectious agents and
interrupts the transmission of water-related diseases.
Table 4 shows the impact of improved water infrastructure
on reducing water-related diseases.

Another approach that has shown improved water
quality and reduced the incidence of waterborne disease
(for example, diarrhea) is the Center for Disease Control
(CDC) safe water system. This system combines locally
produced sodium hypochlorite solution (chlorine bleach),
a CDC water storage vessel, and a public health
campaign to change the behavior of rural dwellers to
basic hygiene (102,103). This system has improved water
quality and reduced the incidence of diarrhea by 68%
in Uzbekistan (104), by 44% in Bolivia (105), and by
48% in Zambia (106). It further serves as an alternative
method of disinfecting drinking water in rural Guatemala
and prevents excessive morbidity and mortality from
waterborne diseases (103).

Moreover, according to Population Reports (3), some
water development schemes have started disease control
programs along with construction of water and sanitation
facilities. As a result of such a program in the Philippines,
for example, the prevalence of water-related diseases
fell from 24% in 1979 to 9% in 1985 (67). There are
indications of good progress made so far, and, at this
point, some water-related diseases are on the verge of
complete eradication. A good example is guinea worm
(dracunculiasis) eradication. Pakistan, reportedly the first
country to have completely eradicated guinea worm during
the new global eradication program, recorded zero cases
every month since October 1993 (8). In India, guinea worm
was completely eliminated from the Tamil Nadu area in
1984, the Gujarat area in 1989, and Maharashtra in 1991,
only nine cases were reported for the entire country in

1996 (60). In the Kwara State of Nigeria (where guinea
worm once had devastating effects on the rural populace),
any reported case of guinea worm now attracts a monetary
prize (107).

Globally, only five of the countries that had guinea
worm recorded slightly above 100 cases in 1996. The num-
ber of cases has generally dropped by nearly 97% during
the past decade (8). Although the eradication program has
shown impressive progress, guinea worm is still preva-
lent in nearly 17 developing nations, mostly in Africa
as of the end of 1996 (8). In the final analysis, guinea
worm has been eradicated most effectively by providing
protected clean drinking water in all countries where the
disease was prevalent. Successful eradication programs
for guinea worm and other water-related diseases are doc-
umented in the series of articles in Population Reports,
Series M (3), as well as in (5,59,60,100,108—110). There-
fore, an improved water supply and sanitation system will
consequently generate tremendous improvements in the
health, social welfare, and economic development of any
nation, especially a developing one. For details of this and
several other studies related to reduction in waterborne
morbidity and mortality as a result of improvements in
sanitation and water supplies, refer to Esrey et al. (111),
Alam (112), Aung and Thein (113), Baltazar (114), Cairn-
cross and CIliff (115), Young and Briscoe (110), Esrey
and Habicht (116), Henry (117), Rahman (118), Haines
and Avery (119), Khan (120), Torun (121), Ankar and
Knowles (122), Koopman (123), Misra (124), and White
et al. (36).

SUMMARY

Water is essential for life and health and has cultural
and religious significance. Water plays a vital role in
transmitting infectious diseases, and 80% of diseases
reported are directly or indirectly water-related. Scarce
and unclean water supplies are critical public health
problems in many parts of the world and are likely
to be one of the major factors that will limit economic
development in the near future. It has been reported that

Table 4. Impact of Improved Water Infrastructure on Reducing Water-Related Diseases®

Place Type of Facilities or Improvement

Type of Study

Difference in Incidence After

Diseases Improvement

Teknaf, Bangladesh Hand pumps and health education

Case-control

Diarrheal diseases 17% difference between groups

Northeast Brazil Latrines, communal taps, laundry Case-control Schistosomiasis 77% difference between groups
facilities, showers, and hand
pumps

Khuzestan, Iran Courtyard latrine and public Case-control Ascariasis 16% difference between groups
standpipes

Uttar Pradesh, India  Piped water Before and after Dysentery 76% reduction

Peninsular Malaysia  Toilets and running water

Kwara State, Nigeria Boreholes, hand pumps, and health
education

Private, sanitary latrines

Household water and latrines

Extension of piped water supply

Cebu, Philippines
St. Lucia
Lusaka, Zambia

Case-control
Before and after Dracunculosis
Before and after Diarrheal diseases

Case-control
Before and after Typhoid

82% difference in infant
mortality between groups
81% reduction

Diarrheal diseases

42% reduction
31% difference between groups
37% reduction

Ascariasis

“Source: Selected studies compiled in Reference 3.



water shortages, polluted water, and unsanitary living
conditions claim millions of lives annually via various
water-related diseases.

Research has shown that, at any one time, there
are probably millions of people who have trachoma,
elephantiasis, bilharzias (snail fever), malaria, diarrhea,
dracunculiasis (guinea worm disease), and onchocerciasis
(river blindness). The incidence of these diseases, it has
been shown, depends on local climate, geography, culture,
sanitary habits and facilities, and on the quantity and
quality of the local water supply as well as methods
of waste disposal. Effective disposal of human wastes
controls the spread of infectious agents and interrupts the
transmission of water-related diseases. The role of good
quality drinking water and access to adequate sanitation
facilities in reducing water-related diseases has been
reviewed in this article. The universal provision of treated
pipe-borne water is not currently feasible due to economic
and political constraints, and this consequently leaves
millions of people without access to safe drinking water.
Generally, the failure to provide clean drinking water and
adequate sanitation services has serious implications for
human health and is consequent to severe economic loss
in many countries.

Furthermore, the water requirements for each of the
basic human activities vary with domestic conditions,
lifestyle, culture, tradition, diet, technology, and wealth.
In any case, the minimum amount of water needed for
drinking, cooking, bathing, and sanitation is set at 50
liters. The average person needs a basic minimum of 5
liters of water per day to survive in a moderate climate at
an average activity level. This is the absolute minimum
amount of water required to maintain adequate human
health, independent of lifestyle and culture.

About 60% of all infant mortality is linked to infectious
and parasitic diseases; most are water-related, and a large
percentage of these diseases is attributable to inadequate
water supply and sanitation. Diarrheal diseases, for
example, leave millions of children underweight, mentally
as well as physically handicapped, and vulnerable to other
diseases. However, the huge financial investments by
governments in Asia, Africa, and Latin America (as well
as by nongovernmental organizations) in basic water and
sanitation services have reduced the prevalence of these
diseases in the last decade.
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INTRODUCTION

Nitrate is a stable nitrogen (N) species under certain
natural conditions and forms highly soluble compounds.
These are peculiar features that allow nitrate ion
to be transported in some groundwater systems to
environments where it can be converted into other
nitrogen species that either promote surface water
eutrophication or are hazardous to humans, livestock,
and the environment. Nitrate test results are usually
expressed in milligrams per liter as either nitrogen (NOgs-
N, sometimes written as plain N) or as nitrate (NOg).

The following conversion factors can be useful for
nitrate reporting:

1 milligram (mg) of compound expressed as nitrogen (N)
is equivalent to 4.43 mg when expressed as nitrate
(NOs™).

1 milliequivalent (meq) of compound expressed as N is
equivalent to 62 mg when expressed as NO3~.

Therefore the nitrate reporting expressions (mg NOgs-
N/L, mg NOjs/L) are used interchangeably throughout this
article without any special preference for one or the other.

Problems of nitrate pollution, particularly in groundwa-
ter, are widespread in many countries of the world. In the
United States, several illustrations of nitrate pollution in
groundwater are available in the literature. For example,
more than 30 references dealing with nitrate groundwa-
ter pollution studies in 15 of the 50 states in America
have been reviewed. Information from all these references
have been tabulated and presented in detail in Canter (1).
Survey results from a study of 25 pesticides and nitrate
in 201 rural wells in eight agricultural areas in Missouri



revealed that 22% of the wells exceeded the drinking water
standard for nitrate (2). A summary of the nature and geo-
graphical extent of nitrate pollution of groundwater in
Nebraska is given in Exner and Spalding (3).

A total of 27 references dealing with case studies
of nitrate groundwater pollution (outside the United
States) have been reviewed. Of these references, 22
addressed groundwater nitrate pollution studies in
Europe. One of these references(4) is a conference
proceeding with 52 papers addressing nitrogen as a
surface and groundwater pollutant; Tessendorff (5) and
Kraus (6) provided a general discussion of groundwater
nitrate problems in the European community countries
(EEC). The countries noted with adequate references
on groundwater nitrate problems include Czechoslovakia,
Germany, The Netherlands, United Kingdom, Denmark,
Israel, and Chile.

Overgaard (7), in a nationwide investigation of nitrate
concentrations in groundwater in Denmark, based on
analyses of samples from about 11,000 wells and drinking
water from 2800 groundwater works, revealed that the
overall mean level of nitrate in groundwater had trebled
within the last 20-30 years and is increasing at a
rate of about 3.3 mg NOs/L per year. Consequently, the
result showed that 8% of the water produced in Danish
Waterworks now has a nitrate concentration above the
EEC guide limit of 50 mg NOs/L (6). It has been estimated
that 800,000 people in France, 850,000 in the United
Kingdom, and 2.5 million in Germany are drinking water
whose nitrate concentrations are above the permissible
limit of the European Community (1).

A survey conducted in France revealed that 81% of
the population had nitrate levels less than 25 mg NOs/L
and 96 to 98% had levels less than 50 mg NOs/L in their
drinking water supplies (8). Out of the 53 million people
accounted for in the survey, 280,000 at most had a water
supply exceeding 100 mg NOs/L at least once during
a 3-year period. Of 20,000 distribution units surveyed,
nearly 1000 had nitrate above 50 mg NOs/L; however,
only 61 units were above 100 mg NOs/L. Most of the high
nitrate levels were found in groundwater supplies.

Custodio (9) reported that agricultural nitrate pollution
is a widespread problem in irrigated areas in Spain, where
nitrate in groundwater often exceeds 50 mg NOs/L and
sometimes reaches 500 mg NOs/L. A regional survey of
nitrate in the Anglian area of the United Kingdom in
1975 indicated that 50 public supply boreholes, wells,
and springs had recorded nitrate levels in excess
of 11.3 mg/L (as nitrogen), 50 mg NO3/L (10). Due to
increasing agricultural activity after the 1960s, both
shallow and deep-water resources in the Czech Republic,
including karstic systems, have been contaminated by
infiltrating nitrate. The nitrate content of one of the
largest springs (yielding up to 19 L/s during minimum
discharge) in the Republic now varies from 50 to 60 mg
NOg/L (11). Others reported nitrate pollution studies
in Canada (12,13), India (14,15), Israel (16), Chile (17),
Portugal (18), Southern Africa (19,20), Nigeria (21-25),
Ghana (26), Burkina Faso (27), and Senegal (28).

Note the pollution of groundwater from industry and
waste dumps is a serious problem, particularly in the more
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developed countries in the European community. This is
also the case in the United States, Canada, and Australia.
High concentrations of nitrates are the other main cause
of groundwater pollution. Concentrations of nitrate that
approach or exceed 10 mg/L as N, equivalent to 44.3 mg/L
as NOs, present health hazards. Thus, the international
drinking water quality standard is set at 10 mg/L for NOg3-
N (or plain nitrogen), and it is approximately 45 mg/L as
NOs (29). Therefore, it is important to consider the health
implications of this common pollutant of groundwater with
respect to humans, livestock, and the environment, which
is the main focus of this paper.

OCCURRENCE AND EXTENT OF NITRATE IN WATER AND
FOODS

The occurrence of nitrate concentrations has been reported
in many parts of the world such as Europe, the United
States, Australia, Chile, Ghana, South Africa, Nigeria,
and Cote d’Ivoire. The World Health Organization (WHO)
studied the occurrence of nitrate in water and came
to the conclusion that nitrate concentrations in sur-
face waters have increased substantially over the last
30—-40 years (29). Many countries, mostly in Western
Europe and the United Kingdom, showed a more marked
increase in the levels of nitrates in groundwater, espe-
cially between 1970 and 1980 (30). The reason for these
increases in groundwater nitrate is not unconnected with
the vast increase in fertilizer application and other forms
of animal manure.

In the United States, the occurrence of high nitrate
concentrations in groundwater is widespread, particularly
as a result of agricultural usage of fertilizers or land
disposal of domestic wastewaters. Much research has been
conducted to determine the amounts of nitrates in drinking
water wells. “USGS data show that the 20 states with
the largest agricultural marketing in 1989 had a notably
higher percentage of wells with nitrate concentrations
above 10 mg NO3-N/L than the remaining 30 states, 7.1%
compared to 3.0%, respectively” (31). Research conducted
by private firms also links high nitrogen content in wells
with agricultural activity. A survey of 1430 randomly
selected and sampled drinking water wells in agricultural
areas of 26 states, conducted in 1988 and 1989 by the
Monsanto Agricultural Products Company, found nitrate
above 10 mg NO3-N/L in 4.9% of the wells. For wells on
farmsteads only, however, the proportion was 10% (31).
Monsanto, however, concluded that the frequency of wells
with nitrate exceeding 10 mg NOs3-N/L doubled for wells
located on farm property.

Several case histories have indicated the geographical
extent and seriousness of high nitrate in groundwater in
the United States. For example, the Metropolitan Water
District of Southern California has indicated that annually
it loses 4% of its drinking water supply primarily to nitrate
pollution, compared to less than 1/2% from toxic organic
chemicals (1). About 12% of the wells sampled in the
service area exceeded the state maximum contaminant
level for nitrate.

It was estimated that by the year 2000, the groundwater
in most of the water table aquifers in Salinas Valley
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Table 1. Summary of Nitrate Data in the United States®

Counties Number of Average Nitrate Percent Over
State Tested Samples Concentration, mg/L 10 mg/L
Illinois 8 286 5.76 19.9
Indiana 33 5,685 0.92 3.5
Kentucky 90 4,559 2.50 4.6
Louisiana 23 997 1.19 0.8
New Jersey 5 1,108 2.60 6.8
Ohio 80 18,202 1.32 3.0
Virginia 24 1,054 2.92 7.1
West Virginia 13 1,288 0.83 0.8

“Reference 33.

would have exceeded the state’s drinking water standard
of 45 mg/L for nitrate (32). It is expected that the rising
trend in groundwater nitrate will continue for many more
years, even if nitrate leaching from soils is reduced by
changes in agricultural practices. A summary of nitrate
data by state is presented in Table 1. This was the result
of the multistate groundwater quality testing undertaken
for several years at Heidelberg College in Tiffin, Ohio and
reported by Swanson (33). The data indicate higher nitrate
occurrence in the sampled groundwater from Illinois,
Virginia, New Jersey, and Kentucky.

The extent of nitrate and nitrite as (both anthro-
pogenic and natural) water pollutants has been widely
reported and published in the hydrogeologic and biochem-
ical/pharmacological literature, especially, in developed
nations (1,13,34—43). Such information is scanty in devel-
oping countries until recently (19-27,39,44—-48). It has
been reported that nitrate health hazards are also posed
greatly by solid foods from agricultural and diary prod-
ucts and preservatives (24,44,49), yet the greatest threats
come from polluted water; fluids and foods cooked and
washed are contaminated directly or indirectly with such
waters. The occurrence of nitrate is known in foods, espe-
cially in African foods. Okonkwo et al. (49) researched and
reported high concentrations (in parts per million) for
various African foods (Table 2).

Most of these foods are heavily consumed in West Africa
and are now largely exported to Europe, America, Canada,
and Australia. If the rate and volume at which these foods
are consumed continues, nitrate could become potentially
hazardous. A high percentage of the world population,
as projected by the WHO (29), would ingest increased
nitrates in the near future. Nitrates are easily converted
to nitrite (the more poisonous form of nitrogen) by various
mechanisms. It has been observed that drying tends to
change the nitrite content of food items (Table 3). Drying
is a common method of food preservation in the tropics,
particularly in developing countries. Drying reduces the
ascorbate level in food thereby inhibiting its antagonism
to the carcinogenic action of nitrites (50). Thus, dried foods
especially vegetables, have high nitrite concentrations and
consequently increase the hazard. Ezeonu (51) reported
high nitrate concentration in some Nigerian beers with
frightening statistics. All ten brands of beer selected for
study whose production locations are in different parts of
the country showed high nitrate content. Yet large volumes
of beer are consumed daily in Nigeria. Most breweries in

Table 2. Nitrate Levels in Typical African Foods®

Beverages Range, ppm Mean, ppm
Palm Wine 0.1-1.4 1.2
Tap water (pooled urban 0.1-0.3 0.2
supply)
Cereals
Guinea Corn & Rice 2.0-4.9 3.0
Proteins (Animal Source)
Crayfish 18.2-30.8 28.7
Fish 7.9-104 8.6
Meat 0.4-1.7 0.7
Proteins (Plant Source)
Beans (black) 3.2-6.6 4.9
Bean (white) 3.1-6.5 4.9
Ground nuts 4.4-9.7 6.1
Melon 9.0-11.6 10.3
Pigeon pea 1.9-2.7 2.4
Vegetables and Fruits
Bitter leaf 8.0-9.8 8.9
Flutted pumpkin leaf 0.8-1.2 11
Garden egg leaf 0.7-1.2 1.0
Green amaranth leaf 0.5-0.8 0.7
Okra 2.0-2.2 2.1
Pumpkin lead 5.6—-15.0 11.3

Nitrate Not Detected in these Foods

Corn Sida
Cassava (Gari) Yams

Beer (premier brand)
Native Gin

@ After Reference 49.

Nigeria do not treat their water sources (i.e., boreholes)
for nitrate, yet anthropogenic nitrate is widespread in the
country (21).

WATER QUALITY CONCERNS RELATED TO NITRATE
LEVELS

The issue of water quality related to nitrate concentra-
tions, especially in drinking water, is of concern worldwide
in view of the various health implications of ingesting
high doses of nitrates. Usually, drinking water contributes
<30% of the total dietary nitrate intake (52), but when the
drinking water nitrate level exceeds 10 mg/L (as N), the



Table 3. Changes in Nitrite Content of Food Items After
Drying®

Number of Change on Drying,
Food Item Samples Analyzed  ppm Mean Values
Meat 17 0.7-2.0
Bitter leaf 17 9.4-14.2
Flutted pumpkin leaf 17 1.1-2.8
Garden egg leaf 17 1.0-10.5
Green amaranth leaf 17 2.1-14.7
Pumpkin leaf 17 11.56-21.7

@ After reference 49.

contribution may become considerably higher and result in
health problems. This is why the World Health Organiza-
tion (WHO) originally set the standard at 10 mg NO3-N/L
for nitrate in drinking water (29), although the first limit
was set by the United States Public Health Service in
1962 (53). Therefore, most governmental authorities con-
sider approximately 10 mg/L (as NO3-N) or 45 mg/L (as
NOg) an acceptable limit for nitrate in drinking water for
their countries (Table 4). The United States Environmen-
tal Protection Agency (USEPA) standard for nitrate in
drinking water is set at 10 mg/L NOg3-N to protect babies
under about 3 months of age, the most nitrate sensi-
tive segment of the U.S. population. This level of 10 mg/L
NO3-N has been determined as the No Observable Adverse
Effect Level (NOAEL) and is therefore considered the safe
drinking water limit for nitrate. This was based on the
epidemiological studies carried out mainly in the United
States (e.g., References 54,55).

However, on the basis of their epidemiological studies,
both Super et al. (56) and Hesseling et al. (57), argued that
up to 20 mg NO3-N/L of nitrate would still be an acceptable
limit as it presented a low risk to infants. Nevertheless,
the maximum permissible nitrate level (in drinking water)
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still remains 45 mg/L (as NO3) and 10 mg/L (as NO3-N),
as set by the World Health Organization (29).

The concentration of nitrates in groundwater is of
primary concern due to potential human impacts from
its usage. Depending on the use of the groundwater,
animals, crops, and industrial processes could also be
affected (1). The United States Environmental Protection
Agency (58,59) conducted a 5-year National Survey of
Nitrates in drinking water wells, the main aim was
developing national estimates of the frequency and
concentration of nitrates in drinking water wells in the
United States in two phases. The drinking water wells
include both community water system (CWS) wells and
rural domestic wells (RDW). Based on the results from
phase I, 52.1% (49,300) of all the CWS wells (94,600), it
was estimated, contain detectable nitrate, of which 45%
of the pollution was due only to nitrate (1). Out of the
827 RDW wells sampled, it was estimated that 57% had
detectable nitrate (60). A total of 1.2% of the CWS wells
and 2.4% of the RDW wells, it was projected, have nitrate-
nitrogen concentrations above the health-based level of
10 mg/L (60).

The phase I survey report further identified some of
the chemical characteristic factors related to detection and
concentration of nitrates, and that from the phase Il survey
included estimates of national population exposure and the
resultant health risks due to nitrate for RDW and CWS
wells (59). Estimates were provided of the populations
corresponding to quartiles of general interest (e.g., 95th
and 99th percentiles) and of the number of individuals
exposed above health-based levels (1). The information
related to CWS wells is summarized in Tables 5 and 6.

SOURCES OF NITRATES IN GROUNDWATER AND FOODS

Agriculture is the primary source of elevated nitrate levels,
although in some rare cases certain geologic units can

Table 4. Limits and Standard Guideline Value for Nitrate in Drinking

Water®
Concentration, mg/Lb
Organization Year Limit of Specification As NOg3 As N
WHO (European standard) 1970 Recommended 50 (11.3)
Acceptable 11.3-22.6
WHO (International) 1971 45 10.2
WHO 1984 Guide value (44.3) 10
US EPA° 1977 (44.3) 10
European Communities 1980 Maximum admissible 50 (11.3)
1980 Guide level 25 (5.6)
Health & Welfare, Canada 1978 (44.3) 10
Mexican Standard® 1988 Maximum permissible 22 5
SABS/ 1984 Recommended? (26.6) 6
Maximum allowable?  44.3 10
NFEPA# 1991 Recommended 45 10

“Modified from References 1 and 52.
bBrackets indicate derived units.

¢U.S. Environmental Protection Agency.
dNitrate plus nitrite.

¢From Reference 98.

fSouth African Bureau of Standards.

&Nigerian Federal Environmental Protection Agency.
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Table 5. Estimates of Population Exposed to Nitrate in Community
Water System Wells by Distribution Percentile®

95% Confidence Interval

People Concentration, Lower Bound, Upper Bound,
Percentile Exposed mg/L mg/L mg/L
Median 68,000,000 0.63 0.45 0.95
95 6,800,000 6.52 5.34 7.60
99 1,360,000 14.2 10.6 17.7

“Reference 59.

Table 6. Estimates of Population Exposed to Nitrate by Concentration in

Community Water System Wells®

95% Confidence Interval

Concentration, Population Lower Bound, Upper Bound,
mg/L Exposed mg/L mg/L

All concentrations >0 85,300,000 78,100,000 98,900,000
>10 2,980,000 1,600,000 4,260,000

%Reference 59.

be the origin of the nitrate. Nitrate sources other than
applied fertilizers such as wastes from livestock, dairy, or
poultry and accidents or careless precautionary handling
of fertilizers near well sites may be involved (31). In the
United States, for example, there are locations with high
agricultural production in at least 14 states where nitrate
contamination has been associated with the application
of nitrogen fertilizers (1). In certain categories, organic
and inorganic compounds of nitrogen, phosphorus, and
potassium that originate from many commercial fertilizers
may be released into groundwater. In some cases, it
has been demonstrated that the leaching of nitrate is
accelerated by irrigation (1,31,61).

Septic tank systems also represent a significant fraction
of the nitrogen load to groundwater in the United
States (62). About 25% of the population in America
is served by individual home sewage disposal systems.
Research revealed that effluent from a typical septic
tank system has a total nitrogen content of 25 to
60 mg/L (62). In the Netherlands, the reason for the rising
nitrate level can be due to the application of nitrogen
fertilizer (63,64). Jacks and Sharma (15) reported nitrate
levels in excess of 300 mg/L (as N) in wells in Southern
India owing to anthropogenic and agricultural influences.
In Australia, biological fixation in the soil is considered
the principal origin, although point sources such as
sewage effluent, animal and industrial waste could be
significant locally (65). However, in Nigeria and most parts
of West Africa, high nitrate levels in groundwater result
mostly from indiscriminate waste disposal (21-25,27) and
agricultural activities (26,46,47). Table 7 is a summary of
nitrate sources in groundwater.

HEALTH EFFECTS OF NITRATE

Nitrate and the nitrite form of nitrogen constitute
a general public health concern, related especially

to infant methemoglobinemia (infantile cyanosis) and
carcinogenesis (66). The concentrations of nitrate and
nitrite in foods that include vegetables, crayfish, meat,
etc. and drinking water may indicate serious potentials
for pollution and also could result in severe health
problems. For example, the nitrate levels in Nigerian
foods that include drinking water (from surface and
subsurface sources) and beverages are reportedly high and
generally perceived to be associated with adverse health
effects in humans (24,49,51,67). These have resulted in
reported cases of water-related diseases such as diarrhea
in children or cancerous diseases that claimed lives
yearly (24,68,69). According to Population Reports (70),
diarrheal disease is a class of waterborne disease, which
is prevalent in many countries where sewage treatment
is inadequate or where human wastes are disposed of
in open latrines, ditches, canals, and watercourses or is
spread indiscriminately on farmland. These practices are
frequent in developing nations and favor the accumulation
of anthropogenic nitrate.

Certain vegetables (e.g., lettuce, spinach, beetroot,
and celery) contain relatively high levels of nitrate
[>3000 mg/kg for lettuce (Ref. 71)] but the nitrite levels
are usually very low. Nitrates and nitrites are also
added as preservatives in some foods, such as cured
meats, consequently exposing consumers to higher health
risks. The World Health Organization (29) estimated daily
dietary intake of nitrate and nitrite in different countries.

In most European countries, the mean nitrate intake
is about 10—-30 mg/day. Vegetarians usually have a two to
fourfold higher intake of nitrates than nonvegetarians.
In India, it has been estimated that 20-50% of the
wells in areas of high population density produce water
whose nitrate level is above 50 mg/L, thus causing
severe health hazards (72,73). Terblanche (74) reviewed
the health hazards of nitrate in drinking water in
many developed countries, including South Africa. Of an
estimated 219 million people using public drinking water
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Table 7. Examples of the Various Sources of Nitrate in Groundwater®

Natural Sources

Geologic nitrogen which can be mobilized and leached to groundwater via irrigation practices
Unmanaged (natural) climax forests that are normally nitrogen conserving; however, nitrogen losses to groundwater can occur from

human-initiated clear cutting and other forest disturbances

Waste Materials

Animal manures, which may be concentrated in large commercial poultry, dairy, hog, and beef operations

Land application of municipal or industrial sludge or liquid effluent on croplands, forests, parks, golf courses, etc.
Disposal of household wastes or small business wastes into septic tank systems (septic tank plus soil absorption field)
Leachates from sanitary or industrial landfills or upland dredged material disposal sites

Row Crop Agriculture®

Nitrogen losses to the subsurface environment can occur as a result of excessive fertilizer application, inefficient uptake of nitrogen by

crops, and mineralization of soil nitrogen

Nitrogen losses to the subsurface environment can occur as a function of fertilizer application rates, seasonal rainfall and temperature

patterns, and tillage practices

Irrigated Agriculture

Enhanced leaching of nitrogen from excessive fertilizer application rates and inefficient irrigation rates
Associated leaching of nitrogen from soils periodically subjected to leaching to remove salts so that the soils do not become saline and

unproductive

¢Culled from Reference 1.
bRefers to annual crops.

supplies in the United States, approximately 1.7 million
are exposed to nitrate levels above 10 mg/L. About two-
thirds of those exposed, 1.1 million, are served by public
water systems using groundwater supply sources. Almost
27,000 infants a year are exposed to tap water with
nitrate levels exceeding 10 mg/L (31). The resulting health
hazards and associated statistics in the United States are
documented in the Federal Register (75). The following
section describes the details of the various health effects
of nitrate.

Methemoglobinemia

High nitrate levels in water can cause infant methe-
moglobinemia. Methemoglobinemia is a disease primarily
affecting babies and is often described by the lay term “blue
baby syndrome.” Infants are the primary concern because
they are the most vulnerable. The USEPA standard for
nitrate in drinking water is set at 10 mg/L to protect babies
under about 3 months of age. Such infants are much more
sensitive to nitrate toxicity than the rest of the popula-
tion for many reasons. For example, bacteria that live in
the digestive tracts of such infants convert nitrate into
toxic nitrite.

Nitrite transforms hemoglobin to methemoglobin,
preventing transport of oxygen and producing symptoms
of asphyxiation (another term for blue baby syndrome).
This methemoglobin is considerably more stable than
the oxygen hemoglobin complex that fulfils the oxygen
transport function of the blood. Once the concentration
of methemoglobin in the blood exceeds 5% the first
symptoms of ‘cyanosis’ are generally noticeable; anoxia
(death) results at levels of 50% and higher (74) or if the
condition is left untreated (66). After babies reach the age
of 3 to 6 months, acid in their stomachs increases, thereby
creating an unfavorable environment for the bacteria

causing the problem (31). It must be borne in mind that
nitrate itself has low primary toxicity, but acute toxicity
occurs as nitrate is reduced to nitrite (NO3), a process
that can occur under specific conditions in the stomach
and saliva (66). Consequently, the nitrite ion formed
becomes an oxidizing agent, transforming hemoglobin
in the blood to methemoglobin (29), thereby preventing
transport of oxygen and resulting in methemoglobinemia.
Most reported cases of infantile methemoglobinemia have
been associated with the use of water containing more
than 10 mg/L NOs-N.

The occurrence of infant methemoglobinemia from
consumption of water with high nitrate concentrations
was first recognized clinically by Comly (72). The infants
were both less than 1 month old and had received rural well
water containing 90 and 140 mg/L, respectively. Earlier,
Comly (72) suggested a recommended limit of 10 mg/L
NOs-N in drinking water and a maximum of 20 mg/L.

Later on, Shuval and Gruener (76) studied 1702 infants
living in the Israel coastal plain in areas with medium to
high nitrate (11.3 to 20.3 mg NO3-N/L) and compared
them with a control group of 759 infants in Jerusalem
where only 1.1 mg/L of nitrate is in the water supply.
There were no significant differences found between the
methemoglobin levels in the 1702 infants in the study
areas compared to the 758 infants in the control area.
In most countries, methemoglobinemia is not a notifiable
disease, making its true incidence unknown. From 1945
until 1970, some 2000 cases of methemoglobinemia have
been reported in the world literature (76) with a case
fatality of about 8%. The WHO (29) cites literature
indicating that 10 cases of methemoglobinemia have
been reported in the United Kingdom since 1950 when
the first cases of methemoglobinemia were reported in
East Anglia. Only one death was reported during this
period. In 1986, a 2-month-old infant in South Dakota
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(USA) died of methemoglobinemia (77). The exact nitrate
concentration is unknown. In another nonfatal case in
Iowa, the water apparently contained 285 mg/L nitrate
(as N) but the 5-week-old infant survived (42). Hungary
is one of the countries, with exceptions, that possibly
has the best statistics on the occurrence of infantile
methemoglobinemia. Table 8 shows the occurrence of
methemoglobinemia in Hungary between 1976 and
1990 (78).

Methemoglobinemia became a notifiable disease in
Hungary in 1968 (29), and in the first 5 years after
1968, 883 cases were reported. Of the recorded cases,
92% had a nitrate level in the drinking water exceeding
22.6 mg/L as N; in the remaining 8%, it was between 9
and 22.6 mg/L. The highest number of cases was reported
in 1977, and the measures taken to supply the population
with drinking water low in nitrate have resulted in a
definite decrease in the number of cases each year. For
detailed statistics on infant methemoglobinemia, readers
are referred to WHO (29) and Csanady (78).

In a later publication, Shuval and Gruener (79)
confirm a direct relationship between the occurrence of
methemoglobinemia in infants and high concentrations
(>10 mgNO3-N/L) of nitrate in water. According to
Ross and Desforges (80), other factors important in the
pathogenesis of the disease are age, the presence of
bacteria in sufficient numbers in the gastrointestinal tract,
gastric acidity (a pH >4), gastrointestinal disturbances,
the types of powdered milk product used as baby food,
high fluid intake, and the effect of nutrition because foods
rich in nitrate can increase the severity of illness.

The first epidemiological survey in South Africa to
assess the effect of well water nitrates on infant health
was published (57) after the review of health hazards by
Terblanche (74). The survey was undertaken due to the
risk of methemoglobinemia in infants in the Rietfontein
area as a result of the large number of boreholes
where nitrate-nitrogen exceeded 10 mg/L. Unfortunately,
no correlation was found between the nitrate content of
the groundwater used and the methemoglobin levels in the

Table 8. The Occurrence of Methemoglobinemia in
Hungary®

Year Number of Cases Number of Fatalities
1976 207 4
1977 293 7
1978 239 3
1979 180 2
1980 172 3
1981 166 1
1982 91 1
1983 67 —
1984 33 —
1985 46 1
1986 41 —
1987 30 —
1988 31 2
1989 35 2
1990 22 —
TOTAL 1653 26

“Reference 78.

blood. A clinical health risk assessment was attempted in
South Africa due to high ingestion of nitrate water (81).
There was an increased risk of methemoglobinemia as
a result of increased in bottle-feeding by HIV positive
mothers. In South Africa, it has been shown that breast-
feeding increases the risk by 12—-43% that HIV-positive
mothers transmit the virus to their children (82). For this
reason, the South African Department of Health advises
HIV-positive mothers to bottle-feed infants to reduce the
risk of mother to child transmission of the HIV virus via
breast milk (81). This assessment attempts to quantify
the potential additional total exposed population (PATEP)
facing increased risk from nitrates. Table 9 shows the
potential additional total exposed population at significant
risk of methemoglobinemia as a result of bottle-feeding
infants by HIV-positive mothers. The number of infants
has been calculated as proportional to the area of the
province in which groundwater contains >10 mg/L NOs-
N (81).

According to Colvin (81), Gauteng has 10% of the
PATEP for >10 mg/LL NO3-N groundwater, due mainly
to the high infant population density (7.5 per km?). This
province includes over half of the total area underlain by
groundwater with >50 mg/LL NO3-N and has 88% of the
potential additional population exposed to very high risk
(in South Africa), shown in Table 10.

The qualitative banding of degrees of risk following the
matrix model developed by Carpenter and Maragos (83)
and simplified by Genthe (84) is shown in Fig. 1.

Severity is defined according to the potential for
exposure to nitrate in groundwater sources. For example, a
risk that combines high severity with frequent probability
is rated “high,” whereas a risk that combines low severity
with occasional or the remote probability of occurrence
is rated “acceptable.” The highest risk is for infants
<3 months old who are bottle-fed using groundwater with
>50 mg/L NOg3-N, and confounding factors (such as lack of
vitamin C and gastrointestinal infections) are evident (81).

In another epidemiological study on a comparable
population group in Namibia (56), a correlation was found
between the nitrate level in the groundwater and blood
methemoglobin levels. The main difference between the
two studies was that the level of nitrate in groundwater
in the Namibian study was much higher, up to 56 mg/L of
nitrate-nitrogen (52). However, the ingestion of nitrate
has no apparent short-term effects on adults such as
methemoglobinemia. Research has shown that adults on
a farm near Otjiwarongo, Namibia, continued drinking
water with 268 mg/L of nitrate with no apparent ill effects,
even after stock losses occurred on that farm (85).

Gastric Cancer

Infants are not the only ones at risk; it is possible that
high nitrate concentrations can cause cancer in adults.
“Nitrate itself is not directly carcinogenic. However, there
is recognition of the fact that nitrate could be converted to
nitrite in the human body that can react with secondary
and tertiary amines to form nitrosamines—which have
been identified as potent carcinogens” (31). Several studies
have shown that simultaneous ingestion of nitrite (or
nitrate with amines) results in cancers of many organ
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Table 9. Potential Additional Total Population Exposed to Significant Risk of
Methemoglobinemia as a Result of Bottle-Feeding by HIV-Positive Mothers®

>10 mg/L Total Infants  %HIV+, Estimated%

NO3-N, %Area of <1 yr/Province, Oct/Nov Groundwater
Province km? Province 1996 1998 Dependency PATEP?
Free State 45,739 35 48,418 23 30 1167
Gauteng 1,760 10 136,373 23 30 896
Mpumalanga 6,153 8 61,678 30 6 88
North-West 80,958 70 75,097 21 80 8831
Northern Cape 210,603 58 17,711 10 35 357
Northern Province 74,434 60 119,644 12 75 6460
Eastern Cape 0 0 137,552 16 35 0
Kwazulu-Natal 0 0 182,858 33 30 0
Western Cape 765 1 76,908 5 20 5
Total South Africa 420,411 34 856,239 23 40 17,804

“Reference 81.

bPATEP: Potential additional total exposed population.

Table 10. Potential Additional Total Population Exposed to Very High Risk of Methemoglobinemia as a Result of

Bottle-Feeding by HIV-Positive Mothers®

>50 mg/L Total Infants
NO3-N %Area of <1 yr per %HIV+ Estimated% Groundwater
Province Area (km?) Province Province, 1996 (Oct—Nov 1998) Dependency PATEP?
Gauteng 985 5.45 136,373 23 30 513
Mpumalanga 160 0.21 61,678 30 6 2
North-West 416 0.36 75,097 21 80 45
Northern Province 262 0.21 119,644 12 75 22
Total South Africa 1823 0.001 856,239 23 30 582

“Reference 81.
bPATEP: Potential additional total exposed population.

systems (1). The N-nitroso compounds are presumed to
be the ultimate carcinogenic substances (86). The role
of nitrite as a precursor to carcinogenic nitrosamines
and other N-nitroso compounds has been established (1).
Nitrite reacts with amines or amides under several
conditions resulting in N-nitroso derivatives, the majority
of which are carcinogenic to animals. The expectation that
these N-nitroso derivatives are also human carcinogens
suggests a mechanism whereby exposure to nitrite might
result in carcinogenesis (86).

In earlier publications, Wolff and Wasserman (87)
reviewed 60 articles on the potential hazard of nitrate,
nitrite, and nitrosamines in the environment. Further-
more, Shuval and Gruener (79) refer to the possible
carcinogenic, teratogenic, and mutagenic properties of
nitrosamines, which can theoretically develop in food or
in the human digestive tract if nitrates and nitrites are
exposed to secondary and tertiary amines under certain
conditions. In both cases, no conclusions were drawn as
to the real nature of the potential risks involved. From
all available data, the WHO (29) came to the conclusion
that no convincing evidence of a relationship between gas-
tric cancer and consumption of drinking-water containing
nitrate levels up to 10 mg/L has emerged, yet a link cannot
be ruled out; perhaps the inadequacy of the data available
would explain this.

However, Hartman (88) in his publication showed a
graphical relationship between gastric cancer mortality

rates and nitrate ingestion in twelve countries (Fig. 2).
Hartman’s (88) data on gastric cancer mortality rates
are for the years 1974—-1975. This graph refers to total
nitrate ingestion and does not specifically refer to ingestion
via drinking water. Tredoux (52), however, questioned
whether the seemingly good correlation is actually related
only to nitrate ingestion or possibly also to other dietary
factors relating to the various population groups.

Several epidemiological studies have indicated further
significant positive correlations between exposure to
nitrate and cancer risk. For instance, nitrate in drinking
water has been correlated with gastric cancer risk in
Colombia and England, and exposure to nitrate-containing
fertilizers appeared to be linked to gastric cancer mortality
in Chile (1). It should be noted that high risk for gastric
cancer correlates with nitrate, and also with several
other dietary or environmental factors. These associations,
however, cannot be fully traced to the causation of gastric
cancer (86,89).

Other Health Effects

The ingestion of nitrate in excess of 10 mg NO3-N/L is
also the possible cause of a number of other adverse
effects such as birth defects (congenital malformations),
which were studied in South Australia and also in
eastern England. Detailed investigation has provided no
evidence that these were associated with nitrate levels
in water supplies (29). It has also been suggested that
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Infant # 3 months old
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9
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H
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Low risk ensure infant’s vitamin C intake is sufficient.
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risk

Figure 1. Risk characterization of methemoglobinemia (after References 83 and 84).

chronic exposure to high levels of nitrate in drinking
water may have adverse effects on the cardiovascular
system. The WHO (29), however, reported that an
inverse relationship between cardiovascular mortality
and nitrate concentration in water supplies had been
demonstrated.

Moreover, excessive nitrates in drinking water have
also resulted in problems with ruminants (cud-chewing
animals with divided stomachs). Sheep and cattle, in
particular, can be seriously affected by nitrates from birth
through adulthood (1). Infants of monogastric (single-
stomach) animals like horses, pigs, and chickens are
also susceptible to problems from nitrate ingestion.
However, as chickens and pigs mature, they are much

less susceptible to the health effects of nitrate, but horses
can be affected through adulthood (90).

Other possible effects of nitrates relate to the thyroid
function in animals. Some animal studies indicate that
chronic exposure to high levels of nitrates can reduce
the intrathyroid iodine pool and thus render the gland
more sensitive to goitrogens (29). However, whether or
not exposure to nitrate is an etiological factor in human
goiter remains unclear (52).

Symptoms of nitrate-nitrite poisoning in livestock
include cyanosis in or about the non pigmented areas
(mouth and eyes), shortness of breath, rapid heartbeat,
staggered gait, frequent urination, and collapse. In severe
cases, convulsions, coma, and death may result within a
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Figure 2. Relationship between gastric cancer mortality rates
and nitrate ingestion in 12 countries (after Reference 88).

few hours (1). Loss of milk production in cows and aborted
calves are also indicative of nitrate poisoning (90). Stock
losses due to nitrate poisoning have been reported in
Namibia (91), in the dolomitic area of South Africa (92),
and in Bophuthatswana (52).

Exposure to high doses of nitrate is also associated with
adverse effects such as the ‘hot-dog headache’ (52). The
‘hot-dog headache’ has been described in the literature as
related to nitrites used in curing meat to give it a uniform
color (93). Nitrites are also vasodilators, so that some
people find that soon after eating these meat products,
they develop flushing of the face and headache. The ‘hot-
dog’ is the classical example, but other meat products,
including bacon, ham, and salami, can also cause these
symptoms (52). A farmer in the Springbok Flats regularly
complained about hot-dog headaches. The problem was
solved when he started using nitrate-free water (94).

Finally, detailed information on the health effects of
nitrate and nitrite in humans and animals, the mechanism
and quantification of toxicological effects of nitrate and
nitrite, as well as other health-related information on
nitrates are available in literature (29,43,56,74,76,79,
95-97). Obviously, pollution and contamination problems
from NO3-NOs compounds must be causing environ-
mental public health havoc yet to be fully determined
and documented. Therefore, nitrate-nitrite pollution con-
trol programs must be established to reduce the health
effects of these common and widespread contaminants.
Excessive chemical fertilizer and animal manure applica-
tions must be controlled and curtailed. Exceptionally high
NOgs borehole waters must be abandoned, and unpolluted
groundwater exploited. These and possible biodenitrifica-
tion water treatment (for affected waters before use) could
contribute solutions.

SUMMARY

The occurrence of high nitrate concentrations in ground-
water is widespread, particularly from agricultural usage
of fertilizers and animal manure or land disposal of
domestic waste and wastewaters. Much research has been
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conducted to determine the amounts of nitrates in drink-
ing water wells as well as in foods. Exposure to high
doses of nitrate is generally perceived to be associated
with adverse health effects in humans and other species.
These range from infant methemoglobinemia, cancers, the
‘hot dog headache,” and hypertension, to other adverse
effects such as birth defects (congenital malformations)
and spontaneous abortions. Most reported cases of infan-
tile methemoglobinemia have been associated with the use
of water containing more than 10 mg/L NO3-N.

Pollution and contamination problems from NO3-NOg
compounds may be causing environmental public health
havoc yet to be fully determined and documented. The
evidence as outlined in this article is overwhelming. There-
fore, nitrate-nitrite pollution control programs must be
established to reduce the health effects of these com-
mon and widespread contaminants. Excessive chemical
fertilizer and animal manure applications must be con-
trolled and curtailed. Exceptionally high NOj3; borehole
waters must be abandoned, and unpolluted groundwa-
ter exploited. These and possible biodenitrification water
treatment could contribute solutions.
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INTRODUCTION

“Food and water are basic rights. But we pay for food. Why
should we not pay for water?”
Ismail Serageldin

“Water should not be privatised, commodified, traded or
exported in bulk for commercial purposes.”
Maude Barlow

The above two quotes typify the two extremes of
the arguments surrounding public—private partnerships
(PPPs). Although this ideological debate is intellectually
exciting, the more challenging problem can be summarized
as follows (1):

e How do you provide access to safe water to around I
billion people?

e How do you provide sanitation services to around 2.6
billion people?

Time is ticking by, and the global community must
meet the above targets soon. Policymakers and water
and sanitation practitioners alike should be prepared to
include PPPs as a tool in achieving the above. Before going
into detail, a brief summary of the context follows.

Water is essential for life. This is not only in terms of
its biological utility, for water also has social, economic,
health, technical, financial, and political dimensions.
Historically, the availability of a domestic water supply
has been a significant factor in the development and
sustenance of civilizations.

Water is one of Earth’s most important natural
resources. If naturally occurring freshwater is polluted as a
result animal (including human), plant, or other activities,
processes are required to convert the then raw water to a
quality fit for a particular use, such as drinking. In most
cases, because of high levels of pollution by humans, water
must be treated before and after its use.

Various water sources exist, for example, rainwater,
groundwater, spring water, surface water, rivers, lakes,
ponds, fog, and even glaciers. Water can be supplied from

such sources in many different ways, but these can then
be divided into either piped or nonpiped options.

The behavior of humans in terms of their consumption
of water also has historical, geographical, and cultural
dimensions. For example, in some parts of Bolivia people
only consume 5 or 6 L per capita each day as compared
with the 30 to 250 L consumed each day by a person in
developed economies.

Water has various uses, including agricultural, recre-
ational, industrial, and domestic. In terms of its domestic
use, water is used for sanitation facilities as well as for
drinking. Indeed, a high level of consumption—up to
80%—is caused by piped sanitation wherever such facili-
ties are available. Think about how much water a person
flushes as compared with how much he or she drinks!
With a limited amount of useable water, there is com-
petition, sometimes tension, among various water users.
Both market-oriented and hierarchy-based rules are used
to distribute water among its various consumers.

In the supply chain of water—its production, distri-
bution, management, and consumption—private sector
organisations are key players. Before moving on to the
main discussion of this paper, it is useful to summarize
some of the more important concepts.

CONCEPTS

Public and Private Goods

Private goods are those for which consumption (or use)
by one person prevents consumption (or use) by another.
Public goods are those that can be used by one person
without diminishing the opportunity for use by others.
There is a seemingly unending debate over whether water
should be treated as a public or private good, or both.

Commodification

Commodification is the process of converting a good or
service formerly subject to non-market social rules into
one that is subject to market rules. Treating water
as an economic good implies that the resource will be
allocated across competing uses in a way that maximizes
its economic value across society. However, it also implies
that safety nets will be needed for people who cannot afford
to pay. Meanwhile, for some people, considering water to
be a commodity at all is sacrilegious!

Governance

Governance refers to the relationship that can be
manifested in various types of partnerships and networks.
Water governance is the wider context within which water
services procurement plays a key role and under which
PPP is a niche tool.

What is Partnering?

At the very least, partnering should be viewed as the
absence of adversarial behavior.



WHAT ARE PPPS?

The involvement of the private sector in partnership
with government has long been advocated as a means
of improving the development of sustainable water
and sanitation systems. The author uses PPPs in this
document as a general term to cover a wide range
of agreements or partnerships between private sector
(nongovernment) concerns or organizations, public sector
utilities, government departments, and consumer groups
in relation to the delivery of water and sanitation
services. The community has a direct role to play in such
arrangements as a beneficiary and in expressing the price
people would be willing to pay for an acceptable level of
service. It also has an indirect role to play in shaping
policy for the urban environment. In a small PPP, the
community could take the role of the private partner.

One of the difficulties in determining the scope
of discussion concerning private sector involvement in
water and sanitation is the sheer diversity of possible
partnership arrangements and potential actors. The
three main roles are those of the private sector, users
(consumers), and the government (often referred to a
the client or sponsor; it also may act as regulator).
The possible arrangements include complex concession
arrangements operated by multinational corporations
lasting perhaps 30 years; shorter duration, simpler forms
of management or service contract undertaken by medium-
sized private enterprises; and service delivery by small-
scale independent providers (local entrepreneurs). An
outline of formal contracting arrangements is produced
in Appendix A.

WHY PPPS FOR DOMESTIC WATER SUPPLY?

The role of the private sector in domestic water supply
is not new. Many water supply-related activities in many
municipalities in the world have started out as small
private water firms or informal organizations of people.

Considering the potential demand for water sanitation,
it is obvious that already budget-constrained governments
cannot improve services alone. Some estimates indicate
huge capital outlays are needed to meet water and
sanitation targets; Camdessus and Winpenny (2), for
example, estimate US$90 billion per year is needed
globally to meet such targets. On the other hand, there
is an argument that unless national governments make
environmental sustainability a priority, the shortage of
water and sanitation services will remain as they are.
Other people believe that improved water management
and better use of current assets is what is crucial and
will reduce the need for more capital infrastructure
significantly.

In any case, private finance is only one of the benefits
of PPPs. Others include the managerial capacity of the
private sector in managing assets for water and sanitation
services. The private sector is also more likely to be
innovative than the public sector, which leads to more
effective and efficient services provision.

Governments are turning to PPP arrangements for the
provision of services for a variety of reasons; therefore,
these may include the following:
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e Lack of capacity of government institutions to
deliver a reasonable level of service or to improve
service quality.

e Financial weakness of public utilities.

e The inability of public institutions to respond to an
increasing growth in demand for services because of],
for example, rapid urbanization.

e Problems related to the large numbers of employees
in public sector providers.

e The requirement that international financing insti-
tutions (IFIs) place on certain indebted countries
to reduce domestic spending as part of structural
adjustment programmes. Such institutions promote
the idea that the private sector is more efficient and
effective and delivers a better quality service.

HOW PUBLIC-PRIVATE PARTNERSHIPS GET STARTED

There are various ways in which a partnership can be
initiated. In some cases, the initiative comes from the
likely partners and in some cases the demand comes
from an third party. Public-private partnerships may
not always seem to be a desirable solution at first.
Most organizations prefer to stay on paths they know
well, sharing goals and work practices with other groups
that think and act like them—governments working with
governments, businesses with businesses, and nonprofit
groups with nonprofit groups.

Governments and private firms have long worked
together under simple arrangements, such as government
purchase of products produced by the private sector.
However, both parties often hesitate to enter into
more complex relationships. Governments are frequently
concerned that private businesses will take advantage
of them, whereas businesses often consider government
approaches to be burdensome and a waste of time.
Therefore, it is useful to allow some time for trust to
be established among the key partners.

Three main conditions favor the formation of a
partnership: urgency, the involvement of a champion, and
some kind of catalyst.

Urgency

Generally, it takes a widely acknowledged urgency—for
instance, the lack of particular services or the waste
of resources—before key stakeholders start looking for
partnerships and partners are open to cooperate to resolve
the problem. Although it is hoped that progress can be
made in the absence of a crisis, in practice, the inertia that
keeps many people on familiar paths is usually broken
only by a pressing need for change.

Entrepreneurs/Champion

Sometimes, even in the absence of a urgency, an indi-
vidual, group, or organization may realize that sepa-
rate, uncoordinated actions are creating redundancies,
missed opportunities, and less-than-optimal use of scarce
resources. In reality, even if the crisis is clear and the inter-
est is there, partnership arrangements will not succeed
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without the drive and commitment of a few individuals.
Such “champions” (leaders or pioneers) can be government
officials, NGOs, business people, or citizens who—through
their personal motivation—make partnerships happen. In
other cases, champions are service providers who stand to
profit from the partnership.

Catalyst

Frequently, there is a need for some kind of catalyst
to bring the partners together. Such a catalyst could be
the actions of an external actor, such as one or more
international finance institutions or other bodies that are
respected and trusted by all partners.

WHAT ARE THE KEY FEATURES OF SUCCESSFUL
PARTNERSHIPS?'

Characteristics of Successful Partnerships

Compatible Goals. Government , businesses, and com-
munity leaders must understand and respect one another’s
goals. For instance:

e Government may initially have difficulty accepting
the profit motive of private businesses.

e Private companies may be tempted to walk away from
the more bureaucratic decision-making processes
used in the public sector.

e Local communities may not have the patience needed
to address issues affecting other areas of the city.

To resolve these differences, all parties must focus on the
broader, complementary goals that are to be achieved. It is
important for them to realize that public and private goals
do not necessarily need to be the same for partnerships to
work—they must be merely compatible.

Enabling Environments. An enabling regulatory, legal,
and political environment is the cornerstone of sustainable
private sector participation.

Legal Framework. Early on, the public sector must
establish an appropriate legal framework for contract pro-
curement and private sector investment. It is important
that mechanisms be put into place to minimize the like-
lihood or appearance of corruption in any procurement
processes. Unpredictable and unfair procurement pro-
cesses reduce both political acceptability and the interest
of many private investors.

Regulatory Framework. The government must also
establish a clear regulatory framework, and it must imple-
ment appropriate tariff regimes and subsidy mechanisms.
The creation of a regulatory framework alone, however,
does not necessarily guarantee effective regulation. As all
local governments are different, the public and private sec-
tors will face a steep learning curve as they try to define
and regulate their relationship with one another and their

IThe following section is based on Sohail and Olena (3).

roles in providing services. In particular, the public sec-
tor needs to define a clear allocation of responsibilities
between the national and municipal governments and a
clear statement of its role as a provider and a regulator.

In general, private sector companies prefer that the
contract serve as the major regulatory mechanism, and
that governments have limited regulatory discretion once
the contract is in place. Highly specific contract terms
that establish duties, performance targets, rules for
changing prices, and dispute resolution procedures allow
the private sector to better predict the profitability of
the venture and decide whether and what to bid for the
contract. Given these preferences, governments will have
to make important decisions about the degree of regulatory
discretion they are willing to give up, particularly for
long-term contracts.

Political Environment. In addition to the regulatory
climate, a bad political climate caused by the pressure
of election cycles, the potential instability of new
democracies, the personal agendas of government officials,
and the special status of some services (particularly in
terms of access to water, for example) can create barriers
to starting or maintaining public—private collaborations.
Governments must provide assurances whenever possible
to private sector partners that such political factors will
not disrupt the contractual partnership.

Acceptance. The government and business leaders
cannot build partnerships alone; political and social
acceptance of private sector involvement is essential.
The population must see private sector participation as
beneficial if the partnership is to last over time. Public
support of private involvement over the long term will
depend on primarily the delivery of promised services and
benefits at reasonable costs. Therefore, it is of the utmost
importance that mechanisms be developed to ensure that
the organization providing the service, whether it is a
public or a private sector organization, be accountable to
its customers.

Public support will also depend on the ability of
the partnership to meet the needs of all stakeholders.
For example, public sector workers can be a source of
tremendous opposition to increased private involvement
in the provision of services. Contracts should ensure the
employment or placement of public employees and local
residents to the greatest degree possible.

Credibility and Transparency. Effective cooperation
between local government, businesses, and the commu-
nity is always difficult to achieve because of the wide
range of participants involved, the low level of trust that
often exists between potential partners, and the lack of
predictability in the process. The credibility of champions
and other leaders involved, as well as transparency in
the process, are critical determinants of long-term suc-
cess. Experience suggests that genuine partnerships must
include the principles of equity, transparency of opera-
tions, and mutual benefit. Trust and confidence in any
project is necessary for successful partnerships.



Factors Contributing to the Durable Partnerships

Governments clearly want to establish PPPs that are
sustainable over time. Essential ingredients of durable
PPPs include those listed below.

Commitment of Resources. All partners to the arrange-
ment should be obliged to commit resources (financial,
human, capital) to increase their interest in seeing
the partnership succeed, which implies shared risks
and rewards.

Capacity Development. Projects requiring substantial
institutional change or large capital investments will
require capacity development within all groups of
stakeholders. For example, development of:

e Consumers, in terms of their knowledge of the service
they are to receive and the costs associated with
its provision

e Service providers, particularly local organizations, in
terms of entrepreneurial skills

e Governments, in terms of their capacity to adopt the
frameworks necessary for, and oversee the provision
of, the service

Roles and Responsibilities. The delineation of appropri-
ate roles and responsibilities is another element necessary
in the development of effective, durable partnerships. It
is essential that partnerships be organized in a concerted
fashion to make the most effective use of the resources
committed by both parties.

Individual responsibilities should be clearly outlined
from the beginning so that there is no ambiguity in the
tasks that each party is expected to perform. Furthermore,
these responsibilities need to be defined realistically with
a clear understanding of the strengths and weaknesses of
each partner.

Flexibility. All partnerships are context-based and
different locally. Partnerships should draw on other
experiences but at the same time should be opportunistic
about exploiting the comparative advantage of local
resources. Over the long term, changes in investment
plans, technology choices, and priority actions will
be necessary in response to unforeseen circumstances.
Including clear procedures for making such changes over
the life of the project will reduce the chance that they will
have a negative impact on the partnership.

Time. Partnerships take time. The process of under-
standing the problems to be addressed and the impacts on
potential partners, as well as those partners’ needs and
aspirations, all takes time. Progress can certainly be made
along the way, but the process of achieving and maintain-
ing acceptance among users, providers, and regulators is
a continuing one; a cooperative dialogue to address shared
needs must be maintained throughout the project.

Patience. Projects requiring substantial institutional
change or large capital investments require a lot of
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patience. Careful attention must be paid to the balance
between responding rapidly to the most pressing crises
and developing integrated solutions that will last. Political
cycles and the desire for immediate improvement in a
crisis situation often lead to the development of time
frames that are too short. Such short-term agendas
and limited horizons lead to unrealistic expectations
and unsustainable solutions. It is not realistic to expect
that private sector involvement will overcome public
institutional and operational inefficiencies quickly, nor
that it will compensate immediately for a history of
insufficient public sector resources and funding.

Social Responsibility. Public services provide public
goods—in other words, goods that should be available
to everyone. Improving provision of such services is about
making people’s lives better, especially those of the urban
poor. Governments should always make sure that the
changes they make promote increased access to, and better
quality of, services. An emphasis on social responsibility
will also increase political gain, as better services will lead
to greater political acceptance by the general population.

What are the Major Obstacles to Forming a Successful
Partnership?

A range of possible obstacles or deficiencies in the
capacity of both public and private actors could hinder
the formation of a successful partnership. Major obstacles
in this respect include:

e Reciprocal mistrust and lack of understanding of one
another’s interests and needs across the public and
private sectors

e Absence of locally available information on, and
experience with, arranging sustainable partnerships

e Underlying legal, political, and institutional obsta-
cles to forming effective public—private relationships

These obstacles often lead to lengthy negotiations,
increased transaction costs, and make smaller projects
much less attractive to potential investors. To minimize
the harm from such obstacles, PPP arrangements should
provide certain safeguards for the public and private
sectors and for the community.

The public sector usually expects the private sector to
contribute in one or all of the following ways:

To provide agreed services

e To make agreed investments
e To meet agreed standards/targets

e To not exploit any monopoly situation that
might exist

The private sector expects the public sector to contribute
in one or all of the following ways:

e To create an enabling environment suitable for
the PPP

e To pay agreed fees promptly and in full
e To implement tariff increases as agreed
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e To prevent unexpected competition from others
during operation (exclusivity)

The community expects the PPP to:

e Provide appropriate levels of services

¢ Be affordable to the community, either through direct
charges or indirectly through general taxation

THE CURRENT SITUATION

Quantitative information in this section is based mainly
on the World Bank Private Participation in Infrastructure
(PPI) database (4).

e At least 203 water and sanitation projects are
taking place in 43 developing countries, with a
corresponding commitment of some US $40 billion.

o A few large projects in, for example, Argentina, Chile,
and Manila, Philippines can explain peaks in water
and sanitation investment during 1991-2000.

e Latin America and the Caribbean are the most active
regions in terms of global investment (52%), followed
by East Asia and the Pacific (38%) and only then
Europe and Central Asia (8%).

e Concession contracts provide the largest proportion
of such investment (69%) through the largest number
of projects (90).

e Private investment reached a peak in 1999.

e The top five countries by cumulative investment in
water and sewerage projects with private partici-
pation were Argentina, the Philippines, Malaysia,
Chile, and Brazil during 1991-2000.

The above figures relate only to formal PPPs and do
not take into account many informal private sector and
community-based operations; such operations could be
serving many users well.

CHALLENGES?

Political Acceptance

Infrastructure services such as water and sanitation
are intrinsically political and that fact, along with the
politicians’ individual agendas, should be acknowledged
in policy discussions. For example, PPPs are still seen
to be a political risk by many politicians, whose principle
objectives include acquiring or retaining power. Quick fixes
may be favored to attain popularity rather than making
hard decisions for the long-term sustainability of water
and sanitation services. Nonetheless, socially sensitive
PPPs are more likely to be politically acceptable.

Social Acceptance in Developing Countries

Policy Issue: The Poor are Seldom Mentioned. In many
developing countries, private sector involvement in

2This section is based on Sohail (5).

services provision is expected to also fulfill the social role of
the public sector. However, where this is the case, it must
be negotiated as part of the PPP right from the beginning
of the procurement process.

Knowledge and Understanding of Advisers. Terms of
Reference mostly appear to be drafted by advisers, who
tend to be distant from the sponsor/client’s organization.
Their expertise will be determined by the requirements
specified by the sponsor/client and normally focus on
technology and finance. A lack of understanding on the
part of those responsible for developing and negotiating
the contracts can lead to the omission of important existing
informal arrangements among public utility staff, water
vendors, and low-income customers. Hence the inclusion
of expert staff members that have PPP experience and
a workable knowledge of how to improve water and
sanitation facilities for low-income (poor) areas and
communities is important if PPPs are to become socially
sensitive.

The time scale for the sponsor/client’s advisers to pre-
pare the necessary bidding information is relatively short,
and this inevitably results in workloads being prioritized.
Consequently, the complex and little understood issues
involved in service provision for the poor are unlikely
to receive serious consideration at this stage. The “time
factor” may therefore have contributed to the historic
underrepresentation of services to low-income communi-
ties in many PPP contract documents.

Governance and Relationships with Consumers. Public
sector utilities and private companies are experienced in
service provision to regular settlements and housing devel-
opments occupied by middle and high-income consumers
with individual service connections. However, public sec-
tor utilities rarely have much experience in dealing with
service delivery to the poor, whereas operators from the
formal private sector appear to have even less. A key fea-
ture of extending coverage to the urban poor therefore
involves working out new relationships between a diverse
range of actors who have little if any experience of one
another.

Direct Links: Partnership does not have to Involve Formal
Private Sector. In cases where small local entrepreneurs
or civil society groups take on the role of private sector
operator, they generally act as an intermediary between
the public sector sponsor/client and the consumer. This
may, for instance, involve acting as a retailer of water
services. In such circumstances, there tends to be more
negotiation to address problems and issues at the local
level, with local entrepreneurs communicating directly
with consumers or their representative groups. Although
there is less recourse to legally binding agreements,
the key issue remains the same, namely, whether the
mechanism works for poor consumers.

User Perceptions

In recent years, consumers have been asked to voice
their opinions on the overall process of PPP development
involving the formal private sector. Concerns that have



emerged include lack of consultation; concern over lack
of public control or safeguards; fear of corruption; high
tariffs; unemployment; and the assumption that there will
be increased burdens on the “common people,” who in turn
have no clear idea of the benefits.

Involvement in the processes leading up to change is
critical. Although this does not guarantee success, case
studies have found that projects in which stakeholder
participation was absent or minimal were the least
successful in terms of feedback from people on low incomes.
In such cases, consumers tended to raise objections to
the involvement of private companies in their water
supply, especially foreign companies. Commonly, such
involvement is precipitated by increases in tariffs, which
are perceived to be making profits for private companies
at the consumer’s expense.

Financial Issues and Tariffs

Payment Problems. Some of the problems faced by
households include high arrears, high repayment levels,
disconnection of the water supply, and inability to pay
reconnection charges. The introduction of higher charges
through both metering and increased standing charges
creates additional pressure on the household budget.
Low-income people are clearly under most pressure to
economize, and this results in reduced water consumption
and less cash being available for other needs.

Technology

Scope for Innovation. Simple yet innovative technology
changes may form part of the implementation of PPP
arrangements. Such changes are the result of various
factors, including:

e Analysis of settlements and their needs

e Taking community needs and preferences into
account

e Knowledge of alternative options, relevant technolo-
gies, and proven models—for example, simplified,
lower cost designs

e Willingness to experiment to find innovative alterna-
tives to standard technological approaches

Levels of Service and Service Differentiation. There are
several cases where PPP has led to the introduction of
more appropriate and flexible levels of service. This has
involved lowering the conventionally accepted, high levels
of service that predominate in wealthier areas.

Information

The Need to Communicate Effectively. The introduction
of PPPs normally changes existing roles and responsibili-
ties, and these have to be communicated to consumers. If
one of the partners (usually the operator) has no working
knowledge of the area, then it is crucial for that partner to
find out about consumer needs.

Regulation, Monitoring and Complaints

Formal Regulatory Systems. These should be developed
during the preoperational phases of PPP contracts, and
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they are notably absent during the preparation for many
PPPs. No provisions are made to check the operation of a
monopoly supplier or to impose penalties for substandard
performance. In addition, there may be no defined
procedures for routine external monitoring of performance.
In particular, lack of capacity for monitoring and reporting
is a problem for the relatively small municipalities
involved in many PPPs.

Effectiveness of Regulation. International PPP experi-
ence has shown there to be situations where regulation
does not necessarily safeguard the different interests of
the various parties to the arrangement. For instance, poor
consumers are often dissatisfied with services and tariffs
in formally regulated environments; billing and bill col-
lection by the public partner may be inefficient; and the
private operator may perceive lack of control over customer
management to be a significant risk.

CREATING TRUST

Communication and information alone are not enough.

In many PPPs, consumers are unsure of what to expect

from privatization because they have not been involved

in the development process. If user groups and other

stakeholders had been integrated into the process from the

start, then there might not be such widespread opposition.
In conclusion, then:

e There is a pressing need to develop a base of
information about low-income groups; this can
then be used directly in the development of
PPP arrangements. Such action requires a clearer
understanding of information needs on the part of
both the designers of PPPs and the local institutions
and organizations.

e There is also a clear need to provide information
for consumers, particularly about proposed roles
and responsibilities. Lack of understanding and
consensus leads to operational problems and is
ultimately disempowering.

e Communication is a vital component of PPPs, and
investment in this will pay dividends in operational
terms. Lack of information could result in low-income
communities refusing to accept or comply with the
partnership, and this in turn could lead to the risk of
nonpayment.
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APPENDIX A: OVERVIEW OF MODELS OF PRIVATE
SECTOR PARTICIPATION IN WATER AND SANITATION
PROVISION

Full Privatization (Divestiture)

Private company not only takes full responsibility for
operation, maintenance, and investment, but ownership of
infrastructure is transferred from the public to the private
sector at an agreed fee. The government is responsible
for regulation.

Partial Private-Sector Responsibilitys

Responsibility for service provision is shared between
the private and public sectors, with differing levels of
responsibility being delegated to the private partner
depending on the contract type.

In all of the following models, ultimate ownership of
assets remains with the public sector.

Service Contract

Service contracts are usually short-term agreements
whereby specific operations and maintenance activities
are contracted to the private sector. The public sector
retains overall responsibility for the administration of
the service.

Management Contract

A management contract entails private sector responsi-
bility for utility operation and maintenance but without
the obligation of investment or commitment of private
investment capital.

Lease Contract (Affermage)

Under lease contracts, the private firm operates and
maintains the utility at its commercial risk, deriving
revenue directly from tariffs, but it does not invest in
new infrastructure.

Concession Contract

Under concession contracts, the private company manages
the infrastructure facility and operates it at its commer-
cial risk and accepts investment obligations. The role
of the government in concession contracts is predomi-
nantly regulatory.

Build-Own-[Operate]-[Train]-[Transfer]-Type Contracts
(BOO/BOT/BOOT/BOTT)

These are similar to concession contracts, but they are usu-
ally used for greenfield projects as the private contractor is
also responsible for constructing the infrastructure. At the
end of the contract, the assets may either remain with the
private company or be transferred back to the government.

Cooperative Model

The cooperative model is a type of government-owned
public-limited company (plc) subject to the rules and
regulations of other ples and of which most shares are
publicly owned (either by government or citizens/users).



Informal Sector Provision

Provision of water and sanitation services to the poor
by “informal” and/or small-scale operators is common
in most low- and middle-income countries, especially
where the poor lack access to formal service provision.
In an increasing number of cases, governments are
supporting small-scale private initiatives to increase
services provision to the poor.

Sources: Blokland et al. (6), Calaguas (7), Kempe
and Schreiber (8), Johnstone and Wood (9), Lewis and
Miller (10), Nickson (11), and Ramaema (12).
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Since the late 1980s, radon has become a highly publicized
health threat. This naturally occurring radioactive gas is
seeping out of the earth’s crust and into the basements of
thousands of homes across the nation. Until recently,
radon concerns have focused primarily on airborne
radon; radon in drinking water was not considered a
problem. Now, water tests reveal its presence, and many
homeowners are asking water treatment dealers, “How
can I reduce radon in my water supply?”

WATERBORNE RADON

Waterborne radon usually originates in deep wells that
tap radon-contaminated groundwater. Radon increases
household air levels during showering, laundering, and
dishwashing. The EPA estimates that 2—5% of airborne
radon comes from household water. They further estimate
that even these small percentages increase the incidence
of cancer. If radon is discovered in water, it is likely that
radon is entering the house through the basement as well.

Currently, the EPA has not set official standards for
either airborne or waterborne radon. EPA suggests that
an airborne level of 4 pCi/L is a point at which remedial
action should be taken. Recognize that for every 10,000
pCi/L in water, about 1 pCi/L will be released in the air.
The EPA’s proposed limit for radon in water is 300 pCi/L.

Detection and Testing

Radon and its daughters are radioactive—continually
decaying and emitting radioactive particles called alpha
and beta rays. Therefore, testing for radon in water
requires special sampling and laboratory analytical
techniques that measure its presence before it escapes
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from the sample. Direct water sampling is by far the most
accurate testing method.

Treatment

Radon water treatment should remove radon before it
becomes airborne.

Methods of Home Aeration

Home Aeration Units. Home aeration exposes the water
to enough air so that radon can escape to the air before
the water reaches the taps. Using new technological
advancements in home aeration, these units can have
radon removal efficiencies up to 99.9%. They are also ideal
for high waterborne radon levels.

Spray Aeration Unit. A spray aeration unit, as shown in
Fig. 1, sprays radon contaminated water into the tank
using a spray nozzle. The increased surface area of
the sprayed water droplets causes the radon to come
out of solution, and the air blower carries the radon
contaminated air to a vent outside the home. About 50%
of the radon will be removed in the initial spraying. The
water must be sprayed several times to increase removal
efficiencies. To keep a supply of treated water, at least a
100-gallon holding tank must be used.

Packed Column Aeration Unit. In a packed column
system, water moves through a thin film of inert packing
material in a column. The air blower forces radon
contaminated air back through the column to an outdoor
vent. If the column is high enough, removal efficiencies
can be between 90 to 95%. For a 6-foot column (shown
in Fig. 2), the removal efficiency is around 95%. Packed
columns become impractical if the radon level exceeds
20,000 pCi/L.

Shallow Aeration Unit. A final aeration system uses a
shallow tray to contact air and water. Water is sprayed
into the tray and then flows over the tray as air is sprayed
up through tiny holes in the tray bottom (see Fig. 3). The
system removes more than 99.9% of the radon and vents

Radon
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Figure 1. Radon removal using a home spray aeration system.
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Figure 2. Radon removal using a packed column.
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Figure 3. Radon removal by horizontally extended shallow
aeration.

it outside the home. The treated water collects in the tank
bottom and is pumped to the water pressure tank.
Advantages of this type of aeration include:

e Low pressure air blower
e No fouling problems in tray holes
e Small unit size

However, this unit uses 100 cubic feet per minute of
air compared to the others, which can depressurize the
basement.

Point-of-Entry Treatment

Another method for removing radon from water is a
granular activated carbon (GAC) unit. Figure 4 shows
a typical GAC unit.

For radon removal, GACs are constructed of a
fiberglass tank containing granular activated carbon—a
fine material that traps and holds the radon. Because of
the carbon’s fine particle size, it easily clogs with sediments
or other contaminants in the water.

Important points to consider with GAC units are:

e Some GAC units come with a special backwash-
ing feature for removing sediment, which even-
tually reduces the effectiveness of the carbon to
remove radon.

% Radon water with
sediment and other (—

Purified water '

contaminants

Granular activated carbon

Sediment filter

Figure 4. Treatment by activated carbon.

Elimination of the sediment source or a sediment
filter placed ahead of the GAC tank is the best
protection against clogging.

The maximum radon level at which a GAC unit
operates effectively is uncertain. Some estimates
show that it should not be used if waterborne
radon levels exceed 30,000 pCi/L. Other experts say
5,000 pCi/L.

It is important that the filter size matches the water
use and conditions. According to the EPA, a 3-cubic-
foot unit can handle as much as 250 gallons of water
per day and effectively reduce radon levels. Typical
water use in a home ranges from 50 to 100 gallons
per person per day.

GAC filter will remove radon indefinitely providing
that sediments or organic pollutants have not clogged
the filter.

A major drawback to using a GAC filter is that if
radon is present, the filter becomes radioactive as it
picks up the gas. Lead-210 (a radon daughter) builds
up on the carbon filter and then gives off its harmful
radioactive rays, as it continues to decay.

A GAC filter may produce a radiation problem when
the device is used to remove other contaminants. For
example, a GAC unit is installed to remove a pesticide
without testing the water for radon. The GAC unit
sits under the sink harmlessly removing the problem
contaminant. Right? Wrong. Unfortunately, what the
homeowner doesn’t know is that the water supply
has very high radon levels. So, while the GAC traps
the pesticide, it also traps radon, thus producing a
radioactive filter and a radiation hazard.

Proper maintenance and handling of the GAC unit
can minimize exposure risks. Redevelopment of the
well intake or a sediment filter is vital to protecting
the fine carbon from fouling and clogging; protected
filters won’t need to be changed as often. The water
should also be periodically retested to insure that
radon is still being removed.



WATER REUSE

PETER S. CARTWRIGHT, P.E.
Minneapolis, Minnesota

Water reuse is the general term applied to the act of
recovering water from a process and reusing it in the
same process, or another one, before discharging it.
Some experts attach labels to this activity based on the
specific use of the water: Recycle involves redirecting the
recovered water back to the same process. Reuse means
reusing the recovered water in a different application.
Recovery generally refers to the technologies used to
accomplish this.

Black water is defined as the effluent from toilets
and garbage disposers in residences. Gray water in the
residential environment typically refers to the effluent
from bathing, showering, laundry, and dishwashing and
other effluents from normal household activities. Gray
water is distinguished from black water in that it
contains much less organic loading and is expected
to contain much less fecal coliform bacteria and other
pathogenic organisms.

We all are familiar with the admonitions addressing
the finite quality of water on this planet: the fact that only
1% is considered “fresh” (nonseawater), but is used for
virtually all human activities and, as a result, is rapidly
deteriorating in quality. The mindset is there, as are the
technologies. The barrier is the commitment to make the
economic investment.

From a technical standpoint, there are virtually no
barriers to the quality improvement of either black water
or gray water, even to the point of drinking water quality!
Today it is possible to install a “black box” on the sewer
line from residences and drink the treated water coming
from it. Presently, the deterrents to this are economics
and the “yuck” factor.

Drinking water regulations continue to place new
standards for water quality, and industrial and commer-
cial activities are requiring higher quality water in many
applications. Due to population growth, water quantity
requirements are also steadily increasing. For example,
today it is estimated that one-fifth of the world’s popu-
lation does not have access to safe drinking water; by
2025, the global population is expected to be 8.3 billion
people (up from about 6.4 billion in 2004), and the usage
of industrial water is expected to double by then. Inter-
estingly, even in cities experiencing severe drinking water
shortages, there always seems to be enough water to flush
toilets.

Industries, in general, are very poor stewards of water
conservation. Most water brought into the plant is used
only once, even though that use may have had very little
impact on water quality. In most of the industrialized
world, we have labored under the misconception that our
water supply was inexhaustible as well as inexpensive.
This cost aspect has been exacerbated by the fact that,
in many areas, the price of water has been partially
subsidized by local government.
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Undoubtedly, a paradigm shift is taking place with
regard to water conservation and reuse. The barriers to
reuse activity are

. the “yuck” factor
. lack of practical reuse technologies
. economic factors

W N

. commitment to reuse

1. The average consumer recoils at the thought of
drinking (or even reusing) “sewer water,” not
considering the fact that the drinking water for one
community is very likely the wastewater discharged
from another community on the same river or
lake. It is estimated that in major U.S. rivers,
water is reused as many as 20 times by the time
that river empties into the sea. Most “groundwater
recharge” is treated municipal wastewater injected
into groundwater supplies to provide sufficient
storage capacity or to serve as a barrier to salt
water intrusion from the oceans.

2. The key to water reuse is to have an arsenal
of technologies available to remove hazardous
or undesirable contaminants efficiently from the
water supply. There is no single technology that
efficiently removes all classes of contaminants;
however, for the past century or so, there have been
significant developments in treatment technologies
that effectively reduce the concentration of virtually
any contaminant to acceptable levels for any
water use.

There is little argument that reducing the huge
variety of contaminants that may be encountered in
typical wastewater, resulting from the combination
of sewage, industrial wastewaters, and perhaps
even effluent from surface water runoff, requires
a stunning array of advanced technologies. The
linchpins are the membrane separation technologies
of reverse osmosis, nanofiltration, ultrafiltration,
and microfiltration. Whereas reverse osmosis has
been around for more than 50 years, the others,
most notably nanofiltration, are relatively new
developments.

By separating the treatment process into its key
components, pretreatment, primary treatment, and
posttreatment, it is now possible to create optimum
technology trains that can purify the stream from
virtually any source and condition it for virtually
any reuse.

3. In addition to treatment technology costs, it is also
necessary to factor in the fact that raw water costs
are steadily increasing and will continue to do
so, reflecting the diminishing supply and costs of
meeting new regulations.

4. Tt is estimated that as of the year 2000, there were
more than 10,000 water reuse systems installed in
the United States, almost all of this recovered water
was used to irrigate agricultural fields or residential
and commercial landscaping. In California alone,
it is estimated that 120 billion gallons per year
are reused.
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Figure 1. Projected water reuse in 21st century.

The rate of water reuse in the United States is expected
to increase markedly over the next decade, as indicated by
Fig. 1.

SPECIFIC TECHNOLOGIES

To understand the technologies most applicable to water
reuse, it is necessary to understand the contaminants
prevalent in water supplies. Contaminants can be
categorized by their physical and chemical properties.
Table 1 provides this classification.

Suspended Solids

Removing suspended solids from water supplies is prob-
ably the oldest water treatment procedure. Throughout
history, humankind has used everything from containers
of sand to cloth to charcoal to “clarify” water to make it
look and taste better. The chronology of water treatment
technology development also underscores the improve-
ments to suspended solids removal processes; the latest is
microfiltration.

Dissolved Organics

Removing dissolved organic contaminants requires the
greatest variety of technologies, reflecting the diversity
of dissolved organic chemicals. For most of these
contaminants, there are several choices of technologies
to effect removal. Some may involve adding chemicals,
such as alum, powdered activated carbon, or an acid; other
technologies may include physical separation as with a
coalescer or ultrafiltration technology.

Dissolved lonics (salts)

These are contaminants that have ionic charges and are
almost all inorganic chemicals. The somewhat limited

Table 1. Chemical Properties of Contaminants

Class Typical Example

Dirt, clay, colloidal materials

Trihalomethanes, synthetic organic
chemicals, humic acids, fulvic acids

Heavy metals, silica, arsenic, nitrate

Suspended solids
Dissolved organics

Dissolved ionics (salts)

Microorganisms Bacteria, viruses, protozoan cysts,
fungi, algae
Gases Hydrogen sulfide, methane, radon

choice of removal technologies consists of membrane
technologies of reverse osmosis, nanofiltration, and
electrodialysis; adsorptive resin technology known as
ion exchange and the hybrid of electrodialysis and ion
exchange known as electrodeionization. Distillation is the
oldest technology, mirroring the natural water cycle, but,
because of its high energy cost, is now used only in
specialized applications.

Microorganisms

Microorganism contaminants in most water supplies are
from one or more of the following categories:

bacteria
viruses
protozoan cysts
fungi

algae

There are a number of disinfection technologies that
inactivate or remove microorganisms. These include chem-
ical (chlorine compounds and ozone). Certain heavy metals
in solution inactivate microorganisms. The most common
of these are silver for bacteria reduction and copper for
algae inactivation. The most prevalent nonchemical tech-
nology is ultraviolet irradiation, although heat is still used
occasionally in specialized applications, such as prepara-
tion of “water for injection” in the pharmaceutical industry.
Many disinfectants are effective on only certain classes or
types of microorganisms or under very specific conditions.

The most troublesome class of microorganisms is
bacteria. Because bacteria are viable and grow under
virtually any condition, they are impossible to eliminate
completely. In most applications, the goal is to minimize
bacterial growth so as not to interfere with the water use.

CONCLUSION

Water reuse is not an abstract concept; it is both a reality
and a necessity. For the reasons cited, the requirements
and opportunities for water reuse will continue to grow at
an increasingly rapid rate.
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INTRODUCTION

Over the past decade, urban drainage systems have moved
toward what are now commonly known as “sustainable
urban drainage systems” (SUDS) or “best management
practice” (BMPs). Fundamental to the implementation
of these systems is addressing both runoff quantity and



quality at a local level in a manner which may also have the
potential to offer benefits to stakeholders. This has led to a
change in the way new developments now look and interact
within catchments. However, despite the availability of
such tools to reduce, attenuate, and treat urban runoff,
substantial areas of the urban environment are still 100%
impermeable and drain rapidly, namely, roof surfaces.
Normally, roof drainage systems do not always receive
the attention they deserve in design, construction, and
maintenance. Although the cost of a system is usually
only a small proportion of a building’s total cost, it can be
far outweighed by the costs of the damage and disruption
resulting from a failure of the system to provide the degree
of protection required.

There are basically two different types of roof drainage
system; conventional and siphonic (refer to Fig. 1).
Conventional systems operate at atmospheric pressure,
and the driving head is thus limited to the gutter flow
depths. Consequently, conventional roof drainage systems
normally require a considerable number of relatively large
diameter vertical downpipes, all of which have to connect
to some form of underground collection network before
discharging to a surface drain. In contrast, siphonic roof
drainage systems are designed to run full bore, resulting
in subatmospheric pressures, higher driving heads, and
higher flow velocities. Turbulent gutter conditions mean
that there will always be a small percentage of entrained
air within the system (typically 5%). Hence, siphonic
systems normally require far fewer downpipes, and the
depressurized conditions also mean that much of the
collection pipework can be routed at high level, thus
reducing the extent of any underground pipework.

Both types of drainage system comprise three basic
interacting components:

e the roof surface
e the rainwater collection gutters (including outlets)

e the system pipework

Each of these components can alter the runoff hydrograph
substantially as it is routed through the system. This
text focuses on the role and performance of each of
these components. As the principles of siphonic drainage
are generally less well understood and certainly less
well documented, particular emphasis placed on the
performance of siphonic roof drainage systems.

(a) (b)
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ROOF SURFACE

The design of the roof surface is usually within the
remit of the architect rather than the drainage designer.
Notionally, there are three types of roof surfaces:

Flat Roofs

Flat roofs are normally associated with domestic prop-
erties in climates with low rainfall and with industrial
buildings in developed countries. Such roofs are seldom
truly “flat” but simply fall below the minimum gradient
associated with sloped roofs in the jurisdiction under con-
sideration; for example, in the United Kingdom, a flat roof
is one whose gradient is less than 10° (1). Minimum gradi-
ents are usually specified to avoid any unwanted ponding
(BS EN 6229:2003 specifies a 1 in 80 minimum gradi-
ent) and to help prevent the development of any adverse
gradient due to differential settlement (2).

Although flat roofs can be problematic if not maintained
properly, they are often preferred; they reduce the amount
of dead space within the building and they attenuate flows
more than sloped surfaces.

Sloped Roofs

Most residential and many commercial properties have
sloped roofs. Such roofs are generally favored because
their ability to drain naturally means that there is less
risk of leakage. In temperate climates, their specification
also means that snow loading is less of an issue. Once a
rainfall is underway, the rate at which the runoff flows
across a roof is a function of roof slope and roughness.
Where rainfall data are available, runoff rates from roof
surfaces may be readily assessed using kinematic wave
theory (3).

Green/Brown Roofs (Sloped or Flat)

The oldest type of permanent roof is a green roof. These
involve planting roof areas to attenuate and/or dissipate
rainfall and can take the form of a rooftop garden with
trees and shrubs (termed intensive) or a lightweight
carpet of growth media and flora (termed extensive).
The latter technology is already employed widely (e.g.,
the Rolls Royce plant at Goodwood; purportedly Europe’s
largest green roof). Many of these applications tend to
focus on the aesthetic benefits such systems offer to high
profile developments and are often installed to “green”
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Figure 1. Schematics of a typical
conventional (a) and (b) siphonic roof

L drainage system (at normal design
condition).
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a development and thus help secure planning consent in
sensitive areas (4). However, as well as being aesthetically
pleasing and hydraulically beneficial, green roofs may also
offer thermal insulation (5), reduce the heat island effect,
the phenomenon whereby absorption of solar radiation by
urban surfaces causes a marked increase in ambient air
temperature (6), provide acoustic damping, and extend the
service life of the roof membrane (7-10).

Green roof systems are used extensively in Germany
and to a lesser extent in North America, but again
their specification is primarily due to a desire for a
reduced aesthetic impact associated with a particular
development. Germany probably has the most experience
to date, a direct result of their use in the 1800s as
a low fire risk alternative to tarred roofs in deprived
urban areas (11). Currently, German research is focused
predominantly on planting issues, and there is only a
limited understanding of how the systems may be used to
mitigate the impact of urban runoff. One research project,
which ran from 1987-1989 in Neubrandenburg (8), found
that an installed green roof with 70 mm of substrate could
reduce annual runoff from a roof by 60-80%. Work in
Vancouver (Canada), based on an uncalibrated computer
model, suggests that for catchments where the roof area
comprises 70% of the total surface, installing an extensive
system could reduce total runoff to approximately 60%
over 12 months (12). The same model was also used to
assess specific synthetic rainfall; these results indicated
that the catchment experienced increased runoff during
longer rainfalls.

Neither of these studies detail how green roofs could
be expected to perform during a particular rainfall or
where efficiencies may be gained in the design of collection
pipework. Limited testing in the United States (13),
where green roofs are often irrigated, has indicated that
runoff can be reduced by 65% during a single rain.
The most authoritative design guidance for green roofs
in the United States is produced by The New Jersey
Department of Environmental Protection (14). This is
focused on lightweight structures and gives guidance on
how to ensure “rapid draining” where the rainfall return
period exceeds 2 years.

Rainfall return periods are normally set within
the context of failure probability and consequence.
Conventional systems are usually designed assuming
100% runoff for a 2-minute storm; the 2-minute duration is
selected because it is the typical time of concentration for
conventional systems. Although advice is given in codes
for setting higher runoff rates, there is little guidance on
setting runoff rates below 100%. These observations mean
that inadequacies are encountered if conventional codes
are used to design green roofs:

e Runoff coefficients should be expected to be below that
used for conventional roofs; 100% is used by BS EN
12056-3:2000 and 98.7% was recorded by Pratt and
Parkar (15).

e Peak runoff rates are reduced; even where there
is no infiltration, the surface roughness has a
significant impact.

e Time of concentration is expected to be greater than
2 minutes; particularly relevant when designing
collection pipework for large roof areas for public
sector, commercial, and industrial properties.

e As with other elements of urban drainage design,
it is not efficient for a complex system such as a
green roof to be matched to a single rainfall. It is
probable that the duration of runoff hydrographs
will be orders of magnitude longer compared
with conventional systems, and runoff interactions
between independent rainfalls are probable; this may
make a time-series approach more appropriate.

RAINWATER COLLECTION GUTTERS

The basic requirement for rainwater collection gutters is
that they have sufficient flow capacity to accommodate
flows from the design storm (16). Although it is common
practice to install gutters at a slight gradient to prevent
ponding, the nature of the construction industry and the
process of settlement means that it is normal to assume
that gutters laid at slack gradients are actually flat; for
example, BS EN 12056-3:2000 stipulates that gutters at
gradients less than 0.3% shall be treated as flat (17). In
a level gutter, the water surface profile will slope toward
the outlet, and it is the difference in hydrostatic pressure
along the gutter that gives the incoming water the required
momentum to flow toward the outlet (18).

Gutter Outlet Depths

Key to ensuring whether or not collection gutters have
sufficient capacity are the conditions that occur at the
gutter outlets. As well as affecting the flow rates entering
the drainage system pipework, the outlet depths also affect
upstream gutter depths (via the backwater surface profile).
Hence, although the depth at a gutter outlet may not
cause any particular problems, the greater depths at the
upstream end of the gutter may result in overtopping.

Extensive experimental studies in the 1980s deter-
mined that the flow conditions in the vicinity of a gutter
outlet in a conventional roof drainage system could be
categorized as either “weir” type or “orifice” type, depend-
ing on the depth of water relative to the size of the
outlet (19). At depths below that equivalent to half of
the outlet diameter, the flow conditions are “weir” type,
and outlet conditions are calculated using an appropriate
sharp-edged weir equation (18). At higher flow depths, the
flow effectively “chokes,” and the flow regime changes to
“orifice” type; the outlet conditions are calculated by an
appropriate sharp-edged orifice equation (18). Although
conventional roof drainage systems are usually designed
to ensure free discharge at gutter outlets, design restric-
tions may mean that the outlets cannot discharge freely;
in such circumstances, additional gutter capacity (storage)
is normally required to accommodate the resulting higher
flow depths.

In siphonic roof drainage systems, the outlets are
designed to become submerged to allow full-bore flow
to develop and be sustained; if this is the case, the
determination of outlet depth is complicated as the gutter



conditions depend on downstream conditions (within the
connected pipework) as well as gutter inflows. Recent
experimental work has also indicated that conventional
roof drainage systems incorporating “nonstandard” gutter
sections, whose base width and height are significantly
greater than the diameter of the outlet, can result in the
development of full-bore flow in the vertical downpipe and
siphonic action (20); for a given gutter section, the onset
and extent of such conditions depend on the diameter of
the downpipe. Similar phenomena have also been observed
n “standard” gutter sections (semicircular and elliptical);
in these cases, limited siphonic action occurs for only a
short distance below the outlet (18).

Flow Division within Gutters

In terms of flow division between multiple outlets in a
gutter under free discharge, it can be seen from Fig. 2a
that the flow splits evenly in any given gutter section
(between two outlets or between an end wall and an outlet),
whether or not the gutter inflow is uniform or nonuniform.
Figure 2b, c indicates the effect of outlet placement within
a gutter; evenly spaced outlets require far less gutter
capacity than those placed at gutter extremities.

Where outlets are not freely discharging, the flow
division between multiple outlets in a gutter may
not be as described, as the individual gutter sections
may “hydraulically merge” to form one continuous
channel and/or downstream system conditions may
become significant. For example, the pipework in a
siphonic system runs full bore when operating at or near its
design point, and the flow division between outlets depends
on the relative losses for each branch of the system.

Backwater Profiles

The water surface profile in gutters can only be assessed
realistically by applying the momentum equation for
channels with lateral input. In many cases, the low
velocities associated with gutter flows mean that gutter

(@) Q1 (uniform) Q2 (nonuniform)

Q3 (uniform)
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friction losses are minor and may be ignored (18). If a
gutter outlet allows free discharge and frictional effects
are neglected, the backwater profile may be determined
by applying Equation 1 to determine the horizontal
distance (AL) between any given upstream depth (&)
and downstream depth (h9).

2
AL = / —gg dh (1)
e

A2m(C?2
where @ = flow rate (m3/s)

T = surface width (m)

g = gravitational constant (m/s?)
A = flow area (m?)
S, = bed slope (-)

m = hydraulic mean depth (m)

C = Chézy coefficient (-)

This equation can be modified if frictional effects are
significant (very long gutter lengths or very high flow
velocities) or if the gutter outlet is not freely discharging.

Current Design Methods

The foregoing discussion has highlighted the key elements
that should be considered when designing a rainwater
gutter. However, without recourse to some form of
numerical modeling, it is not feasible to calculate
backwater surface profiles, and hence gutter capacities,
for roof drainage systems; this is particularly the case for
large commercial or manufacturing developments which
may incorporate many kilometers of different types of
guttering. Consequently, current gutter design methods
for gutters installed in conventional drainage systems are
based primarily on empirical relationships (19) and the
assumption of free discharge at the outlet. For example,
BS EN 12056-3:2000 specifies that the design capacity of
a “short,” level, semicircular gutter located on the eaves of
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v ’ Figure 2. Effect of outlet positioning on flow division

in gutters. (a) Flow division between multiple outlets in a
gutter. (b) Flow division between evenly spaced outlets in
a gutter. (¢) Flow division between outlets positioned at
gutter extremities.
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a building (with outlets capable of allowing free discharge)
is given by (17)

QL =09 x @y = 0.9 x 2.78 x 10° x AL% @)

where @x = notional gutter design capacity (I/s)
Ag, = gutter cross-sectional area (mm?)

Clearly not all gutters can be designed by application of
Equation 2. For example, BS EN 12056-3:2000 (17) con-
tains clauses to account for many eventualities, including

e location of gutter on building that may result in
varying consequences of failure; eaves gutter, valley
gutter, parapet gutter

o differently shaped gutter sections

e “hydraulically long” gutters (where frictional effects
may be significant)

o gutters laid at a significant gradient
e changes in gutter alignment (bends, offsets, etc.)

e additional system elements, such as strainers or
rainwater hoppers

e restricted flow at outlets
e gutters installed in siphonic roof drainage systems

In addition to the type of clauses listed above, BS
EN 12056-3:2000 also allows designers to use data
obtained from experimental testing of a particular
arrangement (17).

Numerical Models

Numerical models have been developed that can accu-
rately simulate the flow conditions in any type of gutter
as a result of either steady or unsteady roof runoff. An
example of this is incorporated into the “ROOFNET”
model recently developed as part of an academic research
project dealing with the effect of climate change on urban
drainage (20). This model enables the user to specify data
describing the relevant aspects of a particular installa-
tion, including details of the prevailing rainfall conditions,
details of the roof surfaces to be drained, and details
of the actual gutters. A kinematic wave model is then
used to route the rainfall over the roof surfaces and into
the gutters. A method of characteristics solution of the
fundamental equations of one-dimensional flow in open
channels is then used to route the runoff along the gut-
ters to the outlets (21), at which point the flow enters the
drainage pipework. The model automatically determines
the flow conditions at the gutter outlets and, in addition
to dealing with free discharge, can also simulate the effect
of restricted flow and submerged outlet scenarios. Out-
put includes depths, velocities, and flow rates along the
gutter, as well as the location and severity of any gutter
overtopping.

At present, models such as those described before are
research tools; they are normally developed and used by
universities for specific research projects. However, it is
envisaged that such models may soon be used as diagnostic
design aids, particularly for national code development.

SYSTEM PIPEWORK

The type and extent of pipework incorporated into a roof
drainage system depends primarily on whether the system
is conventional or siphonic.

Conventional Rainwater Systems

In conventional roof drainage systems, the aboveground
pipework generally consists of vertical downpipes, con-
necting the gutter outlets to some form of underground
drainage network, and offset pipes, used where the gutter
overhang is significant. Note that an offset pipe is defined
as a pipe with an angle less than 10° to the horizontal.
The capacity of the system as a whole usually depends on
the capacity of the gutter outlets rather than the capacity
of the vertical downpipes.

The flow within vertical downpipes is normally free
surface; BS EN 12056-3:2000 (17) specifies that downpipes
run no more than 33% full; this effectively installs
redundant capacity within the system. If the downpipes
are sufficiently long (normally greater than 5 meters),
annular flow may occur. Similarly, the flow within offset
pipes will also normally be free surface; BS EN 12056-
3:2000 (17) specifies that offsets run no more than 70%
full, indicating the need to install all offsets at a gradient.
The design of the pipework can either be undertaken using
the design tables in BS EN 12056-3:2000 or by applying
the Wyly—Eaton equation for vertical downpipes (22) and
the Colebrook—White equation for offset pipes (23).

Siphonic Roof Drainage Systems

In contrast to conventional systems, siphonic installations
depend on purging air from the system (priming)
and subsequently establishing full-bore flow within the
pipework connecting the outlets in the roof gutters
to the downstream surface water sewer network (at
ground level).

Current design practice assumes that, for a specified
design storm, a siphonic system fills and primes rapidly
with 100% water (24). This assumption allows siphonic
systems to be designed using steady-state hydraulic
theory. The steady flow energy equation is normally
employed (25), and the elevation difference between the
gutter outlets and the point of discharge is equated to
the head losses in the system. Although this approach
neglects the small quantities of entrained air that always
enter a siphonic roof drainage system, it reportedly yields
operational characteristics similar to those observed in
laboratory test rigs in the fully primed state (25,26).

However, steady-state design methods are not applica-
ble when a siphonic system is exposed to rainfall below the
design criteria or with time-varying rainfall intensity. In
the former case, the flow may contain substantial quanti-
ties of entrained air and exhibit pulsing or cyclical phases,
a result of greatly varying gutter water levels and an indi-
cation of truly unsteady, transient flow. Such problems
are exacerbated when the system incorporates more than
one outlet connected to a single downpipe (multi-outlet
system), as the breaking of full-bore conditions at one of
the outlets (due to low gutter depths and air entry) is



transmitted throughout the system and, irrespective of
the gutter depths above the remaining outlet(s), results in
cessation of fully siphonic conditions. As subdesign events
are the norm, it is clear that current design methods may
not be suitable for assessing the day-to-day performance
characteristics of siphonic roof drainage systems. This is
a major disadvantage, as it is during these events that
the majority of operational problems tend to occur, for
example, noise and vibration.

Despite any defects that current design methods may
have, thousands of systems have been installed worldwide
with very few reported failures. Where failures have
occurred, they have invariably been the result of one or
more of the following:

1. a lack of understanding of operational characteris-
tics

2. poor material specification

3. installation defects

4. a poor maintenance program

In response to these perceived shortcomings, a series
of research projects has recently been undertaken to
augment the understanding of siphonic roof drainage
systems and to develop numerical models for use as
diagnostic design aids (27). The remainder of this section
will present a selection of the salient points arising from
this work.

In contrast to the assumption made in current design
methods, the priming of a typical siphonic system actually
found was as follows (refer to Fig. 3):

1. Flow conditions throughout the system are initially
free surface (Phase 1).

2. Full-bore flow forms at some point within the
horizontal pipework (Phase 1).

3. Full-bore flow conditions propagate downstream
toward the vertical downpipe and upstream toward
the gutter outlets (Phase 1).

4. Full-bore flow conditions reach the vertical down-
pipe, the downpipe starts to fill, and the system
starts to depressurize (Phase 2).

Phase 1 Phase 2

Phase 3
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5. Once the conditions throughout the downpipe are
full bore, any remaining air pockets are purged from
the system (Phase 2).

6. Full siphonic action occurs (Phase 3) and continues
until the gutter depth(s) falls below the level at
which air can enter the system.

The data shown in Fig. 4a illustrate the type of unsteady
flow conditions that occur when a siphonic system is
exposed to rainfall below the design point and the gutter
flow depths are insufficient to sustain full siphonic action.
The data shown in Fig. 4b illustrate the type of unsteady
flow conditions that occur when an installed siphonic
system is exposed to a “real” rainfall and the rainfall
intensity varies with time.

Figure 5 shows an example of the output from one of
the numerical models that has recently been developed
(SIPHONET). As can be seen, the model can accurately
simulate the priming of a siphonic system (0-32 s) as well
as steady siphonic conditions (32—62 s). These data also
illustrate that the model can simulate complex operating
conditions, such as the rise in system pressure when the
depth in gutter 1 drops below that necessary for full-bore
flow, hence allowing air to enter the system and break the
siphon (at approximately 62 s).

CONCLUSION

The text has illustrated how roof drainage systems are
a key, but often overlooked, element of urban drainage
infrastructure. It has also been shown that their design
is a complex process, which relies heavily on gutter outlet
performance. The following conclusions may be drawn
with respect to the operation of roof drainage systems:

1. Their operation depends on three interacting
components: the roof surface, the collection gutter,
and the collection pipework.

2. Green or brown roofs provide an opportunity to
reduce the flow from roof surfaces, improve urban
aesthetics, and increase biodiversity.

3. Outlet conditions are key to understanding how a
system performs.
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Figure 3. Priming of a laboratory siphonic
drainage test rig (28).
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4. Siphonic roof drainage systems present a more
efficient way to drain large roof surfaces.

5. The design of siphonic roof drainage systems
should consider subdesign rainfall and operational
problems, such as blocked outlets.

THE FUTURE

Although green roofs are an attractive alternative, it is
probable that conventional roof surfaces will continue to

Time since start of simulated rainfall, s

dominate domestic installations. However, it is likely that
green roofs will experience a step-change in acceptance
by the commercial sector once more becomes known
about their performance and sustainability. Similarly, the
efficiencies offered by siphonic systems means that they
will continue to play a significant role in draining large
commercial buildings, particularly if numerical models are
applied diagnostically to improve performance and reduce
costly system failures.

The biggest threat to roof drainage comes from climate
change. Existing systems may not simply become more



prone to flooding; changes in rainfall patterns may result
in long periods of low precipitation, and self-cleansing
velocities may be attained less frequently as a result. Fur-
thermore, changes in wind patterns may also increase lev-
els of rooftop debris and hence necessitate enhanced main-
tenance programs. As concern regarding climate change
grows and the sustainability agenda widens, it is possible
that harvesting roof runoff may become more widespread.
At present, water consumption varies globally between 7
and 300 liters/household/day (L/h/d). In the United King-
dom, average consumption is 145 L/h/d, but only 1-2 liters
may actually be consumed by humans, 30% may be used for
WC flushing (29). Studies have shown that, when coupled
with storage, roof rainwater harvesting has the potential
to contribute substantially to domestic water usage in both
developing and developed countries (30,31).
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SEPTIC TANK SYSTEMS

JoHN E. MooRre

Hydrologic Consultant
Denver, Colorado

According to Wilson and Moore (1), a septic tank is an
“underground vessel for treating wastewater from a single
dwelling or building by a combination of settling and
anaerobic digestion. Effluent is usually disposed of by
leaching. Settled solids are pumped out periodically and
hauled to a treatment facility for disposal.” When properly
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Figure 1. Components of septic tank systems (4). e e

sited, constructed, and maintained, septic systems can
provide a low-cost environmentally responsible method of
waste disposal. Improperly sited, constructed, operated,
or maintained septic systems can, however, lead to water
quality degradation and threats to public health. The basic
components of a septic tank system are shown in Figs. 1
and 2. The septic tank is an enclosed receptacle designed to
collect wastewater, segregate floatable solids, accumulate,
consolidate, and store solids; wastewater treatment is
provided by septic tank systems. The tank is the most
important component used in these systems (2). The waste
enters the tank near the top. There is a pair of baffles in
the tank to keep the solids in the tank, preventing them
from flowing out of the tank with liquids. Bacteria in the
tank break down the solids as much as they can into a
liquid form and this with the water leaves the tank on the
other side of the baffles. The liquid then flows to a leaching
field where the liquid enters the soil and is absorbed. If
the bacteria cannot break the solids down, they will build
up over time. If these solids are not removed by periodic
pumping, the tank will allow solids to be washed out to
the leaching field and begin to clog the soil. When the soil
is clogged, the system stops working.
Septic systems fail for the following reasons:

1. Faulty design (leaching field that is too small).
2. Faulty installation (plugged lines or uneven grades).

Pumphouse
or well

Soil absorption
field

~
~

Figure 2. Setback distances (4).

3. Soil conditions (highly permeable soil or relatively
impervious soil, less than 6 feet of unsaturated
soil cover).

4. High water table less than 6 feet from the
land surface.

ot

. Water overload.

o]

. Inadequate cleaning of the tank (should be pumped
every 2—3 years).

\1

. Highly permeable soil.

It has been estimated that 25% of the U.S. population
uses septic systems for treatment and disposal of
their household sewage. Septic system technology is
undergoing dramatic changes in efficiency and reduced
contamination (2). The American Society of Testing and
Material has prepared three standards for the treatment
and disposal of on-site waste (D 5879-95, D 5921-
96, D5925-96).

Bacterial and viral contamination from septic systems
is the most common cause of drinking water contamination
in the United States. The liquid effluent from septic
systems follows the same path as precipitation moving
into an unsaturated zone and aquifer. When the effluent
reaches the water table, it moves downgradient to the
point of discharge (lake, stream, wetland, and well). The
location of the septic system in relation to the slope of the
land surface is important because septic tank discharge
follows the slope of the land surface. Wells downslope from
septic tanks are subject to contamination (3).

The septic tank effluent can contain bacteria and also
toxic materials and other contaminants. Some of the
contaminants adhere to the soil and aquifer material or
travel with the water.

Many septic systems are found in small rural homes
sites and are commonly located on small narrow lots along
a feeder highway. An increasing number of states are
zoning suburban areas to limit the density of houses using
septic tanks (4). Community sewer systems are used in
some areas to substitute for septic systems.

Some banks require the prospective seller of rural
property to provide proof of a bacteria-free water supply.
Some sellers chlorinate the water to destroy the bacteria in
the well. The bacterial contamination is in the aquifer, so
this treatment lasts only a short time (5). The homeowner
should have the well water analyzed at least once year
for bacteria.

A buyer of rural property should determine the location
of the well and the septic system. The buyer should also



determine the age, maintenance, distance to the drinking
water supply well, and depth to water at the septic system
site. A wet area, lush vegetation over the leaching field, or
odor of sewage is cause for further investigation. A water
sample from the well at a septic system site should be
obtained and analyzed for fecal coliform bacteria.
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DOMESTIC SOLAR WATER HEATERS
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INTRODUCTION

Solar water heating systems convert solar radiation into
useable thermal energy in the form of hot water. Domestic
solar water heaters can provide households with a large
proportion of their hot water needs while reducing the
amount of conventional fuel used and hence reducing
home energy costs. The amount of hot water produced will
depend on the type and size of the system, the climate,
and location for solar access. Over the years, a variety of
system designs have been developed and tested to meet
specific consumer needs and environmental conditions.
The following article is a brief description of the many
types of system in common use today.

The first solar water heaters consisted of exposed
tanks of water left out to warm in the sun. Used on
a few farms and ranches in the Southwestern United
States in the late 1800s, they were reportedly capable
of producing water hot enough for showering by the late
afternoon on clear days (1). The first solar water heater,
manufactured commercially under the trade name Climax
Solar-Water Heater, was patented in 1891 (2). Figure 1
illustrates a reproduction of an advertisement for the
Climax Solar-Water Heater. This water heater could be
used from April to October in the State of Maryland in the
eastern United States. It claimed to produce water hotter
than 38°C on sunny days even during early spring and
in late autumn when daytime temperatures sometimes
approached freezing.
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Figure 1. Advertisement for the climax solar-water heater,
1892 (1).

Domestic solar water heaters can be categorized as
being either active or passive and can be further grouped
according to the configuration of the main solar water
heating components: integral or distributed. Integrated
systems combine the collector and storage functions in a
single unit, whereas distributed systems have a separate
solar collector and hot water store connected by a piping
network. Distributed systems can be either active or
passive. In active systems, a pump circulates the transfer
fluid between the collector and the store. Integrated
systems are almost always passive as they do not require
external power.

THE INTEGRATED COLLECTOR/STORAGE SOLAR WATER
HEATER

The most basic of solar water heaters is the integrated
collector/storage solar water heating (ICSSWH) system
or the integral passive solar water heater (IPSWH),
commonly referred to as breadbox or batch water
heaters. Kemp’s early Climax Solar-Water Heater was
an integrated system. A simplified diagram of a typical
ICS solar water heating installation is shown in Fig. 2.

In its simplest form, the ICSSWH is a water
tank painted black to absorb insolation (incident solar
radiation). Variations consist of one or more tanks, painted
black or coated with a selective absorbing surface, within
a well-insulated box, possibly with reflectors and covered
with single, double, or even triple layers of glass, plastic,
or a combination of the two. Because of its simplicity, an
integrated collector/storage system is easier to construct
and install, which reduces maintenance and capital costs.
In most climates, the large thermal mass of the store
provides inherent resistance to freezing. However, the
integrated unit has a significant problem because of its
unique mode of operation.

The earliest systems suffered substantially from heat
losses to ambient, especially at night and at noncollection
periods, which meant no matter how effective the unit
was in collecting solar energy, unless the hot water was
fully withdrawn at the end of the collection period, losses



64 DOMESTIC SOLAR WATER HEATERS

Pressure
relief value
AAV.
X V.
kg
Roof mounted
ICSSWH
Hot supply
(closed) to appliances
—?7 Pressure V.
relief value
X0y MY Dég AAV. 1 .y
M.V. ‘ o Cold mains
- LI
Cold supply v water supply
to appliances
Domestic
hot water
cylinder
M.V. Key
K E% A.A.V. = Automatic Air Value
I.V. (closed) I.V. = Isolating value
N.R.V. = Non return value
Figure 2. A simplified diagram of a typi- M.V. = Motorised value
cal roof-mounted ICS solar water heating )
installation. To drain
to ambient led to only lukewarm water being available Roof g
early the next day. This process reduced the overall solar oﬁatn:)?:tge
fraction, which renders it less viable economically. Indeed Pressure collector
this deficiency in the late nineteenth century led to the relief valve l
: : AAV 1.V
prominence of thermosyphon solar water heaters with
diurnal heat storage to the 'detriment of the ICSSWH :Joésgl?gri}{:es 5 7 N.RV T
system. To overcome excessive heat loss and be in a Ve
position to compete with the more established distributed
solar water heater systems, the ICSSWH design has Domestic | I.V.
had to evolve and incorporate new and novel methods hg;livr‘]'gt;r
of improving performance. Cold mains & T
water supply '-V! LV. V. LV. 21V
I.V. o
To drain
DISTRIBUTED SOLAR WATER HEATERS To drain Key

Distributed systems consist of a separate solar collector
and water store, with pipes connecting the collector(s) to
and from store(s). As previously mentioned, these systems
can be either active or passive, with the active system
using an electric pump, and the passive system relying on
buoyancy forces in the form of thermosiphonic action.
Active systems also require more valves and control
systems, which tend to make them more expensive than
passive systems but generally more efficient. Figure 3
shows a simplified diagram of a typical roof-mounted
distributed (flat-plate) solar water heating installation.
Active systems are often easier to retrofit than are passive
systems because their storage vessels do not need to be
installed above or close to the collectors. In addition, a

A.A.V = Automatic air valve
I.V = Isolating valve

N.R.V = Non return valve
M.V. = Motorised valve

Figure 3. A simplified diagram of a typical roof-mounted
distributed (flat-plate) solar water heating installation.

photovoltaic panel could power the pump, which results
in stand-alone, proportional pump operation with reduced
running costs.

Distributed solar water heaters can also be character-
ized as being direct (open loop) or indirect (closed loop).
A direct system circulates incoming mains water through
the collector and into the tank, whereas an indirect system
transfers collected thermal energy via a heat exchanger to



the domestic water. Indirect systems usually contain an
aqueous antifreeze solution that flows through the heat
exchanger immersed in the hot water store to provide
protection from freezing. This process, however, results
in reduced collection efficiencies over the direct system
through lower specific heat capacities and losses during
the heat exchange process.

Active Direct Systems

Active direct systems use pumps to circulate incoming
mains water through the collector and back into the tank.
This design is efficient and reduces operating costs but
is not appropriate where water is hard or acidic because
of scale buildup and corrosion. However, direct active
systems are popular in regions that do not experience
freezing temperatures (Fig. 4).

Active Indirect Systems

Active indirect systems pump the heat-transfer fluid
(usually a glycol-water antifreeze mixture) through the
collector and a heat exchanger transfers the heat from
the fluid to the water that is stored in the tank. Heat
exchangers can be double-walled vessels or have twin coil
arrangements. Indirect glycol systems are popular in areas
where temperatures regularly fall below zero because they
offer good protection from freezing. However, antifreeze
systems are more expensive to purchase and install and
require regular checking and maintenance.

Indirect drainback systems do not use antifreeze
mixtures, but they use pumped water as the heat-transfer
fluid in the collector loop. When freezing conditions prevail
or the system is not in use, the pump is switched off and
the water in the collector is drained out, thus providing
protection from freezing. The collector installation and
plumbing arrangement must be carefully positioned to
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allow complete drainage and the pump must have
sufficient head pressure to pump the water up to the
collector each time the pump starts.

Thermosiphon Systems

A thermosiphon system relies on warm water rising, a
phenomenon known as natural convection or buoyancy
forces, to circulate water to and from the collector and
tank. In this type of installation, the tank must be located
above the collector. As water in the collector heats, it
becomes less dense and naturally rises into the tank above.
Meanwhile, cooler water in the tank flows downward
into the collector, thus causing circulation throughout the
system. Some forms of thermosiphon solar water heaters
can be described as being compact. Compact systems are
close-coupled thermosyphon flat-plate or evacuated-tube
collector units fabricated and installed as a single item
as opposed to a separate collector, store, and pipework.
Thermosiphon systems are much cheaper than are active
systems as no pump or controller is required and are
ideal where a low-cost solar heater is required such as
holiday houses and cabins, or countries where low-cost
solar heating is required.

SOLAR WATER HEATING COLLECTORS

Basically three types of domestic solar collector are
in common use today: flat-plate, evacuated-tube, and
concentrating.

Flat-plate Solar Collector

The flat-plate system consists of a “flat” absorber panel
through which water or conducting fluid passes. The panel
may be of formed channels in a sandwich format or may
be pipes connected to expanded absorber plates. Most
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Figure 4. Schematic detail of com-
mon distributed solar water heating
configurations: (a) active direct sys-
tem, (b) active indirect system, (¢)
indirect drainback system, and (d)
thermosiphon system.
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absorbers are covered with a selective coating to improve
solar radiation absorption and reduce long-wave radiative
heat loss. As the fluid flows adjacent to the heated surface,
it is heated. The absorber is mounted in an insulated,
weatherproof unit, and the exposed collector aperture
is covered with one or more transparent or translucent
covers. The make-up of a typical flat-plate solar collector
is shown in Fig. 5.

Evacuated-tube Collector

Evacuated-tube collectors are made up of rows of parallel,
glass tubes, linked to a common flow (and return)

manifold depending on the collector installed. Two types of

evacuated-tube collector exist: glass/glass or metal/glass.
The glass/glass collector consists of two concentric glass
tubes. The inner tube is covered with a selective coating to
improve solar radiation absorption and reduce long-wave
radiative heat loss. The transparent outer tube forms a
space between the two tubes that is evacuated to eliminate
conductive and convective heat loss. The metal/glass
collector consists of a copper plate attached to a heat pipe
or water pipe mounted within a single evacuated glass
tube. Again the absorber is coated with a selective coating
to improve the collection performance. Figures 6 and 7
illustrate some common evacuated-tube collectors.
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Figure 5. A typical flat-plate solar collector.
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Figure 6. Metal/glass heat pipe evacuated-tube solar collector.
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Figure 7. Metal/glass water pipe evacuated-tube solar collector.
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Figure 8. Diagram of a compound parabolic concentrat-
ing collector.

Concentrating collector

Toincrease the insolation on the absorber surface over that
incident at the collector aperture, reflectors are employed
in solar water heating systems. Concentrating reflectors
can obtain higher temperatures on the absorbing surface
than can those achievable by a flat absorber, and as the
absorbing surface area is reduced relative to that of the
aperture, a reduction in the overall heat loss from the
system occurs, hence an improved thermal efficiency.

Internal reflectors are contained within the unit
enclosure, whereas external reflectors are located outside
the sealed casing. Reflecting concentrator designs for
low-to-medium concentrations can be flat or curved,
line-axis or line-focus (circular, parabolic or compound
parabolic) reflectors, symmetrical or asymmetrical. The
concentrating collector used for domestic applications
usually incorporates a concentrating reflector in the form
of parabolic trough or compound parabolic concentrating
(CPC) collector, using highly reflective surfaces to
concentrate the insolation onto the absorber. Most
absorbers are tubular, although not exclusively. Figure 8
illustrates a CPC collector.
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Household water treatment is the decentralized treatment
of drinking water in the home and safe storage is
the protection of drinking water in specially designated
household storage vessels prior to use. A safe water storage
vessel is typically comprised of a container with a narrow
mouth to prevent contact with potentially dipped cups or
dirty hands, a lid, a spigot to access water and a flat base
for easy water extraction. In many cultures and regions,
household drinking water treatment and storage has been
women’s work based on traditional practices stretching
back for millennia. For example, an ancient Indian medical
text, the Susruta Samhita, compiled over several centuries
and reaching its present form in about ap. 300, includes
the prescribed water treatment and handling practices
as follows:

Heat contaminated water by boiling on fire, heating in the
sun, by dipping hot copper into it seven times, cooling in an
earthen vessel and also scenting it with flowers of nagkesara,
campaka, utpala, patala, etc. (Book 1, Chapter 45, Verse 12)

Moreover, home storage in various types of containers,
including skin bags, ostrich eggs, vessels of wood, ceramic,
metal, glass, or stone has been a traditional practice
for hundreds or even thousands of years. Thus the twin
concepts of household drinking water treatment and safe
storage are not new. But there are new developments
arising from a global need (Figs. 1-3).

Currently, about 50% of people worldwide are supplied
with household connections that provide drinking water
on tap in their homes. Sufficient, safe, acceptable,
physically accessible, and affordable water for all is a
fundamental human right essential to life and dignity.
Tapped water for all is the long-term goal, but even among
those with tap water today, the drinking water is not
always considered safe, in terms of its water quality. In
homes with a tapped water supply, household treatment
devices typically provide a final “extra” step that begins
with a well-protected source and includes a treatment
process provided by a centralized water treatment
system, administered by a municipal authority or private
entity. In these cases, the purpose of the household
treatment step is typically to improve the aesthetics
of the water (e.g., chlorine odor or taste, hardness)
and/or to remove certain harmful contaminants, including

Figure 1. Ceramic filter—Nepal.

Figure 2. Ceramic candle filter by Katadyne, Switzerland.

possible organic (e.g., benzene, toluene), inorganic (e.g.,
cadmium, lead), or microbiological (e.g., Cryptosporidium,
Giardia) substances. These household drinking water
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Figure 3. Ceramic filter “filtron”—Ghana.

treatment devices take two forms—point-of-entry or point-
of-use—depending on whether the device is installed at the
point where the water main enters the home or whether
the treatment unit is attached to or placed beside the
kitchen faucet (i.e., at the point where drinking water
is withdrawn). In such cases, household drinking water
treatment in industrialized countries and regions is used
to provide an additional barrier of safety to a water supply
that has already received treatment upstream or is of
known high quality.

Homes lacking a tapped drinking water supply via
a household connection or lacking another form of
“improved” water supply such as a public standpipe, a
borehole, a protected dug well, a protected spring, or
rainwater collection are more likely to bear the burden
of water-related illnesses:

e 3.4 million deaths are water-related;

e 1.4 million children die annually of diarrhea, making
this the third highest cause of illness and the sixth
highest cause of mortality globally;

e 1.5-2 billion people are affected by intesti-
nal parasites;

e 1.1 billion people lack access to safe drinking water;

e 2.6 billion people are without access to basic
sanitation (1).

These combined conditions can be addressed and an
improved quality of life can be realized by applying the
same principles that brought about the industrialized
world public health miracle of the nineteenth and twen-
tieth centuries—a treated drinking water supply, sanita-
tion, and good hygiene practices—to households globally.

Between 1990 and 2002, 1.1 billion more people
worldwide gained access to improved water supplies.
Yet that same number—1.1 billion or about one in six
people—still lack access to improved water in 2004. Most
of these people live in rural areas and urban and peri-
urban slums. Their water needs are a focal point of
international efforts to provide safe drinking water (2). For

these 1.1 billion people, household water treatment and
safe storage is not an additional barrier, post-treatment, as
it is for those who purchase and use point-of-entry or point-
of-use systems, but instead it may be their main barrier in
the prevention of water-related illness. And these systems
work! “There is now conclusive evidence that simple,
acceptable, low-cost interventions at the household and
community level are capable of dramatically improving the
microbial quality of household stored water and reducing
attendant risks of diarrheal disease and death” (3).

Moreover, we know that household drinking water
treatment and safe storage, access to sanitation, and
hygienic behavior are all interrelated activities. The
combination of all these three main interventions will
maximize health benefits to all. Household drinking water
treatment and safe storage is one essential technology with
a special role to play for households lacking a safe water
supply. It was with this understanding that the World
Health Organization formed the International Network to
Promote Household Drinking Water Treatment and Safe
Storage, a public—private partnership announced at the
Kyoto World Water Forum in March 2003.

While we know that household water treatment and
safe storage has been practiced locally and regionally,
recognition of the role that household water treatment and
safe storage can play globally in securing safe drinking
water is a recent development dating to the 1990s.
Research and development have been a process of adapting
traditional wisdom and best engineering and public health
practices, applied in settings that necessitate simple, low
maintenance designs, use of local materials, applications
under demanding local conditions, social acceptability, and
economic sustainability. Research on cost effectiveness
indicates that these household water treatment and safe
storage practices can avert much of the burden associated
with diarrheal disease at low cost(4).

Some of the treatment processes for household drinking
water treatment and safe storage currently under inves-
tigation and/or in early stages of implementation include
(see Figs. 4-6):

Sedimentation
Mechanical and/or biological filtration

Figure 4. Chlorine solution for household disinfection.
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Figure 5. Safe water storage container.

Figure 6. Household arsenic filter (Kanchan arsenic fil-
ter—Nepal).

Cloth filters
Ceramic water filters
Intermittent household slow sand filters

Coagulation/flocculation

Metal salts (e.g., alum, ferric chloride, ferric sulfate)
Natural polymers

Mixtures of coagulants/flocculants, weighting agents,
calcium hypochlorite

Adsorption

Arsenic remediation household systems
Fluoride remediation household systems

Ton exchange processes
Membrane/reverse osmosis processes
Oxidation processes

Disinfection

Chlorine and the safe water system
Solar UV or UV lamp disinfection
Heat disinfection or pasteurization

Distillation

Combined (multiple barrier) household treatment
systems

Sedimentation + solar UV disinfection

Pretreatment filters (strung-wound + granular acti-
vated carbon filter + chlorine disinfection)

Pretreatment cloth + sand + ceramic candles with
colloidal silver

Coagulation/flocculation + filtration + chlorine disin-
fection

Other combinations

Beyond inactivation and/or removal of microbiologi-
cal contamination—which is the major concern for those
lacking access to safe drinking water—appropriately
designed household drinking water treatment can effec-
tively remove physical substances (e.g., turbidity) and/or
toxic chemicals (e.g., arsenic, fluoride, pesticides) as well
as microbiological contamination by one or several of the
processes listed above.

On every continent, there are promising household
drinking water treatment and safe water storage options
available. In the decade to come, we will witness new
research, innovation, and scale-up of these systems from
hundreds to thousands to millions to meet the enormous
global need for clean, safe drinking water.
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BACKGROUND

The 1986 Safe Drinking Water Act (SDWA) amendments
directed the EPA to develop national requirements for
drinking water disinfection. The legislation required all
public water supply systems to disinfect unless they
fulfill criteria ensuring equivalent protection. To provide
direction for the regulations associated with “acceptable”
health risks to the public (4), the EPA established goals
for maximum contaminant levels (MCLGs) of pathogenic
microorganisms in drinking water, set or setting a level of
zero for viruses (5,6).

On June 29, 1989, a Surface Water Treatment Rule
(SWTR) was published addressing microbial contami-
nation of drinking water from surface sources or from
groundwater sources directly influenced by surface water,
that had strict provisions for filtration and disinfection
(5). On January 14, 2002, a SWTR was promulgated with
special emphasis on the protozoan Cryptosporidium (7).

The development of a corresponding rule for ground-
water, Ground Water Disinfection Rule (GWDR, later
designated as the Groundwater Rule), to meet SDWA
requirements began in 1987 and led to a published discus-
sion piece (8) and a deadline for the GWDR proposal upon
completion of the status of public health with respect to
the microbial contamination of groundwater by conduct-
ing studies to generate a more careful nationwide picture
of the problem. On May 10, 2000, “US EPA proposed to
require a targeted risk-based regulatory strategy for all
groundwater systems addressing risks through a multiple
barrier approach that relies on five major components:
periodic sanitary surveys of groundwater systems requir-
ing the evaluation of eight elements and the identification
of significant deficiencies; hydrogeological assessments to
identify wells sensitive to fecal contamination; source
water monitoring for systems drawing from sensitive wells
without treatment or with other indications of risk; a
requirement for correction of significant deficiencies and
fecal contamination (by eliminating the source of contam-
ination, correcting the significant deficiency, providing
an alternative source water, or providing a treatment
which achieves at least 99.99 percent (4-log) inactiva-
tion or removal of viruses), and compliance monitoring to
insure disinfection treatment is reliably operated where it
is used (9). The Ground Water Rule will be issued in 2005.

INTRODUCTION

More than 97% of all freshwater on the earth is ground-
water. Of more than 100 million Americans who rely on
groundwater as their principal source of potable water,
over 88 million are served by community water systems
and 20 million by noncommunity water systems (9). His-
torically, groundwater has been considered a safe source
of drinking water which required no treatment. It has
long been believed that this valuable resource was pro-
tected from surface contamination because the upper soil
mantle removed pollutants during percolation. It was also
believed that, even if contaminated, groundwater would
be purified through adsorption processes and metabolism
of indigenous aquifer microflora.

In the United States alone, the estimated annual
number of reported illnesses resulting from contact with
waterborne pathogens was as low as one million and as
high as seven million between 1971 and 1982, and 51% of
all waterborne disease outbreaks due to the consumption
of contaminated groundwater (1). It is estimated that
approximately 20-25% of U.S. groundwater sources
are contaminated with microbial pathogens, including
more than 100 types of viruses. A literature review
by Craun (2) indicated that approximately one-half of the
surface water and groundwater sources tested contained
enteric viruses. Even 9% of conventionally treated
drinking water (coagulation, sedimentation, filtration,
postfiltration disinfection using chlorine/ozone) tested
positive for enteric viruses.

Although water-transmitted human pathogens include
various bacteria, protozoa, helminths, and viruses, agents
of major threat to human health are pathogenic protozoa
(Cryptosporidium and Giardia) and enteroviruses. Despite
ample information regarding the fate of viruses in the
subsurface, research on the persistency of pathogenic
protozoa through passage in soil and groundwater is just
now emerging. In the past, it was generally believed
that pathogenic protozoa are confined to surface water.
Contrary to that expectation, recent monitoring results
from 463 groundwater samples collected at 199 sites in 23
of the 48 contiguous states suggested that up to 50% of
the groundwater sites were positive for Cryptosporidium,
Giardia, or both, depending on the parasite and the type
of groundwater source (vertical wells, springs, infiltration
galleries, and horizontal wells) (3).

Viruses are small obligate intracellular parasites that
infect and sometimes cause a variety of diseases in
animals, plants, bacteria, fungi, and algae. Viruses are
colloidal particles, negatively charged at high pH (pH >7),
ranging in size from 20 to 350 nm. The smallest unit of a
mature virus is composed of a core of nucleic acid (RNA
or DNA) surrounded by a protein coat. Due to this unique
feature of viral structure and colloidal physicochemical
properties, the transport of viruses in soil and ground
water can act with a combination of characteristics ranging
from those of solutes, colloids, and microorganisms.

Enteroviruses are a particularly endemic class of
waterborne microorganisms that cause a number of
ubiquitous illnesses, including diarrhea, gastroenteritis,
and meningitis, to name only a few. Included in this group



are poliovirus, hepatitis type A (HAV), Coxsackie virus A
and B, and rotavirus. Although gastroenteritis is the most
common disease resulting from these microorganisms,
other associated illnesses include hepatitis, typhoid fever,
mycobacteriosis, pneumonia, and dermatitis (10).

SOURCES OF VIRUSES

A number of avenues are available for the introduction
of viruses to the subsurface, including land disposal of
untreated and treated wastewater, land spreading of
sludge, septic tanks and sewer lines, and landfill leachates.

Among these, septic systems may pose a significant
chemical as well as biological threat to surface and
groundwaters. One trillion gallons of septic-tank waste
are released into the subsurface annually. Although
phosphate and bacteria are ordinarily removed by soil,
nitrate and viruses may escape these processes and move
through the soil into the groundwater. The presence of
viral particles is even more significant in the light of
studies that indicate they are not necessarily inactivated
in septic tanks and may move into the groundwater where
they may survive for long periods of time.

Itis a general consensus that the transport of pathogens
in the subsurface depends on the extent of their retention
on soil particles and their survival. Among the major
factors that affect viral transport characteristics in the
subsurface are temperature, microbial activity, moisture
content, and pH. Among all the factors, temperature
appears to be the only well-defined parameter that
causes a predictable effect on viral survival. A direct
relationship between a rise in temperature and viral
inactivation rates (K = log inactivated/h) among various
viruses has been suggested. Badawy et al. (11) stated that
during the winter (4—10°C), viral inactivation rates for
coliphage, poliovirus, and rotavirus were 0.17, 0.06, and
0.10 per hour, respectively. Whereas, during the summer
(836—41°C), the inactivation rates for MS-2, poliovirus, and
rotavirus were 0.45, 0.37, and 0.20 per hour, respectively.
It should be pointed out that this information is based
on ambient air. A more direct comparison would be
correlation with temperatures in the subsurface. In this
regard, the inactivation rates for enteroviruses are 0.06
(10-15°C), 0.08 (15-20°C), and 0.19 (20-25°C). This
worker also indicated that viruses may remain viable for
3 to 5 weeks on crops irrigated with sewage effluent, polio
and Coxsackie virus up to 4 months on vegetables during
commercial and household storage; and up to 30 days on
vegetables stored at 4 °C.

Microbial ecology may also play an important role
in the inactivation of waterborne viruses. For example,
microbial activity could affect viral survival by the action
of proteolytic enzymes of some bacteria and protozoa in
destroying the viral capsid protein.

As discussed earlier, viral transport through porous
media is controlled by sorption and by inactivation.
However, adsorption of viruses to soil should not be
confused with their inactivation because adsorption is not
permanent and can be reversed by the ionic characteristics
of percolating water. Viruses can remain infective after
a travel distance of 67 meters vertically and 408
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meters horizontally (12). The various forces involved
in attaching viruses to soil particles include hydrogen
bonding, electrostatic attraction and repulsion, van der
Wals forces, and covalent ionic interaction.

EFFECT OF HYDROGEOLOGIC SETTINGS ON VIRAL
MOVEMENT

The concentration and loading of viruses and the
hydrogeologic setting through which they move will
control the potential for viral migration to wells to
a much greater extent than biological survivability. A
hydrogeologic setting often consists of a soil underlain by
unconsolidated deposits of sand, silt, and clay mixtures
over rock. The setting further incorporates unsaturated
and saturated zones.

All other factors being equal, the persistence of viruses
at a well or other source of water is most likely where
saturated flow transports large concentrations of the
particles along short flow paths through media that
contribute little to attenuation. Although the interrelated
processes that control viral movement and persistence
in the subsurface are not completely understood, some
of the major hydrogeological factors that can be used to
evaluate the potential for viral presence in groundwater
wells include

e transport mechanisms (unsaturated versus satu-
rated flow conditions),

e type of media through which the virus will travel
(clays versus sands versus fractured media),

e length of the flow path to the extraction point
(well), and

o time of travel.

Hydrogeologic settings that have shallow water tables
are more susceptible to viral transport. Viruses are atten-
uated or immobilized by processes such as dessication,
microbial activity, and stagnation. Further, viruses com-
monly bind to soil particles, fine-grained materials, and
organic matter. The lower transport velocities associated
with unsaturated conditions (e.g., move, stop, move cycle)
allow these processes more time to occur. If viruses are
introduced directly into the water table (such as from
leaching tile fields associated with on-site sewage disposal)
or if the volume of contaminants can maintain saturated
flow conditions (such as in some artificial recharge situ-
ations), the potential for contamination increases. Where
the viral concentration is high, the probability of contam-
inant migration increases regardless of the hydrogeologic
setting. Therefore, in hydrogeologic settings that have
deeper water tables and where contaminants are not intro-
duced into the aquifer through saturated flow conditions,
viruses are much less likely to survive transport to a well.

Hydrogeologic settings that have interconnected frac-
tures or large interconnected void spaces that lack fine-
grained materials have a greater potential for viral trans-
port and well contamination. Karst aquifers, fractured
bedrock, and gravel aquifers have been identified in the
proposed GWDR as sensitive hydrogeologic settings (9).
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In these settings, fractures and large void spaces allow
rapid transport through the aquifer, thereby reducing
the amount of time and particulate contact available for
attenuation. Potential interaction with rock walls along
fractures is reduced, and contact with fine-grained mate-
rials for potential sorption sites is minimal.

Similar to fractured rock aquifers, gravel aquifers that
have only a small fine-grained fraction have little potential
for viral sorption. However, as the amount of fine-grained
material increases, effective grain size decreases, the
potential for sorption increases, and travel times decrease.
Finer grained aquifers and aquifers where void spaces are
less interconnected or smaller are therefore less likely to
transport viruses significant distances.

The potential for physical viral removal by filtration
also appears to increase as grain size becomes smaller,
although the filtration processes are not well understood
due to their size. However, filtration of bacteria, which
are larger than viruses, it has been shown is an effective
removal mechanism.

Hydrogeologic settings, where fractures are not as
interconnected or where more tortuous flow paths must be
followed to reach a well, also allow greater viral removal.
For example, in many rock aquifers, groundwater flow
follows bedding planes that may result in an elongated
indirect pathway to a well. In other rock aquifers, flow
must travel around and through cemented portions of the
matrix thereby increasing the flow path. Similarly, sand
and gravel aquifers that have fine-grained materials in the
matrix will have less direct flow paths as the water flows
around the finer grained materials. Generally, it can be
stated that tortuosity increases the length of the flow path
and decreases the hydraulic conductivity, thus decreasing
viral survival. Where finer grained materials are present
or fractures are less interconnected, flow paths are also
longer, thereby offering some protection to wells in more
permeable units.

Hydrogeologic settings where time of travel is short
have a greater potential for viral contamination. Where
less permeable units (called aquitards) restrict or reduce
vertical flow to underlying aquifers, time of travel is
increased. Although inactivation rates, it has been shown,
are extremely variable, time is a major factor affecting
virus viability.

Due to the importance of hydrogeologic settings, the
Proposed Ground Water Rule thoroughly addresses this
issue to identify wells that are sensitive to fecal con-
tamination. A component of the Proposed Ground Water
Rule requires states to perform hydrogeologic assessments
for the systems that distribute groundwater that are not
disinfected (source waters that are not treated to provide
99.99% removal or inactivation of viruses). The states
are required to identify sensitive hydrogeologic settings
and to monitor for indicators of fecal contamination
from sensitive hydrogeologic settings (see Ref. 9 for the
complete proposed strategy).

VIRUS TRANSPORT MODELING

One method of addressing regulations for viral exposure,
such as groundwater disinfection, the application of liquid

and solid waste to the land, and wellhead protection
zones, is using predictive viral transport models. Like
most predictive modeling efforts, the results depend
on the conceptual basis of the model as well as the
quality and availability of input data. Clearly, a thorough
understanding of the processes and parameters of viral
transport are essential elements in their application.

Some of the more important subsurface viral transport
factors include, soil water content and temperature, sorp-
tion and desorption, pH, salt content, organic content of
the soil and groundwater matrix, virus type and activity,
and hydraulic stresses. Berger (14) indicated that the
inactivation rate of viruses is probably the single most
important parameter governing viral fate and transport
in ground water.

Some of the existing models require only a few of
these parameters which limit their use to screening level
activities, whereas others require input information which
is rarely available at field scale and is usually applied in a
research setting. One limitation of most models is that they
have been developed for use in the saturated zone. It has
been shown, however, that the potential for viral removal
is greater in the unsaturated zone than in groundwater.

Setback Distances

Traditionally, state and county regulators have estab-
lished fixed setback distances for all geologic settings in
their jurisdictions. For example, the distance between a
septic tank and a private well would, in many instances,
be as little as 50 feet and would apply for tight clays as
well as fractured rock. It would apply to areas where the
water table is near the surface as well as at considerable
depth. As discussed in this document, the travel time or
transport distance of viral particles depends on a num-
ber of factors, including moisture content, geologic setting,
type and depth of the soil overburden, and source loading,
to name only a few.

Frequently, guidelines established as minimum dis-
tances became so standard that a well was often positioned
precisely 50 feet from the septic tank. In the survey con-
ducted as part of the proposed Ground-Water Treatment
Rule, setback distances were quite variable (9). Some of
the distances were presumably based on scientific princi-
ples, while others were holdovers from past practices.

One approach in determining setback distances for
septic tanks in wellhead protection areas and bank
filtration sites is to determine travel times using
groundwater flow characteristics. This approach has
been implemented in the Federal Republic of Germany,
for example, where three concentric zones protect each
drinking-water well. The zone immediately surrounding
the well is faced with the most restrictive regulations
which are founded on the belief that 50-day residence
time is adequate for inactivation of any pathogen in
contaminated water. However, a comprehensive study
by Matthess et al. (15), involving the evaluation of the
“50-day zone,” concluded that the reduction of viruses by
7 log units (current regulations) requires a much longer
residence time. Matthess et al. indicated that a reduction
of 7log units occurred in about 270 days (Haltern and



Segeberger Forest) in one study and about 160-170 days
(Dornach) would be required, according to another study.

Another approach to this important issue is to
consider the wvulnerability to viral transport in the
subsurface of portions of a state or county or of
individual aquifers. Although there are a number of
approaches to rank vulnerability, DRASTIC is one
assessment methodology that uses hydrogeologic setting
descriptions and a numerical ranking system to evaluate
groundwater pollution potential (13). DRASTIC assumes
that a potential contaminant will be introduced at the
ground surface, have the mobility of water, and be
flushed toward the aquifer by infiltration. Using existing
information on variable scales, the methodology was
designed to evaluate areas of 100 acres or larger.

DRASTIC is an acronym representing seven reason-
ably available factors that are used to develop a numerical
score. They are Depth to water, net Recharge, Aquifer
media, Soil, Topography (slope), Impact of the vadose
zone media, and hydraulic Conductivity of the aquifer.
DRASTIC uses a weighting system to create a rela-
tive pollution potential index that varies between 65
and 223; the higher numbers express greater vulnera-
bility.

Although DRASTIC was not designed specifically to
evaluate the movement of viruses in the subsurface, the
major transport mechanisms and flow paths for viral
transport are considered, and the flexibility of the systems’
rating scheme allows many of these factors to be taken
into account. For example, depth to water addresses
saturated versus unsaturated flow conditions and their
importance. Aquifer media, soil, and impact of the vadose
zone media all are based on descriptive soil and rock
terms that allow variation due to fracturing, grain size,
attenuation mechanisms, and overall characteristics that
affect flow. Topography addresses the tendency of viruses
to be introduced into the subsurface or to be carried away
by runoff. Hydraulic conductivity addresses the relative
ease of a contaminant to move with the velocity of water
through the aquifer.

Clearly, meaningful setback distances can be developed
only by using scientific principles that allow the use
of available knowledge. The establishment of setback
distances from sources of viral contamination to points
of extraction (wells) can be established using DRASTIC
if both the hydrogeologic setting and sensitivity rankings
are considered. For example, high pollution potential index
signal the need for greater setback distances. However, the
hydrogeologic factors that control viral movement must
be evaluated within this context to establish reasonable
numbers for setback distances. A matrix that incorporates
the important DRASTIC factors can be used to establish
setback distances that include the vulnerability concept.
Setback distances must incorporate the knowledge of
saturated flow, transport pathway length, transport
velocities, media interaction, and potential attenuation
mechanisms. These setback distances can be used on
a regional scale but can be modified if site-specific
information is available. The beauty of DRASTIC is that
its rationale and sensitivity factors are easily displayed,
so that it can be readily modified.
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Windmills are machines that convert the force of the
wind into energy that is applicable to various tasks, like
pumping water. Windmills that are used to pump water
use the energy generated by these mills to turn the gears
that propel the pump. These types of windmills, sometimes
referred to as wind pumps, have been used for centuries
and continue in use around the world.
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A BRIEF HISTORY

The first documented use of windmills was in Persia
around 500-900 Ap., however, it is widely accepted that
they were invented in China more than 2000 years
earlier (1). In these early windmills, vertical-axis systems
were used for grinding grain and pumping water. In the
vertical-axis system, the wind would have to hit the mill
from a specific angle to get the desired effect; therefore,
most of the area around the mill had to be shielded. Later,
horizontal-axis systems were developed that proved to
have greater structural efficiency. By tilting the blade to a
certain degree, the system eliminated the dependence on
the direction of the wind and harnessed the wind energy
lost in the vertical-axis systems by the areas shielded.
Horizontal systems were later used throughout Europe.

Windmill technology, it is believed was introduced
in Europe in the eleventh century (2). Aiming to
their lowlands, the Dutch set out to develop a more
efficient windmill and in the process became the
driving force behind wind-machine development. Although
many innovations were made, one of the fundamental
improvements was designing sails that allowed optimum
aerodynamic lift. This improvement made the sails rotate
faster, greatly increasing their efficiency and speed in
completing the task at hand. Wind energy was applied
to irrigation, pumping from local wells, and drainage
pumping; this in turn made areas habitable and liberated
workers from these labor-intensive jobs.

As Europeans sought to expand and colonize, they
brought the windmill technology with them. The colo-
nization of the Americas is a prime example. Without this
technology, it would have been impossible for immigrants
to settle in areas that lacked a constant water supply. Cer-
tain areas in Texas, for example, lacked the needed water

Figure 1. Multi-sailed windmill.

supply to sustain life and allow cultivating of the land. The
drive to expand into these areas helped to stimulate the
need to refine the windmill to solve this problem. Daniel
Halladay addressed this problem in 1854 by changing the
European windmill so it could operate unattended and
more efficiently (3). The changes that he made appealed
to many companies and small communities without water
systems by providing an inexpensive way to get the water
they needed (Fig. 1).

By the early twentieth century, windmills were being
mass-produced, and millions of them were being used
around the world. However, in the 1930s, as other fuel
resources such as oil were demanded, wind pumping
systems were not as desirable because they were more
expensive and not as reliable as these other fuels. This
was true until the 1970s when a shortage of oil prompted
communities to revisit the idea of wind energy.

Wind pumps are currently being used for crop
irrigation, drinking water supply for communities, and
even individual household water supply. Between 5,000
to 10,000 wind pumps are being installed worldwide each
year, and the market for these is expected to increase as
wind technology advances and becomes less expensive (4).

THE WIND PUMP: HOW IT WORKS

The wind pump has four main features the wind turbine,
the tower, the actual pumping equipment, and the storage
basin. These parts can be found in almost all wind pumps.
They vary in design depending on the wind conditions in
which they will be used. If the wrong design is used in
strong wind conditions, the pump may move too fast and
malfunction, and if the wind speed is low, it may not be
able to function at all.

The horizontal-axis is the typical system used for wind
turbines to pump water. The rotor does not have to follow
any specific design but instead should be designed for
the wind conditions in which it will be used. However, the
pump tends to have more force when there are more blades.
The next main part of the wind turbine is its transmission.
The transmission of a wind turbine converts each rotation
of the rotor into an up and down motion, driving the pump
rod in and out of the well. The tail of the wind turbine
is a piece that was added during the westward expansion
in the United States. It allows the wind turbine to work
without constant supervision by changing the direction of
the rotor to keep it facing the wind.

A tower holds the wind turbine generally between
10 m and 15 m high (5). It holds up the wind turbine
and stabilize its connection with the pumping parts of
the machine. The tower has either a square or triangular
base, and the pump rod that moves in and out of the well
is positioned in the center of the tower. The well that the
pump rod enters can either be a shallow hand-dug well or
a deep-drilled well. If the latter is the case, the walls of the
well should be lined with a water permeable material to
prevent them from caving in. A pipe called the rising main
lies in the center of the pump rod. Its function is to carry
the water pumped up to the surface. The actual pump is
at the bottom of the pump rod submerged in the water and
is attached to the rising main. The pump fills with water



during the downward motion of the pump rod and pushes
the water into the rising main and up to the surface as the
pump rod moves up.

Finally, all wind pumps should have a storage basin
that can hold the excess water that is pumped. When the
water moves up into the rising main, it is then redirected
into the storage tank. This stored water is also essential
to water pumping systems because wind energy cannot
always be relied on, and having a surplus at hand is useful.

THE ADVANTAGES OF WIND PUMPS

There are many advantages to using wind energy for
pumping water. First, wind pumps are environmentally
friendly. As with the atmosphere, wind turbines will not
contaminate the land, and in the case of water pumps,
there is no chance the water will be contaminated as a
result of a malfunctioning wind pump.

Wind turbines generally do not affect the wildlife that
inhabits the area. Sheep, cattle, deer, and other wildlife
are not bothered by the turbines, and in fact have been
known to graze under them. The only argument that has
been raised about this issue is the tendency for birds
to collide with them. However, several studies suggest
that the impact of the wind turbines on birds does not
compare to that of other things, such as electrical lines
and buildings.

Wind pumps are cost-efficient. After the initial cost of
installation, the owner basically has an infinite source of
energy for just the cost of maintenance. Whereas using a
fossil fuel to work the pump would make the owner subject
to its cost.

THE DISADVANTAGES OF WIND PUMPS

There are, however, a few setbacks in using wind energy
for pumping water. Because the wind is not reliable, if
water is needed on a day where there is little to no
wind, obviously the wind pump will not be able to pump
water. This problem can be solved by a storage basin, as
explained earlier. Many people who inhabit areas around
wind turbines complain about the noise that is created by
the rotation of the rotor, but this generally applies only to
many wind turbines grouped together. As the rotors are
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improved upon and become more aerodynamic, the noise
level will decrease greatly.
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MIXING AND AGITATION IN WATER
TREATMENT SYSTEMS
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Mixing is one of the primary processes involved in water
and wastewater treatment. In this article, the state of the
art in mixing and impeller design is presented.

INTRODUCTION

Stirring is provided in a wide variety of processes to
blend constituents or to disperse one phase into another
or several other phases. In a blend-type operation, the
purpose is to obtain a homogeneous mixture, whereas in
the dispersion process, the goals vary widely, depending
also on the nature of the phases involved:

e in gas—liquid dispersions, gas is dispersed into fine
bubbles which must be distributed as evenly as
possible in the vessel to take part in a subsidiary
process, for example, absorption and/or reaction with
a dissolved component, as in water and wastewater
treatment, or flotation of hydrophobic particles,
among others;

e in solid-liquid distributions, it is necessary to provide
the appropriate conditions for entraining all solid
particles inside the bulk of the liquid, either from
the bottom of the vessel or from the free surface of
the liquid,

e in liquid-liquid dispersions, fine droplets of one of
the liquids have to be dispersed inside the other
liquid to produce an emulsion or for a polymerization,
among others.

For each of these processes, a particular type of agitator is
appropriate. These have evolved from the simple paddles
used during the past centuries; modern flow visualization
techniques (1) have helped in designing agitator blade
shapes optimized for specific processes.

In the following sections, the main types of agitators
are presented, according to the processes for which they
are intended; this presentation is limited to turbulent
flow, which is typical in water and wastewater treatment
processes, and does not describe agitators designed for
viscous liquids (anchors, gates, etc.).

TYPES OF IMPELLERS

An impeller is a pump; by its rotation, it draws liquid from
its neighborhood and then ejects it at a relatively high
speed. It is typically mounted on a shaft connected to a
motor, and the shaft—impeller structure is inserted in the
stirred tank either axisymmetrically or sideways. Close
to the impeller blades, the rotation induces a tangential
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flow. Inside the bulk of the vessel, on the other hand,
the action of the impeller induces flow circulation, which
follows a pattern typical of the impeller type. Thus, we
distinguish mainly radial and axial impellers, depending
on the direction of the flow that emerges from the impeller-
swept region.

Radial impellers eject a liquid stream radially. In a
typical stirred vessel where the impeller is mounted on
a shaft, is vertical and is usually centrally located, the
ejected liquid flows from the edge of the impeller blades
toward the vessel walls. There, it separates into two
streams; one flows in the upper part of the vessel and
one in the lower part of the vessel, thus forming two flow
loops. The liquid from these two streams circulates in the
upper and the lower parts of the vessel and eventually is
drawn back into the agitator-swept region; two primary
circulation loops are established inside the stirred tank.

Figure 1 presents some typical radial impellers. The
Rushton turbine (RT; Fig. 1a) is one of the most widely
used impellers due to its efficiency in gas-liquid and
liquid-liquid mixing. Its construction is simple; usually it
has six flat blades mounted on a flat disk. Figures 1b
(SCABA 6SRGT turbine or Chemineer CD-6) and 1lc
(Chemineer BT-6) present two variants of the Rushton
turbine, where blades have a parabolic shape, which is
even more efficient than the RT, especially in dispersing
gas inside a stirred vessel. Finally, the Narcissus (NS)
impeller (2) produces an inverse radial flow; liquid is
drawn in from its side and pumped out from its upper
and lower parts.

Figure 2, which is a 2-D plot of composite radial and
axial velocities Urz—which are obtained from the vector
sum of the radial (Ur) and axial (Uz) components of the
local velocity vector—illustrates the typical radial flow
patterns of the Rushton turbine—radial flow directed
from the impeller toward the vessel walls—and of the
Narcissus (NS)—radial flow directed toward the impeller.
A similar double-loop circulatory flow pattern is induced
by the SCABA turbine (3).

Axial impellers draw liquid mainly from one of their
sides, top or bottom, and eject it from the opposite site;
when liquid is ejected toward the bottom of the vessel,
the impeller is said to work in the “down-pumping” mode,
whereas when the liquid is ejected toward the surface of
the liquid, this corresponds to the “up-pumping” mode.
Often, liquid is also drawn from the side of the rotating
impeller. Note that axial impellers are sometimes called
“mixed-flow” impellers, too: in some cases, part of the
ejected flow is directed sideways; this becomes more
pronounced when the viscosity of the liquid increases (4).

Figure 3 presents some typical axial-flow impellers. The
marine propeller (Fig. 3a) has been used for the propulsion
of boats, and nowadays it is its sole application; far more
efficient agitators have been designed for mixing liquids.
Figure 3b shows the widely used pitched-blade turbine
(PBT); the number of blades and their inclination usually
characterizes the PBT more specifically, for example, the
PBT in the illustration is referred to as a “4-45-PBT.”
The Mixel TT has blades, which are wider than those of
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(b)

Figure 1. Radial agitators: (a) Rushton turbine; (b) SCABA 6SRGT (or Chemineer CD-6); (¢) Chemineer BT-6; (d) Narcissus.

(@
7 AV R TR SRR
R RASARTIARINR R RN
NI RENT) YRR
~ A
R RVET INRVRPIFER

A Q- ’ A
N L N ANy

- V77 AL "
:_%\\\\ N “‘7*/”%_:‘“
‘;:\\ V1Y v w o ,/7"/// ///’(;'\:
‘\\ k\\\ //ffff/*
#\v\\HH\‘ ';”Hf‘v)

(b)

Pt N S S I S 1 IR A A M
py e NN NN A e
,\\k\r*f ff ’//v*
’;‘):\\ // \\(‘/l:\'**
AL SR
by oy
tos R
b - e - & b
[y polDEN
! o (,z:ti
H'”;,J/Lf/\ {\U\&\“u
\\$/////', \\\\\k\*/"
N7 A AL I ENENENANEN

Figure 2. Flow patterns induced by radial impellers in a stirred tank: (a) Rushton turbine (4); (b) Narcissus (NS) impeller (2).

the PBT and are profiled to be more efficient in energy
consumption.

The typical 2-D flow pattern induced by all axial-
flow impellers in their usual configuration—“down-
pumping”—is illustrated in (Fig. 4a). As already stated,
liquid is drawn from the upper part and the side of the

impeller and is ejected downward. A single circulation
loop is established in all cases; liquid flows upward close
to the vessel walls and returns toward the impeller. The
velocities in the upper part of the vessel are typically
rather slow: the Ugyz vectors are much shorter than
those close to the upper and lower sides of the impeller.
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Figure 3. Typical axial-flow impellers; (a) marine propeller;
(b) pitched-blade turbine; (¢) Mixel TT.

Therefore, the liquid in the stirred tank may be divided
into two regions: the first corresponds to the primary
circulation loop, which is established around the impeller;
liquid flows fast and results in an intensive mixing process.
The liquid in the second region, located mainly in the
upper part of the vessel, circulates slowly; therefore the
mixing process is less intense and effective there; it is often
necessary to add a second impeller on the same shaft, to
enhance circulation and mixing in the upper part of the
vessel.

The inverse configuration—“up-pumping”’—again
yields a single primary circulation loop, located around the
impeller (Fig. 4b). A smaller, secondary circulation loop is
established in the upper part of the vessel, achieving
better overall circulation and mixing than the “down-
pumping” mode.

Several other impellers have been tested and/or mar-
keted, based on extensive hydrodynamic performance
measurements, taking into consideration some opti-
mization criterion; some of them are variants of the
pitched-blade turbine; others have blade shapes originat-
ing from hydrofoils. Figure 5 illustrates some of these
impellers.

The size and location of the impeller inside the stirred
vessel are dictated by the process needs and affect its
performance, for example,
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Figure 4. Flow patterns induced by axial impellers in a stirred
tank: (a) Mixel TT in down-pumping mode [4]; (b) Mixel TT in
up-pumping mode (5).

e to disperse gas effectively inside a stirred tank,
it is necessary to use a radial agitator that has
a large impeller diameter (D)to tank diameter
(T) ratio, for example, D/T = 1/2, and to provide
high rotational speed;

e if it is required to provide surface aeration to the
stirred tank, the impeller is located close to the free
liquid surface;

e if it is necessary to achieve an effective distribution
of solid particles, an axial impeller having a reduced
size (D/T = 1/3) should be used, located closer to the
bottom of the vessel, having clearance (C), that is,
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Figure 5. Examples of advanced impellers: (a) “Medek” PBT [6,7]; (b) Chemineer HE-3 [8];
(e) Ekato MIG; (d) Lightnin A-310; (e) DeDietrich hydrofoil; (f) Lightnin A-320; (g) Prochem
Maxflo; (h) APV B2.
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the distance from the bottom of the vessel, close to
T/3 or even T/4.

When mixing is applied to rectangular troughs, the
axis of the impeller is horizontally located at one end
of the trough, and an axial-flow agitator with hydrofoil
blades is used to induce longitudinal motion of the liquid
in the trough.

PERFORMANCE DATA

The performance of the various impellers is characterized
by quantitative criteria; some of these are power
consumption, the amount of flow circulation caused by
the pumping action of the impeller, the ability of the
impeller to cause intense circulation in the stirred tank,
and the time necessary to achieve homogeneity of the tank
contents, among others.

The power consumption depends upon the impeller
type; it has been found that in turbulent conditions, where
the dimensionless Reynolds number (Re),

_ pND?
o

Re

€Y

is larger than about 4000, the dimensionless power
number (Po),
P

Po=-Neps

2

is approximately constant and characterizes each impeller.
Table 1 presents power numbers for a variety of commonly
used impellers.

Another feature of impellers is the amount of fluid being
“pumped out” of the agitator-swept region; from the flow
rate of this stream (Qp), another dimensionless number,

Table 1. Characteristics of Various Impellers

Power Flow
Number  Number

Type D/T C/T (Po) (FD)
A310 (Lightnin) 1/2 1/3 0.56 0.62
A315 (Lightnin) NA® NA®* 0.75-0.80 0.73
A320 (Lightnin) 0.40 0.39 0.64 0.64
A410 (Lightnin) 0.40 0.40 0.32 0.62
4-45-PBT 1/3 1/3 1.25 0.77
6-45-PBT (down-pumping)  1/3 1/3 1.93 0.75
6-45-PBT (up-pumping) 1/3 1/3 2.58 0.68
6SRGT (SCABA) 1/3 1/3 2.8-3.0 NA¢
BT-6 (Chemineer) 1/3 1/3 2.1 NA®
CD-6 (Chemineer) 1/3 1/3 2.8-3.0 NA®
HE-3 (Chemineer) 1/2 1/4 0.31 0.41
Marine propeller 1/3 NA“ 0.89 0.79
Medek PBT 1/3 1/3 0.41 0.60
Mixel TT (down pumping) 1/2 1/3 0.74 0.67
Mixel TT (up-pumping) 1/2 1/3 0.67 0.61
Narcissus 1/3 1/3 1.14 0.31
MaxFloT (Prochem) 0.35 0.45 1.58 0.82
Rushton turbine 1/3 1/3 4.9-5.2 0.78

“NA: not available.

the flow number, (FI), which also characterizes impellers
may be obtained:
_ Qp

Fl = ND? 3)

Table 1 presents typical values of flow numbers for the
most common types of impellers.

One of the purposes of an impeller is to create
circulation inside a stirred vessel, so one quantitative
characteristic of its efficiency is the spatial mean velocity
achieved in the vessel. This mean velocity, compared to the
velocity at the tip of the blades (Vrrp), yields the “agitation
efficiency” (Ig) of each particular impeller (9).

Finally, the time to obtain vessel homogeneity is termed
“mixing time” (¢fmrx); it has been found that for a wide
variety of impellers it may be correlated to the power
number and to the impeller-to-vessel diameter ratio (10):

2
N tyx = 5.3(Po)~1/3 (g) 4)

CONCLUSIONS

Mixing is used in a multitude of processes, including
water and wastewater treatment, to achieve several goals:
to disperse another phase—gas, liquid, or solid—into the
bulk of the liquid; to homogenize the stirred tank contents;
and to assist and promote a reaction between some of the
dissolved and/or dispersed species, among others. This is
usually achieved by using rotating impellers, whose blade
design has been often optimized for particular processes.
Radial impellers, such as the Rushton turbine, are more
suitable for homogenization and for dispersing a second
phase in liquids; however, they generate high-shear flows.
Axial-flow impellers are more suitable for solids dispersion
and for cases where shear-sensitive material exists in the
liquid, requiring benign mixing conditions.

NOTATION

C:  clearance of impeller (from midplane) to vessel
bottom (m)

D: impeller diameter (m)

Fl:  dimensionless flow number (-)

Ig: dimensionless agitation index (-)

N: impeller rotational frequency (Hz)

Po: dimensionless power number (-)

Re: dimensionless Reynolds number (-)

T:  vessel diameter (m)

tMrx: mixing time (s)

U: liquid velocity (m/s)

Vrrp: liquid velocity at the tip of the impeller blades
(= 7 ND) (m/s)

GREEK LETTERS

. viscosity of liquid (Pa.s)
p: density of liquid (kg/m3)



INDEXES

R: radial
RZ: composite radial-axial
Z: axial
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ARSENIC IN NATURAL WATERS

RoBerT Y. NING

King Lee Technologies
San Diego, California

INTRODUCTION

Arsenic is widely distributed in nature in air, water,
and soil as a metalloid and as chemical compounds,
both inorganic and organic (1). This class of compounds
was known to the ancient Greeks and Romans both
as therapeutic agents as well as poisons. This dual
nature as useful substances as well as toxic matter to
be controlled has grown over the centuries. Arsenic and
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arsenicals have widened use in commerce, but so have the
recognition that their presence in drinking water, largely
from natural sources, is a major public health problem
around the world.

Acute and chronic arsenic exposure via drinking water
has been reported in many countries, especially Argentina,
Bangladesh, India, Mexico, Mongolia, Thailand, and Tai-
wan, where ground (well) water is contaminated with
a high concentration of arsenic of 100 to more than
2000 pg/liter (ppb) (2). Studies have linked long-term
exposure to arsenic in drinking water to cancer of the
bladder, lungs, skin, kidney, nasal passages, liver, and
prostate. Noncancer effects of ingesting arsenic include
cardiovascular, pulmonary, immunological, neurological,
and endocrine (e.g., diabetes) disorders (3). Besides its
tumorigenic potential, it has been shown that arsenic
is genotoxic (4,5). Given the importance of arsenic as a
global environmental toxicant, we will summarize the geo-
chemistry, natural distribution, regulation, anthropogenic
sources, and removal mechanisms.

GEOCHEMISTRY

Average concentrations of arsenic in the earth’s crust
reportedly range from 1.5 to 5 mg/kg. Higher concentra-
tions are found in some igneous and sedimentary rocks,
particularly in iron and manganese ores. Common miner-
als containing arsenic are shown in Table 1. Arsenopyrite,
realgar, and orpiment are the most important of these
minerals, and they are commonly present in the sulfide
ores of other metals, including copper, lead, silver, and
gold. Arsenic may be released from these ores to the soil,
surface water, groundwater, and the atmosphere.

Natural concentrations of arsenic in soil typically range
from 0.1 to 40 mg/kg; an average concentration is 5 to
6 mg/kg. Arsenic can be released to ground or surface
water by erosion, dissolution, and weathering. Geothermal
waters can be sources of arsenic in groundwater.

In Yellowstone National Park, the arsenic concen-
trations in geysers and hot springs range from 900
to 3,560 ppb. Waters from these sources cause ele-
vated arsenic levels in rivers downstream. Other natural
sources include volcanism and forest fires. Volcanic activ-
ity appears to be the largest natural source of arsenic
emissions to the atmosphere, estimated variously between
2,800 to 44,000 metric tons annually. The relative con-
tributions of volcanic sources, other natural sources
(Table 1), and anthropogenic sources to the atmosphere
have not been definitively established.

The predominant forms of arsenic in groundwater and
surface water are arsenate (V) and arsenite (III). Examples

Table 1. Common Minerals of Arsenic®

Smalite, CoAsy
Cobaltite, CoAsS
Gersdorffite, NiAsS
Tennantite, 4CuySAs,S;
Proustite, 3AgySAssS3
Enargite, 3CquASzS5

Arsenopyrite, FeAsS
Lollingite, FeAsg
Orpiment, AsyS3
Realgar, As;sSy
Chloanthite, NiAs,
Niciolite, NiAs

%Reference 3.
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of inorganic arsenic compounds found in the environment
include oxides (AsyO3, AseOs), and sulfides (AsyS3, AsS,
HAsS;, HAsS33). Inorganic arsenic species that are stable
in oxygenated waters include arsenic acid [As(V)] species
(H3As04, HyAsO4~, HAsO42~ and AsO4%"). Arsenous acid
[As(III)] is also stable as H3AsOs and HyAsOs3~ under
slightly reducing aqueous conditions. Arsenite is generally
associated with anaerobic conditions. Oxidation state,
oxidation—reduction potential, pH, iron concentrations,
metal sulfide and sulfide concentrations, temperature,
salinity, and distribution and composition of biota appear
to be the significant factors that determine the fate and
transport of arsenic. In surface waters, additional factors
include total suspended sediment, seasonal water flow
volumes and rates, and time of day.

Sorption of arsenic to suspended sediment may strongly
affect the fate and transport of arsenic in surface water
systems (6). Where pH and arsenic concentrations are
relatively high and total suspended sediment levels are
relatively low, sorption processes may be less important.
However, where suspended sediment loads are higher,
arsenic concentrations are lower, and pH levels are lower,
arsenic is more likely to be present in the suspended
particulate phase rather than in the dissolved phase.
Particulate phase arsenic may settle to bottom sediment
in reservoirs and areas of low flow levels. In deeper lakes,
remobilization of arsenic from sediment may be minimal,
whereas in shallower lakes, arsenic may be remobilized
faster from wind-induced wave action and high-flow
scouring. Diurnal changes of as much as 21% in arsenic
concentrations have been observed in rivers, attributable
to pH changes due to sunlight and photosynthesis.

NATURAL DISTRIBUTION

A survey of arsenic concentration in natural waters is of
importance relative to the desirable maximum limit of
10 ppb or less for human consumption. An attempt has
been made to quantify the global element cycle for arsenic,
based on published data (1). Arsenic concentrations in
environmental media are presented in Table 2.

In addition to geochemical factors, microbial agents
can influence the oxidation state of arsenic in water
and can mediate the methylation of inorganic arsenic
to form organic arsenic compounds (8). Microorganisms
can oxidize arsenite to arsonate and reduce arsenate to
arsenite or even to arsine (AsHj). Bacteria and fungi can
reduce arsenate to volatile methylarsines. Marine algae
transform arsenate into nonvolatile methylated arsenic
compounds such as methylarsonic acid [CH3AsO(OH)q]
and dimethylarsinic acid [(CH3)2AsO(OH)] in seawater.
Freshwater and marine algae and aquatic plants synthe-
size complex lipid-soluble arsenic compounds (9). Organic
arsenical compounds were reportedly detected in surface
water more often than in groundwater. Surface water
samples reportedly contain low but detectable concentra-
tions of arsenic species, including methylarsonic acid and
dimethylarsinic acid. Methylarsenicals reportedly com-
prise as much as 59% of total arsenic in lake water.
In some lakes, dimethylarsinic acid has been reported as

Table 2. Arsenic Concentrations in Environmental
Media“

Arsenic

Environmental Media Concentration Range Units
Air 1.5-53 ng/m?®
Rain from unpolluted 0.019 ng/L (ppb)

ocean air
Rain from terrestrial air 0.46 ng/L
Rivers 0.20—-264 wg/L
Lakes 0.38—1,000 ng/L
Ground (well) water <1.0->1,000 wg/L
Seawater 0.15-6.0 ng/L
Soil 0.1-1,000 mg/kg (ppm)
Stream/river sediment 5.0—4,000 mg/kg
Lake sediment 2.0-300 mg/kg
Igneous rock 0.3-113 mg/kg
Metamorphic rock 0.0-143 mg/kg
Sedimentary rock 0.1-490 mg/kg
Biota—green algae 0.5-5.0 mg/kg
Biota—brown algae 30 mg/kg

“Reference 7.

the dominant species, and concentrations appear to vary
seasonally from biological activity within waters.

REGULATIONS

In the United States, the Safe Drinking Water Act (SDWA)
of 1974 called for establishing Maximum Contaminant
Levels (MCL) as national drinking water standards and
required the Environmental Protection Agency (EPA) to
revise the standard periodically. Based on a Public Health
Service standard established in 1942, the EPA established
a standard of 50 pg/liter (50 ppb) as the maximum arsenic
level in drinking water in 1975. In 1984, the World Health
Organization (WHO) followed with the same 50 ppb
recommendation. Since that time, rapidly accumulated
toxicity information prompted a revision of the standard,
and a provisional guideline of 10 ppb was recommended
by WHO in 1993. In January 2001, EPA published a
revised standard that would require public water supplies
to reduce arsenic to 10 ppb by 2006. Perceived hardships
in implementation and uncertainty in setting the standard
at 3, 5, 10, or 20 ppb has led the EPA to announce
temporary delays in the effective date for the January
2001 rule to allow for further cost—benefit analysis and
public input. The rule is significant because it is the second
drinking water regulation for which the EPA has used its
discretionary authority under the SDWA to set the MCL
higher than the technically feasible level, which is 3 ppb
for arsenic, based on the determination that the costs
would not justify the benefits at this level.

ANTHROPOGENIC SOURCES

Arsenic is released from a variety of anthropogenic
sources, including metal and alloy manufacturing,
petroleum refining, pharmaceutical manufacturing, pes-
ticide manufacturing and application, chemical manufac-
turing, burning of fossil fuels, and waste incineration.
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Most agricultural uses of arsenic are banned in the United
States. However, sodium salts of methylarsonic acid are
used in cotton fields as herbicides. Organic arsenic is also
a constituent of feed additives for poultry and swine and
appears to concentrate in the resultant animal wastes.
About 90% of the arsenic used in the United States is for
the production of chromated copper arsenate (CCA), the
wood preservative. CCA is used to pressure treat lumber
and is classified as a restricted use pesticide by the EPA.
A significant industrial use of arsenic is in the production
of lead-acid batteries; small amounts of very pure arsenic
metal are used to produce gallium arsenide, which is a
semiconductor used in computers and other electronic
applications. The U.S. Toxics Release Inventory data
indicated that 7,947,012 pounds of arsenic and arsenic-
containing compounds were released to the environment
in 1997; most of that came from metal smelting. The data
did not include some potentially significant arsonic sources
associated with herbicides, fertilizers, other mining facili-
ties, and electric utilities.

REMOVAL MECHANISMS

At the regulated maximum arsenic level of 10 ppb, the
U.S. EPA estimated that 5% of all U.S. community water
systems would have to take corrective action to lower the
current levels of arsenic in their drinking water. In high
arsenic areas of the world, the need for removal from water
supplies is even more acute.

Due to their predominance in natural waters,
arsenic(V) acid (H3AsOy4) and arsenous(IIl) acid (HAsOs)
and their salts can serve as the model for these and alky-
lated species for consideration of removal mechanisms.
The pK values of arsenic acid = 2.26, 6.76, 11.29 (10) and
arsenious acid = 9.29 (10) or 8.85 (11) are of prime impor-
tance in determining the degree of ionization at the pHs of
the water from which removal strategies are considered. It
is readily apparent that at a natural pH of 7 to 8, arsenic
acid is extensively ionized as the divalent ion; arsenious
acid remains largely un-ionized.

Due to the ionic charge, arsenate(V) is more easily
removed from source waters than arsenite(IIl). In par-
ticular, activated alumina, ion exchange, and reverse
osmosis may achieve relatively high arsenate removal
rates, but they show lower treatment efficiencies for arsen-
ite. Elevating the pH such as by caustic injection into
reverse osmosis system feedwater would be one approach
to greater removal of arsenite(III) compounds. Arsenite
can also be oxidized to arsenate to improve removal effi-
ciencies. In water that contains no ammonia or total
organic carbon, chlorine rapidly (in less than 5 seconds
at chlorine concentrations of 1.0 mg/L) oxidizes approxi-
mately 95% of arsenite to arsenate. Monochloramine at
a concentration of 1.0 mg/L oxidized 45% of arsenite to
arsenate. Potassium permanganate performs this oxida-
tion rapidly; oxygen does so slowly unless activated by
light and sensitizer.

In contrast to other heavy metals, As®* and As®* are
not precipitated as hydroxides, only as sulfides. Alkyl
and arylarsonic acids are precipitated by quadrivalent
metals such as tin, thorium, titanium, and zirconium.

The tendencies of dissolved arsenic species to adsorb on
inorganic particle surfaces such as iron, ferric hydrox-
ide, iron oxide, alumina, sulfur, and sulfides allow for
removal strategies involving fixed-bed reactors or adsorp-
tion/coagulation/filtration schemes. Sulfate, fluoride, and
phosphate ions are known to be strong competitors of
arsenic adsorption in some systems.
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EVALUATION OF MICROBIAL COMPONENTS
OF BIOFOULING
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Detecting the occurrence of biofouling and assessing its
impact involve a range of analytical techniques, including
informed observation and inspection of well components,
interpretation of hydraulic and water quality testing, and
direct analysis of microbial components of biofouling. The
latter is the subject of this article.

SYMPTOMS: INDIRECT ANALYSIS

Symptoms can be used as qualitative indicators of
biofouling but not specifically of the microbial component.
Observable symptoms include the following:

e clogging (both formation/well and pump/discharge
systems).
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e corrosion
e alteration of water quality in pumped samples

e distinct coating on surfaces visible during inspec-
tions, such as borehole television surveys.

Such symptoms are indications of biofouling and should
trigger analysis to determine the nature of the biofouling.

DIRECT ANALYSIS OF MICROBIAL BIOFOULING AND
COMPONENTS

Standard Methods

Some existing “standard methods” for analyzing aspects
of biofouling are described in:

e ASTM Test Method for Iron Bacteria in Water and
Water-Formed Deposits (D 932) (1)

e Section 9240—Iron and Sulfur Bacteria, Standard
Methods for the Examination of Water and
Wastewater (APHA-AWWA-WEF, currently 20th
ed. Supplement) (2).

o Additional Standard Methods (Part 9000) microbio-
logical methods (and others accepted by technical and
regulatory bodies) for analysis of heterotrophic bac-
teria and specific groups of interest such as the total
coliform group. All relevant aquatic and public health
microbiological methods are applicable in identifying
microbiological components of biofouling.

e Microscopic particulate analysis (MPA) ((2), con-
sensus method) can identify biofilm components as
part of its larger scope and represents a system-
atic approach.

Microscopic Examination and Analysis. The presence of
filamentous (e.g., Leptothrix, Thiothrix, or Crenothrix)
or stalked (Gallionella) iron or sulfur bacterial forms is
accepted as a positive indicator of biofouling. Examination
by light microscopy has traditionally been the method of
choice for confirming and identifying these “iron bacteria”
or “sulfur bacteria” (1,2). However, the absence of such
visible structures does not necessarily mean the absence
of biofouling:

1. Samples may not include enough recognizable
materials to provide the basis for a diagnosis
of biofouling.

2. Samples examined may not include the filamentous
or stalked bacteria normally searched for in such
analyses. It is generally understood that the
morphologically distinct types are only part of the
biofouling present.

3. Analysts vary in their skill and opinions in
interpreting what they see.

In addition, the existing standard microscopic tests (1,2)
are specified as qualitative. Attempts have been made to
quantify degrees of biofouling by microscopy. However,
spatial variations and the pulsating, three-dimensional
nature of active biofilms make them unreliable (4). An

available semiquantitative method using microscopy is
described by Barbic et al. (5).

Culturing Methods for Detection. Culturing enriches bio-
fouling microflora that cannot be identified microscopically
and helps provide more complete information on the
nature of biofilm samples. It can also be used to draw
reasonable conclusions about biofouling in the absence
of microscopy. Standard Methods (2) describes a range of
media formulations, and more for other purposes are found
in other sections of Part 9000. With regard to Section 9240
formulations, a number of limitations have been identi-
fied. These weaknesses have all been recognized by the
Standard Methods Section 9240 joint technical group:

e No reported effort has been made to standardize
these media with reference cultures from well
water. Thus the efficiency of recovery of iron-
precipitating bacteria from groundwater samples
remains unknown at present (4) but is probably
very low.

e Except for the modified Wolfe’s medium for Gal-
lionella enrichment (6), the environmental conditions
for growth in these media do not seem to match well
with groundwater environmental conditions (7,8).

e Useful Mn-precipitation media have been one area of
weakness in common practice (7), although they are
being refined (9).

e The available sulfur oxidizer media are still noniso-
lating, enrichment media.

e Employment of all of these culture methods requires
preparation from raw materials (no packaged agar
or broth media specific to IRB are available),
sterilization, and maintenance in a microbiological
laboratory by a skilled person. Thus, they are rarely
used in operational practice.

Cultural Media Improvements. An important innovation
of the last 20 years in biofouling cultural recovery has
been the development of prepackaged cultural media
that permit (1) practical use in operational monitoring
in addition to more academic analyses and (2) recovery
of a range of microflora, resulting in a more complete
understanding of the microbial ecology of wells and more
refined maintenance and management of water quality
(see entry GW-1311 Well Maintenance). Two groups using
slightly different approaches developed these methods
independently:

MAG Method (MAG Laboratorio Ambiental, La Plata,
Argentina). MAG tests for heterotrophic iron-related
bacteria (IRB) and sulfate-reducing bacteria (SRB)
consist of a prepared liquid medium contained in small
septum bottles (10,11). The MAG medium for iron-
related heterotrophic bacteria (BPNM-MAG) uses ferric
ammonium citrate [like W-R and R2A + FAC (7)] and
the SRB medium (BRS-MAG) uses Postgate C medium
under a reducing atmosphere, supplemented with iron
filings (11). Inoculation of a single bottle provides a
presence-absence (P-A) result. Dilution to extinction
provides a semiquantitative (MPN) result (11).
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BART Method. Currently, the most commonly used
cultural approach for routine biofouling monitoring is
the Biological Activity Reaction Test (BART™) Method
(Droycon Bioconcepts Inc., Regina, Saskatchewan).

e BART tubes contain dehydrated media formulations
and a floating barrier device, which is a ball that
floats on the hydrated medium of the sample.

e These devices and their proposed use are described
in detail in Cullimore (12). They can be used as an
enrichment method to provide a presence-absence (P-
A) or semiquantitative (MPN) detection of biofouling
factors (7,12—14).

BART tubes are available in a variety of media
mixtures. The IRB-BART™ test, for example, is designed
to recover microaerophilic heterotrophic Fe- and Mn-
precipitating microorganisms and is (like the BPNM-MAG
test) derived from the W-R iron bacteria medium (15). This
method, which is gaining wide operational acceptance
as a means of detecting and characterizing biofouling
symptoms, has provided useful qualitative information in
well biofouling in various field trials (7) and has proven
useful in a range of applications.

These methods have proved to be significant advances
in making microbial ecology an important factor in routine
operational monitoring as they

1. Reliably provide results to the level of detection
needed to make operational decisions.

2. Are relatively easy to use and interpret.

3. Offer a means for precise scientific characterization
of the microbial system if properly used and
interpreted within their limitations.

At present, neither of these systems is included
in Standard Methods, although they have become
operationally de facto standard methods within the
water operational and hydrogeologic communities (16). A
definitive comparability test among these and various
Standard Methods media is yet to be conducted.

Hybrid Methods. A subcategory of cultural methods
consists of field-usable enrichment procedures to increase
the potential for successful detection by microscopy.
For example, Alcalde and co-workers (10,17) describe a
simple enrichment and staining technique to enhance
the numbers and visibility of filamentous bacteria on
glass slides.

Nonculturing Biofouling Analytical Methods. All cultural
enrichment methods recover only a fraction (1% is an
often cited value) of microflora in environmental samples.
Employing a range of cultural media and using media
that better approximate ideal growth conditions (and
making them easier to use) helps to overcome these
problems; however, many microflora types may remain
unrecoverable. Nonculturing analytical methods that
directly detect interpretable evidence of microflora bypass
these limitations.

Phospholipid Fatty Acid (PLFA) or Phospholipid Fatty Acid
Methyl Ester (PL-FAME) Analysis. The method described
by White and Ringelberg (18,19) and its variations
provide a nonculturing method of characterizing the
microbial components of environmental samples (solids
such as sediment cores as well as fluids). In PLFA or
PL-FAME, “signature” lipid biomarkers from the cell
membranes and walls of microorganisms are extracted
from the sample. Particular types of biomarkers are linked
to groups of microorganisms. Amounts of biomarkers
can be reliably associated with viable biomass, and
compound ratios can be linked to community nutritional
status. Once extracted from cells with organic solvents,
the lipids are concentrated and fractionated using gas
chromatography/mass spectrometry (GC/MS). A profile
of the fatty acids and other lipids is then used to
determine the characteristics of the microbial community.
This “fingerprint” represents the living portion of the
microbial community because phospholipids degrade
rapidly following cell death (20).

Avariation is TC-FAME (total-cell FAME), in which the
lipids of whole cells are extracted and characterized from
microbial isolates. These fatty acid profiles are compared
to libraries of known isolates to identify unknowns in
environmental samples or pure cultures.

Adenosine Triphosphate (ATP) and Adenylate Kinase (AK)
Detection. ATP is ubiquitous in cellular life and can be
detected rapidly using bioluminescence methods. The ATP
bioluminescence test (21), detects ATP, which is present
only in living cells. The amount of light emitted in the
reaction can be correlated with the amount of ATP that
can be extracted from a known number of bacteria. The test
is rapid (<1 minute) and can be conducted with convenient
test kits. Differences in ATP amounts occur by cell
type and by growth phase and nutrient availability (22),
and 10° cells/mL is the lower detection limit, requiring
concentration for lower concentrations (Standard Methods
Section 9211 C). The AK test detects a cellular enzyme
(adenylate kinase-catalyzing ATP) that is present at a
fairly consistent level in cells of all growth phases except
spores, and the process (also rapid) can detect cells
at 10 cells/mL (22). These tests are primarily useful in
determining the total numbers of cells in a sample. What
this means depends on the nature of the sample, but the
ATP or AK result can be used for comparisons and in
making operational or treatment decisions.

Nucleic Acid Testing. To identify biofouling microbial
constituents definitively, genetic testing is used. Nucleic
acids extracted are compared to libraries of sequences.
Among the most useful procedures in groundwater
microbial analysis is 16S rRNA community structure
analysis (20). This method permits identifying microbes
within complex environmental samples (such as biofilms),
typically expressed as percent homology with known
groups, but it is possible to identify isolates to the
strain level.

Analytical Choice Considerations

All available analytical methods have their limitations.
Fortunately, the strengths and weakness of microscopy
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and cultural enrichment appear to be complementary (7),
so they are best used in tandem. The best use of BART or
MAG methods is as indications of:

1. early detection or confirmation of probable biofouling
and MIC conditions,

2. the presence of viable bacterial types in both liquid
and extracted or eluted solids samples, and

3. relative “aggressivity” or activity of biofouling and
corrosion-inducing communities.

Standard or heterotrophic plate counts (HPC) have
often been used in water analysis for quantitative results.
The validity of HPC has been called into question on the
viability issue and because agar plates are an osmotically
hostile environment. The actual organisms recovered
in HPC testing can also vary widely among locations,
seasons, and consecutive samples at a single location (23).
Also, unamended HPC media tell little about what the
recovered bacteria are doing in the environment. For
these reasons, cultural methods developed for biofouling
analysis are preferred, but HPC can be used if calibrated
for specific applications and as a gauge to interpret some
BART or MAG results.

PL-FAME provides a nonculturing method that can
reliably assay the types of microflora (some of which are
nonviable or dormant) in a range of samples, including
biofilm samples, and their relative health and vigor.
ATP/AK methods provide rapid cells-per-unit counts of
living microflora reliable within a margin of error, which
can also be conducted under field conditions in certain
circumstances.

Where genetic identification is important (as when
pathogen presence is suspected or to be ruled out), 16S
rRNA analysis identifies all bacterial types. Both PL-
FAME and 16S rRNA analyses are relatively expensive,
although information-rich.

Sampling Methods

A serious limitation in biofouling monitoring is that recov-
ering “representative” samples of biofouling microflora is
difficult. Pumped (grab) sampling is the easiest way to
obtain samples for analysis from wells or sample taps in
pipelines. However, if pumping fails to detach and suspend
biofilm particles, they will not be available for collection
and analysis. Thus, a presumption of “probably absent”
based on lack of recovery of microscopically visible parti-
cles (per Section 9240 or D 932) or cultural recovery may
be a false negative. To improve the odds in recovery, it is
useful to employ one or more of the following:

1. Filtration or centrifugation as recommended in
Standard Methods increases the odds of recovering
material useful for microscopic identification.

2. Time-series sampling: Cullimore (12) describes a
time-series pumped-sampling procedure (similar to
familiar procedures for groundwater quality analy-
sis) that attempts to overcome the randomness of
grab sampling. The time-series sampling approach,
which includes taking replicates of samples at each

sampling step, helps to overcome the statistical

limitations of random, pumped, grab sampling for

culture analysis.

e This information can be used in assessing the
microbial ecology in the well and the aquifer
adjacent to the well (12). This procedure can
be incorporated into a step-drawdown pumping
test procedure.

e Analysis of samples taken at various points in
a groundwater-source system (flow-series instead
of time-series) permits developing a profile of the
microbial ecology of the system.

3. Collection of a biofilm on immersed surfaces can
provide essentially intact biofilms for analysis. These
methods are also adaptable for collecting samples of
inorganic encrustations.

Several experimental designs for collecting biofilm
organisms have been presented in the literature since
at least the 1920s. Recent methods and equipment for
biofilm coupon collection are summarized in Smith (7).

Sampling methods are closely linked to analyti-
cal methods:

e Pumped sampling is used for cultural enrichment
(MAG or BART) or noncultural analysis of water
(e.g., PL-FAME or ATP/AK).

e Time-series or flow-series sampling permits spatial
analysis of results.

e Collection on surfaces is preferred for microscopy
samples.

e Collection of solids provides samples that can be
examined microscopically or extracted for culturing
(qualitative) and nonculturing assay.

e All are practical in the operational setting (7,24).

PRACTICAL ISSUES IN MAINTENANCE MONITORING
IMPLEMENTATION AND INTERPRETATION

Successful control of biofouling and associated changes in
water quality, such as increased turbidity or alteration
of metals content, depends very much on preventive or
early warning monitoring (see MW-76, Well Biofouling
and GW-1311, Well Maintenance). Among applications of
microbiological analysis, biofouling monitoring of ground-
water systems is a case study of methods in transition
attempting to meet user needs. In contrast to available
detection methods for microflora of concern to human
health, convenient methods yielding information useful
to formulate a response to biofouling have not been
readily available to operators of groundwater systems
until very recently.

At present, biofouling analytical methods remain at
best semiquantitative and offer results that require expert
interpretation. Consistency in usage and cross-correlation
with other information (e.g., biochemical, physicochemical
water quality and mineralogy) are keys to extracting
the maximum information from biofouling analysis for
a particular situation.
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THREAT AGENTS AND WATER BIOSECURITY
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THE NATURE OF THE THREAT

This article focuses on biological agents that can be
maliciously introduced into potable water supplies and
emphasizes those that would most likely be used, what the
state of knowledge is on disinfection and/or inactivation
protocols, and existing methods for detecting these agents.

The anthrax bioterror event that occurred in the
eastern United States in the fall of 2001 provided graphic
evidence of the considerable economic and public health
impact that deliberate release of a pathogenic agent could
engender, even in a technologically advanced nation. The
event brought increased awareness of the perils of threat
agents to public health and security personnel and led to
the implementation of methods to determine when these
agents may be present and to ameliorate their effects. The
water industry (here used to refer principally to potable
water suppliers) has been no exception; as part of the
Public Health Security and Bioterrorism and Response
Act (H.R. 3448) of 2002, all utilities providing water to
3300 people or more are required to have an emergency
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response plan in the event of a terror attack on their
infrastructure.

In the light of the increased demands these new
regulations make on the water industry, it is reasonable
to ask, how real is the threat? Undoubtedly, some
information on this topic is classified and not available to
the general public, but there are indications that militant
Islamic groups, such as Al Qaeda, are contemplating
the use of threat agents and/or chemicals to compromise
potable water supplies in the United States. Accordingly,
managers and supervisors of water utilities may find
it prudent to have some knowledge of potential threat
agents, how they can be detected, and how they may be
removed or inactivated when found.

THREAT AGENTS THAT MAY BE INTRODUCED INTO
WATER SUPPLIES

Traditional lists of biological threat agents include
both viruses and bacteria and the toxins that may be
elaborated by some of these organisms. The list of viruses
usually includes hemorrhagic fever- and encephalitis-
causing viruses such as Venezuelan equine encephalitis
(VEE), Ebola virus (EB), and Rift Valley fever virus
(RVF). Perhaps the most worrisome virus is smallpox
(Variola), enormous quantities of which were created by
a clandestine bioweapons program in the former Soviet
Union. Most of the world’s population lacks immunity to
smallpox and would thus be exceptionally vulnerable to
infection (1).

Bacterial agents (and their diseases) include Yersinia
pestis (plague), Bacillus anthracis (anthrax), Francisella
tularensis (tularemia), Coxiella burnetii (Q fever), and
Burkholderia pseudomallei (glanders or melioidosis). The
category of toxins includes staphylococcal enterotoxins A
and B; the botulinum toxin of Clostridium botulinum;
ricin; which is produced by the castor bean; and
trichothecene mycotoxins, which are extracted from fungi
and gained notoriety in the late 1970s as the “yellow rain”
used by Soviet-supplied forces in battlefields in Cambodia
and Laos (2).

SURVIVAL OF THREAT AGENTS IN WATER

Generally, little is known about the survivability of threat
agents in chlorinated or nonchlorinated water, how readily
they disperse in water, and whether exposure to water
alters their infectivity for the worse (or better, as the
case may be). Conducting experiments with virulent
strains of threat agents almost always requires use of
dedicated Biosafety Level 3/4 laboratory facilities, which
places sizeable constraints on the ability to carry out
assays to answer these questions. Therefore, it often
is necessary to extrapolate data derived from work
done with related species, or avirulent strains, of these
threat agents.

Some bacterial species that can be used as threat
agents are “naturally” encountered in water and have been
implicated in small but well-studied disease outbreaks. A

waterborne outbreak of tularemia occurred in Chlumcany,
Czech Republic, in 2000; 96 people became ill and con-
taminated water, used for drinking and food preparation,
was the vehicle of infection (3). Other documented cases
of tularemia linked to contaminated water were observed
in Kosovo (4) and Norway (5), and it was hypothesized
that an outbreak of oropharyngeal tularemia in Turkey in
2001 was caused by ingestion of nonchlorinated reservoir
water (6). Laboratory experiments conducted by Forsman
et al. (7) found that cells could be cultured in water devoid
of carbon sources and maintained at 8 °C for up to 70 days
postinoculation, indicating that F. tularensis can survive
immersion in an aquatic environment for an appreciable
length of time.

Outbreaks of melioidosis have been linked to the
ingestion of water contaminated with Burkholderia
pseudomallei; in Australia in 1997, seven -culture-
confirmed cases were identified in a small (300 people)
rural community served by capped borehole wells 2 km
distant (8). Chlorine levels in potable water samples
were undetectable prior to the presumed exposure
period, reflecting failure to treat water adequately before
consumption.

A helpful overview of the ability of conventional water
chlorination/disinfection protocols to inactivate threat
agents is summarized in Burrows and Renner (9). The
ability of some pathogens, such as spores of B. anthracis,
to remain viable following typical chlorination regimens is
a troubling but unavoidable facet of dealing with incidents
of bioterorrorism aimed at potable water distribution
networks (Fig. 1).

Note that for some agents, exposure to chlorine is
bacteriostatic rather than lethal; though log reductions
in the numbers of viable bacteria may be achieved, a
remnant population may survive and can grow when
chlorine concentrations decrease. For example, after 30
minutes of exposure, two strains of B. pseudomallei
survived exposure to 1000 ppm chlorine; another could
survive 300 ppm, but not 500 ppm (10). The utility of
alternative methods, for such as chloramines, ozone,
peroxides, UV radiation, metal ions, and electrochemistry,
water disinfection may offer distinct advantages over
chlorine (11). However, the paucity of experiments using
actual threat agents requires us to extrapolate results
achieved with conventional waterborne pathogens to gain
insight as to how well these methods would inactivate
species such as B. anthracis, F. tularensis, and poxviruses.

(a) (b)

Figure 1. Nomarski interference contrast microscopy images
of Bacillus anthracis Sterne strain spores: panel A, the
comma-shaped organism in the center of the image is a vege-
tative cell, and vegetative cells (panel B), 1000X magnification
(panel A photograph, courtesy of Jeffrey Karns).



MONITORING WATER FOR THREAT AGENTS: RECOVERY
FROM SOURCE AND FINISHED WATERS

Successful monitoring of source and finished waters for
threat agents is a two-component process: first, the
organisms must be removed or isolated from the water
samples, usually via filtration or other selective separation
protocols. Second, the recovered organisms must be
detected and their identity confirmed with a sufficient
degree of reliability and accuracy to allow water utility
managers to make decisions with confidence.

Approaches to establishing potable water security must
deal with three segments of the water delivery system:
the source water supply, the water purification/treatment
facility, and the distribution network that brings water
to individual buildings and homes. The water industry
has considerable expertise in detecting select pathogens
in source water, such as Giardia and Cryptosporidium,
via protocols such as the U.S. EPA Method 1623, which
involves capsule filter-mediated recovery of oocysts from
10 L volumes of water. However, source waters may con-
tain appreciable numbers of naturally occurring flora that
can confound detection efforts; they may also contain high
concentrations of particulate matter that can impede fil-
tration protocols for pathogen recovery from large volumes
of water.

Recovery of viral threat agents presents greater diffi-
culties than for bacterial agents because they are consid-
erably smaller (except for poxviruses, which may approach
0.2-0.3 pm in length) and require culture in living cells to
reproduce. As with protozoa, the water industry, private
and academic laboratories, and agencies such as the U.S.
EPA, have made considerable efforts to develop protocols
for isolating enteric viruses from large volumes of water,
and these protocols may be useful in dealing with agents
such as poxviruses and hemorrhagic fever viruses.
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Little is known about the behavior of biological toxins
in source waters, particularly when large quantities
of the toxins may be deliberately introduced into
reservoirs close to intake pipes. The stability of toxins
in such an environment is poorly understood. However,
larger utilities continuously monitor source water for
chemical contaminants (metals, organics, solvents, etc.)
and provide some measure of confidence in the industry’s
ability to adapt preexisting assays for detecting threat
toxins. Analytical chemistry protocols, such as gas or
liquid chromatography and mass spectrometry, as well
as immunoassays and bioassays, can be used in a
comprehensive monitoring strategy (12).

Monitoring operations at the second and third segments
of the water delivery system—the purification facility
and the distribution network—are more difficult targets
for bioterror attacks, because they have a more highly
supervised structure and offer fewer opportunities for
unobserved, deliberate introduction of pathogens. How-
ever, deliberate contamination at these segments of the
delivery system has far more troubling aspects than for
source waters because the infectious dose is comparatively
more concentrated in finished water and this water is des-
tined for direct (and indirect) consumption by the public.
However, by containing disinfecting agents, “in plant” fin-
ished water is less likely to permit survival of infectious
agents; by the time it reaches the household tap, potable
water may support pathogen viability. For example, in
experiments conducted in collaboration with Dr. Kalmia
Khniel at the University of Delaware, we have found that
raccoonpox virus can survive over two month’s exposure in
tap water, as measured by its ability to cause lytic infec-
tion of Vero cells. These experiments are preliminary, but
they indicate a need to learn more about poxvirus survival
in finished water (Fig. 2).

Figure 2. Polymerase chain reaction
(PCR) assay conducted on Vero cell
supernatant following infection with
raccoonpox virus (RPV). RPV (~1 x 10°
plaque-forming units) was incubated in
2mL volumes of water from various
sources: pond water and water from
taps in Howard County, Maryland; the
Beltsville Agricultural Research Center
(BARC), Maryland; and a home in New
Jersey, for 70 days at room temperature.
Two hundred pL portions of the water were
then mixed with a cell culture medium
and applied to Vero cells for 1 hour;
after that the medium was replaced and
the Vero cells maintained at 37°C and
5% COgy. The supernatant (200 pL) was
collected after 5 days and subjected to
DNA extraction and nested PCR using the
hemagglutinin primers of Ropp et al. (13).
Control samples represent unspiked tap
water samples. Lanes ntcl and ntc2
represent PCR negative controls and lane
Pos is the PCR positive control. Lane L is
the DNA ladder, with rung sizes indicated.
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MONITORING WATER FOR THREAT AGENTS:
IDENTIFYING THREAT AGENTS

Once threat agents have been recovered from source or
potable waters, they must be identified. Note Despite
significant advances in detection technologies, sponsored
in large part by U.S. government Department of Defense
research initiatives, there is no single method currently
that can reliably and reproducibly detect all potential
threat agents in water samples in real time with any
appreciable degree of sensitivity and specificity. The lack of
such a method obviously presents the water industry with
major challenges in monitoring potable water supplies for
potentially harmful organisms and/or toxins.

Detection methods can be classified into three broad
categories; the first includes traditional detection methods,
which offer some advantages: they are often relatively
inexpensive to perform, require modest training of the
individuals performing the tests, and have standardized
methods that have been reproduced by many laboratories
over lengthy periods of time. For bacterial pathogens
such as anthrax, traditional methods involving culture of
vegetative cells on agar, the appearance and morphology
of colonies on the agar, and the light microscopy features
of the cells comprising the colonies offer a convenient and
affordable means to monitor water for this agent (Fig. 3).

The same approach can be used with some degree of
success for Francisella and Burkholderia, among others.
As always, the type of water sampled can influence the
sensitivity and specificity of the detection method; when
closely related waterborne flora can be mistaken for
threat agents, traditional methods must be augmented

Figure 3. Photograph of bacterial colonies grown
from stream water spiked with spores of
B. anthracis Sterne strain on red blood cell agar
plates. The large black arrow indicates a colony
of B. anthracis; the smaller black arrow indicates
a colony of a related Bacillus spp. Note the
lytic zone surrounding this colony, a feature that
can be used to differentiate between colonies of
anthracis and those of other spore-forming members
of waterborne flora.

(@) (b)

Figure 4. The Anzenbio PDS-8 instrument is a novel platform
for field-based detection of toxins and pathogens. The detector
(panel A) can be held in one hand and presents data to the end
user via the inset LCD screen. The biosensor chip (panel B) is part
of a disposable cartridge that is inserted into the detector. Up to six
different samples (plus one positive and one negative control) can
be analyzed on the chip, using a proprietary antibody-mediated,
electrochemical format. The assay can be completed in as few as
2 hours (photo courtesy of Linda Williams, Anzenbio).

by other detection protocols to avoid generating false-
positive results.

The second category of detection approaches involves
immunologic methods, which are mediated by antibodies;
the formats for such methods can be quite varied and
include enzyme-linked immunosorbent assay (ELISA),
immunochromatographic lateral flow assay, immunomag-
netic separation-electrochemiluminescence (IM-ECL), and
time-resolved fluorescence assay (14). Compared to tradi-
tional protocols, antibody-based detection methods provide
greater specificity and sensitivity, timeliness, and ease of



use. Emerging technologies in this field seek to miniatur-
ize the assay to the point where it can be done in the field
or on site; one example of such an emergent technology is
provided in Fig. 4.

Immunologic methods for the detecting bacterial,
protozoal, and viral pathogens have been reported in
the literature; in one of the more recent reports, Tims
and Lim (15) detected purified B. anthracis spores in less
than one hour, using a portable fiber-optic biosensor.
Immunologic methods are particularly useful in detecting
toxins, which are often proteins and thus not easily
amenable to molecular biology-based detection (16).

Immunologic assays do possess some drawbacks. The
specificity of the antibodies used to mediate detection is
a critical factor; too poor a specificity means that false-
positive signals can be generated from organisms that are
closely related to the pathogen of interest. And, in general,
antibody-based assays may not provide as great a degree
of sensitivity as their molecular counterparts.

Molecular biology-based assays, such as PCR, have
come into the forefront of pathogen detection technologies.
By targeting regions of DNA intrinsic to particular species
or strains of microorganisms, molecular methods can
provide a high degree of specificity and sensitivity. There
is a substantial and ever-increasing body of scientific
literature on the use of molecular techniques for detecting
and characterizing conventional waterborne pathogens.
Many water quality laboratories in the United States,
Europe, Australia, and Asia now use these methods
routinely and readily adopt new instrumentation and
procedures as their testing needs evolve.

Drawbacks of molecular detection techniques include
high setup and maintenance costs, which translate into
a higher cost per assay than traditional protocols, and
the need for more training for laboratory personnel.
Nonetheless, the enhanced detection capability of molecu-
lar protocols has led to their adoption by U.S. Department
of Defense agencies as the first choice for threat agent
identification. A detailed recitation of existing threat
agent detection protocols is beyond the scope of this arti-
cle; readers are directed to the paper by Firmani and
Broussard (17) for a comprehensive overview of this evolv-
ing topic.

FUTURE DIRECTIONS FOR BIOSECURITY OF WATER
RESOURCES

As this article is written in early fall 2004, there are
encouraging signs that government agencies responsible
for regulating water quality are moving to enhance the
ability of the industry to respond to threats directed
against water resources.

One of these efforts is being mounted by the U.S.
EPA, which in July 2004 began testing three competing
platforms for the rapid detection of threat agents in
water under the aegis of the Environmental Technology
Verification (ETV) program. All three platforms, the
Idaho Technology, Inc. Ruggedized Advanced Pathogen
Identification Device (RAPID), the Applied Biosystems
7000 Sequence Detection System, and the Agilent
Bioanalyzer used by Invitrogen Corporation, rely on
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PCR to mediate amplification and identification of
pathogen DNA in real time. These instruments will be
tested by the Battelle laboratory’s Advanced Monitoring
Systems Center using the bacterial threat agents Bacillus
anthracis, Francisella tularensis, Brucella suis, E. coli,
and perhaps Yersinia pestis. The platform performing
best in sensitivity and specificity may be designated
the rapid detection method of choice for utilities and
agencies contemplating enhancements of their biosecurity
capabilities.

Other U.S. EPA initiatives, such as the Water Quality
Protection Center and the Drinking Water Systems
Center, are working to provide the industry with up-
to-date technologies for providing safe and wholesome
water to their customers. Industry organizations such as
the International Water Association, the American Water
Works Association, the Water Environment Foundation,
the European Water Association, and the Australian
Water Association are actively funding research and
development to provide improved biosecurity resources to
their subscribers. All of these developments should assist
water quality managers as they deal with the challenge
presented by this potential threat to human health.
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GRANULAR ACTIVATED CARBON
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Activated carbon is the generic term used to describe
a family of carbonaceous adsorbents with a highly
crystalline form and extensively developed internal
pore structure. Activated carbon is distinguished from
elemental carbon by the removal of all noncarbon
impurities and the oxidation of the carbon surface (1).
Activated carbon has the highest volume of adsorbing
porosity of any substance known to humans (5 grams of
activated carbon can have the surface area of a football
field). It can be defined as (2):

Activated carbon is a crude form of graphite, with a random
or amorphous structure, which is highly porous, over a broad
range of pore sizes, from visible cracks and crevices, to cracks
and crevices of molecular dimensions.

The use of activated carbon is not new. The Egyptians
used carbonized wood around 1500 B.c. as an adsorbent
for medicinal purposes as well as a purifying agent. The
ancient Hindus in India used charcoal for filtration of
drinking water. However, the basis for industrial pro-
duction of active carbons was established in 1900-1901 in
order to replace bone char in the sugar refining process (3).

Active carbons can be prepared from a wide range
of carbonaceous materials, which include coconut shells,
wood char, lignin, petroleum coke, bone char, peat, saw
dust, carbon black, rice hulls, sugar, peach pits, fish,
fertilizer waste, and waste rubber tire. (Table 1). The
range of raw materials is diverse and widespread and
greatly influenced by the need to produce low-cost carbon.

Among the most commonly used raw materials, precursors
for the production of commercially activated carbons are
wood (130,000 tons/year), coal (100,000 tons/year), lignite
(50,000 tons/year), coconut shell (35,000 tons/year), and
peat (35,000 tons/year) (4,5).

TYPES OF ACTIVATED CARBONS

Based on the physical properties, activated carbons can be
classified into the following broad categories:

Powdered Activated Carbon (PAC)

These activated carbons are made in the powders or
fine granules according to the requirement. Powdered
activated carbons have a diameter between 15 and 25 pm.
These carbons provide a large internal surface with a
small diffusion distance.

Granular Activated Carbon (GAC)

Granular activated carbon (GAC) is commonly used for
the purification of liquids and gases. Granular activated
carbon adsorbs a vast variety of dissolved organic mate-
rials, including many that are nonbiodegradable. GAC
removes organic contaminants from water/wastewater
by the adsorption process of the attraction and accu-
mulation of one substance on the surface of another.
Granular activated carbons typically have surface areas of
500—2000 m?/g, with some reported as high as 3000 m?/g.
Much of the surface area available for the adsorption
in granular activated carbon particles is found in the
pores within the granular carbon particles created during

Table 1. Source Materials Used for the Preparation of

Activated Carbons

Bagasse

Bark

Beat-sugar sludge
Blood

Blue dust

Bones
Carbohydrates
Cereals

Coal

Coconut coir
Coconut shell
Coffee beans
Corn Cobs and corn stalks
Cottonseed hulls
Distillery waste
Fertilizer waste slurry
Fish

Fruit pits

Fuller’s earth
Graphite

Human hairs
Jute stick

Kelp and seaweed
Leather waste
Lignin

Lignite

Lampblack

Leather waste
Molasses

Municipal waste
News paper

Nut shells

Oil shale

Olive stones

Palm tree cobs

peat

Petroleum acid sludge
Petroleum coke
Potassium ferrocynide residue
Pulp-mill waste
Reffination earth
Refinery waste

Rice hulls

Rubber waste

Saw dust

Scrap tires

Spent Fuller’s earth
Sunflower seeds
Sugar-beet sludge
Tea leaves

Rubber Tires
Wheat straw

Wood




the activation process. GAC have relatively larger parti-
cle sixes than powdered activated carbon and therefore
provide a smaller external surface. These carbons are pre-
ferred for all the sorption of gases and vapors. GAC are also
used in water/wastewater treatment, deodorization, decol-
orization, and separation of components in flow systems.

Spherical Activated Carbon (SAC)

These carbons are prepared from small spherical balls
wherein pitch is melted in the presence of naphthalene
or tetorlin and converted into spheres. These spheres
are then contacted with naptha solution, which extracts
naphthalene introduced into the porous structure. These
porous spheres are then heated between 100 and 400 °C in
the presence of an oxidizing agent. The oxidized spheres
are then heated between 150 and 700 °C in the presence
of ammonia to introduce nitrogen into spheres followed by
activation in steam or CO,.

Impregnated Activated Carbon (IAC)

In chemical activation, a catalyst may be impregnated into
the feedstock. The most commonly used chemical activants
include ZnClg, H3PO4, HzSO4, KOH, Kgs, and KCNS.
In this process, a near-saturated solution of catalyst-
impregnated feedstock is dried to influence pyrolysis in
such a way that tar formation and volatilization can
be kept at a minimum. The resulting product is then
carbonized. Silver impregnated activated carbons are used
for purification of domestic water.

Polymer Coated Activated Carbons (POAC)

In this process, porous carbon can be coated with
biocompatible polymers resulting in a smooth and
permeable coat without blocking the pores. It is well
documented in literature that activated carbons possess a
highly developed porous system. These pores are produced
during the activation process of carbonized residue when
spaces between elementary crystalline are cleared of
carbonaceous compounds and nonorganized carbon.

The precursors used for the production of activated
carbons have a large effect on the pore size distribution,
surface area, and other physical and chemical properties.
Table 2 sums up some of the basic differences between
the raw materials used for the production of some
important activated carbons, whereas the properties of
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some commercially available carbons with their sources
as collected from literature are presented in Table 3.

METHODS FOR ACTIVATED CARBON DEVELOPMENT

The methods for the development of activated carbons
are nearly as widespread as their potential uses and
source materials (6). However, the basic steps most
commonly used in the preparation of activated carbons
are precursor material preparation, palletizing, low-
temperature carbonization, followed by chemical or
physical activation (Fig. 1). A number of methods were
used for the preparation of activated carbons from waste
materials from time to time using different activation
parameters. Different steps/activation parameters used
for the preparation of some of the activated carbons are
presented in Table 4. Although the list is not complete, it
will provide a general idea of the different methods used
for the production of activated carbons.

Raw Materials

The selection of an appropriate raw material (Table 1) for
the development of granular activated carbon is the most
important aspect. The following points must be considered
before selecting any raw material for the production of
activated carbons:

1. Industrially inexpensive materials with high car-
bon and low inorganic content should always
be preferred.

2. The impurities in raw materials should be kept at a
minimum because after the activation process, many
of these may be present in the carbon at higher
concentrations than the precursors materials.

3. Importance should be given to the precursors having
high density and sufficient volatile content. The
volatile results in porous char, whereas high density
favors the enhancement of structural strength of
the carbon needed to withstand excessive particle
crumble during use.

4. The raw material should be available in abun-
dance locally.

The raw materials used for the preparation of activated
carbons vary with their applications. A comparison of some
of the raw materials is presented in Table 2.

Table 2. Basic Differences in Precursor Materials Used for the Production of Activated Carbons

Percent

Raw Percent Volatile Ash Density Activated

Materials Carbon Matter Percent (kg/m3) Carbon Texture Applications

Hard wood 40-42 55-60 0.25-1.2 0.50-0.8 Soft with large pore volume Liquid phase adsorption

Soft wood 40-45 55-60 0.25-1.0 0.40-0.50 Soft with large pore volume Liquid phase adsorption

Nut shells 40-45 55-60 0.40-0.60 14 Hard with large multi pore Vapor phase adsorption
volume

Lignite 50-70 25-40 5-6 1.0-1.40 Hard with small pore volume Liquid phase adsorption

Soft coal 60-80 25-30 2-12 1.25-1.50 Medium hard with medium Liquid and vapor phase
micropore volume adsorption

Semihard coal 70-75 1-15 5-15 1.45 Hard with large pore volume Vapor phase adsorption

Hard coal 85-95 5-10 2-15 1.50-2.0 Hard with large pore volume Vapour phase adsorption
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Table 3. Properties of Some Selected Activated Carbons Gathered from the Literature

Total Moisture
Surface Pore Todine as
Types of Raw Area, BET Volume Number Ash Uniformity Packed Effective Apparent
Carbons Material (m?/g) (ml/g) (mg/g) (%) Coefficient pH,p, (%) Size, mm Density
F-100 Bituminous coal 850-900 — 850 2.1 9.0 2 0.8-1.0 —
F-200 Bituminous coal 714 — 850 1.9 8.2 2 0.55-0.75 —
F-300 Bituminous coal 950-150 0.85 900 9 2.1 9.8 2 0.8-1.0 0.5 glcc
F-400 Bituminous coal 1050-1200 0.94 1000 54 1.9 10.40 2 0.55-0.75 217
F-816 Bituminous coal — — 900 9 14 — 2 1.3-1.5 —
F-820 Bituminous coal — — 900 — 1.5 — 2 1.0-1.2 —
Centaur HSV Bituminous coal — — 800 7 — — 4 — 0.56 g/cc
Nuchar SN Wood 1400-1800 — 900 3-6 — 4.0 10 — 337-369 (kg/m?)
Nuchar SA Wood 1400-1800 — 900 3-6 — 4.0 10 — 337-369 (kg/m?)
Nuchar W Wood 1400-1600 — 900 — — — 10 — 240-305 (kg/m?)
HD-4000 Lignite coal 625 0.93 647 23 1.44 — 8 0.74 0.40 g/ml
Draco KB Hard wood 1500 1.8 — 2 — — — 0.45 g/cc
Norit GAC 840 R Reactivated — — 800 — — — 2 — 0.48 g/cc
Carbon
Norit PAC 20 B Coal — — 800 — — — 3 —
HD-C Lignite coal 556 500 — — 4 — 0.51 g/cc
Norit GAC 1240 coal 1100 0.95 1020 1.8 — 2 — 0.50 g/cc
Barnebey & Coconut shell 1100-1200 — 1050 2-3 — — — — —
Sutcliffe SE
Barnebey & Coconut shell 1100-1200 — 1050 2-3 — — — —
Sutcliffe PE
Barnebey & Coconut shell 1150 — — 5 — — — 0.48 g/cc
Sutcliffe KE
Barnebey & Coconut shell 1150 — — 5 — — 5 — 0.4-0.8 gl/cc
Sutcliffe UU
Pica POU/POE Coconut shell 700-2200 — 1150 5 — — 5 — 0.45-0.54 g/cc
GX203 carbon
Pica POU/POE NC Coconut shell 700-2200 — 1100 4 — — 3 — 0.41-0.45 g/cc
506 carbon
Cameron PACarb  Resinous wood — — 500 8 — — 3 — 0.45 g/ce
charcoal
Selecto ABA 4000 300-500 0.35-0.55 — — — — — —
LC
Witco 517 Petroleum 1050 — 1000 0.5 14 — 1 0.89 0.52 g/ce

Carbonization

Carbonization, sometimes called charring, converts the
organic material into primary carbon, which is a mixture
of ash, tars, amorphous carbon, and crystalline carbon.

In carbonization, the material is heated slowly in
the absence of air. In this process, most of the
noncarbon elements, hydrogen, and oxygen are first
removed in gaseous form by pyrolytic decomposition of
the starting materials. The important parameters, which
determine the quality and quantity of the carbonized
product, are (a) rate of heating, (b) final temperature, and
(c) soaking time.

Activation

The activation is carried out basically to enlarge the
diameters of the pores, which are created during the
carbonization process, and to create some new porosity,
which results in the formation of a well-defined and
readily accessible pore structure with large internal
surface area. During the activation process, the spaces
between the elementary crystallites become cleared or

less organized loosely bound carbonaceous material. The
resulting channels through the graphitic regions, the
spaces between the elementary crystallites, together
with fissures within and parallel to the graphite planes
constitute the porous structure, with large internal surface
area (24). There are two types of activation, which are used
to impart a porous structure within a starting material
of relatively low surface area, namely thermal/physical or
chemical activation.

Physical or Thermal Activation. Physical or thermal
activation occurs after initial treatment and palletizing;
it involves carbonization at 500—600 °C to eliminate the
bulk of the volatile matter followed by partial gasification
using mild oxidizing gas such as COg, steam, or fuel gas at
800-1000 °C to develop the porosity and surface area (25).
An example includes the gasification of the carbonized
material with steam, and carbon dioxide occurs by the
following endothermic reactions:

C+ Hy0 —— CO + Hs (29 keal)
C + COy —— 2CO (39 keal)



Precursor
materials

Reconstitution

Pretreatment

Carbonization

PAC

CO + HeO —— CO2 + Hz (10 kceal)

The HsO molecule is smaller than the COy molecule
and thus diffuses faster into the pores of the carbon.
Consequently, a reaction with steam is faster than that of
COsq. It has been reported in literature that a decrease in
the reaction rate with COq activation on carbon-containing
wastes is nearly two times less than that of steam. When
air or oxygen is used as an activating agent, problems
develop because of the exothermic nature of the reactions
of carbon with air (oxygen), and thus it is difficult to
control. Despite these problems, several researchers have
used the same for the activation of their products.

Chemical Activation. The second type of activation
involves the incorporation of inorganic additives or
metallic chlorides, such as zinc chloride or phosphoric
acid, into the precursor before the carbonization (6). It has

Grinding/Classifying/
Sizing

Sieve
analysis
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GAC
Figure 1. Various steps used in the activated
carbon production.

been reported that carbons with well-developed porous
structure, mainly meso and microporous, can be produced
by ZnCly incorporation. KOH activation has also been
shown to successfully increase the surface area and pore
volume of active carbons (20,26)

Many other chemicals, such as ammonium salts,
borates, calcium oxide, ferric and ferrous compounds,
manganese dioxide, nickel salts, hydrochloric acid, nitric
acid, and sulfuric acid, have also been used for the
activation purpose.

The basic difference between physical and chemical
activation is the number of stages required for activation
and the temperature at which the activation takes
place. Chemical activation is a one-step process, whereas
physical activation is a two-step process, including
carbonization and activation. The temperature required
in physical activation (800—1000 °C) is higher than that of
chemical activation (200—-800 °C).
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Table 4. Some Chemical Activant-Feedstock Couples [Extended Form of (4)]

Feedstock Activant Conditions Reference
Coconut shell Con. HySO4 1.5 parts by weight HoSO4 for 7
24 hrs at 140—160°C: steam
activation at 1 Kg/m? pressure
for 30 min.
Agricultural by products such as — Heating in CO; at 1123K 8
almond shell, olive stones and peach
stones
Coconut shell Con. HySO4 1.0 parts by weight HoSO4 for 9
24 h at 150°C
Fertilizer slurry H;05/H50, Ny 450°C, 1 h 10
Palm tree cobs H3PO4/H>SO0y4 730°C,6 h 11
Coconut shell H3POy 450°C 12
Petroleum coke KOH/H,0 700-850°C,4 h 3
Raffination earth H, SO4 10% v/v,350°C 13
Algerian coal KOH/NaOH 930°C 14
Pine saw dust Fe(NO3)3/COqg 850°C,1h;825°C,6 h 15
Almond and pecan shells H3PO, Chemical activation with 16
H3PO4/Physical CO9
Eucalytus woodchars — CO; activation, 400—800°C 17
Bituminous coal ZnCl, N/400-700°C 18
Coal or coconut shell Phosgene or chlorine gas at 19
180°C
Petroleum coke KOH Dehydration at 400 °C followed by 20
activation in 500-900°C
Lignite NagMoOy4/ Inert atmosphere/600—800°C 21
NaWO,/
NH,VO3/
(NH4)2M004/
FeCls/
Fe(N03 )3
Peanut hulls H,SO4 150 °C, Sodium bicarbonate 22
Coconut shell and cocnut shell fibers H>S04 600°C 23

Thus, the activated carbons can be prepared by either
physical/chemical activation or a combination of both with
well distributed porosity and high surface area.

Characterization of GAC

The effectiveness of activated carbon as a unit process
in the treatment of water/wastewater/industrial effluents
requires the best selection of an appropriate activated
carbon. Following are some of the important properties
used for the selection of suitable activated carbon for
specific treatment:

Density. The density of carbon can be expressed in
several different ways. The two most important among
these are apparent and particle densities.

Apparent Density. Apparent density has little role in
initial evaluation of an activated carbon, but it has an
important role in the regeneration process. It is defined
as the mass of carbon per unit volume that can be packed
into an empty column. It is expressed in grams per cubic
centimeter or pounds per cubic foot.

Particle Density. Particle density is defined as the ratio
of the mass of dry and unloaded carbon particles to the
total volume of the particles, including pore volume.

Higher density GAC is preferred because of the
following reasons:

1. High density GAC has more carbon structure.

2. The high density GAC figured that, for each cubic
meter of volume, more GAC could be installed.

3. Bituminous coal-based GAC provides a much denser
material than lignite or subbituminous coal.

Moisture. It is important only for shipping and
manufacturing purposes. It is defined as the percent by
mass of water adsorbed on activated carbon.

Hardness and Attrition. It is an important factor in
system design, filter life, and product handling. Large
differences exist in the hardness of activated carbons,
depending on the raw materials used and activity level
(Tables 2 and 3). It is defined as the resistance of a
granular activated carbon to the degradation action of
steel balls in a Ro—Tap machine. It is calculated by using
the mass of granular carbon retained on a particular sieve
after the carbon has been with steel balls.

Sieve Analysis. It is very useful in carbon production
evaluation. It is also important in the evaluation of
purchased carbon to the specifications. The distribution of
particle sizes in a given sample is obtained by mechanically



shaking a weighed amount of activated carbon through a
series of test sieves and determining the quantity retained
by or passing given sieves.

Abrasion Number. The abrasion number is important
in evaluating the ability of a carbon to withstand attrition.
It is defined as a measure of the resistance of the particles
to degrade on being mechanically abraded, which is
measured by putting a carbon sample with steel balls
in a pan on a Ro—Tap machine. In other words, it is
defined as the ratio of the final average (mean) particle
diameter to the original average (mean) particle diameter
times 100.

Ash Percent. The ash percent is very important in the
evaluation of the raw materials and the manufacturing
process. It is the residue that remains when the
carbonaceous portion is burned off. The ash contained
mainly has silica, alumina, iron, magnesium, and calcium.
Ash in activated carbon is not desirable and is considered
to be an impurity. It can be measured by the change in
weight by burning the carbon sample to constant weight
at 800°C.

pH. The effect of the carbon on pH of a volume of
water is very much dependent on the relative quantities
of both activated carbon as well as water. The pH effect
can be studied by putting 1.0-gram carbon with 50 ml of
de-ionized water and heating to 90 °C followed by cooling
to 20 °C and measuring the pH of the supernatant.

Effective Size, Mean Particle Diameter, and Uniformity
Coefficient. It is used to establish the hydraulic conditions
of an adsorber column. Measurement of the gradation of
carbon particles plays an important role in the evaluation
of head loss in the flow through granular beds. The mean
particle diameter can be calculated as follows:

First the average particle diameter (d) of each sieve
used for the particle distribution is calculated by using the
following equation:

d=wxn

where w is the percent of the total weight retained by
a particular sieve and n is the average of the mesh
opening of the sieve that contained w and the sieve used
immediately above.

By using this d, the mean particle diameter can be
calculated as:

Mean particle diameter = sum of all diameters

divided by 100

It is very important to note here that the smallest sieve is
not considered in calculating the mean particle diameter.

The effective size can thus be calculated by using the
cumulative percentage of carbon passing each size and
plotting the sieve opening in millimeters (ordinate) versus
the cumulative percentage (abscissa) on a semilogarithmic
scale. Thus, the effective size is the opening in millimeters,
which passes 10% of the total material. The 60% passing
sieve size divided by the effective size gives the uniformity
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coefficient. The 50% passing sieve size is approximately
the mean particle diameter. The uniformity coefficient
is basically a dimensionless factor, which indicates the
degree of uniformity of GAC. A value of one indicates
that all parameters are identical in size, whereas greater
values relate to a higher degree of variation.

Surface Area. Total surface area is very important
to characterize porous solids. Large surface area is
generally a requirement for a good adsorbent. However,
the total surface area has to possess adequate pore size
distribution and surface chemistry to adsorb the targeted
species. Surface area determination relies on the accurate
knowledge of the average area. It is determined by the
sorption of nitrogen gas into the carbon and is expressed
in square area per gram of carbon. The most widely accept
method is the BET nitrogen adsorption method.

Pore Size Distribution. Activated carbon is a complex
network of pores of different sizes and shapes. The shapes
include cylinders, rectangular cross sections, and other
irregular shapes and constrictions. The identification of
different sizes is called the pore size distribution.

The pore size distribution is very much dependent on
the source materials and method of activation. According
to IUPAC accepted criteria (27), activated carbons have
a trimolecular distribution of pore sizes (Fig.2), as
discussed below.

Macropores. These are the pores having diameter
greater than 50 nm (Fig. 2). Their pore volume varies
from 0.2 to 0.5cm?/g and surface area lies between
0.5 and 2 m?/g. Such low value of surface area renders
them of little use in adsorption except for large
adsorbate molecules.

Mesopores. These pores have diameter ranging between
2nm and 50 nm (Fig. 2). The pore volume of these pores
varied from 0.02 to 0.01 cm®/g. The surface area consti-
tuted by these pores lies between 10 and 100 m?/g. The
capillary condensation with the formation of a meniscus
of adsorbate mainly takes place in these pores.

Micropores. These pores have diameter less than 2 nm
(Fig. 2). Their size generally corresponds to that of
molecules. The value of these pores ranges from 0.15 to
0.5 cm®/g and surface area lies between 100 and 1000 m?/g.
They constitute about 95% of the total surface area. These
pores are of great significance as far as adsorption studies
are concerned.

Besides these, two different types of pores are exist in
some of the carbons.

Ultramicropores. These pores have diameter <0.7 nm.

Supermicropores. These pores have diameter between
0.7 and 2 nm.

In practice, total pore volume is calculated by
measuring three distinct volumes associated with one
gram of the material at a constant temperature. These
three distinct volumes are:
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External Pores Internal Pores €——

.

.

Micropores ———
(d<2nm)

Mesopores
(2<d<50nm)

Macropores
(> 50 nm)

Where d represents diameter

Figure 2. Schematic activated carbon structure.

(a) the volume of its purely solid structure
(b) the external geometrical volume of the solid
(c) the volume of a given fluid that it can displace

Thus, the total pore volume can be given by the difference
between (b) and (a).

lodine Number. It is defined as the number of
milligrams of iodine adsorbed by one gram of activated
carbon when the iodine concentration of the residual
filtrate is 0.02N.

The iodine number provides an indication of the amount
of small pores in carbon. It is correlated with the surface
area in pores with diameters less than 10 A. As iodine is
a small molecule, it provides an indication of a particular
carbon’s capacity to adsorb smaller molecules.

Molasses Number. The molasses number represents the
amount of large pores in carbon. It is calculated from the
ratio of the optical densities of the filtrate of a molasses
solution treated with a standard activated carbon and one
in question. The molasses number can be correlated with
the surface area in pores with diameters greater than
10 A.

Both the iodine number and the molasses number
decrease with time as adsorption occurs.

Methylene Blue Number. It is defined as the number
of milligrams of methylene blue adsorbed by one gram
of activated carbon in equilibrium with a solution of
methylene blue dye having concentration 1.0 mg/L.

Phenol Number. Phenol number has been found to be a
less sensitive test as it is very much effected by pH of the

actual water used. It is very well documented in literature
that at low pH, phenol adsorption is much greater than at
neutral or alkali pH.

SURFACE CHEMISTRY OF ACTIVATED CARBON

The type of starting material and the method of activation
used in producing activated carbon determines the
nature of various surface functional groups. The surface
chemistry of carbon has been studied extensively by
several investigators from time to time. The nature of
the carbon surface basically depends on the conditions
and temperatures employed during the activation process.
Activated carbon can be divided into two major types,
namely acidic (L) and basic (H), according to Steenberg’s
classification (1) and can be defined as follows:

L Carbons

These carbons are prepared by heating the raw materials
at about 200—-400 °C in the presence of air. These carbons
assume a negative charge (ionized) upon hydration and,
thus, yielding acidic pH, are hydrophilic in nature and
can neutralize a strong base. These carbons generally
develop acidic surface oxides and lower the pH value
of neutral or basic solutions. They primarily sorb
bases from the solutions and exhibit a negative zeta
potential. Wood-based activated carbons are usually L
type in nature. The predominant surface functional
groups are carboxyl, phenolic hydroxyl, carbonyl (quinone
type), carboxylic acid, anhydrides, lactone, and cyclic
peroxide (28,29). It has been reported that carboxylic and
lactone groups tend to discourage the adsorpion of many
aromatic compounds (29). Carbonyl groups in the form of
quinone structures, and hydroquinone groups, however,
can enhance the adsorption of aromatic compounds by the
formation of an electron donor-acceptor complex between
the aromatic ring and the surface carbonyl groups (30,31).

H Carbons

The activated carbons are prepared by heating the raw
materials at about 800—1000 °C in the absence of air or in
the presence of CO4 followed by exposure to air at room
temperature. These carbons assume a positive charge
(protonated) upon introduction into water, thus yielding
alkaline pH. They are hydrophobic in nature and can
neutralize strong acids. These carbons generally develop
basic surface oxides and increase the pH value of neutral or
acidic solutions. They primarily sorb strong acids from the
solutions and exhibit a positive zeta potential. Coconut
shell-based and dust coal activated carbons are usually
H type in nature. The predominant surface functional
groups on the surface of the carbons are lactones, quinones,
phenols, and carboxylates. More reports of the chromene
(benzpyran) groups on the surface of the carbon exist (32).
Boehm and Voll (33) suggested that basic surface oxide
may be represented by pyrone-like structures.

It is interesting to note that H-type carbons can be
converted into L-type carbons when they are oxides by
chemical oxidants or aged in the atmosphere.



The acidic groups on activated carbons are believed
to be one of the most important properties of activated
carbons for metal ions adsorption (34). The L-type carbon
is a stronger solid acid than the H-type carbon, therefore
L-type carbon is more efficient for the adsorption of
heavy metal ions. Surface area is not a primary factor
for adsorption on activated carbon. High surface area
does not mean high adsorption capacity, as reported by
Perrich, (35), because of the following factors:

(a) In adsorption, only the wetted surface area is
effective, which is never equal to the total
surface area.

(b) In some adsorption processes, the material to be
adsorbed is too large that it cannot enter the small
pores where the bulk of the surface area exists.

(c) Data on the surface area, pore volume, and surface
nature usually have not been correlated with data
on the material to be adsorbed.

The physical and chemical properties of the carbons are
very much dependent on the properties of raw materials,
method of carbonization, and activation. The properties
of some selected carbons developed from different sources
are given in Table 3. These properties are collected from
various sources including books, literature, and company
brochures.

ADSORPTION EQUILIBRIUM

To determine the ultimate adsorption capacity, the solutes
are brought in contact with a given amount of activated
carbon or any other adsorbent in a closed system. If
adsorption is the dominating removal mechanism, then
the residual concentration will be reached that will
remain unchanged with time, which is also know as
equilibrium concentration. This process is known as
adsorption equilibrium.

The adsorption process is essentially an attraction
of gaseous or liquid adsorbate molecules onto a porous
adsorbent surface. In gaseous separations, activated
carbon is often used to remove odors and impurities
from industrial gases, to recover valuable solvent vapor,
and to dehumidify air and other gases. In liquid
separations, activated carbon can be applied for removing
the taste and odor from water, decolorizing, and treating
industrial wastewater containing organics, dyes, and
heavy metal ions.

There are two types of adsorption processes.

Physical Adsorption

Physical adsorption is a reversible phenomenon. It results
from the action of van der Waals forces, comprised of
London dispersion forces and classic electrostatic forces
of attraction between molecules of the carbon and the
substance adsorbed (adsorbate). Physical adsorption is
usually dominant at low temperatures. This type of
adsorption is usually multilayered; i.e., each molecular
layer forms on top of the previous layer, with the
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number of layers being proportional to the contaminant
concentration.

Chemisorption

It is the result of chemical interaction between the carbon
surface and the adsorbed substance. It usually involves
strong bonds, and is therefore irreversible.

A number of factors exist that affect adsorption,
including chemical properties of adsorbate and activated
carbon, pH, and temperature of the adsorbate. Chemical
adsorption is usually dominant at high temperatures
because chemical reactions proceed more rapidly at
elevated temperatures than at low temperatures.

The following factors affect the sorption of organics on
activated carbons:

Hydrocarbon Saturation: Double- or triple-carbon bond
(unsaturation) organics are adsorbed more easily
than single-carbon bond (saturated) organics.

Molecular Structure: Branch-chain organics are adsor-
bed more easily than straight-chain organics.

Molecular Weight: Larger molecules are generally
adsorbed more easily than smaller molecules.

Polarity: Less polar (or weakly ionized) organics
are adsorbed more easily than polar (or strongly
ionized) organics.

Solubility: Less soluble compounds are adsorbed more
easily than more soluble compounds.

ADSORPTION ISOTHERMS

An adsorption isotherm is the relationship between the
amount of a substance adsorbed on the activated carbon
surface and the equilibrium concentration of dissolved
adsorbate at a constant temperature and other conditions.
An adsorption isotherm is an expression of the principle
of microscopic reversibility, although adsorption can be
irreversible. The most common method for gathering
isotherm data is the bottle point experiment. These
equilibrium data are formulated into an adsorption
isotherm model. Brunauer et al. (36) pointed out that
although the isotherms are different for all sorbents and
sorbates, more or less common shapes of isotherms are
observed. Six different types of isotherms (37) exist, which
are named as type 1, type I, type III, type IV, type V, and
type VI. The pictorial representation of the isotherms are
given in Fig. 3.

Type 1

This type of isotherm is obtained from carbons having
micropores only, which corresponds to monolayer adsorp-
tion as postulated by Langmuir. The volume of the gas
adsorbed approaches a limiting value, just enough to com-
plete a monomolecular layer even when the gas pressure is
rather low. Further increases in pressure hardly produces
any further increase in the amount of adsorption. These
types of isotherms are typical of a microporous solid where
only monolayer adsorption occurs. Examples include the
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Figure 3. Type of isotherms.

adsorption of nitrogen or hydrogen on microporous carbon
at temperatures close to —180 °C.

Type Il

This type of isotherm describes the physical adsorption
of gases by nonporous solids, and monolayer coverage is
succeeded by multilayer adsorption at higher pressure.
Examples include the adsorption of nitrogen on iron
catalyst at —195°C.

Type 11l

This type of isotherm is obtained from carbon having
both micropores and mesopores. These types of isotherms
show large deviations from the Langmuir model. The
amount of adsorption keeps increasing in each case with an
increase in pressure, which is attributed to the formation
of additional layers of physically adsorbed gas molecules.
It is considered that the gas molecules adsorbed in the
first layer may hold by van der Waals forces a second layer
of gas molecules, which, in turn, may hold a third layer
and so on. The examples of type III isotherms include the
adsorption of bromine on silica or alumina gel at 80 °C.

Relative pressure —»

Type IV

This type of isotherm is obtained from both nonporous and
mesoporous solids.

These are observed in the cases where a possibility of
condensation of gases exists within the narrow capillary
pores of the adsorbent. This phenomenon is also known
as capillary condensation. Examples of type IV include
adsorption of benzene on silica gel at 50°C and that of
water vapor on activated carbon at 100 °C.

Type V

This type of isotherm originates from microporous and
mesoporous solids. Type V isotherms are basically related
to type III isotherms and are very uncommon.

Type VI

This type of isotherm is obtained from uniform nonporous
surfaces and represents stepwise multilayer adsorption.
The sharpness of the steps depends on the system and the
temperature. The step height represents the monolayer
capacity for each adsorbed layer, and in the simplest case,
it remains nearly constant for two or three adsorbed lay-
ers. Examples include the isotherms obtained with argon



or krypton on graphitized carbon black at liquid nitrogen
temperature.

APPLICATIONS OF ACTIVATED CARBONS

Activated carbons are produced in granular, powdered,
and palletized forms and have a wide range of applications.
The applications of activated carbon uses can broadly be
divided into two categories.

Liquid-Phase Applications

Liquid-phase granular activated carbon adsorption
(GACA) is an efficient, easy, and reliable treatment tech-
nology. It is very much different from gas-phase carbon
as liquid-phase carbons have significantly more pore vol-
ume in the macropore range, which permits adsorbates to
diffuse more rapidly into the micropores and mesopores.
It is considered to be a best available control technol-
ogy (BACT) by the U.S. Environmental Protection Agency
(USEPA) and is a benchmark for other remediation tech-
nologies. In order for carbon adsorption to work well, it
is important that the final design incorporate both the
physical and adsorption process. In liquid-phase granular
activated adsorption, activated carbon can be used either
in powder, granular, or palletized forms. The average size
of powder activated carbon ranges between 15 and 25 um
and are most frequently used in batch applications. On
the other hand, the granular activated carbon particle size
is normally 0.3—-3.0 mm, and these are mostly used in
continuous flow systems (fixed and moving bed). In this
article, most of the discussion has been restricted to the
liquid adsorption only.

Batch Systems. Generally, powdered activated carbons
are used in batch systems. Batch system consists of
contacting a whole volume of feed solution with a definite
quantity of activated carbon in batch stirred vessels.
The mixture is stirred or agitated to facilitate mass
transfer. The important process design parameters can
be calculated from laboratory batch adsorption isotherms,
which precisely model the full-scale batch process. The
batch adsorption processes are seldom used except in
laboratories because they are highly inefficient compared
with column adsorption processes and are therefore capital
intensive and expensive to operate.

Various theoretical and empirical models have been
proposed to describe the different types of adsorp-
tion isotherms in batch systems. The most commonly
used models include Freundlich (38), Langmuir (39), and
BET isotherms.

Freundlich Isotherm. The Freundlich adsorption iso-
therm model was given by Freundlich (38). This isotherm
describes the equilibrium on heterogeneous surfaces and,
hence, does not assume monolayer capacity

The Freundlich equation may be written as

ge = KpC, 1" (Nonlinear form)

logg. = logKr + p (Linear form)

1
logC,
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where ¢, is the amount of solute adsorbed per unit
weight of activated carbon (mg/g), C. is the equilibrium
concentration of solute in the bulk solution (mg/L), K is
the constant indicative of the relative adsorption capacity
of the adsorbent (mg/g), and 1/n is the constant indicative
of the intensity of the adsorption.

Langmuir Isotherm. The Langmuir adsorption isotherm
describes the surface to be homogeneous. The Langmuir
adsorption isotherm assumed that all the adsorption
sites have equal affinity for the molecules and that the
adsorption at one site does not affect adsorption at an
adjacent site (39,40).

The Langmuir equation may be written as

_ Q°%C, .
ge = 110C, (Nonlinear form)

% = (&) + (%) -C, (Linear form)

where g, is the amount of solute adsorbed per unit weight
of adsorbent (mg/g), C, is the equilibrium concentration
of solute in the bulk solution (mg/L), Q° is the monolayer
adsorption capacity (mg/g), and b is the constant related to
the free energy of adsorption. It is the value reciprocal of
concentration at which halfthe saturation of the adsorbent
is reached.

BET Isotherm. The Brunauer, Emmett, Teller (BET)
isotherm assumes the pertaining of a compound between
liquid and solid compartments or phases. This isotherm
assumes the multilayers adsorption of solute on activated
carbon (36,40)

= BCQ" Nonli F
Qe = C.— Ot B_DC/Cl onlinear Form
ge = L = L EE Liner form
°(C;—Cq. BR" BQ’ Cs

where g, is the amount of adsorbate adsorbed per unit
weight of activated carbon, B is the constant related to the
energy of interaction with the surface, C is the equilibrium
concentration of adsorbate in solution (mg/L or mol/L),
Q" is the number of moles of adsorbate per unit weight
of carbon to form a complete monolayer, and C; is the
saturation concentration of the adsorbate.

The limitations of the adsorption isotherms are as
follows:

1. Isotherms are equilibrium tests, and therefore, the
time restrictions are not considered.

2. Isotherms are based on carbon exhaustion—gra-
nular systems do not totally exhaust—and the entire
bed contents.

3. Long-term chemical and biological effects are
not evident.

Thus, batch equilibrium adsorption isotherm tests cannot
simulate or predict dynamic performance directly.
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Continuous Systems. In continuous systems, mostly
granular activated carbons (GAC) are used. The fixed
bed adsorber systems are most widely used for conducting
adsorption operations where the adsorbate to be treated
is passed through a fixed bed. In the fixed bed adsorber
operation, a degree of separation and removal is achieved
that would require many steps in a batch system. The
parameters, which are required to establish a fixed
bed reactor, include the type of carbon, physical and
chemical characteristics of the carbon, column diameter,
water/wastewater/effluents flow rate, pH of the effluent,
carbon bed depth, weight of carbon, contact time,
concentration of the influent, concentration of the effluent,
and desired effluent concentration

When contaminated solute (warer/wastewater/
effluents) is passed through a bed of granular activated
carbon, a wave front or a mass transfer zone (MTZ) is
formed by continuous adsorption of solute in the car-
bon bed. Figure 4 shows the change in concentration of
adsorbed species on the surface of activated carbon with
time. The solute is rapidly adsorbed on the top layers of
the bed until the amount adsorbed is in equilibrium with
influent solute concentration. At this particular time, that
portion of the bed is exhausted. Below this zone is a second
zone where dynamic adsorption is taking place. The solute
is being transferred from the liquid to the adsorbed phase.
This zone is known as mass transfer zone, and the depth

of the zone is controlled by many fcators depending on
the solute concentration being adsorbed, characteristics of
activated carbon, and hydraulic factors.

A plot between the concentration of the adsorbate
exhibits an S-shaped curve in the adsorption zone with
ends asymptotically approaching zero and the influent
concentration Cy. This curve is known as a break
through curve. An ideal break through plot obtained for
a fixed bed adsorber is depicted in Fig. 4. The solute or
impurity is adsorbed very rapidly by the few initial upper
layers of the fresh granular carbon during the initial
stages of operation, as shown in Fig. 4. These upper
layers are in contact with the sorbate/impurity at its
highest concentration level, Cy. The small amounts of
solute/impurity that escape adsorption in initial stages
are adsorbed in the lower stages, and no solute escapes
from the fixed bed adsorber initially (C; = 0).

FIXED BED ADSORBER

An adsorption process in which liquid being treated
is allowed to pass through a carbon column in that
carbon becomes exhausted and the unit is removed from
service and completely recharged with fresh carbon. The
carbon remains fixed in the position during the whole
adsorption process.

Co Co Co Co Co

Co

Adsorption zone
Co \ 4
Cy

Effluent concentration ———p»

Exhaust
point

Break Point

Figure 4. Typical adsorption zone move-
ment in a fixed bed adsorber.

Effluent volume »



To construct a fixed bed adsorber, the following design
parameters are used:

Volumetric Flow Rate (Q)

It is the quantity of solute fed per unit time. Flow rate
influences the adsorption capacity of carbon in a dynamic
system. If a 1-inch column is to be used, 20.6 ml/min flow
rate, which is equal to 1 g/min/ft?, is to be used.

The following values may further be considered for
designing fixed bed reactors:

Volumetric Flow

Column Diameter (cm) Rate (cc/min)

2.56 41.6
5.08 165.2
7.62 374.0
10.16 661.6

Carbon Bed Volume (V})

This is the total volume of GAC packed bed, which accounts
for both the activated carbon grains and the void volume.

Cross-Sectional Area (Ap)

It is simply the cross-sectional area.

Void Volume («)

The volume between the carbon particles in a packed
bed or column expressed as a percentage of the total bed
volume, which corresponds to the part of the fixed bed
volume that is not occupied by activated carbon particles

Filter or Linear Velocity (vf)

It is also know as superficial linear velocity and surface
loading rate, which is the velocity in an empty bed with
the filter cross-sectional area.

It can be calculated from the following equation:

_Q
F_Ab

Effective Contact Time, Resident Time, or Retention Time (f)

It is defined as the time within the GAC bed that is
available for the mass transfer of the organic substances
from bulk solution to the GAC particle. It is also defined as
the theoretical length of time for a liquid to pass through
a column assuming all the liquid moves through with the
same uniform velocity. It is equal to the volume of liquid
in the column divided by the rate of flow. The volume of
liquid in a carbon column is simply the total volume of
the column times the void fraction. It can be calculated by
using the following equation:

_ Vria

Q
Empty Bed Contact Time (EBCT)

¢

The time required for the liquid to pass through a carbon
column assuming that all the liquid passes through at the
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same velocity. It is equal to the volume of the empty bed
divided by the flow rate. Conventional water treatment
plant adsorbers have EBCTs in the range of 7—10 min.

It can be calculated by using the equation

Vi,  ApL L

t
¢ Q VFAb UF o

where V}, is the volume of GAC in contactor (m?); @ is the
volumetric flow rate (m3/h); A, is the cross-sectional area
of GAC, m?; L is the length of the GAC in contactor (m);
Vr is the linear velocity or filter velocity (m/h); ¢ is the
retention time (h); and « is the Void volume (m3).

Filter Operation Time (tf)

It is the time period that a GAC bed has been in operation.

Throughput Volume (V,)

It is the volume of solute that has passed through the filter
at a time.
It is calculated by using the equation

Vi=tr xQ
Filter Density (ocac)

It is calculated using the following equation in g/L:

MGAC
Vs

PGAC =

where mgac is the mass of GAC (g) and V), is the volume
(L).

Specific Throughput Volume (V)

As the throughput volume depends on the filter size, it
does not allow a direct comparison of different size of
plants. If throughput volume is divided by the mass of
activated carbon in the bed, the specific throughput volume
is obtained. The mass of GAC is determined by multiplying
filter density and bed volume.

It is calculated by using the equation

V. _ \43 _Q><t_ Vi x ¢t
® 7 Vy x paac  meac  EBCT x mgac
Vy xt t

- EBCT x (pgac x Vs) - EBCT x pgac

Throughput Bed Volume (BV)

It is an another parameter used for the comparison of the
removal efficiencies regardless of the bed size. It is the
ratio of throughput volume and bed volume

Vi tr

BV = v, = EBOT

Carbon Usage Rate (CUR)

It is expressed by the following expression:

MGAC

Qxt

CUR, g/m® =
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Bed Life
The volume of the water treated for a given EBCT,

expressed in liters, and can be calculated as:

mass - of - GAC - for - given - EBCT

l =
Volume GAC - usage - rate

and therefore, the bed life can be calculated as

volume - of - water - treated
-for - given - EBCT

Q

The typical values of the various important parameters as
discussed above with their units presented in Table 5.

Bed - Life =

Carbon Dose

The amount of GAC required to fill each column is
calculated by the expression:

Weight of carbon = volume of column x A.D x 0.85

where A.D is the apparent density and 0.85 is the factor
to allow backwashed density.

This amount should be degassed and wetted prior to
installation in the column. The degassing can be done by
boiling the carbon in organic-free water for 2 h or soaking
at room temperature for 24 h. The degassed carbon should
be charged into the column in small increments as a
slurry keeping a layer of organic-free water above the GAC
during charging, which is best accomplished by filling the
column one-third of organic-free water prior to charging
the degassed-free water into the column. It is also noted
that all connecting tube and other void space must be filled
with liquid in order to avoid the formation of gas pockets
in carbon bed.

For designing of fixed bed reactors, a number of theories
have been proposed by various researchers. These theories
include:

1. Length of unused bed (LUB) approach
2. Bed-depth-service time (BDST) approach
3. Empty bed residence time (EMRT) approach

Table 5
Parameter Symbol Units Typical Values
Volumetric flow rate Q m3/h 50-400
Bed volume Vi m? 10-50
Cross-sectional area Ap m?2 5-30
Length L m 1.8-4.0
Void fraction o m?3/m? 0.38-0.42
GAC density o kg/m? 350-550
Filter velocity vF m/h 5-15
Effective contact time t min 2-10
Empty bed contact time  EBCT min 5-30
Operational time tr days 100-600
Throughput volume \'%%7 m3 10%-10°
Specific throughput Ve m3/kg 50-200
Bed volume BV m3/m3  2,000-20,000

PULSED BED

In this type of bed, carbon is removed at intervals
from the bottom of the column and replaced at top by
fresh adsorbent.

MOVING BED SYSTEM

The most recent development of granular activated carbon
has been the use of moving bed. In this system, the
direction of the liquid flow is upward, whereas the carbon
moves in a downward direction. The basic principle behind
this technique is to have one column (or multiple columns
running in parallel) packed completely with a carbon bed
of sufficient height to have the adsorption—wave front and
to provide some operating time with the effluent flow being
within specification. As the adsorption wave front moves
up the column, it is periodically displaced downward by the
removal of a quantity of saturated carbon from the base
of the column and the replacement of the same quantity
with fresh or regenerated carbon at the top of the column.
Although the principle of the moving bed can be applied
in smaller units, it is most frequently used in larger units
where the lower capital investment is important.

GAS-PHASE APPLICATIONS

Gas-phase applications of activated carbons include sep-
aration, gas storage, and catalysis. It is well documented
in literature that only 20% of produced activated carbons
are used for gas-phase applications. The carbons applied
for gas-phase applications are mostly granular in shape.

REGENERATION

Once the granular activated carbons become saturated,
it is necessary to change the carbon or to regenerate
the fixed bed adsorber. Regeneration is the process
of removing adsorbed compounds from the granular
activated carbon surface. Here, the carbon surface includes
external macropores and micropores.

Carbon regeneration frequently is a major part of total
operating cost associated with granular activated carbon
(GAC) adsorption systems. Following are the important
and potential regeneration methods:

1. Thermal regeneration
2. Biological regeneration
3. Infrared regeneration
4. Superecritical fluids

Spent GAC used in water/wastewater, and other liquid-
phase applications, is generally reactivated using a high-
temperature thermal process where the GAC is heated
to about 815°C (1500 °F), allowing drying, baking, and
gasification to occur. Various types of furnaces used for
the regeneration purpose include multiple hearth furnace
(MHF) or rotary kilns (RK), electric belt furnaces (EBF),
and fluidized bed regenerators (FBR). Details about these



furnaces and their operation are well documented in liter-
ature (41). The two major criteria involved in the regenera-
tion of the granular activated carbon are (a) characteristic
of the spent carbon and (b) choice of the furnace for that
particular application. The spent carbon characteristics
include the potential for char formation, corrosion, and
slagging, whereas the furnace characteristics are assessed
by determining the mass transfer efficiency, particle resi-
dence time, and temperature control. After reviewing the
properties of furnaces and activated carbons, one can select
the best possible option.

In thermal regeneration, 5—10% of granular activated
carbon is lost as a result of oxidation and attrition, and
by the cost of energy in heating, the carbon around
800-850°C (42). An alternative technique is that of
chemical regeneration in which chemical reagents are
applied to the exhausted granular activated carbon. The
chemical regeneration of exhausted GAC can be achieved
by two main categories of substances: inorganic chemical
regenerates with oxidizing powers and organic chemical
regenerates with solubilizing powers. The efficiency of
any regenerate is judged on the extent that it effects the
recovery of the adsorptive powers of the granular activated
carbons. The regeneration efficiency can be calculated as

Regeneration efficiency (RE%) = (A,/Ap) x 100

where Ay is the original capacity of GAC for a particular
adsorbate and A, is the capacity of regenerated carbon.

APPLICATIONS AND COMMON USES (BOTH LIQUID
PHASE AND GAS PHASE)

Activated carbon has wide applications in both liquid and
gas/solvent phase systems (43).

Groundwater Remediation

Granular activated carbon is the most common technology
employed to pump and treat groundwater remediation
systems. It is highly suited to this application and is often
used as a single treatment step to remove compounds such
as chlorinated hydrocarbons and aromatic compounds,
including benzene, toluene, ethylbenzene, and xylene
(BTEX). For more highly contaminated groundwater, two
or more carbon units may be placed in series or carbon may
be used in combination with other treatment technologies
such as air stripping or advanced oxidation processes.

Soil Vapor Extraction and Air Sparring

Activated carbon can also be used for the removal of
Volatile Organic Compounds (VOCs) from air streams
resulting from in situ removal techniques such as soil
vapor extraction.

Chemical and Pharmaceutical Industries

Chemicals. Activated carbon is suitable for the decol-
orization and purification of a wide range of organic and
inorganic compounds, including amines, hydrochloric and
other mineral acids, amino acids, glycols, and hydrocar-
bons.
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Pharmaceuticals. Activated carbon is used to purify a
wide range of pharmaceuticals and intermediates.

Granular activated carbon is installed to purify the
recirculating amine to remove degradation products and
dissolved hydrocarbons.

Military Use

Most of the world’s armed forces are using activated
carbons to protect against attack by toxic gases such as
mustard gas. This is also used in military suiting where
combat uniforms are coated by a layer of impregnated
carbon under the outer cover.

Nuclear Reactors

Most of the nuclear reactors, especially in the western
world, have activated carbon ventilators to protect
against radioactive iodine leaks from the core or heat
exchanger systems, if any. Special activated carbons
impregnated with potassium iodide or potassium tri-iodide
are commonly used for this purpose. Another application in
nuclear technology is as a filter in emergency ventilation
system for the reactor building, which is switched on
automatically in case of breakdowns.

Landfill Leachate Treatment

Granular activated carbon in combination with biological
pretreatment is the leading technology for the treatment
of landfill leachate for the removal of Chemical Oxygen
Demand (COD), Adsorbable Organic Halogens (AOX), and
other toxic substances. Granular activated carbon is now
used at over 50 sites in Europe for this application.

Catalysis

Many chemical reactions require a catalyst to improve
efficiency, accordingly; in many cases, activated carbons
provide large surface area, thus, further improving
the efficiency.

Medicinal Activated Carbon

The activated carbon has been applied in medicine for
a long time. The carbons originally used were prepared
from waste materials of animal origin, especially blood
(animal charcoal-carbo animalis). In catarrhal infections
of the digestive system, the use of activated carbon serves
primarily to remove bacterial toxins, which, being high-
molecular-weight substances, are easily adsorbed on active
carbon. Activated carbons are also prescribed in large
doses in all the cases of acute gastritis and enteritis. It is
also a very effective antidote in all the cases of poisoning.

Domestic Use

Activated carbons are used in various home appliances,
including fridge deodorizers, air purifiers, and cooker
hoods. The activated carbons are used in the removal
of caffeine from coffee. Cigarettes are made that, in
addition to an antismoke filter, contain finely granulated
activated carbon.
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Also, activated carbons are used in the coating and
printing industries, degreasing and cleaning, solvent
recovery, tank venting, ventilation, and air conditioning

The other uses are systems annihilation, condensate
de-oiling, and gold recovery.
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In practice, the water/wastewater/effluents to be treated
are multicomponent mixtures. Therefore, other organic or
inorganic substances influence the efficacy of activated
carbons. In the recent past, most of the research work
has been focused on the removal of single solute from its
pure solution or a particular solute from a solution having
ill-defined chemical character. The other reports available
are addressed to the removal of gross organic/inorganic
substances, which are measured in terms of BOD or COD
from water/wastewater. In actual practice, the treatment
of wastewater by activated carbon normally involves
a variety of adsorbates competing for adsorption sites
on the carbon surface. Thus, a thorough understanding
of the competitive effect on various organic/inorganic
compounds on carbon adsorption is a must. Unfortunately,
very few reports/papers about the competitive adsorption
on activated carbon in aqueous solution are available.
Thus, a need exists to explore the current status of
the competitive adsorption of various organic/inorganic
substances from water/wastewater on activated carbons.
Multiion systems received less attention than single
ion systems.

The adsorption in multicomponent systems is compli-
cated because of the solute—solute competition and the
solute-surface interaction involved. Multicomponent inter-
actions take place at the active adsorption sites where
the solid-liquid phase equilibrium will emerge showing
a different capacity of single solute with a new set of
isotherm systems. The interpretation of the multicompo-
nent systems has proved to be complex and may be the
function of one or all of the following parameters: ionic
radii, electronegativity, system pH, and the availability of
the active sites on the adsorbent.

The adsorption capacity or the degree of removal
of various organic and inorganic substances from
water/wastewater on activated carbon (GAC) very much
depends on the multicomponent competitive interactions
of organic chemicals that are present in the system.

In order to design a cost-effective system, it is neces-
sary to know the adsorption capacity of a solute in the
presence of others (1-4). To determine the effects of com-
peting adsorption, mathematical models/equations must
be developed to describe the adsorption equilibrium in
multicomponent system. Several models are available in
literature, but most of them suffer from one limitation
or an other. In the paragraphs below, several models
are discussed with a view that these are mostly used
in multicomponent modeling in aqueous systems. Butler
and Ockrent (5), in 1930, developed the first model for
binary systems. Since then, a number of models have
been developed that are shown to be valid for certain
mixtures and conditions by comparing them to the exper-
imental data.

MULTICOMPONENT ADSORPTION MODELS

Prediction of multicomponent adsorption is still a very
challenging problem in the adsorption. Many models
have been proposed and employed from time to time to
obtain the multisolutes isotherms using single-component
equilibrium data. However, most of the models are
based on either unrealistic assumptions or an empiri-
cal equations with no apparent definitions (6,7). Some
of the important and widely used models are dis-
cussed below to understand the multicomponent sorp-
tion of oraganic and inorganic substances on acti-
vated carbon.

Butler and Ockrent Model

This model was presented by Butler and Ockrent in
1930 (5). Basically, this model is an extended form of
Langmuir model. According to this model, if two solutes
are present in an adsorption system, the Langmuir
model for the competitive adsorption can be given by
Equations 1 and 2 as follows:

Q6:Cy
= +1i-- - 1
n=7 +b1C1 + 5205 W
Qb2Cs
—_  v2a-a7a 2
=7 +b:1C1 + 5205 @

where @Y, b; and @), by are the Langmuir constants
determined from single-solute system with solutes 1
and 2, respectively, and C; and Cy are the equilibrium
concentrations of the solutes 1 and 2, respectively, in
the mixture.

This model is valid only if the surface area available for
adsorption is identical for both the solutes and Q? and Qg
reflect the size difference for a mono-layer surface coverage
of solutes. Further, the free energy change for adsorption
is assumed to be independent of surface coverage.

For simultaneous adsorption of N components from a
solution, the multicomponent Langmuir equation can be
given as

Qb;C;

=——= 3
1+ ZJ]\LI bjCj

qi
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In spite of the limitations, this model was used by
various researchers (8,9) to describe their multicomponent
sorption on activated carbons.

Jain and Snoeyink Model

The model given by Butler and Ockrent (5) was modified
by Jain and Snoeyink (10). Earlier models used for
multicomponent systems are not able to explain the fact
that in a bi-solute system, a portion of the adsorption
often takes place without competition. To overcome this
difficulty, Jain and Snoeyink proposed a model for binary
systems, which takes into account the noncompetitive
adsorption on activated carbon/adsorbent.

Based on this hypothesis, adsorption without competi-
tion occurs when Q(l) #* Qg and the number of adsorption
sites not being subjected to the competition is equal to the
quantity of (Q? — Qg) where Q? > Qg. Equations 4 and 5
are as follows:

(@ - Qb
Nn= 1+b6:C,

_ Q%62Cs
1+56:C1 +b2Cs

Q%6:1Cy
1+56:C1 + 5205

4)

q2 (5)

where ¢g; and g9 are the amounts of solute 1 and
2, respectively, adsorbed per unit weight of activated
carbon/adsorbent at equilibrium concentrations of C; and
Cq, respectively. Q‘{ and Qg are the maximum value of
adsorption for solute 1 and 2, respectively, determined
from the respective single-solute systems, whereas b
and by are the constants related to the energy of
adsorption from solute 1 and 2, respectively, in their pure
solution systems.

This model also has some limitations. It is only appro-
priate to describe the competitive adsorption between the
molecules having very different single-solute adsorption
capacity. In spite of its limitations, a number of workers
have applied this model in their multicomponent adsorp-
tion studies. In one of the studies, Huang and Steffens (11)
applied this model to determine the competitive adsorption
of organic materials by activated carbons. It was con-
cluded that mutual suppression of equilibrium adsorption
because of competition between acetic and butyric acids
has shown that the observed data are somewhat closer to
the values predicted by Jain and Snoeyink’s model than
by the original Langmuir equation. However, the actual
degree of suppression is greater than the prediction for
acetic acid and smaller for butyric acid.

Multicomponent Isotherm of Mathews and Weber

Mathew (12) proposed this model in 1975. This model is
a modified and extended form of the Redlich—Peterson
model (13), which can be given by the expressions
below, which is basically three parameter, single-solute
adsorption isotherm model

KC,

- 1+ aRCbe ©)

qe

where K, ag, and b are the Redlich—Peterson constants.

For the N solute mixtures, this equation can be written
as
K;C;

- )
1+ YV, aCP

qi

The parameters K;, a;, and C; can be determined from
single-solute isotherm data. A new constant, »;, has been
introduced in this model, which has to be determined from
adsorption data in the mixtures. With the addition of this
constant, the equation may be written as

C;
P I
J[m]

C. bj
1+3Y, a4 [n_J]

q; = 8

where ny is the interaction parameter, which is constant. In
practice, this parameter varies from different equilibrium
compositions. Therefore, this model is not very successful
in explaining the multicomponent systems.

Fritz and Schlunder Multicomponent Model

This model was given by Fritz and Schlunder in
1974 (14,15). For modeling multicomponent systems
comprising species whose single-solute isotherms follow
the Freundlich isotherm, a multicomponent Freundlich
equation may be used. The first model of this type, as
proposed by Fritz and Schlunder (14), can be expressed by
Equations 9-12:

chlnlJrﬂn
1= g (9)
Cl + a12C5
KZC2n2+/322
92 = Cﬂzz +o Cﬂm (10)
2 214
g = % (1D
1,1
o
aoq = % (12)
22

where ¢g; and C; are the concentrations of solute 1 in the
solid and liquid phase, respectively; go and Cy are the
concentrations of the solute 2 in solid and liquid phase,
respectively; and Ki, ni, and Ky, ne are the Freundlich
constants in single-solute 1 and solute 2 systems.

Equations 9 and 10 consist of ten adjustable variables;
however, K; and K», n1 and ngs can be determined from
single-solute isotherms using Freundlich model for single-
solute systems.

Dastgheib and Rockstraw Model

Very recently Dastgheib and Rockstraw (16) proposed a
multicomponent Freundlich equation for binary systems,
as given by Equations 13-15:

~ K Cy™
a= K1C1™ + a12K5Co™ + b12Co™

_ KyCy™
= KoCo™ 4+ a1 K1C1™ + b91C1™

i|chln1 (13)

}chznz (14)
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where ¢; and C; are the concentrations of solute 1 in
the solid and liquid phase, respectively; go and Cy are
the concentrations of solute 2 in the solid and liquid
phase, respectively; K1, n1, Ky, and ng are the Freundlich
constants in single-solute system; and oi2, ae1, b2, boi,
nig, and ng; are the interaction constants obtained from
a least-squares analysis of the binary data. The term in
brackets on the right-hand side represents the overall
competition and interaction factor and has a value of less
than or equal to unity (where C; tends to zero, it is equal to
1). The terms a12K5 and 21K can be condensed to single
terms and are considered as constants.

For the ith component systems, the general equation
model can be written as

(K;C;™)?

KiC™ + 3 jn1 (0 KCY + b C/™)

qi

where ¢; and C; are the concentrations of solute I in the
solid and liquid phase, respectively; C; is the concentration
of other solutes in liquid phase; K; and n;, K; and n; are
the single component Freundlich constants; oz, b;j, and
n;; are the binary interaction constants obtained from a
least-squares analysis of the multicomponent data having
a;; = b;; = 0; and N is the number of solute. This model is
different from the Fritz and Schlunder model in the sense
that this demonstrates equal or stronger performance.

Sheindorf et al. Model

This model was given by Sheindorf et al. (17,18) for
the multicomponent systems comprised of species whose
single-solute isotherm obeys the Freundlich isotherm. This
equation was based on the following assumptions:

1. each component in single system obeys the Fre-
undlich model

2. each component in multicomponent system and the
adsorption energies of different sites are disturbed
exponentially, with the distribution function being
identical to that for single-component systems.

The model equations can be given by Equations 16 and 17:

g1 = K1C1(C1 + n12Co)™ " (16)
g2 = K2C(C + 121C1)™ ! am

where g1 and C; are the concentrations of solute 1 in
the solid and liquid phase, respectively; g2 and Cy are
the concentrations of solute 2 in the solid and liquid
phase, respectively; K1, n1, Ko, and ng are the Freundlich
constants in single-solute system; and 712 and n9; are the
interaction constants.

Ideal Adsorbed Solution Theory (IAST)

The ideal adsorbed solution theory is based on the ther-
modynamics of adsorption, which is analogous to Roul’s
law in a liquid-gas system. The only difference is that it
is applied to a solid-ligid system. Initially, this model was
used to calculate multicomponent adsorption of gaseous

mixtures (19) using the parameters calculated from single-
solute systems. This model was later modified and applied
to calculate various multicomponent adsorption parame-
ters by Radke and Praunitz (20). In the IAST model, the
following five basic equations (18—22) are used to predict
multicomponent behavior from single-solute adsorption
isotherms (21).

The total surface loading can be defined by Equation 18:

N

qr=> qi (18)

=1

where g7 is the single-solute solid phase concentration for
component i, which is evaluated at spreading pressure of
the mixture, and N is the number of components.

The mole fraction on the carbon surface for component
i can be calculated by Equation 19:

Zi=2 and I=1toN (19)
qr
C; = ZiC? and I=1toN (20)

where Cy is the single-solute liquid phase concentration for
component i, which is evaluated at the spreading pressure
of the mixture.

The single-solute liquid phase concentration in equilib-
rium with q? is

1 S,
— =>"Zi/q; (21)
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= dg; = - =for-j=2-to-N (22
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where A is the surface area of carbon per unit mass
of adsorbent, R is the gas constant, T is the absolute
temperature, 7; is the spreading pressure of the single
solute i, and 7, is the spreading pressure of the mixture.

LeVan and Vermeulen Model

LeVan and Vermeulen (22) have modified the competitive
Langmuir-like model. IAS theory was considered in
modifying the model. This model predicts the equilibrium
relationships of solute mixture only from the data derived
from single adsorption isotherms. It is the simplest
isotherms derived from the IAS model.

Statistical Design for Competitive Adsorption

2% factorial experimental design was used to study the
competitive adsorption of Fe(II), Mn(II), Ca(II), and Zn(II)
on selected activated carbons B3, W2, W3, and lignite by
Mohan and Chander (23).

These designs are important for the following reasons:

1. They require relatively few runs per factor studied;
and although they are unable to explore fully a
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wide region in the factor space, they can indicate
major trends and therefore determine a promising
direction for further experimentation.

. When a more thorough local exploration is needed,
they can be suitably augmented to form compos-
ite designs.

. These fractional designs are often of great value
at an early stage of an investigation, when it is
frequently good practice to use the preliminary
experimental efforts to look at a large number of
factors superficially rather than a small number.

. These designs and the corresponding fractional
designs may be used as building blocks so that
the degree of complexity of the family-constructed
design can match the sophistication of the problem.

. The interpretation of the observations produced by
the designs can proceed largely by using common
sense and elementary arithmetic.

The authors have used a total run of 2¢ = 16. The variables
were the concentration levels of various metal ions, with
high level (+) 100 ppm and low level (—) O ppm. The
experiments were conducted at pH 3.5. The experiments
were arranged as the design matrix.

General Factorial Design

To perform a general factorial design, a fixed number of
“levels” or (versions) for each of the variables (factors)
can be selected, and then experiment is run with all
possible combinations. If /7 levels exist for the first
variable, [y for the second, ..., and [, for the kth, the
complete arrangement of [; x I x I3 x ...l experimental
runs is called an [; x ls x I3 x ...l factorial design, e.g., a
2 x 3 x 5 factorial design requires 2 x 3 x 5 = 30 runs and
a2 x 2 x 2 =23 factorial design.
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COMPETITIVE SORPTION OF INORGANICS ON
ACTIVATED CARBON

The adsorption of Pb%*, Cu?*, Zn?*, and Cd?* from
aqueous solutions by three activated carbons in single
and multicomponent systems were studied by Budinova
et al. (24). These three activated carbons were obtained
from apricot stones (A), coconut shells (C), and lignite
coal (L). The results of the individual metal ions from an
aqueous solution containing all four metal ions together
in equal concentration are presented in Table 1.

It is clear from Table 1 that the presence of foreign
ions diminishes the adsorption of each of the ions. The
effect is greatest for the lead ions and smallest for the
copper ions. The authors did not mention any mechanism
for the multicomponent sorption of these ions. The only
reason given was that, apart from the properties of the
cations, the chemical nature of the metal ions is of great
importance for the adsorption process. They also concluded
that a selective adsorption of the metals is observed; the
ones preferentially adsorbed do not completely prevent the
adsorption of other ions.

Johns et al. (25) reported the sorption of cadmium,
copper, lead, nickel, and zinc in single and multicomponent
systems on various granular activated carbon developed
from agricultural waste materials. A study on the
competitive effect of metal ions was carried out from a
solution having 2.5 mM of each metal at pH 5.0 and was
also unbuffered to reduce solution species complexation.
The uptake of various metals from a mixed solution is
presented in Table 2.

Bansode et al. (26) evaluated the adsorption effec-
tiveness of pecan shell-based granular activated carbons
(GACs) in removing metal ions Cu(II), Pb(II), and Zn(II)
commonly found in municipal and industrial wastewater.
Pecan shells were activated by phosphoric acid, steam, or
carbon dioxide activation methods. Metal ion adsorption

Table 1

Adsorption from Solution

Containing All the Four Ions (mol g~1)

Decrease of Ion Adsorption in the
Presence of the ion (%)

Carbon  Cu?* Pb2t Zn2t Cd?*+ Cu?t Pb*" Zn?t Cd?+

A 434.4 355.4 410.0 385.0 11.6 283 11.0 19.9

C 430.7 354.0 390.0 360.0 11.6 28.1 17.2 19.4

L 403.5 328.7 390.0 360.3 154 321 17.0 21.0

OA 398.5 1550.4 73.6 47.6 12.1 37.3 27.1 32.2

Table 2
BET w Moles of Metals Adsorbed per Gram of GAC
Surface Area

GAC (m?g™1) Ni(II) Cu(I) Zn(dI) Cd(dII) Pb(II) Total
Calgon GAC 783 0 97 0 30 113 240
Norit RO3515 827 0 117 0 11 67 195
Norit vapure 876 0 98 0 4 66 168
Soybean hulls 479 14 127 29 36 190 396
Peanut shells 275 9 195 31 39 236 510
Sugar cane bagasse 162 7 132 21 29 206 395
Rice straw 460 2 144 24 32 174 376
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of shell-based GACs was compared with the metal ion
adsorption of a commercial carbon, namely Calgon’s Fil-
trasorb 200. Adsorption experiments were conducted using
solutions containing all three metal ions in order to inves-
tigate the competitive effects of the metal ions as would
occur in contaminated wastewater. The results obtained
from this study showed that acid-activated pecan shell
carbon adsorbed more lead ion and zinc ion than any of
the other carbons, especially at carbon doses of 0.2—1.0%.
However, steam-activated pecan shell carbon adsorbed
more copper ion than the other carbons, particularly using
carbon doses above 0.2%. In general, Filtrasorb 200 and
carbon dioxide-activated pecan shell carbons were poor
metal ion adsorbents. The results indicate that acid-
and steam-activated pecan shell-based GACs are effective
metal ion adsorbents and can potentially replace typi-
cal coal-based GACs in treatment of metal contaminated
wastewater. The surface complex formation model was
used successfully to describe the surface change density,
as well as the single and multispecies metal adsorption
equilibrium by Chen and Lin (27).

Choi and Kim (28) studied the adsorption characteris-
tics of zinc and cadmium ion on granular activated carbon
in singular and binary systems. Features of binary adsorp-
tion were discussed for several influential parameters,
and experimental observations for both ions were corre-
lated with a predicted adsorption isotherm based on a
Langmuir multicomponent model.

Yu and Kaewsarn (29) used the multicomponent
model on the sorption of heavy metals on low-cost
adsorbents. An equilibrium isotherm was predicted by the
extended Langmuir model using Langmuir parameters as
determined from a single component system. Copper ions
were found to have adsorption affinity, and the separation
factor acujcqa was determined as 3.05. Trujullo et al. (30)
reported the competitive adsorption of six metal ions from
a single solution, which led to a model applicable to their
batch and semicontinuous packed beds. Binding capacity
was highest for copper, independent of the other ions, and
copper also exerted the largest competing effect.

Bunzle et al. (31) carried out the studies in the pH
range of 3.5-4.5, and the order was found to be
Pb2*+ > Cu?" > Cd?** ~ Zn?* > Ca®*, whereas Masslenilov
and Kiselva (32) reported the adsorption capacity order as
Cu2t > Zn*" > Fe¥' > Ca’.

Ho et al. (33) reported that competitive effect affected
the sorption of three metals in the order Ni2* > Pb?* >
Cu®". Tt was concluded that all the metals are not
necessarily adsorbed by exactly similar mechanisms for
all the biosorbents, and that each needs to be tested
to determine its characteristics. Adsorption of lead is
usually greater than of copper, although copper is a
more aggressive competitor and the adsorption of nickel is
usually weaker than that of others.

The influence of a range of commercially available,
water-soluble surfactants on the uptake of heavy metal
ions (Cu, Zn, Cd, and Pb) by three types of clay (kaolinite,
illite, and a montmorillonite) was reported by Beveridge
and Fickering (34). The adsorption of Cu, Pb, Cd, and Zn
was significantly reduced in the presence of small amounts
of cationic surfactants, particularly with montmorillonite

suspensions. The addition of anionic surfactants led to
increase metal loss from the solution. Studying multicom-
ponent adsorption system equilibria must commence with
an accurate description of each component in its single (or
pure) component equilibrium state.

Allen and Brown (35) studied the single component
and multicomponent metal sorption onto lignite. A
comparison was made between the single component
saturation uptake and multicomponent uptakes The
multicomponent systems were equimolar binary solutions
solutions Cu-Cd, Cu-Zn, and Cd-Zn and a ternary mixture
of equimolar Cu-Cd-Zn. In single component systems,
the adsorption capacity followed the order Cu > Zn > Cd.
These capacities were reported on a molar basis. Despite
the competition, the total sorption capacity was found to
increase even though the adsorption capacity of a single
ion may be less than if it were to present alone. It has been
pointed out that a substantial effect of multicomponent
mixtures was observed on the capacity of lignite for
cadmium and zinc. There appears to be slight increases
in capacity in binary Cu-Cd, Cd-Zn, and ternary mixtures
and a decrease in the capacity of Cu-Zn mixture compared
with single component data. The order of sorption of metals
in multicomponent systems is as follows: Cu > Cd > Zn.
The preference of the sorbents for metals uptake is related
to the electronegativity of the ions. Copper possessing the
greatest ionic potential has the strongest attraction to the
adsorbent, followed by cadmium then closely by zinc. The
sorption capacities for single as well as multicomponent
systems as reported by Allen and Brown are presented in
Table 3.

Tan et al. (36) reported the uptake of metal ions in
single and multicomponent systems by chemically treated
human hairs. Various suppressors and promoters were
identified and given in Table 4.

Beveridge and Pickering (34) reported the effect of var-
ious water-soluble surfactants on the uptake of Cu, Zn,
Cd, and Pb ions by three types of clays, kaolinite, illite,
and montmorillonite, over the pH range 3—10. Adsorp-
tion of Cu(Il), Pb(II), Cd(II), and Zn(II) was significantly
reduced in the presence of small amounts of cationic sur-
factants, particularly with montmorillonite suspensions.
No multicomponent sorption modeling was reported.

The effect of Cu(II), Hg(II), and Pb(II) on the uptake of
Cd(I) by activated carbon was investigated by Krishnan

Table 3
Metal Systems pmol/gram
Copper alone 440
Cu in Cu-Cd 350
Cu in Cu-Zn 370
Cu in Cu-Cd-Zn 360
Cadmium alone 360
Cadmium in Cu-Cd 90
Cadmium in Cd-Zn 250
Cadmium in Cu-Cd-Zn 85
Zinc alone 375
Zinc in Cu-Zn 50
Zinc in Cd-Zn 130
Zinc in Cu-Cd-Zn 70
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Table 4
Metal Ions Promoters Suppressor
Hg(ID) Ag(I)>Pb(II) Cu(ID)
Ag(D Cd(ID>Cu(Il) Hg(ID)
Pb(ID) Cd(ID)>Cu(ID) Hg(ID)>Cu(ID)
Cd(II) - Cu(Il)>Ag(D)>NiII)
Cu(I) Ni(ID~CdI) Ag(D)>Hg(II)>Cr(VI)>Pb(II)
Cr(VD) Cu(ID) -
Ni(II) - Ch(II)>Cd(II)

and Anirudhan (37). The removal of Cd(II) was reported
to be 98.8% in absence of any co-ions. The same decreases
to 83.3%, 79.1%, and 72.1%, respectively, when Cu(Il),
Hg(II), and Pb(II) ions are present in a 1:1 ratio. The
results further showed that a 72.2%, 70.5%, and 60.6%
reduction in Cd(II) removal was observed when Cu(Il),
Hg(II), Pb(II) ions were present at a molar ratio of 1:2.
The reduction may be because of the competitive ion
effect between Cd(II) and co-ions for the adsorption sites
available on the carbon surface. Based on these results, it
was concluded that Pb(II) ions may be stronger competitive
ions than Hg(IT) and Cu(II) removal by SA-S-C. The results
can also be explained by the selectivity sequence of the
most common cations on the adsorbent surface. It was
also observed that, among the cations used, interference
of Pb(II) ion is highest, followed by Hg(II) and Cu(II). The
observed order of interference was the same as that of their
increasing ionic radii, i.e., their decreasing hydrated ionic
radii. The smaller the hydrated ionic radii, the greater
its efficiency to active groups of the adsorbent, which
suggests that the energy required in the dehydration of
the metal ions, in order that they could occupy a site in
the adsorbent, plays an important role in determining the
selectivity series for the metal ions.

Recently, Mohan and Singh (38) reported the batch
sorption isotherm studies to obtain the data required in
the design and operation of column reactors for treatment
of cadmium- and zinc-bearing wastewater both in single
and multicomponent systems. The metals chosen for the
investigation in single component studies were Cd (II)
and Zn(II). In multicomponent system investigations, four
binary systems, Cd(Cd-Cu), Cd(Cd-Zn), Zn(Zn-Cu), and
Zn(Zn-Cd), and two ternary systems, Cd(Cd-Cu-Zn) and
Zn(Zn-Cu-Cd), were selected. The adsorption isotherms
for binary, ternary, and multicomponent systems were
obtained at pH 4.5. A 1:1 ratio was used to determine
the effect of other metal ions on the adsorption of
Cd(II) and Zn(II) on the prepared carbon. The Freundlich
and Langmuir adsorption isotherms for Cd(II) and
Zn(II) in binary and ternary systems are presented
in (Figs. 1 and 2), respectively (38). The results clearly
revealed that the presence of other metal ions compete
with Cd(II) and Zn(II) ions. It was observed that Cu(II)
had the least interfering capacity among Cd(II), Zn(II),
and Cu(Il) ions in binary systems. Both Langmuir and
Freundlich isotherms adequately described the data over
the entire range of concentration, and corresponding
parameters are presented in Table 5. The effect of ionic
interaction (36,39) on the sorption process may also be
represented by the ratio of the sorption capacity for one
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Figure 1. Multicomponent adsorption of Cd(II) on activated
carbon developed from bagasse. Solid lines represent the fitting
of data by (a) Freundlich and (b) Langmuir isotherms.

metal ion in the presence of the other metal ions, @™, to
the sorption capacity for the same metal when it is present
alone in the solution, @°, such that when:

Q—O > 1, the sorption is promoted by the

Q presence of other metal ions

QQ—O =1, no observable net interaction exists
Qmix

5~ < 1, sorption is suppressed by the
Q presence of other metal ions

mix

The values of were found to be less than 1, as

0
presented in Table 5. The prepared activated carbon
followed the same trend, that is, @™* decreased in the
following order for the adsorption of Cd(II) and Zn(II) in
multicomponent systems:

CdII) < Cd-Cu < Cd-Zn < Cd-Cu-Zn
Zn(II) < Zn-Cu < Zn-Cd < Cd-Cu-Zn

for Cd(II)
for Zn(II)
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Table 5. Freundlich and Langmuir Isotherm Constants for Singe and Multicomponent Adsorption of Cd(II) and Zn(II) on

Activated Carbon Developed from Bagasse Carbon

Freundlich Constants

Langmuir Constants

Metal
Tons System Kr 1/m R? K2 /Ky Q° bx 1073 R? Q™x/Q0
Cd Cd alone 5.78 0.28 0.9760 - 38.03 13.2 0.8886 —
Cd Cd + Cu 4.30 0.29 0.9706 0.74 33.11 11.0 0.8829 0.87
Cd Cd +Zn 1.74 0.02 0.9864 0.30 30.02 8.8 0.9678 0.79
Cd Cd+Cu+Zn 0.59 0.03 0.9864 0.10 29.77 2.7 0.9583 0.78
Zn Zmn alone 5.62 0.25 0.9659 - 31.11 14.2 0.8683 —
Zn Zn + Cu 3.96 0.27 0.9674 0.70 26.00 13.5 0.8723 0.84
Zn Zn + Cd 1.42 0.41 0.9868 0.25 23.09 8.00 0.9794 0.74
Zn Zn + Cu+Cd 0.79 0.45 0.9792 0.14 19.02 54 0.9804 0.61
(@) 35 | | | binary, ternary, and multicomponent systems on different
® Znonly o types of activated carbons. The adsorption isotherms
309 %r"]‘gr"]‘gg)) for binary, ternary, and multicomponent systems were
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Figure 2. Multicomponent adsorption of Zn(II) on activated
carbon developed from bagasse. Solid lines represent the fitting
of data by (a) Freundlich and (b) Langmuir isotherms.

Overall, it was concluded that the adsorption capacity of
activated carbon for Cd(II) and Zn(II) decreased more in
ternary systems as compared with binary systems.

In acid mine wastewater, some other metal ions are
always present besides iron and manganese; therefore, it
is desirable to see the effect of other metal ions on the
adsorption capacity of different activated carbons. A very
important study in this regard was carried out by Mohan
and Chander (39) where the adsorption of four metal ions,
i.e., Mn(II), Fe(Il), Zn(II), and Ca(II), were conducted in

obtained at pH 3.5 and 25°C. The concentration range
of 5.0 x 107% to0 9.0 x 10~3 M was investigated, and a 1:1
ratio was used to determine the effect of Mn(II), Ca(Il),
and Zn(II) on the adsorption of Fe(II) on carbons. The
Freundlich and Langmuir adsorption isotherms for Fe(II)
in the absence and presence of interfering metal ions
were determined.

Both Langmuir and Freundlich adsorption isotherms
were found to adequately describe the data over the entire
range of concentration, and the Langmuir and Freundlich
isotherm parameters are presented in Tables 6 and 7,
respectively. The detailed analysis of the regression
coefficients showed that the data was slightly better fitted
by Freundlich adsorption isotherm for multicomponent
systems. The adsorption isotherms for different carbons
revealed that, when Ca(II), Mn(II), and Zn(II) were
present in the system with Fe(Il), the interference
did not change the adsorption of Fe(II) in the low
concentration range, whereas a competitive uptake, with
Fe(II) being preferentially adsorbed by carbons, took place
at the higher concentrations. Carbon B0, which showed
abnormal behavior and adsorption, was found to increase
in the presence of other metal ions.

It was further concluded that the presence of man-
ganese and/or zinc had limited effect on the capacity of
carbons for Fe(II) in comparison with calcium. Thus, over-
all it was found that Ca(II) had the highest interfering
capacity. The adsorption capacity of various activated car-
bons for Fe(Il) in the presence and absence of Mn(II),
Zn(II), and Ca(Il) are presented in Table 6, whereas the
Freundlich constants are presented in Table 7. Thus, when
two or more metal ions are present in the solution, they
seem to compete for the adsorption sites as the metal ions

are adsorbed on the same sides.
mix

The values of are found to be less than 1,

0
as presented in Table 6, except for carbon BO, thereby
confirming the suppression in the adsorption of Fe(II)
by the presence of other metal ions. These results are
consistent with the adsorption isotherms obtained for
Fe(Il) in the absence and presence of various metal ions.
It is clear from Table 6 that carbons can be divided
into two different categories, i.e., wood-based activated



Table 6. Langmuir Isotherm Constants for Multicomponent Metal Ion Adsorption on Different Types of Activated Carbons

Activated
Carbons Parameters Fe(II) Fe(Fe-Ca) Fe(Fe-Mn) Fe(Fe-Zn) Fe(Fe-Mn-Zn) Fe(Fe-Mn-Zn-Ca)
W1 Q° 22.27 15.35 17.65 16.26 13.79 12.36
bx1078 38.63 42.14 38.67 53.86 30.36 44.75
R? 0.9606 0.8615 0.7013 0.7223 0.9609 0.7581
Qmix/Q0 - 0.69 0.79 0.73 0.62 0.56
w2 Q° 25.60 18.16 19.73 18.78 17.16 13.26
bx1073 70.74 37.59 117.37 90.70 34.22 81.73
R? 0.9409 0.7529 0.7474 0.7643 0.9491 0.7516
Qmix/Q0 - 0.71 0.77 0.73 0.67 0.52
w3 Q° 21.67 14.58 16.86 16.10 13.64 13.06
bx1073 53.97 82.39 78.06 86.71 34.91 21.71
R? 0.9302 0.8054 0.6983 0.7206 0.9735 0.6746
QMix/Q0 - 0.67 0.78 0.74 0.63 0.60
BO Q° 14.59 15.2 22.98 22.02 18.78 14.44
bx1072 2.643 21.485 33.22 32.558 75.111 32.318
R? 0.8334 0.8525 0.6847 0.6700 0.8929 0.7157
Qmix /0 - 1.0418 1.57505 1.509253 1.287183 0.989719
B4 Q° 28.78 16.58 22.32 20.84 18.21 15.3184
bx1073 27.560 14.609 35.662 34.002 23.964 18.943
R? 0.8773 0.8722 0.8257 0.7682 0.9549 0.7780
Qmix /0 - 0.58 0.7241 0.7755 0.63 0.53
B3 Q° 25.61 12.05 16.90 15.80 16.47 9.74
bx1073 2.28 1.69 3.73 4.46 1.80 2.98
R? 0.9287 0.9809 0.9498 0.9672 0.9858 0.9728
Qmix/Q0 - 0.47 0.66 0.61 0.64 0.38
C1 Q° 46.35 21.77 27.40 26.05 23.85 18.31
bx1073 36.85 34.77 77.15 31.73 23.72 43.12
R? 0.92668 0.619730 0.60214 0.5852 0.6432 0.7003
Qmix/Q0 - 0.47 0.59 0.56 0.51 0.40
Lignite Q° 34.22 19.59 20.88 19.96 12.39 11.23
bx10-3 28.98 32.87 68.67 33.50 55.21 53.12
R? 0.8768 0.8912 0.8714 0.8986 0.9662 0.9238
Qmix/Q0 - 0.5725 0.6101 0.5832 0.3621 0.3282

Table 7. Freundlich Isotherm Constants for Multicomponent Metal Ion Adsorption on Different Types of Activated

Carbons
Activated
carbons Parameters Fe(I) Fe(Fe-Ca) Fe(Fe-Mn) Fe(Fe-Zn) Fe(Fe-Mn-Zn) Fe(Fe-Mn-Zn-Ca)
Wi Kp 90.70 36.90 34.78 27.00 44.30 34.12
1/n 0.21 0.13 0.10 0.10 0.17 0.14
R? 0.9299 0.8715 0.7857 0.7957 0.9173 0.7240
w2 Kp 90.34 33.67 38.77 39.91 57.00 39.37
1/n 0.18 0.09 0.09 0.10 0.18 0.52
R? 0.9452 0.8170 0.8235 0.8343 0.8712 0.7423
W3 Kp 80.67 29.37 28.80 25.42 51.54 27.83
1/n 0.19 0.10 0.08 0.07 0.19 0.12
R? 0.9163 0.8653 0.7800 0.7953 0.8671 0.7989
BO Kp 57.16 29.04 67.88 57.86 63.04 27.60
1/n 0.25 0.10 0.15 0.14 0.16 0.097
R? 0.8257 0.84426 0.9054 0.9787 0.9938 0.7268
B4 Kp 281.88 123.33 112.86 109.11 265.72 100.18
1/n 0.41 0.42 0.32 0.32 0.47 0.39
R? 0.9447 0.9667 0.9726 0.9725 0.9656 0.9614
B3 Kp 1.87 41.94 70.03 53.18 101.13 44.18
1/n 0.87 0.14 0.16 0.13 0.24 0.16
R? 0.3759 0.8618 0.8376 0.8419 0.9675 0.7561
C1 Kp 444.84 37.36 - - - 38.1925
1/n 0.28 0.08 - - - 0.11
R? 0.9325 0.6869 - - - 0.7738
Lignite Kp 214.24 66.190 69.79 60.358 8.345 9.5887
1/n 0.2455 0.1732 0.1618 0.1580 0.1367 0.1396
R? 0.9215 0.9061 0.9030 0.8971 0.9070 0.9067

114
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carbons follow the same trend (Fe-Mn<Fe-Zn<Fe-Ca<Fe-
Mn-Zn<Fe-Mn-Zn-Ca) whereas the other carbons behave
in a similar fashion (Fe-Mn<Fe-Zn< Fe-Mn-Zn<Fe-Ca <
Fe-Mn-Zn-Ca). Also, the effect of other interfering metal
ions on the adsorption of Fe(II) was found to be less on
coconut-based activated carbon followed by coal-based and
wood-based activated carbon, respectively. Overall, it was
concluded that the adsorption capacity of different carbons
decreased more in ternary and quaternary systems as
compared with binary systems.

Fixed bed studies were also conducted on solution
containing a mixture of several metal ions. For these
studies, a bed filled with activated carbon was treated
with a solution containing 60 mg/L Fe (II) and 50 mg/L
each of Mn (II), Zn (II), and Ca (II). The hydraulic flow rate
was 1.7 mL/min. The breakthrough curves are presented
in (Figs. 3 and 4). The results are plotted as dimensionless
concentration (C,/Cy) vs. effluent volume. Initially, all the
metal ions were adsorbed nonselectively and a metal ion-
free effluent was produced. With continued treatment,
manganese began to escape the column, followed by
zinc and then iron. One can see that manganese and
zinc, which initially adsorbed nonselectively, are released
with continued passage of iron-bearing solutions. Iron
could be adsorbed selectively during the period of testing.
Similar results were obtained with other carbons. These
results demonstrate that metal ions can be separated
and possibly recovered in useful form by treating metal-
bearing wastewaters with activated carbons. The studies
were also performed in the single column as well as when
columns were connected in series. The difference in various
parameters obtained are presented in Table 8.

The wuptake of Pb(II), Hg(Il), and Cr(VI) in a
multicomponent system was studied by Srivastava
et al. (40) on the activated carbon developed from fertilizer
waste material. The sorption efficiency of the adsorbent
was found to decrease by 15% and 7%, respectively, for lead
and mercury in the presence of each other. No decrease,
however, was reported for chromium in the presence of
mercury, but the uptake of mercury reduced by 8—-10% in
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Figure 3. Breakthrough curves showing the multicomponent
adsorption on carbon UU at pH 3.5 and hydraulic flow rate
of 1.7 ml/min. Metal concentration = Fe(II):Mn(II):Zn(II):Ca(II)::
60:50:50:50 ppm.

g 1.4 T T T T
82 AR, eome |
= v BB v ogp ¢
g 1o e v 7
§ v
€ 080 —
3
c - ) o o _|
8 0.6 o%n'% ® %% ° °
el
go4r S’ o Fe(ll) -
© ° o Mn(ll)
§ 02 K v Zn(ll) N
Z 50 S | | |

0 500 1000 1500 2000 2500

Effluent volume (mL)

Figure 4. Breakthrough curves showing the multicomponent
adsorption on carbon B3 at pH 3.5 and hydraulic flow rate
of 1.7 ml/min. Metal concentration = Fe(II):Mn(II):Zn(II):Ca(II)::
60:50:50:50 ppm.

Table 8. Comparison Between Single- and Three-Column
System for Fe(II) Adsorption

Number of Column
Types of Bed EBCT* @ Capacity
Column Volume (min) (ml/min) V, BV, (mg/g)
Single 22 9 2.7 85 ml 4 3.4
column
Three 235 24 10 15 liter 63 18.7
column
system

*Empty bed contact time or residence time.

"Volumetric flow rate.

Vi = Breakthrough volume.

BV}, = Bed volumes at breakthrough.

[Concentration of metal ions in the inlet: 60 ppm for Fe(II); 50 ppm each
for Mn(II), Zn(II), and Ca(II).]

Parameter Value

Column diameter (cm) 2.5

Column bed height (cm) 16

Bed volume (ml) 78 each, i.e., 235
Flow rate (ml/min) 10

Residence time (min) 24

Particle size (mesh) 20 x 40

Amount of carbon 50 gm in each column, i.e., 150 gm
Concentration of metal ions (ppm)  Fe?*: Mn?*: Zn2*: Ca®*:: 60:50:50:50
pH of the solution 3.5

the presence of chromium. The reduction in the sorption
of metal ions from the mixtures was observed to be almost
the same for different levels of interference. Competitive
adsorption of various metal ions in the presence of each
other is presented (40,41) in Tables 9—-12.

COMPETITIVE SORPTION OF ORGANICS

Yen and Singer (42) studied the adsorption of phenols
and substituted phenols on activated carbon. Mixtures
of phenolic compounds were taken to explore the Ideal
Adsorbed Solution (IAS) theory using an improved method
of calculation that had been developed to describe the
multicomponent adsorption. The IAS model with the
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Table 9. Competitive Adsorption of Pb(II) in Presence of Hg(II)

Pb(II) Hg(II) Amount of Pb(IT) Adsorbed  Amount of Pb(II) Adsorbed in
Concentration  Concentration in Absence of Hg(II), Presence of Hg(II)
(mol/l) (mol/1) (mol/g) (mol/g)
5 x 10~3(fixed) 1x10* 4.7 x 1078 4.2 %1078

5x 10~ 4.7 %1073 4.0 x 1073

1x 1073 4.7 %1078 4.0x 1073

Table 10. Competitive Adsorption of Hg(II) in Presence of Pb(II)

Hg(1I) Pb(II) Amount of Hg(IT) Adsorbed  Amount of Hg(II) Adsorbed in
Concentration  Concentration in Absence of Pb(II), Presence of Pb(II)
(mol/1) (mol/1) (mol/g) (mol/g)
5 x 10~3(fixed) 1x10~* 4.0 x 1073 2.3 x 1073

5x 104 2.7 x 1073 2.6 x 1073

1x1073 2.7x 1073 2.6 x 1073

Table 11. Competitive Adsorption of Cr(VI) in Presence of Hg(II)

Cr(VI) Hg(I) Amount of Cr(VI) Adsorbed Amount of Cr(VI) Adsorbed in
Concentration  Concentration in Absence of Hg(II), Presence of Hg(I1D);
(mol/1) (mol/1) (mol/g) (mol/g)
5 x 10~3(fixed) 1x10°* 4.0x1073 4.0x1073

5x 1074 4.0 x 1073 4.0 x 1073

1x10°3 4.0x1073 39x10°3

Table 12. Competitive Adsorption of Hg(II) in Presence of Cr(VI)

Hg(II) Cr(VI) Amount of Hg(IT) Adsorbed = Amount of Hg(II) Adsorbed in
Concentration  Concentration in Absence of Cr(VI), Presence of Cr(VI)
(mol/l) (mol/1) (mol/g) (mol/g)
5 x 10~3(fixed) 1x10* 3.0x 1073 2.7 x 1073

5x 10~ 2.7 x 1078 2.5 x 1073

1x10°3 2.7 x 1078 2.5 x 1073

modified calculation method was tested for its performance
on ten sets of binary and ternary phenolic mixtures.
The Langmuir model was also taken just to compare the
results, but the IAS model was found to be successful in
precisely describing the competitive adsorption behavior
of phenolic mixtures.

The impact of the presence of molecular oxygen on mul-
tisolute adsorption of phenols on granular activated carbon
was evaluated by Sorial et al. (43). Adsorption equilibrium
for binary mixtures of phenol/O-cresol and ternary mix-
tures of phenol/O-cresol/3-ethylphenol was carried out at
23 °C using three different initial concentration combina-
tions. Adsorption was carried out under oxic and anoxic
conditions. The ideal adsorbed solution theory, using
Myers equation for correlating the single-solute anoxic
isotherms, was found to accurately describe the competi-
tive adsorption behavior of these phenolic mixtures under
anoxic conditions. When the Freundlich model was used
to describe the single-solute sorption, the deviations were
found to increase. It was concluded that poor model predic-
tions for the oxic isotherms were attributed to the presence
of molecular oxygen, which promotes the polymerization of

solutes on the surface of granular activated carbon. In con-
tinuation of this study, the same authors (44) conducted
the adsorption of these phenolic compounds in fixed bed
GAC adsorbers. The adsorption breakthrough curves were
obtained for a single-solute system, i.e., phenol, O-cresol,
and 3-ethylphenol, as well as for multisolute systems, i.e.,
phenol/O-cresol and phenol/O-cresol/3-ethylphenol. The
plug through homogenous surface diffusion model was
evaluated as a predictor of GAS adsorber, whereas the
binary and ternary solute calculations were performed
using kinetic parameters determined from a single-solute
system. The ideal adsorbed solution theory was imple-
mented. The model for binary and ternary solute systems
agrees well with the experimental data collected under
anoxic conditions.

The adsorption of 2,4,6-trichlorophenol (TCP) and
N-[2-(2,4,6-trichlorophenoxy)propyll amine(BTS40348) in
single and binary systems was carried out on four different
activated carbon at pH 4.0 and 9.0 by Garner et al. (45).
Competitive adsorption was observed, and at respective
pH optima, reduction in adsorption efficiencies were found
to be 10% for TCP and 43% for BTS40348.
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The interference of catioine, nonionic, and anionic
detergents on the adsorption of phenols was studied
as a function of the concentration of detergents (46).
As all types of surfactants are found to interact to a
varying degree with activated carbons, the effect of anionic
detergent (Manoxol 1B), nonionic detergent (triton), and
cationic detergent (cetylpyridinium chloride) on the uptake
of 2,4,6-trinitrophenol, 4-nitrophenol, 4-chlorophenol, and
1,3-dihydroxybenzene by the activated carbons was
studied. The adsorption of 2,4,6-trinitrophenol was found
to decreased by 1.3—3.3% in the presence of increasing
anionic detergent concentration. A decrease in adsorption
efficiency by 3.0-6.0% was observed in the case of 4-
nitrophenol. In the case of 4-chlorophemol, the uptake
decreased by 5-7%, whereas a 2-5% decrease was
observed for 1,3 dihydroxybenzene. In the case of nonionic
surfactant, the removal efficiencies of activated carbon
was found to decrease by 2-4%, 3—-8%, 3.7-7.5%, and
3.3—6.7% for 2,4,6-trinitrophenol, 4-nitro phenol, 4-chloro
phenol, and 1,3-dihydroxybenzene, respectively. In the
case of cationic detergent, a decrease in the scavenging
efficiency of activated carbon by 2.7-6.7% for 2,4,6-
trinitrophenol and 4.0-10.0% for 1,3-dihydroxybenzene
was observed. Thus, the maximum effect was found
with cationic detergent and the minimum with anionic
detergent. Nonionic detergent falls in between the two.
Authors explained that the decrease in the scavenging
efficiency of activated carbon for phenols in the presence
of surfactants is consistent with the act that the particles
of the carbon surface are negatively charged.

Jossens et al. (47) studied the sorption data at 20°C
for six dilute aqueous bi-solute systems in activated
carbon. The six systems were phenol/p-nitrophenol, p-
nitrophenol/p-chlorophenol, p-nitrophenol/benzoic acid, p-
chlorophenol/phenyl acetic acid, p-nitrophenol/o-phenyl
phenol, and 2,4-dichlorophenol/dodecyl-benzol sulfonic
acid. A new three-parameter adsorption isotherm was
presented that represents the single-solute data very well.
For bi-solute systems where dissociation is negligible, the
calculated individual adsorption agrees with experimental
data within 2%.

The adsorption of acetaldehyde, acetone, 2-butanone,
pyridine, and phenol from binary aqueous solutions on
activated carbon was reported by Barton (48). The author
has applied the Dubbinin—Radushkevich (DR) equation
with some slight modifications. The authors explained that
the displacement adsorption of 2-butanone and pyridine is
driven mainly by the displacement enthalpy. As desorption
of water involves an increase in motional entropy, it
was therefore concluded that strong adsorbed solutes
2-butanone and pyridine produce a large compensating
entropy decrease. On the other hand, more weakly
adsorbed substances, such as acetone and acetaldehyde,
were not able to compensate for the entropy increase
associated with the desorbed water on adsorption. Single
and multisolute adsorption isotherms studies of three
phenolic compounds, i.e., gallic acid, p-hydroxybenzoic
acid, and syringic acid, were investigated at 20°C,
30°C, and 40 °C using a bituminous coal-based activated
carbon (49). The capacity of the activated carbon used
to adsorb these compounds follows the order: syringic

acid > p-hydroxybenzoic acid > gallic acid. In binary and
ternary components, experimental data suggested that
interactions between adsorbates improve the adsorption
capacity of some of the phenolic acid compounds. On
the contrary, at high organic concentrations, adsorbed
gallic acid was partially removed from the activated
carbon surface because of the presence of the other
components. A two-component isotherm (phenol/2,6-
dichlorophenol) adsorption was also studied by Mameli
et al. (50) in order to test activated carbon behavior during
competitive adsorption.

Kim and Lordgooei (51,52) reported the adsorption
modeling of various volatile organic compounds in
single and multicomponent systems. A Dubinin—Astakhov
thermal equation of equilibrium adsorption (DA-TEEA) for
single component and ideal/real adsorbed solution theories
(IAST/RAST) for multicomponent systems were presented
successfully. In an another study, Semmens et al. (53,54)
studied the influence of pH and coagulation on the
removal of organics by granular activated carbon. Okazaki
et al. (55,56) reported the multicomponent adsorption of
organics from water, whereas Ha et al. (57) developed
a predictive isotherm model to evaluate the extent
of bioregeneration of granular activated carbon loaded
with phenol and 2,4-dichlorophenol (2,4-DCP) in single
and bisolute systems. A bisolute system was taken up
for assessing the competitive adsorption. The effect of
byproducts, which were generated during biodegradation
of substrate and measured as COD, on bioregeneration in
the bisolute was also investigated. Freundlich adsorption
capacity of 2,4-DCP was found to be more as compared with
phenol in both single and bisolute systems. Byproducts
in the bulk solution brought an adverse effect on
adsorption capacity of GAC in all cases. By taking into
account the byproduct effect on adsorption, the Freundlich
isotherms were used to formulate a predictive model of
bioregeneration.

The adsorption of benzoic acid and p-nitrophenol (PNP)
at 25°C was performed by Chern and Chien (58) in a
binary system on GAC. The sorption experimental data
were fitted to the extended Langmuir isotherm model
successfully. The experimental data and the isotherm
model parameters showed that the GAC used in this
study had a higher affinity to PNP than benzoic acid.
Three-column tests were performed to determine the
breakthrough curves and effluent solution pH with vary-
ing feed compositions. The weakly adsorbed BA exhibited
an intermediate zone of effluent concentration higher than
its feed one. The authors predicted that the breakthrough
curves with varying feed compositions could be predicted
by the nonlinear wave propagation theory satisfactorily,
only the adsorption isotherm models were required to
construct the composition path diagram with which the
breakthrough curves could be predicted. In an impor-
tant study, Bulloch et al. (59) developed a thermodynamic
model to predict adsorption equilibrium in the inter-
national space station water processor’s multifiltration
beds. The model was able to predict the multicomponent
adsorption equilibrium behavior using single component
isotherm parameters and fictitious components represent-
ing the background matrix. The fictitious components
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Table 13. Competitive Adsorption of Phenols in Presence of Each Other

Amount Amount Amount Amount
Adsorbed in Adsorbed in Adsorbed in Adsorbed in
Presence of Presence of Presence of Presence of
2,4,6-Trinitro- 4-Nitro- 4-Chloro- 1,3 Dihydroxy
Adsorbate Amount phenol phenol phenol Benzene
Concentration Adsorbed (1 x 1075 M) (1x107> M) (1 x 1075 M) (1x10~>M)
Adsorbate mol/l mol/g mol/g mol/g mol/g mol/g
2,4,6-trinitro phenol 1x10°* 1x10°* — — — X
2,4,6-trinitro phenol 1x10°3 7.50 x 10~ — — — X
4-nitrophenol 1x10°* 0.9 x 10~* 0.84 x 10~* — — X
4-nitrophenol 1x 1073 5.00 x 104 4.80 x 10~ — — X
4-chlorophenol 1x10°* 0.73 x 10~* 0.65 x 10~* 0.70 x 10~* — X
4-chlorophenol 1x10°3 4.00 x 10~ 3.50 x 10~ 3.80 x 10~ — X
1,3 dihydroxy benzene 1x10°* 0.70 x 10~* 0.55 x 10~* 0.65 x 10~* 0.70 x 10~* X
1,3 dihydroxy benzene 1x10°3 3.00 x 10~ 2.50 x 10~* 2.75 x 1074 2.90 x 10~* X

were determined by fitting total organic carbon and tracer
isotherms with the ideal adsorbed solution theory. Mul-
ticomponent isotherms using a wastewater with high
surfactant and organic compound concentrations were
used to validate the equilibrium description on a coconut-
shell-based granular activated carbon (GAC), coal-based
GAC, and a polymeric adsorbent.

The adsorption of three barbiturates—phenobarbital,
mephobarbital, and primidone—from simulated intestinal
fluid (SIF), without pancreatin, by activated carbon
was studied by Wurster etal. (6). The competitive
Langmuir-like model, the modified competitive Langmuir-
like model, and the LeVan—Vermeulen model were
each fit to the data. Excellent agreement was obtained
between the experimental and predicted data using
the modified competitive Langmuir-like model and the
LeVan—Vermeulen model. The agreement obtained from
the original competitive Langmuir-like model was less
satisfactory. The results of these studies indicate that
the adsorbates were found to compete for the same
binding sites on the activated carbon surface. The results
demonstrated that it is possible to accurately predict
multicomponent adsorption isotherms using only single-
solute isotherm parameters.

Rozada et al. (60) studied the adsorption of methylene
blue and saphranine from single and bisolute systems
using the activated carbons developed by chemical
activation and pyrolysis of sewage sludges.

The effect of presence of an anionic (Manoxol 1B),
nonionic (Triton), and cetyl pyridinium chloride deter-
gent on the uptake of dinitrophenol by activated car-
bon developed from fertilizer waste slurry was studied
by Srivastava et al. (61). The dinitrophenol adsorption
showed a decreased (2—8%) w/w with increasing concen-
trations of anionic, nonionic, and cationic surfactants. The
uptake of DNP was also observed in the presence of NaCl,
BaCl,, and AlCl3 at a fixed adsorbent concentration. No
effect of NaCl was observed on DNP uptake between pH
2 to 4, but at pH 10, adsorption increases by 66% w/w.
The presence of BaCly and AlCl3 did not affect the uptake
of DNP to a significant extent (2 < 2% w/w). The influ-
ence of anions (ClO4™, PO43_, SO42_, and NO3™) on the
uptake of dinitrophenol was also reported. It was observed

that anions have a negligible effect on the sorption of
DNP. Various explanations were given for the competitive
adsorption, some of which are listed below:

1. Interaction in solution between salts and organics to
produce a change in the distribution of the organic
species present, thereby influencing the rate or the
extent of adsorption.

2. Interactions between salts and the adsorbed organ-
ics, resulting in the alteration of the packing, spac-
ing, or alignment of the adsorbed molecules.

3. Interactions between salts and the adsorbate and
adsorbent to perhaps create new or particularly
favorable adsorption sites.

The enhanced adsorption of DNP in the presence of slats
was thus attributed to the interaction between cations
and organics in the solution or at a solid surface. Such
interaction influences adsorption through the alteration of
solubility or the degree of ionization of the organic molecule
via the common ion effect, ion pairing, or complexation.
The enhance in the uptake of DNP was attributed to ion
pair formation

The adsorption of malachite in presence of Manoxol 1B
detergent was reported by Gupta et al. (62). The removal
was found to decrease by 1.5-2.0%.

Sung-Ryong and Vinitnantharat (63) studied the sorp-
tion of phenol and 2,4 dichlorophenol in single and bisolute
systems. It was concluded that 2,4 DCP was a stronger
adsorbate than phenol in both single and bisolute systems.
On desorption of 2,4 DCP, the small fraction of sorbed com-
pounds was reversible, but phenol has comparatively high
reversibility.

The competitive adsorption of three cationic polymers,
namely JR125, JR400, and JR30M, and a cationic sur-
factant (cetyl trimethyl ammonium bromide) onto a silica
surface from a low ionic strength medium was investigated
by Harrison et al. (64). It was reported that competition
between polymers showed that smaller molecules were
adsorbed, initially preventing the subsequently adsorption
on larger polymers. Adsorption from the combined poly-
mer and the smallest polymer (JR 125) was excluded from
the surface; the intermediate molecular mass polymer (JR



COMPETITIVE ADSORPTION OF SEVERAL ORGANICS AND HEAVY METALS ON ACTIVATED CARBON IN WATER 119

400) was almost unaffected; the surfactant and the largest
molecular mass polymer (JR 30M) were partially excluded
from the surface.

Competitive adsorption of substituted phenols by acti-
vated carbon developed from fertilizer waste slurry was
investigated by Srivastava and Tyagi (65). The uptake of 4-
chlorophenol, 4-nitophenol, 2,4,6-trinitrophenol, and 1,3-
dihydroxybenzene in the presence of each other provided
some interesting data, which is presented in Table 13.
Surprisingly, the adsorption of 2,4,6-trinitrophenol did
not get at all affected by 4-nitrophenol, 4-chlorophenol,
and 1,3-dihydroxybenzene. However, the uptake of 4-
nitophenol went down by 6.0% in the presence of 2,4,6-
trinitrophenol. No decrease, however, was observed in
the presence of 4-chlorophenol and 1,3-dihydroxybenzene.
Similarly, the adsorption of 4-chlorophenol was found
to reduced by 5.0% and 12.5% in the presence of 4-
nitophenol and 2,4,6-trinitrophenol. 4-chlorophenol was
not affected by 1,3-dihydroxybenzene. The sorption capac-
ity of 1,3-dihydroxybenzene decresed by 3.3%, 8.3%, and
16.7% in presence of 4-chlorophenol, 4-nitrophenol, and
2,4 6-trinitrophenol, respectively. The electron withdraw-
ing nature of nitro as well as chloro reduced the electron
density in the ring in phenols. The effect was highest in
2,4,6-trinitrophenol and lowest in 1,3-dihydroxybenzene.
4-nitophenol and 4-chlorophenol occupy the second and
third position if a gradation of all four adsorbates is
made vis-a-vis the reduction in electron density of the
pi system of the ring, which explained that the removal
of 2,4,6-trinitrophenol did not get reduced in the pres-
ence of the other three phenols. The observed fact that
1,3-dihydroxybenzene also did not reduce the uptake
of other phenols could also be attributed to the above-
mentioned reason.

MULTICOMPONENT KINETICS

Similar to equilibrium studies, multicomponent kinetics
is also a very important aspect of any adsorption study. It
is based on the single component kinetics model. Out of
the various kinetic models, the film-solid diffusion model
is the best one as far as theoretical background and
optimum mathematical conveyance are concerned, and
therefore opted by a number of researchers from time
to time in multicomponent systems. The details about
this model are also very much documented in various
articles (12,15,66—68).

The kinetic adsorption of mixtures of phenolic com-
pounds onto a polymeric adsorbent from aqueous solution
was studied by Mijangos et al. (69). Van Laar’s equation
was applied to evaluate the influence of concentration on
diffusion. The adsorption kinetics for phenol and p-cresol
mixtures at different initial concentration ratios were
studied and adjusted to the mentioned kinetic model. They
concluded that adsorption from multicomponent aqueous
solution is a surface diffusion-controlled process.

The binary soprtion of Cu-Cd, Cd-Zn, and Cu-Zn onto
bone char has been studied using an equilibrium and batch
agitation system (70). The sorption capacities and selec-
tivity of metal ions follows the order Cu(II)>Cd(II)>Zn(II),
which is a reverse order of the hydrated ionic radii. The

Table 14
Single
Component
Metal Ions D, (cm?/s) Cd-Cu Cd-Zn Cu-Zn
Cd 114 x107% 1.20x10°% 2.25 x 1077 —
Cu 1.59 x 1075 1.30 x 1076 — 1.50 x 10~¢
Zn 1.21 x 10-8 — 1.10 x 107% 1.00 x 1076

binary sorption equilibria were predicted by the ideal
adsorbed solution theory (IAST) on the basis of single
component isotherm data using a Langmuir or Lang-
muir—Freundlich isotherm. The overall performance of
TIAST provided a reasonable curve fitting to the experimen-
tal data. The single component film-pore diffusion model
was extended to the multicomponent systems to correlate
the batch kinetic data by incorporating the shrinking core
model and IAST. It was found that all the diffusivities in
the binary systems are similar to or less than the pore
diffusitivites in single component systems.

The pore diffusivities of the multicomponent systems
using the film-pore diffusion model and IAST are given
in Table 14. Although the equal molar and unequal molar
equilibrium data can generally be predicted by IAST, the
results for the mole ratios 3:7 and 7:3 for the Cd-Cu
systems cannot be predicted very well.
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Nowadays, many organizations collect hydrologic informa-
tion for various purposes. But still, little information from
the huge sources of data is made public in real time, and
only a small fraction of the data is applied for real-time
decision making. Once the hydrologic data have become
“historical” (the data are no longer applicable for real-
time decision making), the data are still very valuable for
design and for evaluating and understanding the hydro-
logic environment. But if hydrological data are used only
after they have become “history,” the value of the data
collection is not fully used.

Before starting to disseminate hydrologic information
it is important to address the following questions:

1. What kind of real-time information should be shown
to the public?

2. How and where should the real-time information be
presented to the public?

3. When do hydrologic data change from valuable real-
time information to less interesting (from a public
point of view) historical hydrologic data?

4. What does it take in knowledge, technology,
and hardware to provide real-time hydrologic
information?
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This article discusses experience gathered from a research
project in Bangkok concerning provision of real-time
rainfall data to the public through the Internet, hand-
held computers, and mobile phones. It also provides an
outline of the future use of hydrologic information in real
time. The potential benefits from the described framework
for using the information are

e a public rainfall and flood information service, like
the daily weather forecast, and flood warning system

o traffic information about streets that have a potential
risk for flooding,

e a decision support system for reducing flooding in the
Bangkok area.

INTRODUCTION

Water is a basic necessity for sustaining life and
developing society. Proper management, protection and
development of water resources are challenges imposed by
population growth, increasing pressure on water and land
resources by competing usage, and degradation of scarce
water resources in many parts of the world.

The cities in Asia are growing rapidly, so it is important
to pay attention to the role of cities in integrated water
resources management (IWRM). The infrastructure for
water in cities consists of water supply networks, sewer
systems, and purification and wastewater facilities. Many
of the cities are old, and they have developed according
to varying historical needs and visions. Hence, the layout
and design of the infrastructure has gradually developed
into rather complex systems covering large areas, and the
systems often have inadequate capacities. The cities are
located in the monsoon area, so they have to cope with
very high rainfalls every year. Regular flooding during
the rainy season is the rule rather than the exception in
most areas. For smaller floods, the people seem to have
adjusted their daily lives, although there is always a loss
of income and property damage. However, when the floods
are heavy, the socioeconomic and health impacts on the
population are enormous. This requires information and
tools that can handle such situations and describe flooding
from local rainfall in cities.

An understanding of the physical system and its
interaction with the environment is a prerequisite for
effective planning and management of urban water
resources. It is too expensive to eliminate flooding in
urban areas by using only structural measures, such
as building new sewers, embankments, and installation
of pumps. To manage the existing infrastructure better,
nonstructural measures, like real-time rain fall and flood
risk information can minimize flooding and the impact of
flooding. In addition, provision of flood risk information
can help people make more intelligent decisions during
floods, and hence reduce the stress and costs of floods.

Today’s advances in computer technology can help
many cities in the world manage local and minor flooding
problems using computer-based solutions. This involves
building computer models of the drainage/sewer system.
These models are then used to understand the often

rather complex interaction between rainfall and local
flooding. Computer models provide the opportunity for
well-structured analyses of rainfall/runoff/flooding, water
availability, water demands, and wastewater disposal, and
they offer a sound scientific framework for coordinated
management and planning. Once the existing conditions
have been analyzed and understood, alleviation schemes
can be evaluated and the optimal scheme implemented.
In addition to real-time information, modeling increases
the value of the hydrologic data tremendously because the
combination of models and real-time data provides a full
cover of information over a catchment.

BACKGROUND

At present, the Asian Institute of Technology (AIT) is
carrying out a research project to apply real-time rainfall
information for Bangkok, Thailand. The Greater Bangkok
area has a very high level of activity. Millions of people
live in the area: On the outskirts of the city, there are
a lot of big factories, and many national as well as
international offices are situated in the center of town.
When heavy rainfall occurs in the Bangkok area, some
of the consequences are heavy traffic jams, waterlogging,
blackouts, and property damage. If flooding follows, there
is often great social impact as well. Many people might lose
their jobs for a shorter or longer period due to temporary
closing of businesses, and schools have to close because
the streets are flooded.

A typical picture of flooding in the city after a minor
heavy rain in Bangkok can be seen in Fig. 1. Knowing
the condition of rainfall in Bangkok in advance can help
in managing and dealing with these problems. Therefore,
hydrometeorological forecasts and warnings are effective
tools for preventing property damage caused by rainfall
and subsequent flooding.

The objectives of the current project are to

1. provide a real-time information system concerning
rainfall and flood risk, and

Figure 1. The Nontaburi area in Bangkok after a “minor” heavy
rain on the April 27, 2002.
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2. explore the possibilities of predicting rainfall and
flooding in Bangkok.

The outcome of the project in economic and social impacts
depends on the dissemination of the information to the
people and the accuracy of the information supplied. The
information system is designed to be generic, so that the
concepts can be transferred easily and implemented at
other Asian locations.

PROVISION OF REAL-TIME HYDROLOGICAL
INFORMATION TO THE PUBLIC

Before embarking on a project to provide real-time
hydrologic information to the public, it is important to
assess which information the public would like to have as
individuals and which information local authorities would
like to have to manage the assets of the city. For example,
a private person driving a car to work may be interested
in knowing the approximate duration of the rain and
the strength of the rain plus an assessment of the risk of
flooding like “Probably small flooding” or “Flooding—Don’t
drive to zone A, B, etc.,” whereas the local authority may
want information about an accumulated rainfall of 60 mm
during the past 60 minutes (which, by experience, provokes
flooding) or other more specific numbers concerning the
rainfall. The local authority may then want to process
the rainfall information further and pass it to public
information sources such as traffic radio and local news
broadcasts.

In modern society, much information (maybe too much)
surrounds us, and we must choose which information we
would like to have. However, one of the basic principles
is that information should be available at the time we
need it and in a form that fits our demands. Providing
rainfall information through a computer requires that
we are in front of a computer, which rarely happens

when we are walking or driving in the rain. We could
stop and visit an Internet café to get the latest rainfall
information, but that would be rather unrealistic. You
would like rainfall information to be available wherever
you are. Mobile phones provide the means of bringing the
rainfall information directly to you wherever you are.

Technical Requirements to Transform Hydrologic Data
to Real-Time Information

A prerequisite for turning hydrologic data into real-
time hydrologic information is the basic infrastructure
in terms of rain gauges and stable Internet connections.
In addition, the communication between the rain gauges
and the Internet service should be available at all times.
If these components are available, it is possible to send
the hydrologic data to a central place where the data
can be processed into information. There are several
ways of setting up such a communication system; it may
be tailored depending on individual need and available
hardware. Figure 2 shows the configuration of the real-
time application that is under development at AIT.

Data from rain gauge stations and radar stations were
sent to the center by radio and the Internet. After gen-
erating the data, Bangkok Metropolitan Administration
(BMA) and Thai Meteorological Department (TMD) center
sent data packages to AIT by the Internet. The server at
AIT was set up to carry out all the main tasks: receiving,
generating, and storing online data; creating applications
based on data; and answering requests from users. The
data are updated using a real-time Internet database
(DIMS™) In DIMS™  macros have been developed to
create the images and other information automatically for
the web sites and then upload the results to the web sites,
including WAP sites available to the public (Fig. 4). The
forecasts of rainfall and flooding are at present based on 53
on-line rain gauges across Bangkok (Fig. 3) and a weather
radar located in downtown Bangkok.

Radar Users
BMA & TMD center AIT server
SMS
Database
Rain gauge
Collecting, and

generating data from L .

stations, sending to Receiving, updating data .

from BMA station, creating WAP devices

AIT by internet

applications, answering
requests from users

Valve and gate

Figure 2. The layout of the real-time rainfall information application at AIT.
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How Close to Real Time must Hydrologic Information be to
Consider It Valuable Real-Time Information?

This is a question, which is extremely difficult to answer.
So far, this article has used the term “real time” to describe
the measurements, which were made, sent to the AIT
computers, processed, and presented to the public. But
the information presented to the public will always have a
time delay because of the time it takes for measurements,
data transmission, and processing. These time delays are
discussed in detail below:

1. The rain gauges run by Bangkok Metropolitan
Administration (BMA) measure the rainfall at 15
minute intervals. Thus, it may only rain the first
5 minutes of the sampling interval and the rainfall
intensities from the first 5 minutes will be averaged
over a period of 15 minutes. Hence, the sample
over 15 minutes produces a significantly lower peak
intensity, which according to the measurement, lasts
10 minutes longer than the actual rain.

2. The data transmission from the rain gauges to BMA
and further to AIT is rather swift and takes only
1 to 2 minutes. But the AIT rain data server looks
only for new data from BMA every 5 min, which on
average means a time delay of 2.5 minutes.

3. The data processing at AIT and the transmission to
the Internet, mobile phones, etc. takes only another
minute, but then the hydrologic information stays
on the Internet until new information has been
measured, transmitted and processed through the
loop described before.

The “real-time” information available to the public is
updated only after the repetition of a new measurement
cycle, as described above. Hence, the information pre-
sented as real-time information may in the worst case be
around 20—30 minutes old!!! Is this acceptable? This is a
question that is difficult to answer and depends on may
local conditions such as the speed of the rain front, the
uniformity of the rain; the density and number of rain
gauges, and the use of the real-time hydrologic rainfall
information. For example, if a rain cloud moves at 5 m/s,
then it will travel 6 km in 20 minutes. This means that
details within an area of travel distance will be difficult
to describe accurately. Means to achieve a higher level of
accuracy are to reduce the sampling interval from 15 min-
utes to 5 minutes or even to 1 minute to be able to present
information to the public closer to real time. Alternatively,
more rain gauges can be installed. One can imagine that
the public will not gain faith in an information system,
which tells them it is still raining where they are 20 min.
after they have felt the last raindrop.

APPLICATION OF REAL-TIME HYDROLOGIC
INFORMATION IN CONJUNCTION WITH URBAN
DRAINAGE MODELS

Applying a model in conjunction with real-time rain
data provides means for improving information about the
current status of the hydrologic system. In general, the

rain gauges provide information only at specific locations.
The application of a model provides the possibility for
gap-filling of information between rain gauges. The
simplest kind of modeling is an inverse-distance-based
interpolation between the rainfall measurements in real
time. At present, that is the method applied at AIT
for generating hyetographs. In the near future, more
interpolative methods will be evaluated and compared.

In addition to interpolation of the rain intensity
between the spatial network of rain gauges, surface
runoff and urban drainage models can easily be added
to the hydrologic information system. The models are
automatically executed when the rainfall at specified
locations exceeds preset threshold values. Based on a
forecast by the hydrologic model or the urban drainage
model, the level of information about the hydrologic system
can be extended into the future. The general approach
behind the level of information about the hydrologic
system as a function of the availability of rain gauges,
models, and a forecast is shown in Fig. 5. The figure shows
how the information level increases and extends in time
when more rain gauges and a model are applied.

The present status of the research project in Bangkok,
is that rain gauges reporting in real time together with a
simple model predict the spatial variation of the rainfall.
In addition, forecast tests in real time have been carried
out on a small scale. First, the procedures were tested with
a small urban drainage model covering AIT only where all
the real-time information is measured directly at AIT.
Second, the urban flood model for Bangkok was set up and
made operational based on real-time data from BMA and
TMD. The forecast has shown promising results and will
be made operational during November—December 2003.

The ongoing work on flood forecasting for specific
areas of Bangkok is based on real-time rainfall data
and a deterministic hydrodynamic urban flood model. The
urban flood model has already been established during
2001-2002 as part of the AIT research in modeling
urban flooding (1,2). The urban flood model builds on a
1-D hydrodynamic urban drainage modelling package,
MOUSE (3) from DHI—Water & Environment. Based on
input in terms of time series of rainfall, the MOUSE model
for Bangkok produces flood inundation maps, showing
flooded areas and depths for the Sukhumvit business area
in Bangkok. Layout of the system is shown in Fig. 6. The
model has been successfully set up and applied to off-line
studies of flooding in Bangkok.

WARNING SYSTEMS FOR FLOODING, FLASH FLOODS,
AND LANDSLIDES

Real-time hydrologic information makes it possible to
detect potential hazards shortly before they happen, for
example, heavy rainfall recorded in certain parts of the
catchment may indicate potential flooding, a potential
flash flood, or a landslide in hilly areas. However, the
level of data and information from a real-time hydrologic
system is overwhelming, and it is not really suitable for
decision support until targeted data processing has taken
place. By keeping the rainfall information in a database, it
is easy to write scripts, which automatically keeps track of
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Figure 5. The level of information as a function of
the application of (1) no rain gauges and no model
available; (2) only rain gauges available; (3) rain
gauges and a model available; and (4) rain gauges,
a model, and a forecast available.
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Figure 6. The layout of the real-time data transmission and
real-time model.

the accumulated rainfall within the last hour. In Bangkok,
experience says that if the accumulated rain within 1 hour
is more than 60 mm, then flooding occurs. This criterion
has been implemented in the rainfall information system,
and warnings are automatically sent to BMA officers,
whenever this criterion is exceeded. The warning system
is built so that it both sends information about the rain
and a personalized message in an e-mail and a SMS
message to mobile phones when the criterion is exceeded.
Whoever the BMA officer on duty is, he will be alerted
about the rainfall conditions either by his email system
or by a ringing phone. It is possible to let the information
system automatically control gates, weirs, pumps, or other
devices in the drainage system, but that is not considered
for the moment.

APPLICATION OF WEATHER RADAR FOR HYDROLOGIC
REAL-TIME INFORMATION

During the last decade, the use of weather radar has
emerged as a tool for rainfall forecasting and at present,
research on the use of weather radar for estimating rainfall
is carried out at several locations (4—6). A weather radar
measures the reflectivity from raindrops in the sky. It
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Time
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does not measure the actual rainfall, and a calibration
between the reflectivity and the rainfall is always required
for each individual weather radar. A radar provides the
potential for getting the spatial variation of rainfall over
a large catchment area. For example, the weather radar
location in Bang Na, Bangkok, has a range of 60 km,
and radar pictures from the Bang Na radar are presently
updated every 15 minutes. However, weather radars are
still a rather new topic for research in forecasting rainfall.
Until now, it has not really been possible systematically to
forecast rainfall dynamics (convective effects) with notable
success, and operational application of weather radar is
rare. However, even though the radar information at
present is not highly accurate, radar can still be part of a
warning system, where a human is automatically alerted
(through the e-mail and SMS warning system described
above) when very high rainfall intensities are measured
by the weather radar. It will then be up to the duty
officer to assess the flood/flash flood risk based on local
data, guidelines, and experience. At present, a number of
weather radars are already available in Thailand, so there
is a good basis for making a warning system that covers
the country.

FUTURE PERSPECTIVES FOR HYDROLOGIC DATA
IN REAL TIME

At present, hydrologists working in urban areas are
facing many new challenges imposed by the ever
changing hydrologic environment in cities. Emphasis
should be put on managing the urban systems as well
as possible by applying currently available information
and technology, for example, by implementing real-time
hydrologic information systems, like that outlined above.
Apart from managing urban hydrology in real time, many
other challenges have to be addressed in the near future.
An example is Dhaka city, which relies heavily (up to 97%)
on groundwater for its water supply (7). During the last 25



years, the groundwater table has dropped by about 25 m.
If this drop in the water table continues, it may generate
problems for the city’s water supply, and surface waters
may be needed as additional resources. This is complicated
by the growth of Dhaka city. Areas that used to be
permeable are being transformed into hard, impermeable
surfaces. Such impermeable surfaces prevent replenishing
groundwater storage and further aggravate groundwater
problems. In turn, the runoff from the new impermeable
surfaces generates additional surface runoff, which again
increases the flooding in Dhaka city. If the water supply
pipes are under low pressure during a period of flooding,
polluted floodwater may enter the water supply network.
This poses an additional health risk to the population
on top of the diseases spread by the floodwater. In
addition, there are considerable losses from the water
supply network, so quite a large amount of drinking water
is lost. This means that being an urban hydrologist does
not only involve one problem, but a group of strongly
interrelated problems, that have major impacts on the
people living in the cities.

The application of real-time hydrologic information is
not the solution to all problems mentioned above, but it
may mitigate flood problems and in this way reduce the
economic losses and health problems the public faces from
urban flooding. Finally, the information generated by a
real-time hydrologic information system can be applied
by using the historical data for design and maintenance
analyses to achieve better functionality of the urban
hydrologic system before the next heavy rain arrives.

SUMMARY

Making hydrological information publicly available on the
Internet and mobile phone is at present a feasible task,
which makes data collection more valuable and the work
of hydrologists more highly appreciated by the public. In
this project, the essential backbone for forecasting rain
and urban flooding is established, and it can easily be
extended to achieve more accurate forecasts, by adding on-
line rain gauges to the system or by changing the sampling
time for the rain gauges to a shorter period. In addition,
the hydrologic information can be applied in conjunction
with real-time hydrologic and urban drainage models
providing decision support and warning systems to deal
with urban flooding and flash floods. The authors believe
that hydrologic information systems like that described in
this article, in the future, may be part of the infrastructure
of any major city around the world.
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INTRODUCTION

Chlorine, being a powerful oxidant, is capable of destroying
biological molecules (1). It is universally used as a
disinfectant for drinking water treatment and as a
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biocide for cooling water treatment (2). However, the very
oxidizing nature of chlorine involves it in a number of
side reactions with organic and inorganic substances
present in water. A certain fraction of the chlorine actually
dosed into water may therefore disappear and not be
available for estimation by the normal methods employed.
These methods actually estimate chlorine concentration by
measuring the amount of oxidants present. The fraction
of chlorine that is used in such side reactions is called
chlorine demand. Chlorine residual refers to the amount
of chlorine (as well as its reaction products, which
retain some oxidation potential) that remains after such
side reactions.

Chlorine, when dissolved in natural waters, gives rise
to various oxidizing compounds depending on the reaction
of hydrolysis and oxidation of ammonia, which leads to
the production of free chlorine (as hypochlorous acid or
its dissociated form) as well as various chloramines, all of
which retain oxidant property. The oxidants also react
with organic matter to produce halogenated organics.
Therefore, chemistry of water chlorination is complex and
involves many molecular and ionic species, with often
confusing terminology. In literature, chlorine dissolved in
water may be described as “free,” “active,” “available,”
“combined,” or “residual”—or a combination of the above.
A brief explanation of the nomenclature associated with
water chlorination is given below.

Free Chlorine/Free Available Chlorine (FC/FAC)

This refers to the amount of hypochlorous acid present in
water in its dissociated or undissociated form:

Cl; + HoO —— HOCI + HC1 (D
HOCl == H*' 4 OCl~ (2)

In seawater (which contains about 65 mg/L bromide), the
following reactions will also take place:

HOCl+Br —— HOBr + Cl™ 3)

Therefore, in seawater chlorination, HOBr (as well as
hypobromite ion, OBr™) is also categorized into FC/FAC.
Combined Chlorine/Combined Available Chlorine

Combined chlorine refers to chloramines, which result
from the reaction of free chlorine with ammonia (or
other nitrogenous compounds with an N-C link) present
in water:

HOCI1 + NH; —— NH,Cl + H,O (4)
NH;Cl + HOCl —— NHCl, + HoO (5)

Additionally, the following reactions are also possible in
seawater environments:

NH; + HOBr —— NHyBr + HyO (6)

NH;Br + HOBr —— NHBrs + H20 (7)
2NH,Cl + Br~ —— NHBrCl + NH3 + C1™ (8)

Chloramines are much less reactive (that is, less effective
as biocides) when compared with bromamines. Combined
forms of chlorine are, in general, less efficient biocides than
free chlorine, but are more persistent than it. Hence, they
are very important from the environmental point of view.

Total Available Chlorine (TAC)

This refers to the sum of the two terms just defined and
represents a major part of the biocidal capacity of the
chlorinated water.

Residual Chlorine

This term is analogous to TAC and is often used to
represent the oxydisinfectant capacity of water (consisting
of free and combined oxidants) at that point in time
(Fig. 1). It must be kept in mind that this capacity goes on
reducing as a function of time because of what is known as
chlorine decay. The dosed chlorine continuously engages
in a series of reactions with substances present in water,
which in due time will result in complete disappearance of
all measurable chlorine.

Chlorine Demand (CD)

It is defined as the difference between the amount of
chlorine added and the useful residual chlorine that
remains at the end of a specified contact time. It refers
to the amount of chlorine “lost” in side reactions referred
to earlier. As the CD of a given sample of water varies
with the chlorine dose applied and the contact time (that
is, the interval between chlorine dosing and chlorine
measurement), it is always denoted with reference to the
dose and the contact time. For example, for a chlorine dose
of 1 mg/L, a sample of water may return a CD value of
0.6 mg/L after a contact time of 30 minutes. In natural sea
or fresh water, chlorine demand also varies as a function
of season (Fig. 2) because of the seasonal changes in the
concentration of oxidizable substances present in natural
waters. The dosed chlorine continuously engages in a
series of reactions with substances present in water, which
in due time will result in complete disappearance of all
measurable chlorine.

Total Residual Chlorine/Total Residual Oxidant (TRC/TRO)

Chlorine estimation in water is carried out indirectly by
measuring the oxidant capacity via the stoichiometric
iodide/iodine. As the method determines all oxidants
produced in Equations 1-7, it is appropriate to use
the term total residual oxidants (TRO) rather than
total residual chlorine (TRC) in the case of seawater
chlorination (Fig. 1). Although different in nomenclature,
TRO numerically equals TRC.

Chlorine Produced Oxidants (CPO)

This term is used to distinguish oxidants produced in
water after addition of chlorine from those naturally
present in a given parcel of water. The latter appear
as “background” in blank determination, but because
their normal concentrations are very low, they can be
generally ignored.
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Figure 1. (a) Example of a chlorination curve in freshwater
containing ammonia [modified after (2)]; (b) Experimental
chlorination of seawater from intake canals of Gravelines
power station. N ammonia = 0.21 mg/L; Contact time = 20 min
[modified after (2,3)].

Nonoxidizing Chlorine Byproducts (CBP)

These are byproducts of chlorination that result from the
reaction of chlorine with organic matter present (especially
humic substances) in water. Several of these compounds
exist, but the majority of them come under the category
organohalogens called trihalomethanes (THM) (Fig. 3).
From the above discussion, it is clear that the
most important term that one comes across in the
context of chlorination for disinfection/biofouling control
is “chlorine residual,” which denotes the biocidal capacity
of water in terms of its oxidizing nature. Both HOCI
and OCl~ (hypochlorite ion), produced in Reactions 1
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Figure 2. Seasonal variations of chlorine demand at three
different chlorine doses in Kalpakkam coastal waters, east-coast
of India from February 1989 to January 1990 [modified after (4)].
Total chlorine residuals were measured after 5 min for calculation
of the chlorine demand.

and 2 above, are oxidants and constitute free residuals.
However, HOCI is more effective than its ionized form,
because being neutrally charged, it can penetrate cells
more easily than OCI~ (Fig.4). The dissociation of
HOCI is a pH- and temperature-dependent reaction,
higher pH and temperature favoring ionization of the
acid. The ionization also increases with increasing total
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Figure 3. Average distribution of organohalogens measured by
gas chromatography in seawater (chlorine dose = 0.8 mg/L) at the
Gravelines power station [modified after (2,3)].

°

3 1150

= Tukey’s test: P > 0.05 00
=

g

5 1000 -

1S

)

=2

& 850

=}

€

=}

)

@ 700 |-

g 6 Mytilopsis leucophaeata
é’ 5 Chlorine concentration: 1 mg I”'TRO
- 550 ' . '

e 550 700 850 1000 1150

Non-fed mussels - cumulative mortality (hours)

Figure 4. Comparison of the dissociation of hypochlorous acid
and hypobromous acid with changing pH at a temperature of
20 °C [modified after (2)].

dissolved salts (TDS) or salinity, in the case of estuarine
brackish water.

MEASUREMENT OF CHLORINE RESIDUALS

Several techniques are available for the measurement
of chlorine residuals in water. Amperometric titration,
potentiometric titration, or colorimetric titration using
FAS-DPD (ferrous ammonium sulphate/N,N-diethyl-p-
phenylene diamine) can be used. Simple colorimetry (using
DPD) can also be used, especially under field sampling
conditions, which has the ability to differentiate between
free and combined forms of chlorine. Additionally, it
allows rapid analysis after sample collection, reducing
the chances of chorine loss through decay reactions. The
required reagents are currently available commercially
as portable kits, ready for field use. Although this
method can theoretically detect a chlorine concentration

of 0.01 mg/L, threshold detection level in practice is
about 0.02 mg/L (2). Details of the various methods
are available in APHA-AWWA-WPCF (5). Accurate
and reliable instruments for continuous monitoring
of residual chlorine levels in water are -currently
not available.

ENVIRONMENTAL DISCHARGE LIMITS

Several reports are available on the effects of residual chlo-
rine in aquatic systems (6—9). Therefore, environmental
release of chlorine residuals (for instance, in cooling water
discharge from electric power plants) is tightly controlled
in many countries through legislation. However, the per-
mitted levels vary from country to country. For example,
in the Netherlands, the permitted limit of chlorine resid-
uals (0.2 mg/L for 2 h per day) is much less than that in
India (0.5 mg/L).
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INTRODUCTION

The water to be supplied to a community should be
adequate in quantity to satisfy their demands and potable
in quality to safeguard their health. It is not enough
to treat water in the treatment works for safeguarding
the health of consumers without trying to take adequate
steps in preventing deterioration of the water quality
in a distribution system. Treatment can be adequate to
provide an excellent product for the consumer at the
plant outlet, but it is inadequate to overcome inferior
protective measures in the distribution system (1). There
are various causes for which the potable water may
turn to an obnoxious liquid in the distribution system
and become unfit for drinking as could be found after
quality assessment. The various causes of deterioration of
water quality are pipe materials, constituents of water,
intermittent supply, cross connections, dead-end pipes,
service reservoirs, commissioning of new distribution
system without disinfection, and breakages (2). The
significant constituents of water generally include residual
chlorine, natural organic matter, nutrient concentrations,
temperature, and pH of water. The distribution system
plays an important role in assuring a good quality of
water to the consumer.

It is well known that the quality of drinking water
can change within a distribution system. The movement
or lack of movement of water within the distribution
system may have deleterious effects on a once acceptable
supply. These quality changes may be associated with
complex physical, chemical, and biological activities that
take place during the transport process. Such activities
can occur either in the bulk water column, the hydraulic
infrastructure, or both, and they may be internally or
externally generated (3). An ability to understand these
reactions and model their impact throughout a distribution
system will assist water suppliers in selecting operational
strategies and capital investments to ensure delivery of
high-quality drinking water (4). Water quality modeling
provides an engineering insight into the distribution
system activities.

The water quality in a distribution system can be
represented in the form of a constituent, water age
and source trace (in case of multiple sources) analysis.
For constituent concentration, the residual chlorine is
considered to be important to represent the overall
quality of water. Chlorination is a form of disinfection
that reduces the risk of infection to an acceptable level
by controlling the number of bacteria. The alternative

disinfection options available are ozonation and ultraviolet
radiation. But these two have no residual action to
protect the water during distribution and are expensive.
Although the chlorine is not as powerful as ozone, it has
a lasting residual effect, is relatively easy to use, and is
cost effective. Hence, chlorine happens to be the most
predominant water treatment disinfectant. Because of
chlorine’s oxidizing potential, minimum levels of chlorine
residual must be maintained in the distribution system
to preserve both chemical and microbial quality of treated
water (5). It is well known that as chlorine travels through
the distribution system, it reacts with different materials
inside the pipe. Free chlorine is consumed on the one hand
by water (oxidation of dissolved organic compounds) and
on the other hand by the internal walls of pipes (6). For the
age-old distribution systems made up of unlined cast iron
pipes, the wall component of reaction plays an important
role in chlorine reaction kinetics.

CHLORINE REACTION KINETICS

The chlorine disappearance in a drinking water distri-
bution system is governed by both the quality of water
(bulk decay) and the chlorine demand of the pipe (wall
decay). The chlorine demand exerted in the bulk flow and
at the pipe wall is caused by the reaction of chlorine with
organic content and materials associated with the pipe
wall, respectively. The reactions in bulk flow occur within
the fluid volume and are a function of constituent concen-
tration, reaction rate and order, and concentration of the
formation products. The various reaction kinetic models
that represent bulk decay of chlorine include first-order,
second-order with respect to chlorine only, parallel first-
order, nth order, limited first-order (7), and two component
second-order (8). The variability of bulk reactions with
the temperature and organic matter concentration was
studied by Kiéné et al. (9). An empirical kinetic model pre-
dicted the bulk reaction parameter by taking into account
the TOC and temperature. To summarize, the kinetic mod-
els are either a single-parameter or a multiple-parameter
decay equation. The multiple-parameter decay equations
are shown to have an edge over the single-parameter
models in describing the chlorine decay in bulk water.

The applicable reaction kinetics for chlorine in the
aqueous (bulk) phase can be determined experimentally
by conducting the bottle tests, which consist of placing a
sample of water in a series of nonreacting glass bottles and
analyzing the contents of each bottle at different points
in time. The results of these bottle tests are then used
for selecting an appropriate kinetic model, and thereby
the bulk reaction parameter(s)involved in the model
are estimated.

The chlorine decay at the pipe wall is controlled by the
mass transfer mechanism from bulk to the pipe wall.
The mass transfer expressions are based on either a
two-dimensional radial diffusion (10) or a lumped-mass
transfer (4) approach. The radial diffusion model can
produce more accurate results than those using a lumped-
mass transfer coefficient, but it is less suitable for inclusion
in network models applied to large systems (11). After the
lumped-mass transfer approach, the wall reaction kinetics
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for chlorine with the materials associated with the pipe
wall can be modeled by assuming an active reaction zone
located on the wall or in an adjacent molecular layer.
The transport of chlorine to the wall is represented by
a film resistance model of mass transfer using a mass
transfer coefficient suitable to the flow regime in the
pipe (4). The reaction at the pipe wall can be modeled
according to either first-order or zero-order kinetics. The
reactivity of the pipe wall is a function of pipe radius,
hydrodynamic conditions, nature of pipe materials, and
amount and nature of deposits (12). The first-order wall
model may best represent a process in which chlorine is
the limiting reactant, as might be the case with reactions
involving complex organic compounds that are found in
the exocellular enzymes and metabolic products produced
by the biofilm on the pipe wall. The zero-order model would
better represent the case in which chlorine immediately
oxidizes some reductant (such as ferrous compound),
and the rate is dependent on how fast the reductant
is produced by the pipe. This mechanism would more
likely apply to corrosion-induced reactions. These two wall
reaction models are further simplified by relating the wall
reaction constant inversely with the pipe roughness and
thereby converting the equations into a single unknown
parameter (5).

MODELING CHLORINE RESIDUALS WITHIN A WATER
DISTRIBUTION SYSTEM

The hydraulic analysis of the system is a prerequisite for
attempting to model water quality in a distribution sys-
tem. Steady-state network hydraulic analysis determines
the operating behavior of the system under unchanging
conditions. Dynamic-state network hydraulic analysis is
usually carried out by an extended period simulation that
determines the effects on the system over time and is
more significant as possible flow reversals in the pipes
may affect the quality of water drastically. Steady- or
dynamic-state chlorine residual modeling is a direct exten-
sion of the corresponding hydraulic network modeling.
Basically, the chlorine residual modeling is done in two
environments, namely, steady and dynamic. In steady-
state modeling, the external conditions of a distribution
network are constant in time and the nodal concentra-
tions of the constituents that will occur if the system is
allowed to reach equilibrium are determined. The steady-
state models determine the ultimate spatial distributions
of chlorine concentrations throughout the network. These
models (13—18) are based on the law of mass conservation.
Dynamic modeling, on the other hand, represents both
spatially and temporally varied chlorine concentrations
in a distribution system. In dynamic models, the exter-
nal conditions are temporally varied and the time-varying
nodal concentrations of the constituents are determined.
Dynamic models rely on a system-simulation approach to
determine the movement and fate of chlorine under time-
varying demand, supply, and hydraulic conditions. The
dynamic-state algorithms developed include (3,9,19-26)
models. Because water distribution systems and the pro-
cesses within them are usually categorized as continuous

systems, dynamic modeling provides a more accurate and
realistic portrayal of the actual operation of the system.

Flow rates in pipes and the flow paths that define the
movement of water through the network can determine
mixing, residence times, and other hydraulic character-
istics that affect the chlorine transport and reactions.
The residence time of water within the system also has
its impact on the chlorine concentration. In the chlorine
transport models, the physical processes like transport and
mixing, and chemical reactions like chlorine decay, are typ-
ically represented. The transport of chlorine in water along
the length of a pipe takes place by advection and disper-
sion aided by the reactions involved. Although dispersion
of chlorine in water supply pipes with very low flows has
been shown to be important (25,27,28), the flows in the
water distribution pipes are generally considered to be
advection dominated and the dispersion term is negligibly
small in most models. Hence, the water quality modeling
is generally based on one-dimensional advective—reactive
transport through a pipe. A water distribution system,
typically represented as a network model, consists of links
(pipes, pumps and control valves) interconnected by nodes
(junctions, storage tanks and reservoirs) in some particu-
lar branched or looped configuration.

STEADY-STATE MODELING

The principle of mass conservation along with the
suitable bulk and wall chlorine reaction kinetics are used
in formulating the chlorine residual model. The basic
governing equation required to determine the steady-state
concentration of chlorine at any node j can be formulated
as

Ninp;

> CuuReciQ;

=1 . .
Cjle; Jj=1,...Njn (1)

)
i=1

where C; = chlorine concentration at node j (mg/L); Cy,, =
chlorine concentration at node nu; (mg/L); Ninp; = number
of incoming pipes at node j; nu; = upstream node of
incoming pipe i; @; = flow in pipe i (m®/s); Njn = number
of nodes in the network; and Rec; = reaction coefficient for
pipe i. The expression for the reaction coefficient depends
on the kinetics used for bulk and wall reactions. For
first-order bulk and wall reactions, it is given by

Rec; = Exp — [kbi —+ M]ptti (2)

r, (Rwi + kf)

where ptt; = travel time in pipe i (s); rp; = hydraulic
radius of pipe i (m); ky; = first-order wall reaction
parameter of pipe i (m/s); kp; = first-order bulk reaction
parameter of pipe i (s™1); ks = mass transfer coefficient
of pipe i(m/s) = (D/d;)Sh;, where, d; = diameter of pipe i
(m); D = molecular diffusivity of chlorine (m?/s); and Sj,; =
Sherwood number of pipe i and is given by Rossman (29),
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for R,; < 2300 (Laminar flow);
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for R,; > 2300;

Sp; = 0.0149R,;*58S,1/3;
S¢ = Schmidt number = v/D; and v = kinematic
viscosity (m?/s); L; = length of pipe i.
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The reaction coefficients for other combinations of bulk
and wall reactions are given in Ref. 25.

If Nsn is the number of source nodes, then Equation 1
with appropriate reaction kinetics results in (Njn — Nsn)
number of linear equations. An iterative procedure based
on the Gauss—Siedel algorithm can be adopted to solve
the equations. The converged solution gives steady-state
chlorine concentrations at all nodes for given source
chlorine concentrations.

DYNAMIC-STATE MODELING

The unsteady advection—reaction process for the transport
of chlorine in a pipe flowing full is given by the following
classic equation:

aC;(x, t) _ _U_aCi(x, t)
a1 o«

—RI[C;(x, )] “4)

where C;(x, t) = chlorine concentration in pipe i (mg/L) as
a function of distance x and time ¢; v; = mean flow velocity
in pipe i (m/s); and R[C;(x, t)] = reaction rate expression.
For the first-order bulk and wall chlorine reaction kinetics,
it is given by the following equation:

RIC;(x, )] = kpiCi(x, t) + M

i Crui + ) Cix.,t) (5

kg can be calculated using expressions as described earlier.
Instantaneous and complete mixing of chlorine at the
node j and time ¢ is given by the following expression:

Ninp;
> QiCi(Li.t) + QeCr
i=1

Ninp;

> Qi+Q

i=1

Cncjvt = > ] = 15 o N]n (6)

where @; = flow in the pipe i (m®/s); Q¢ = external source
flow in to node j (m3/s); Cz = external source chlorine
concentration into node j (mg/L); and Njn = total number
of nodes in the network.

The numerical approaches adopted to solve the above-
formulated problem can be classified spatially as either
Eulerian or Lagrangian and temporally as time driven
or event driven (30). Eulerian models divide the pipe
into a series of fixed, interconnected control volumes and
record changes at the boundaries or within these volumes
as water flows through them. Lagrangian models track

changes in a series of discrete parcels of water as they
travel through the pipe network. Event-driven simulation
updates the state of the system only at times when a
change actually occurs, such as when a new parcel of water
reaches the end of a pipe and mixes with water from other
connecting pipes, and at the output reporting time (30).
The Eulerian methods include the finite difference method
(FDM) (30) and the discrete volume element method
(DVEM) (21), and the Lagrangian methods are the time-
driven method (TDM) (19) and the event-driven method
(EDM) (22). The Lagrangian methods are more efficient for
simulating the chemical transport in a water distribution
system (30).

The input to the dynamic simulation model essentially
consists of the system demands, source chlorine concen-
trations, and reaction parameters (bulk and wall) of the
network. The outputs of this model are the spatially and
temporally varying nodal chlorine concentrations.

APPLICATION OF THE CHLORINE TRANSPORT MODEL

The Brushy plains zone of the South Central Connecticut
Regional Water Authority is chosen to illustrate the
application and is shown in Fig. 1. The pipe and node
data of the network are taken from EPANET [distributed
by USEPA, (29)] example networks. The first-order bulk

27, 29 36

Pump
1@ station

Figure 1. Brushy plains network.
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Figure 2. Simulated and observed chlorine concentration at nodes (a) 3, (b) 11, (¢) 19, and (d) 34.

and wall reaction parameters used are 0.55 d~! and
0.15 m/d, respectively. The system has been hydraulically
well calibrated, with most pipes having been assigned
roughness coefficients (HWC) of 100. The chlorine input
at node 1 (Fig. 1) to the network has a constant value of
1.15 mg/L. The chlorine transport model is run using the
time-driven method for a hydraulic time step of 1 hr and
a water quality step of 3 min. The results are obtained for
a simulation period of 55 hr. The chlorine concentrations
at a few network nodes are represented in Fig. 2.

CHLORINE REACTION PARAMETER ESTIMATION

The chlorine transport model described earlier predicts
the constituent concentrations throughout the distribution
system under steady or dynamic state. The reliability
of these predicted concentrations when compared with
the field observations depends on the assigned parameter
values involved in the type of reaction kinetics used in the
model. The parameters that control the chlorine reaction
kinetics within the system can be broadly classified into
the bulk and wall reaction parameters. Bulk reaction
parameters (first- or non-first-order) are associated with
individual pipes and storage tanks, assigned to groups
of pipes in an area, which is contributed more by
a particular source, or applied globally. Wall reaction

parameters (first- or zero-order) are associated with
individual pipes, applied globally, or assigned to a group
of pipes with similar material/age/roughness factors. The
wall reaction parameter can also be related inversely to the
Hazen—Williams roughness coefficient and represented
in the wall reaction pipe-roughness parameter. The
advantage of using this sort of representation is that
it requires only a single parameter to allow wall reaction
parameters to vary throughout the network in a physically
meaningful way (5).

The parameters involved in the single-parameter or
multiple-parameter bulk reaction expressions can be
determined with the data sets observed by conducting
the bottle tests on the water samples. By performing
measurements in the distribution system, the researchers
have calculated the decay rate constant (overall first-
order) for site-specific tests (such as fixed pipe diameter,
pipe material, or water source). This process may yield
reasonable results; however, a wide range of values for
this constant is obtained, thus severely limiting its use
as a predictive tool (31). The determination of an overall
reaction parameter (which represents the combined effect
of bulk and wall reactions) and a wall reaction parameter
is much more difficult than is establishing a bulk reaction
parameter. Hence, these reaction parameters are more
a product of calibration. Calibration is a process of
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adjusting a model so that the simulation reasonably
predicts system behavior. The objective of water quality
calibration is to capture the steady/transient dynamic
behavior of the network. Wall reaction parameters are
similar to pipe roughness coefficients in that they can
and do vary from pipe to pipe. Unfortunately, unlike
the head loss test for pipe roughness values, direct
measurements of wall reaction parameters are extremely
difficult to make (32). Because these parameter values
are difficult to measure, they need to be estimated with
the field measurements. The various techniques adopted
to estimate these parameters include the trial-error (33),
gradient-descent-based search technique (34), method
of Lagrange multiplier (35), Gauss—Newton sensitivity
analysis technique (36), and stochastic-based genetic
algorithm (GA) technique (37). Gradient-based methods
are generally faster, but they are more difficult to
formulate because either an analytical expression must be
derived or the gradient must be approximated. Stochastic
search methods are more robust and simpler to formulate
and use, but they are generally slower (32).

The parameter estimation can be formulated as an
optimization problem so that the difference between the
observed and computed chlorine concentrations at the
monitoring nodes are minimized in the least-squares
sense. Thus, the objective function is given by

M N()
Minimize E = Z X:[Cnoj,t,e — Cncj,tk]2 @)
j=1 k=1

where M = number of monitoring nodes; N (j) = number
of monitoring times at node j; Cnoj;, = computed chlorine
concentration at node j at time ¢, (mg/L); and Cno;;, =
measured chlorine concentration at node j at time
tr (mg/L).

The simulation-optimization inverse modeling tech-
nique, which uses the field measurements and simu-
lated chlorine concentrations at monitoring nodes, can be

adopted to solve this unconstrained optimization problem.
The flow diagram in Fig. 3 illustrates the simulation-
optimization procedure if GA is used in its optimiza-
tion module.

The various unknown reaction parameters constitute
a set of decision variables to be evaluated by GA, and
this can work by evaluating the fitness of each potential
solution that consists of values for the set of unknown
reaction parameters. Fitness is determined by comparing
how well the simulated chlorine concentrations that result
from the candidate solution match the measured values
collected in the field. The computationally intensive step
involved in the GA technique is the determination of
fitness that is somehow related to the objective function
value. The GA continues to spawn generations of potential
solutions until comparison of solutions from successive
generations no longer produces a significant improvement.
In addition, the GA process eliminates most routine
and tedious aspects of the calibration process. GA will
generally achieve better fits to the available data if the
correct set of variables is included in the solution and it
can establish the correct range of possible solutions.

APPLICATION OF THE INVERSE MODEL FOR PARAMETER
ESTIMATION

The network used earlier is chosen for applying the inverse
model. The time-varying chlorine concentrations were
observed for this network at the nodes 3, 6, 10, 11, 19,
25, 28, and 34 for a period of 55 hr (10). These measure-
ments become input observed data to the inverse model,
and the unknown global wall reaction parameter for the
first-order reaction kinetics, which is assumed to be appli-
cable for the system, is estimated. The inverse model is
run with a zero concentration tolerance, quality time step
of 3 min, and hydraulic step of 1 hr. The estimated value
of the global first-order wall reaction parameter is found
to be 0.3654 m/d, which results in the lowest possible RMS

Genetic Algorithm Apply GA Operators:
Fitness Scaling
Niche Operator
Reproduction .
Initial/New Set of ] Cr(?ssover -« Select Best of Generation
Reaction Parameters Mutation Reaction Parameters
Creep Mutation A
Elitism
y
Chlorine Nodal Chlorine Concentrations Evaluation of
Simulation Model Fitness Function
Repeat for Each String (Set of Reaction Parameters)
Figure 3. GA implementation.
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Figure 4. Simulated and observed chlorine concentration at nodes (a) 3, (b) 11, (¢) 19, and (d) 34.

residual error of 0.172 mg/L. without any tedious trial-
and-error computations. The comparison of observed and
simulated chlorine concentrations for this parameter esti-
mated at node 3, 11, 19, and 34 are represented in Fig. 4.

CLOSURE

The maintenance of chlorine residual is needed at all
points in the distribution system supplied with chlorine
as a disinfectant. Chlorine is subjected to bulk flow and
pipe wall reactions as it propagates through the pipes
of the distribution system. The bulk flow reaction term
depends on the organic content of the water, whereas the
wall reaction term is related to the material and age of the
distribution pipe. Because of these reactions, the loss of
chlorine is significant between the outlet of the treatment
plant and the consumer end. Thus, the study of spatial
and temporal distribution of chlorine forms an important
aspect of modeling. The chlorine simulation model forms
the base for the reaction parameter estimation. The
application of the inverse model is more relevant as any
combination of bulk and wall reaction kinetics is possible
for best fit with field chlorine observations. The inverse
model is significant in deciding the operational strategy
for real life systems. The chlorine simulation together with
the inverse model provides the water supply agencies a
tool for better management of their systems.
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Particulate matter in natural water varies in size,
concentration, and surface chemistry. The particle size
may range from a few tens of nanometers to a few
hundred micrometers. Discrete particles less than one
micron in size are called colloidal. Colloidal particles
have significantly higher external surface area per
unit area and move in a random diffusional motion
known as Brownian motion. In colloidal suspension,
surface phenomena dominate over mass phenomena. The
most important surface property is the accumulation
of electrical charges at the particle surface. Loss of
atoms due to abrasion, molecular arrangement within the
crystal, and imperfections within the molecular structure
may result in surfaces being charged. The colloidal
particles in most surface water are negatively charged.
Because of hydration and/or electrostatic surface charges,
colloidal particles repel other material and thereby remain
suspended. Surface waters that are turbid due to colloidal
particles cannot be clarified without special treatment.
Coagulation is a process for enhancing the tendency
of particulate matter in aqueous suspension to attach
to one another and/or to attach to collector surfaces.
Coagulation promotes destabilization of surface charges
on colloidal particles. Destabilization and aggregation
of particulate matter and precipitation or adsorption of
NOM in subsequent solid—liquid separation processes are
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the primary functions of the coagulation process. The
coagulation process involves two steps: (1) the addition of
chemical coagulants to destabilize particulate matter and
react with NOM and (2) the physical transport of collisions
among particulate matter, resulting in aggregation or floc
formation. In the water treatment literature, coagulation
refers to all reactions and mechanisms that result in
aggregation, and the physical transport step of producing
interparticle aggregation is called flocculation. In a water
treatment plant, coagulation is achieved by rapid or flash
mixing of coagulants followed by flocculation.

The two most common types of coagulants are metallic
salts and polymers; the most common metallic salt
coagulants are aluminum sulfate (alum) and ferric
chloride. The selection of a particular coagulant depends
on the required level of effectiveness. A standard jar test
is a recommended method for determining the relative
effectiveness of coagulants for a particular raw water
supply. The factors that are considered normally in
selecting a coagulant include cost, availability, overall
safety, ease of storage, handling, and application.

Alum is the most widely used coagulant because of its
availability, low cost, ease of use, and ease of storage.
Ferric chloride, other metallic salts, and polymers are
less widely used. Alum’s performance, however, is greatly
affected by the pH of the influent. The commonly used
dosage of alum ranges from 5 to 150 mg/L, but the problem
of sludge disposal increases at higher alum dosages. Due
to special raw water characteristics and because of health
concerns about aluminum, some water utilities use ferric
chloride. Although ferric chloride is not always as effective
as alum in reducing trihalomethane formation potential
(THMFP) and total organic carbon (TOC), it is more
effective than alum for water that has high dissolved
color, low turbidity, and a moderate pH.

Polymers are effective coagulants, coagulant aids,
and filter aids. They consist of monomers and are
classified according to their charge or lack of charge.
A polymer that has a charge is an ionized polymer, or
a polyelectrolyte. Polymers can be cationic, anionic, or
nonionic. In applications where polymers are effective,
dosages are generally lower than alum dosages for the
same effect. Typical polymer dosages range from 1.5 to
10 mg/L. Consequently, polymer coagulants produce less
residual sludge than alum.

Coagulant aids are added to the influent after
or simultaneously with the primary coagulants to
improve particle capture efficiency during flocculation,
sedimentation, and filtration. Nonionic and anionic
polymers are commonly used as coagulant aids. The ratio
of alum to coagulant aid dosages ranges from 100:1 to
50:1. Standard jar tests are required to determine precise
coagulant aid dosages.

There are four coagulation mechanisms that, it is
thought, occur in destabilizing colloidal particles: double
layer compression, surface charge neutralization, sweep
coagulation, adsorption and interparticle bridging.

The double layer model is used to understand the ionic
environment near a charged colloid particle. The surface
charge on the colloid attracts ions of opposite charge and
forms a dense layer adjacent to the particle known as

the Stern layer. Excess positive ions are still attracted
by the negatively charged colloids but are repelled by the
Stern layer. This dynamic equilibrium results in creating
a diffuse layer of counterions. The Stern and the diffuse
layer in the interfacial region around colloidal particles are
referred to collectively as the double layer. The electrical
potential at the junction of the Stern layer and the
diffuse layer, called the zeta potential, can be measured
experimentally. It correlates with colloid particle stability.
Highly stable colloidal systems are characterized by
a high zeta potential, whereas lower zeta potentials
reflect less stable systems. The DLVO theory (named
after Derjaguin, Landau, Verwey, and Overbeek) governs
the net interactive force between colloidal particles by
combining the van der Waals attractive force and the
electrostatic repulsion force. The double layer can be
compressed by adding a coagulant that has a positive
charge (to counteract negatively charged colloids). In
water treatment practice, destabilization by double layer
compression is not a dominant mechanism because it
requires an extremely high salt concentration. This is an
important destabilization mechanism in natural systems,
for instance, delta formation in estuaries.

Destabilization by surface charge neutralization
involves reducing the net charge of colloidal particles in
the suspension. The net surface charge can be reduced
by adjusting the solution chemistry. In other cases, col-
loidal particles can be destabilized by neutralizing using
counterions of coagulants. In water treatment practice, a
similar type of surface charge destabilization occurs that is
called heterocoagulation. The distribution of charges on a
colloidal surface is not uniform. Large particles that have
high negative surface charges may come in contact with
smaller particles that bear relatively low positive charges.
These particles may be destabilized by simple electrostatic
interaction.

Sweep coagulation or sweep-floc coagulation is also
known as enmeshment in a precipitate. At higher
coagulant doses, excess metal salts hydrolyze into metallic
hydroxides. These hydroxides are extremely insoluble in
water, amorphous, heavier than water, and gelatinous.
As the hydroxide precipitate forms and accumulates, the
colloidal particles are enmeshed or entrapped in the
hydroxide floc. This destabilization mechanism is called
sweep coagulation.

Interparticle bridging destabilization occurs when high-
molecular-weight polymers are used as coagulants or
coagulant aids. These polymers are highly surface-active,
and their surface structure may be linear or branched.
The polymers destabilize particles by first adsorbing at
one or more sites on the colloidal particle surface and then
extending the chain length into solution and attaching to
other particles. This results in forming an interparticle
bridge. Sometimes an excessive dosage of polymer may
cause restabilization due to surface saturation or sterical
stabilization.
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BACKGROUND

During the last two decades, pressure-driven membrane
processes, namely, reverse osmosis (RO), nanofiltration
(NF), and ultrafiltration (UF), have found increased
applications in water utilities and chemical industries.
Unlike RO, NF, and UF, Donnan membrane process
(DMP) or Donnan dialysis is driven by an electrochemical
potential gradient across an ion exchange membrane.
Theoretically, the Donnan membrane process is not
susceptible to fouling because particulate matter or
large organic molecules do not concentrate on the
membrane surface, as commonly observed with pressure-
driven membrane processes. Although information on
several applications of DMP is available in the open
literature (1,2), no work is reported on the use of DMP
to treat a sludge or slurry with a high concentration
of suspended solids or large organic molecules. It was
conceived that a single-step Donnan membrane process
could selectively recover coagulant alum (Ale(SOy)s -
14H,0) (3,4) from water treatment plant sludge or
water treatment plant residuals (WTR), which are
the endproduct of coagulation. WTR contain insoluble
aluminum hydroxide (50-75%) along with suspended
inorganic particles, natural organic matter (NOM), and
trace amounts of heavy metal precipitates (5).

Several efforts were made to recover alum from WTR.
The acid digestion process is the most commonly tried
process at the laboratory, pilot-scale, and plant level (6).
In this process, WTR are sufficiently acidified with sulfuric
acid, dissolving insoluble aluminum hydroxide in the
form of alum up to aluminum concentration levels of
360-3700 mg/L. However, the process is nonselective;
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Figure 1. Variation of dissolved organic carbon (DOC) and

aluminum concentration with pH for water treatment residuals
(WTR) from Allentown Water Treatment Plant (AWTP).

with the dissolution of aluminum hydroxide, NOM-like
humates and fulvates get dissolved too, and the resulting
dissolved organic carbon (DOC) concentration ranges from
326 to 1800 mg/L (7). This recovered alum, if reused as a
coagulant, may impart a high trihalomethane formation
potential (THMFP) during the chlorination stage of
water treatment. The trihalomethanes are suspected
carcinogens regulated by the USEPA (8). As an alternative
to the acid digestion process; the amphoteric nature of
aluminum oxide also permits alum recovery from the WTR
under alkaline conditions. However, the alkali digestion
process suffers from the same limitation as the acid
digestion process; i.e., NOM concentration is very high
in the recovered solution. Figure 1 shows both DOC
and aluminum concentrations of the Allentown Water
Treatment Plant (AWTP) in WTR at different pH levels.
The Donnan membrane process is uniquely capable of
recovering alum from WTR in a single-step process using
sulfuric acid and a cation-exchange membrane.

THEORY

Let us consider solutions of aluminum sulfate (feed) and
sulfuric acid (recovery) in a Donnan membrane cell divided
into two chambers by a cation-exchange membrane that
allows only cations to migrate from one side to the other but
rejects any passage of anions according to Donnan’s co-ion
exclusion principle (9). At equilibrium, the electrochemical
potential of aluminum ion Al%* ion (1) in the feed solution
will be the same as that in the recovery solution for both
aluminum and hydrogen ions, which corresponds to the
following Donnan equilibrium condition:

AT AY
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Figure 2. A schematic of Donnan membrane process illustrating selective alum recovery from WTR.
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greater than C%). Thus, by maintaining high hydrogen
ion concentration in the recovery solution, aluminum
ions can be driven from the feed to the recovery side
even against a positive concentration gradient, i.e., from
a lower concentration region to a higher concentration
one. Figure 2 depicts the conceptualized selective alum
recovery from WTR, highlighting the following.

KEY FINDINGS

In the Donnan membrane cell, the feed side of the
membrane contained 6 L of the decanted and slightly
acidified WTR collected from the AWTP, whereas the

recovery side contained 1.5 L of 10% sulfuric acid solution,
separated by a cation-exchange membrane Nafion 117.
At the start, pH of the WTR side was between 3.0
and 3.5. With the progress of the run, aluminum ions
from the WTR side moved to the recovery side through
the cation-exchange membrane, whereas an equivalent
amount of hydrogen ions permeated to the WTR side,
thus further reducing the pH. Under the experimental
conditions of the Donnan run, free aluminum ions, A3+,
was the predominant aluminum species. Figure 3 shows
the results of the process for a period of 24 hours; the
percentage aluminum recovery and the concentration of
aluminum in the two chambers were plotted against time.
It can be seen that over 70% recovery (72%) was attained
in 24 hours. The noteworthy observation is that the
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Figure 3. Aluminum recovery from AWTP residuals during Donnan membrane process:
(a) decrease in Al concentration in feed; (b) percentage recovery and increase in Al concentration

in recovery solution.



recovered aluminum concentration was 6,650 mg/L as Al,
and it was significantly greater than the total aluminum
concentration (2400 mg/L) present in the parent sludge.
It was also noted that the recovery was selective with
respect to trace heavy metal ions. The recovered alum did
not contain any suspended solids, whereas NOM expressed
as DOC was consistently less than 5 mg/L. The ratio of
individual contaminants to aluminum in the recovered
alum was comparable, and in some cases lower, than
in the commercial alum currently being used in AWTP.
Similar results were obtained with WTR received from the
Baxter Plant (Philadelphia, PA), which used FeCl;s as a
coagulant, where over 75% recovery was made in 24 hours.

Figure 4(a,b) show the visual comparison of recovered
coagulants, both alum and ferric sulfate, between the
traditional acid digestion process and the Donnan
membrane process. Higher transparency of the coagulants
from AWTP and the Baxter Plant, recovered by Donnan
membrane process, is readily noticeable because of the
absence of turbidity and NOM.

CONCLUSIONS

In this work, it was worthy to note that (a) aluminum
(ferric) hydroxide precipitates could be dissolved and
coagulant ions concentrated in the recovery solution; (b)

(a)

Figure 4. (a) Visual comparison of recovered alum coagulant
from AWTP residuals by acid digestion process (left) and Donnan
membrane process (right) (b) Visual comparison of recovered
ferric coagulant from Baxter Plant residuals by acid digestion
process (left) and Donnan membrane process (right).
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negatively charged NOM, sulfate, and chloride could not
permeate the membrane because of Donnan exclusion; and
(c) the recovered alum was sufficiently pure and reuseable
in water treatment plants.
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Magnetic water treatment technology that was used
two centuries ago to control hard water scale is now
being used in hundreds of different kinds of beneficial
applications throughout the world. Permanent magnetic
water conditioning (PMWC) does not change the chemistry
of the water; only a physical change takes place. It is
therefore referred to as physical water conditioning (Fig. 1)
(D.

Physical water conditioning (PWC) has been highly
controversial for many years; however, due to numerous
successful installations on boilers, cooling towers, and
other HVAC equipment, the technology has gained
credibility throughout the industry in recent years.
The ASHRAE Handbook (considered the “bible” of
the industry) states, “Equipment based on magnetic,
electromagnetic, or electrostatic technology has been used
for scale control in boiler water, cooling water, and other
process applications.”

Several laboratory tests have been conducted to
evaluate the results of magnetically treated water for
scale and corrosion control in heat transfer equipment.
The purpose of one such test was to determine the
physical or chemical differences between treated and
untreated residues. Emission spectrographic analyses of
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Figure 1. The effect of a magnetic field.

the two water residues, it was found, have the same
chemical constituents; however, a distinctive difference
was observed in the crystalline structure. The residue
from the magnetically conditioned water was a soft powder
(when dry), whereas the untreated water deposit was
typical boiler scale (2).

Disassociated dissolved molecules of CaCOs in water
have a tendency to recombine by forming scale that
adheres to the inner walls of the piping system, con-
tainers, steam vessels, etc. When water flows through a
magnetic field of relatively low intensity, the formation of
scale in the treated water is prevented in many instances.
Instead, aragonite is formed within the flowing bulk water
(aragonite forms a dilute slurry in the water, and the sedi-
ment can be easily removed by blowdown or bleed-off). The
magnetochemical reaction is only one of the many cross
effect reactions that enable the transformation of calcite
to aragonite. Other reactions include thermochemical and
mechanochemical reactions (Fig. 2).

One of the benefits of PWC is energy savings from
keeping the heat transfer area clean and free of scale,
which prevents efficient transfer from the energy side to
the water (see Fig. 3).

Billions of dollars are lost in the United States
every year due to corrosion. Laboratory tests and field
installations, using corrosion coupons, as a comparison,
have proven that magnetic water treatment reduces
corrosion rates in HVAC equipment. This is accomplished
by eliminating the aggressive chemicals used to control
scale, and aragonite talc, a by-product of calcium, which
puts a microscopic film on all wetted parts and provides
protection against oxygen pitting. The CaCOj3 with the
PMWC does not build upon itself; however, a thin
transparent coating deposits on the metal water side and
dries as a fine white or gray powder.

The National Aeronautics and Space Administration
(NASA), using their Dynamic Corrosion Test System in
an evaluation study, compared magnetically conditioned
water to chemical treatment. Corrosion coupon #42 in the
magnetically conditioned water loop had a corrosion rate
of 0.0 mils per year; #41 and #43, treated with chemical
corrosion inhibitors in the loop, had 5 and 6 mils loss per
year respectively (Fig. 4) (3).

An independent laboratory used a test rig consisting
of two 48 inch glass cylinders filled with steel wool and
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Figure 2. Partially evaporated water droplets magnified to the
40th power.
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Figure 3. Additional fuel consumed with scale accumulation.

tapered at one end to evaluate the effect of magnetically
treated water on corrosion. The flow rate of the water
entering the top of each cylinder (one treated and one
untreated) was adjusted to make the water head in the
cylinders about 10 inches. After 72 hours, water in the
untreated system overflowed the glass cylinder. The flow
rate was then determined (4).
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Figure 4. NASA dynamic corrosion test stand and # C-75-1495
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A PMWC system was installed on a 4-year-old, 1500-
ton cooling tower and chillers that had moderate scale
buildup in the tower and condenser tubes. There was
also a considerable amount of corrosion and pitting on
the inside of the chiller end caps. The chemical company
that treated the system during the first four years of
operation suggested that they monitor the results of the
PMWC system.

Six months after the installation, the chillers were
opened for inspection. The end caps did not require wire
brushing to remove the hard brittle scale as previously
found, and the small accumulation of mud in the tubes
was easily flushed out of the system by a garden hose.

Prior to the PMWC installation, the average corrosion
rate of the copper coupon ID # 10008 16-S was 0.01 MPY.
After the PMWC installation, the copper coupon ID #
10007 A0882 corrosion rate was also 0.01 MPY; however,
the loss was even and general and had an average
penetration of 0.15 mils versus 0.50 mils penetration using
the previous chemical treatment.

The prior steel coupon ID #10008 48 V had a corrosion
rate of 0.36 MPY and an average pit depth of 0.500 mils.
The PMWC steel coupon ID # 10007 A3379 had a corrosion
rate of 0.22 MPY and an even and general average
penetration of 0.150 mils. A 100% return on investment
took only 27 months in chemical cost alone (Fig. 5)

In recent years, pollution prevention has taken on a
new meaning. The transfer of polluted material from one

e

Copper and mild steel corrosion coupons

Figure 5. Nissan/Dearborn corrosion coupons.
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place to another was, at one time, considered “prevention”
if the contaminated water was prevented from entering
our freshwater streams. However, true prevention is now
understood as eliminating the generation of toxic waste.
The 200-year-old technology is now being used to replace
chemicals previously used for water treatment. Research
has been spurred recently due to public awareness and
concern for the environment. Several different types
of applications have been discovered since the turn
of the century. The science laid dormant for many
years; however, it is now considered “state of the art
technology” and is gaining momentum in numerous
industrialized countries.

The arrangement of the magnetic fields is a very
important factor to provide adequate and effective
treatment for most applications. To a multiple reversing
polarity field that has a N-SS—NN-S arrangement is the
most successful in controlling hard water scale deposition
(Fig. 6) (5).

In addition to the multiple reversing fields, research has
shown that scale can be best controlled when the water
containing the minerals cuts through the magnetic lines
of force at right angles. A steel pipe (magnetic material)
surrounding the magnet pulls the magnetic lines of force
at right angles through the water passageway. The pipe
directs the water flow perpendicular to the magnetic fields
(Figs. 7 and 8) (6).

Since the turn of the century, there have been
dozens of new beneficial applications for magnetically
treated water found through new research discoveries
and hundreds more in the field. There are numerous
case histories of PMWC installations on various types
of equipment that have been documented by third parties
as successful applications (7). Most convincing are the
original equipment manufacturers (OEM) who install
magnetic water conditioners on their equipment to extend
the period of time between maintenance service calls.

Figure 6. (a) One 2 pole, single field; (b) Three 2 pole, single
field; (e) Three 2 pole, three separate fields; (d) One 6 pole, three
dense fields.
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Figure 7. One 6 pole, three dense fields, with steel shield.
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Copper shell

Air space

Figure 8. Cutaway view of a PMWC unit
showing the water path perpendicular to
the magnetic fields.

Water softeners that weighed over 100 pounds, plus
bags of salt that were carried in carpet cleaning vans,
are being replaced by small magnetic water conditioners
(only 1 % inches in diameter and 12 inches long), weighing
less than 2 1b. Thousands of these small specially designed
units for truck-mounted applications have been installed
to prevent scale in steam boilers and related equipment
by the manufacturer of a turnkey carpet steam cleaning
equipment package.

Hard water is one of the most common causes of truck-
mounted heating system failure. Untreated hard water
causes loss of performance in heat exchangers and, many
times, permanent damage to components (8). Several
manufacturers of carpet cleaning systems throughout the
United States have installed thousands of PMWC units on
their truck-mounted systems during the last 5 years and
reported excellent scale control and corrosion protection.
Several manufacturers of the truck-mounts now encourage
the use of PMWC by their customers who purchased their
equipment with water softeners prior to the changeover.

Magnetic water conditioning is believed to be the
wave of the future by many proponents, especially
environmental groups. It is nonpolluting, does not require
energy for continued operation, and needs very little, if
any, maintenance. The total value of the overall benefits of
PMWTC is still not known. There are hundreds of different
types of successful applications now in use, and there
are dozens more evaluations of laboratory studies and
field installation presently underway. The PMWC system
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has the ability to enhance our environment by reducing
chemical use (true pollution prevention) and also helps
save energy. The technology is cost-effective and plays a
big role in water conservation. (9).

The steel industry is reportedly the single largest
consumer of PMWC technology in total gallons treated
per day due to the high demand for water needed to cool
its furnaces. Units are presently available in sizes up to
50,000 gallon per minute with 72 inch flanges.

Economics is also one of the deciding factors in reduc-
ing chemical usage; the cost of preventing contaminated
process wastewater from entering our freshwater rivers,
lakes, and underground aquifers is very high. Transporta-
tion to another location can be as much as three times
the cost of the chemical, depending on how hazardous the
discharge water is.

The food service industry is the largest user of the
PMWC in total number of units; installations are on ice
machines, coffee makers, dish washers, proofers, steamers,
and drink dispensers. Sizes usually range from 1 gpm up
to 15 gpm (10). Original equipment manufacturers that
supply the food service industry have found that adding a
small specially designed unit to their water using product
eliminates the majority of service calls and replacement
of parts under warranty that are prone to scaling or
corrosion (11).

As a result of millions of successful installations
reported (many documented by qualified professionals),
the question of whether or not magnetic water



conditioners work has been put to rest. However,
the issue of how they work is still being debated.
ASHRAE funded a comprehensive research study in 2000,
titled “Efficiency of Physical Water Treatment for the
Control of Scale” This report, published in 2003, confirms
the results of several PMWC units performing under
very rigid conditions and identifies the most effective
velocity through each unit to control scale on heat transfer
surfaces (12).
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CONSUMER CONFIDENCE REPORTS

SusaN L. FRANKLIN

Tetra Tech MPS
Ann Arbor, Michigan

On August 19, 1998, the U.S. Environmental Protection
Agency (USEPA) promulgated a final rule (40 CFR
Parts 141 and 142) requiring community water systems to
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prepare and provide annual water quality reports to their
customers. Mandated by the 1996 amendments to the
Safe Drinking Water Act, these “Consumer Confidence
Reports” (CCRs) provide the missing link for consumers
to have easy access to valuable water quality information.
Just as food products have labeling requirements, CCRs
are the public’s “right-to-know” resource.

The federal rule outlines a number of required ele-
ments, including information on the source(s) of drinking
water and any source water assessment that has been com-
pleted, plainly worded definitions of industry terminology,
information on all regulated contaminants detected in the
water, health effects language, notice for non-English-
speaking residents, and specific language on vulnerable
subpopulations and the reasonably expected presence of
some contaminants. The CCR also gives the public direct
access to their water system professionals by requiring the
inclusion of information on public participation opportuni-
ties, local contacts, and additional water-related resources,
such as USEPA’s toll-free Safe Drinking Water Hotline. In
addition to the federal requirements, some states mandate
supplementary guidelines.

The first CCRs, due to customers on October 19, 1999,
covered test results from January 1, 1998—December 31,
1998. Subsequent annual reports are due to consumers by
July 1 each year and include data from the prior calendar
year. Detections of contaminants that are tested for less
frequently should also be included; however, no data more
than 5 years old are permitted.

All community water systems that have at least
15 service connections serving residents year-round
must prepare a CCR. Water wholesalers must provide
monitoring data and other required information to their
retail customers by April 1 of each year. The retail
system is responsible for ensuring that its customers
receive a CCR containing all required content, whether
they produce the report themselves or contract with their
wholesaler to provide the report. After completing the
CCR, each utility must certify to the state that they have
complied with the CCR rule; each state determines the
method for certification. A copy of the CCR is shared with
the local health department, and the utility must keep the
report on file for 5 years.

CCR mailing and distribution requirements are based
on the size of the water utility as outlined in the federal
guidelines or as modified by the state. The governor of the
state has the option to waive the mailing requirements
for systems that serve fewer than 10,000 people; however,
these systems must still prepare a CCR, inform customers
that the report is available upon request, and publish the
reportin a local newspaper each year. Systems that receive
the waiver and serve fewer than 500 customers are not
required to publish the report in the newspaper. Systems
that serve more than 10,000 people must mail one copy
of the report to each customer must and make a “good
faith effort” (mailing to all postal patrons in the service
area, posting the CCR in public places, delivering multiple
copies to apartment buildings or to large employers for
distribution) to get reports to non-bill-paying customers.
Systems that serve 100,000 or more people must also post
their CCR on the Internet.
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CCRs are promoted by industry organizations, such
as the American Water Works Association (AWWA), as
“a timely opportunity for utilities to deliver straight talk
to the consumer on quality and other issues affecting
drinking water” (1). The AWWA offered training on how
to prepare a CCR when the rule was issued, and it
commissioned a series of six qualitative focus groups in
1997 to assess public perception and reaction to prototype
CCRs in anticipation of the final rule. Their findings
suggested that CCRs be called “Water Quality Reports”
to let customers decide for themselves whether or not
they are confident in the water system; to keep the report
basic, simple, and honest; to avoid self-serving or alarming
statements; and to gear the materials toward the needs of
the system’s customers.

According to the USEPA (2), there are more than
54,000 community water systems in the United States.
Most Americans (263 million) get their drinking water
from one of these community water systems and use
about 370 billion gallons of water daily. Approximately
$22 billion is spent annually to make tap water fit to
drink. CCRs are the first nationwide commitment to
educate the public about these important drinking water
quality issues.
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WATER CONSERVATION MEASURES
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Water is a finite resource, and in many areas, future
water supplies are uncertain. Individuals are usually
aware when there is a drought; however, because water is
inexpensive, there are often few incentives to reduce water
loss. Water has no viable substitutes, and its depletion
bodes profound economic and social impacts. Citizens and
utilities need to consider water conservation programs.

This fact sheet considers the role of water conservation
as an integral part of long-term resource planning. It
might be more appropriate to use the term “water demand
management.” Traditional water supply management
seeks to provide all the water the public wants, which,
in some sections of the country, translates to a constant
search for untapped sources.

WHAT METHODS CONSERVE WATER?

The water demand management methods described in
this fact sheet incorporate the methods the August
1998 U.S. Environmental Protection Agency (EPA) Water
Conservation Plan Guidelines recommend for water

systems serving 10,000 or fewer people. EPA’s Basic
guidelines suggest (1) metering, (2) water accounting and
loss control, (3) pricing and costing, and (4) education or
information.

EPA’s Guidelines are not regulations, but recommen-
dations that suggest 11 different conservation methods.
How appropriate and desirable any given method is must,
in the end, be accepted by the individual community and
utility. Pricing may be the primary way to encourage con-
servation, however, utilities should not automatically rely
on any single method.

METER ALL WATER

Metering is a most important part of water demand
management. In fact, unless a utility is 100 percent
metered, it is difficult to enforce any conservation
program. According to a U.S. Housing and Urban
Development document, metered customers use an
average of 13-—45 percent less water than unmetered
customers because they know they must pay for any
misuse or negligence. A U.S. General Accounting Office
report states that metering also assists in managing the
overall water system, since it can help to:

e locate leaks in a utility’s distribution system by
identifying unaccounted-for blocks of water,

e identify high use customers, who can be given
literature on opportunities for conserving, and

e identify areas where use is increasing, which is help-
ful in planning additions to the distribution system.

Once water meters are installed, equipment begins to
deteriorate. Eventually meters will fail to measure flows
accurately. The question of how long to leave a meter
in service has long troubled the waterworks industry.
According to a Journal of the American Water Works
Association (AWWA) article by Tao and a Community
Consultants report, average losses of accuracy, for periods
greater than 10 years, range from 0.03-0.9 percent per
year. To be fair to both customers and the utility, meters
must be maintained at regular intervals.

ACCOUNT FOR WATER, REPAIR LEAKS

The EPA Guidelines recommend that all water sys-
tems—even smaller systems—implement a basic system
of water accounting. The cost of water leakage can be mea-
sured in terms of the operating costs associated with water
supply, treatment, and delivery. Water lost produces no
revenues for the utility. Repairing larger leaks can be
costly, but it also can produce substantial savings in water
and expenditures over the long run.

Water accounting is less accurate and useful when
a system lacks source and connection metering. Although
the system should plan to meter sources, unmetered source
water can be estimated by multiplying the pumping rate
by the time of operation based on electric meter readings.



A utility may want to consider charging for water
previously given away for public use or stepping up efforts
to reduce illegal connections and other forms of theft.

Drinking water systems worldwide have begun to
implement programs to address the problem of water
loss. Utilities can no longer tolerate inefficiencies in
water distribution systems and the resulting loss of
revenue associated with underground leakage, water
theft, and under registration. As pumping, treatment, and
operational costs increase, these losses become more and
more expensive.

If a utility does what it can to conserve water,
customers will tend to be more cooperative in other water
conservation programs, many of which require individual
efforts. In Economics of Leak Detection, Moyer states
that of the many options available for conserving water,
leak detection is a logical first step. A highly visible
leak detection program that identifies and locates water
system leakage encourages people to think about water
conservation before they are asked to take action to reduce
their own water use. When leaks are repaired, water
savings result in reduced power costs to deliver water,
reduced chemicals to treat water, and reduced costs of
wholesale supplies.

According to Le Moigne’s technical paper Using
Water Efficiently: Technologies Options, old and poorly
constructed pipelines, inadequate corrosion protection,
poorly maintained valves and mechanical damage are
major factors contributing to leaks. In addition to loss of
water, water leaks reduce pressure in the supply system.
Raising pressure to compensate for such losses increases
energy consumption and can make leaking worse, as well
as causing adverse environmental impacts.

A World Bank technical paper by Okun and Ernst
shows that, in general, it is normal to be unable to account
for 10—20 percent of water. However a loss of more than
20 percent should raise a red flag. It should be noted that
percentages are great for guidelines, but volume of water
lost is probably more meaningful. According to AWWA’s
Leak Detection and Water Loss Reduction, once a utility
knows the volume of water lost, it can determine revenue
losses and decide the best way to correct the problem.

EPA’s Guidelines recommend that each system insti-
tute a comprehensive leak detection and repair strat-
egy. This strategy may include regular onsite testing
using computer-assisted leak detection equipment, a sonic
leak-detection survey, or another acceptable method for
detecting leaks along water distribution mains, valves,
services, and meters. Divers can inspect and clean storage
tank interiors.

Increasingly, water systems are using remote sensor
and telemetry technologies for ongoing monitoring and
analysis of source, transmission, and distribution facili-
ties. Remote sensors and monitoring software can alert
operators to leaks, fluctuations in pressure, problems with
equipment integrity, and other concerns.

Each system should institute a loss-prevention pro-
gram, which may include pipe inspection, cleaning, lining,
and other maintenance efforts to improve the distribu-
tion system and prevent leaks and ruptures. Whenever
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possible, utilities might also consider methods for mini-
mizing water used in routine water system maintenance
procedures.

COSTING AND PRICING

In a Journal of the American Water Works Association
article “Long-Term Options for Municipal Water Conser-
vation,” Grisham and Fleming stress that water rates
should reflect the real cost of water. Most water rates
are based only on a portion of what it costs to obtain,
develop, transport, treat, and deliver water to the con-
sumer. Experts recommend that rates include not only
current costs but those necessary for future water sup-
ply development. Only when rates include all costs can
water users understand the real cost of water service and
consequently, the need to conserve.

When utilities raise water rates, among other factors,
they need to consider what members of the community
can afford. According to Schiffler, the ability to pay for
water depends on a number of variables, including its
intended use. In households, the assumption is that if
the share of water costs does not exceed 5 percent of
total household revenue it can be considered as socially
acceptable. This rule of thumb has no specific foundation,
but is widely used.

Many utility managers argue, correctly, that an
effective water conservation program will necessitate rate
increases. In Water Conservation, Maddaus states that
a reduction in water use by customers in response to a
water conservation program can decrease a water utility’s
revenues, and the utility may need to re-examine the
water rate structure needs and possibly raise rates to
compensate for this effect.

Water charges have typically been looked at as a
way of financing the operation and maintenance (O&M)
costs of a water agency, rather than as a demand
management measure to encourage water-use efficiency.
As a World Bank document states, political objections and
constraints to increasing water charges are often seen as
insurmountable. However, low water charges encourage
consumption and waste and can put pressure on O&M
budgets, leading to poor water treatment and deterioration
in water quality.

In Water Strategies for the Next Century, Rogers et al.
advocate a positive price for water that is less than the cost
of desalination, but not zero. Desalination presently costs
about $2 a cubic meter. The ideal is to charge a reasonable
amount that sends the message to the users.

EPA suggests that systems consider whether their
current rate structures promote water usage over con-
servation. Nonpromotional rates should be implemented
whenever possible.

Systems that want to encourage conservation through
their rates should consider various issues, such as the
allocation between fixed and variable charges, usage
blocks and breakpoints, minimum bills and whether water
is provided in the minimum bill, seasonal pricing options,
and pricing by customer class.

Numerous sources recommend tying sewer prices to
water prices. Billing for wastewater is not included in
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this analysis; however, it is expected to become a more
significant motivation for reducing water use over the
next 15 years.

INFORMATION AND EDUCATION

According to Maddaus, water conservation initiatives are
more likely to succeed if they are socially acceptable.
Measuring social acceptability, an exercise in anticipating
public response to a potential water conservation measure,
may be measured with a two-part survey technique. First,
conduct interviews with community leaders to assess
the political and social atmosphere. Second, assess the
response to selected specific measures via a questionnaire
mailed to a random sample of water customers.

The public tends to accept lawn watering restrictions,
education, home water-saver kits, low-flush toilet rebates,
and a low-flow fixtures ordinance for new construction.
Overall acceptance of conservation is strongly related to
attitudes about the importance of water conservation, as
well as to age, income, and type of residence.

Howe and Dixon note that, “Public participation is
now widely understood to be a necessary input for both
efficiency and equity.” Public participation should be part
of any long-term public education program, as well as an
element of plan development. A plan responsive to public
needs usually receives continuing support.

The EPA Guidelines state that water systems should be
prepared to provide information pamphlets to customers
on request. Consumers are often willing to participate
in sound water management practices if provided with
accurate information. An information and education
program should explain to water users all of the costs
involved in supplying drinking water and demonstrate
how water conservation practices will provide water users
with long term savings.

An informative water bill goes beyond the basic
information used to calculate the bill based on usage
and rates. Comparisons to previous bills and tips on water
conservation can help consumers make informed choices
about water use. Systems can include inserts in their
customers’ water bills that provide information on water
use and costs or tips for home water conservation.

School programs can be a great way to get information
out. Systems can provide information on water conserva-
tion and encourage the use of water conservation practices
through a variety of school programs. Contacts through
schools can help socialize young people about the value
of water and conservation techniques, as well as help
systems communicate with parents.

Workshops and seminars can be used to solicit input,
and water equipment manufacturers can be invited to
these sessions to exhibit their equipment. Maddaus
suggests that a number of groups may have a role in
water conservation planning:

e Elected officials from all jurisdictions immediately
affected by the process;

e Staff persons from private water companies, key
personnel from local government agencies, and state
agency people;

e Representatives of major local economic interest
groups—major industries, chambers of commerce,
builders’ associations, farm bureaus, boards of
realtors, and landscape contractors;

e Representatives of major community forces, such as
federated civic associations, neighborhood associa-
tions, school boards, local unions, churches, and local
press and media owners;

e Representatives of local government interest groups;

e Local professionals, such as economists and engi-
neers; and

e Representatives of major water users, for example,
food processing plants and homeowners’ associations.
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For further information or comments about this fact sheet,
call the National Drinking Water Clearinghouse (NDWC)
at (800) 624-8301 or (304) 293-4191. Additional copies
of the Water Conservation Measures fact sheets are free;
however, postal charges are added to orders. To order, call
one of the above numbers. You may also order online at
ndwc_orders@estd.wvu.edu, or download it from our Web
site at http://www.ndwc.wvu.edu where the fact sheet is
available in the Products section.

PREVENTING WELL CONTAMINATION

ViriN BHARDWAJ
NDWC Engineering Scientist

Nearly 80% of communities rely on groundwater as their
primary drinking water source. Wells extract groundwater
for use in homes and businesses. In addition, about 42
million Americans use private wells for drinking water.
In light of this information, preventing groundwater
contamination is of utmost importance, especially since
a number of factors can contribute to groundwater
contamination. To prevent well contamination, one of the
first steps is to construct it properly. This Tech Brief
presents tips about how to site a well and includes
information about design issues; material selection and
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location, such as screens and filter pack; appropriate well
sealing methods; and the use of pitless adaptors to prevent
contamination

INTRODUCTION

To prevent well contamination, one of the first steps is
to construct it properly. This tech brief presents tips on
siting a well, its design, choosing proper materials, proper
location of screens, filter pack and appropriate method
of sealing a well and use of pitless adaptors to prevent
contamination.

SITE SELECTION

To prevent groundwater contamination, the first step is to
locate the well so that surface water and contaminants can-
not flow into it. Site engineers try to install the well uphill
from any potential contamination source. This means
avoiding potential pollution sources, such as industrial
plants, home septic systems, landfills, and underground
storage tanks. Hiring a qualified hydrogeologist to investi-
gate potential contaminant sources and likely subsurface
conditions makes locating a well easier.

For most private wells, the primary contaminant source
is the owner’s septic system. The best protection practice is
to locate the well above the area where contaminants can
enter it, usually about 50 to 100 feet away. In addition,
install a surface seal into a fine-grained layer or non-
fractured zone above the aquifer.

To prevent water from collecting near the casing, the
ground surrounding the well should slope away from the
wellhead on all sides. In addition, most states regulate how
far a well must be located from potential contamination
sources. For instance, most states require that wells be a
minimum of 50 feet away from a septic system.

WELL DESIGN

Proper selection of well casings, seals, screens, filter
packs, and pump chamber casings are important factors
that determine the efficiency of the well and prevent
contamination. Figure 1 shows the components of a well
that prevent pollutants from entering the well. Most
states have well construction standards and permitting
processes that must be followed. The American Water
Works Association has a standard A100-90 that deals
with construction design.

CASING

A casing is a pipe that is usually made of steel or plastic.
It lines the borehole dug in the earth and keeps the well
from caving in and prevents runoff and other material
from getting into the well.

When contactors select casing, they must take into
account the forces that are exerted while installing. In
addition, the surrounding materials, such as soil and rocks,
tend to collapse into the hole. If possible, the driller should
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Surface protective measures

(SEE WAC 173-160-510)
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Figure 1. General resource protection well—cross section

Definitions

Well Seal: A seal is a cylindrical layer of material, usually cement, bentonite, or clay, that
surrounds the casing up to a certain depth in the well. It prevents runoff or other contaminants
from entering the well, and serves to further protect the casing.

Well Screen: Well screen is a cylindrical sieve-like structure that serves as the intake portion
of the well. It is a metallic pipe that has holes or perforated sections or slotted sections that is
placed on the water- carrying zones of the aquifer.

Filter Pack: A filter pack is made up of sand or gravel that is smooth, uniform, clean,
well-rounded, and siliceous. It is placed in the annulus of the well between the bore-hole wall
and the well screen to prevent formation material from entering the screen.

Vadose Zone: This is the zone that contains water under pressure less than that of the atmo-
spheric pressure. It is the layer of soil between the water table and the ground surface.
Potentiometric Surface: This is an imaginary surface representing the total head of ground-

water in a confined aquifer that is defined by a level to which water will rise in the well.

use a temporary casing for the borehole. The temporary
casing diameter must be at least four inches larger than
the permanent casing to provide sufficient space for a good
well seal.

The American Society for Testing and Materials, the
American Petroleum Institute, and the American Iron and
Steel Institute have specifications for casings. Most state
standards require steel casing of a specified wall thickness
for wells, whether for a community or private individual.

The diameter of the casing must leave enough room
to install the submersible pump and still have space for

maintenance. The size of the pump depends upon the
desired well yield.

Casing depth also helps prevent well contamination.
Logs of any other nearby wells and the local geology
can help determine how deep the casing should go. The
casing should extend at least 12 inches above the ground
for sanitary protection. Reducing the casing’s diameter
requires a minimum of eight feet of casing overlap. A
watertight well cap should be placed on top of the casing.
The Water Systems Council (WSC) has standards for well
caps and other well components.



WELL SCREEN

A well screen is a cylindrical sieve-like structure that
serves as the intake portion of the well. It is a metallic pipe
that has holes or perforated sections or slotted sections
that is placed on the water carrying zones of the aquifer.
Proper selection, design, placement, and development of
the screened section are very important and determine the
well’s efficiency and yield.

Since certain sections of the ground are more porous
than others and, hence, carry more water, placing the
screens in these sections will yield higher flow rates. By
looking at the data collected during drilling, a good well
driller can locate and place the screen in the proper zones.

To better understand conditions at the site, use borehole
geophysical logs to grasp the subsurface conditions. In
addition, visual inspection of the cuttings or samples can
show if the layers of earth are sandy, coarse, or clayey.
And to help determine well yield, use sieve analysis and
hydraulic conductivity tests.

FILTER PACK

A filter pack is typically made up of sand or gravel that
is smooth, uniform, clean, well rounded. It is placed in
the area between the borehole wall and the well screen to
prevent formation material from entering the screen.

To enhance the permeability of the zone surrounding
the screen, place a filter pack around it. A good filter
pack keeps sediment out and decreases friction losses
around the screen and is especially important if the aquifer
consists of uniform fine sand. A filter pack allows for larger
openings in the screen and improves well yield. To install
a filter pack, start from the bottom of the screen, filling in
to at least three feet above the top of the screen. Domestic
wells do not require a filter pack.

WELL SEALS

The most important components that prevent contami-
nants from entering the well are well seals. A seal is a
cylindrical layer of material, usually cement, bentonite, or
clay, that surrounds the casing up to a certain well depth.
It prevents runoff or other contaminants from entering the
well and serves to further protect the casing. The drilled
hole must be four inches larger in diameter than the outer
diameter of the casing so that the seal can be placed in the
space between casing and the hole.

Well construction standards specify the material that
well installers must use to seal the well, as well as the
depth to which the well is grouted. Typically, public water
supply wells are grouted to a depth of 50 feet. A cement
slurry is pumped in the ring-shaped space between casing
and hole and the well is sealed from the bottom up. Grout
is placed using a small diameter pipe called a tremie. A
layer of bentonite two feet thick should be placed on top of
the filter pack.

PITLESS ADAPTORS

Pitless adapters and pitless units are devices that attach
to the well casing below the frost line and provide sanitary
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connections. They prevent entry of contaminants into the
well near the surface. These devices provide access to
the well for servicing. The adapter connects the casing
with a horizontal line that supplies water through a
removable seal joint. This connection allows the drop pipe
and pumping equipment in the well to be easily removed
for repair or maintenance work without digging the ground
around the well.

WSC has performance standards for pitless adapters,
pitless units, and watertight well caps. A list of
manufacturers that meet those standards can be obtained
from the WSC.

DISINFECTION PROCEDURES

Well installers must disinfect all equipment and tools
using a chlorine solution before any drilling operation
to prevent bacterial contamination. The well must be
disinfected after it’s completed. Some types of bacteria,
such as E. coli, are found in soils and can contaminate
the well. By dissolving calcium hypochlorite or sodium
hypochlorite, installers can make a chlorinated water
solution. The strength of the solution can range from
50-200 milligrams per liter of available chlorine.

WHERE CAN | FIND MORE INFORMATION?

American Water Works Association. 1999. Design and
Construction of Water Systems, An AWWA Small
System Resource Book, Second Edition. Denver,
Colorado: AWWA.

Driscoll, FG. 1995. Groundwater and Wells. St. Paul,
MN: U.S. Filter/Johnson Screens.

U.S. Environmental Protection Agency. 1991. Manual
of Individual and Non-Public Water Supply Sys-
tems. Washington, DC: EPA. (Available from the
National Drinking Water Clearinghouse, order prod-
uct #DWBKDMO06).

U.S. Environmental Protection Agency. 1975. Manual
of Water Well Construction Practices. Washington,
DC: EPA. (Available from the National Drinking
Water Clearinghouse, order product #DWBKDMO1).

National Ground Water Association, Westerville, OH:
NGWA. (www.ngwa.org)

Water Systems Council, National Programs Office,
Washington, DC: WSC. (www.wellcarehotline.org)
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Drinking Water Clearinghouse (NDWC) publication On
Tap for more than seven years.
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CORROSION CONTROL

National Drinking Water
Clearinghouse

Corrosion occurs because metals tend to oxidize when they
come in contact with water, resulting in the formation of
stable solids. Corrosion in water distribution systems can
impact consumers’ health, water treatment costs, and the
aesthetics of finished water.

Various methods can be used to diagnose, evaluate,
and control corrosion problems. Techniques for controlling
it include distribution and plumbing system design
considerations, water quality modifications, corrosion
inhibitors, cathodic protection, and coatings and linings.

CORROSION CAN CAUSE SYSTEM PROBLEMS

What Problems Does Corrosion Cause?

Corrosion can cause higher costs for a water system due
to problems with:

e decreased pumping capacity, caused by narrowed
pipe diameters resulting from corrosion deposits;

e decreased water production, caused by corrosion
holes in the system, which reduce water pressure
and increase the amount of finished water required to
deliver a gallon of water to the point of consumption;

e water damage to the system, caused by corrosion-
related leaks;

e high replacement frequency of water heaters, radia-
tors, valves, pipes, and meters because of corrosion
damage; and

e customer complaints of water color, staining, and
taste problems.

How is Corrosion Diagnosed and Evaluated?

The following events and measurements can indicate
potential corrosion problems in a water system:

Consumer Complaints: Many times a consumer com-
plaint about the taste or odor of water is the first indication
of a corrosion problem. Investigators need to examine the
construction materials used in the water distribution sys-
tem and in the plumbing of the complainants’ areas (See
Table 1).

Corrosion Indices: Corrosion caused by a lack of calcium
carbonate deposition in the system can be estimated using

Table 1. Typical Water Quality Complaints That Might Be
Due to Corrosion

Customer Complaint Possible Cause

Red water or reddish-brown Corrosion of iron pipes or
staining of fixtures and presence of natural iron in
laundry raw water

Bluish stains on fixtures Corrosion of copper lines

Black water Sulfide corrosion of copper or

iron lines or precipitations of
natural manganese

Foul taste and/or odors Byproducts from microbial
activity
Loss of pressure Excessive scaling, tubercle

(buildup from pitting
corrosion), leak in system
from pitting or other type of
corrosion

Lack of hot water Buildup of mineral deposits in
hot water system (can be
reduced by setting
thermostats to under 60
degrees C [140 degrees F])

Short service life of Rapid deterioration of pipes
household plumbing from pitting or other types of
corrosion

Source: U.S. Environmental Protection Agency



indices derived from common water quality measures. The
Langelier Saturation Index (LSI) is the most commonly
used measure and is equal to the water pH minus
the saturation pH (LSI = pH water — pH saturation). The
saturation pH refers to the pH at the water’s calcium
carbonate saturation point (i.e., the point where calcium
carbonate is neither deposited nor dissolved). The
saturation pH is dependent upon several factors, such
as the water’s calcium ion concentration, alkalinity,
temperature, pH, and presence of other dissolved solids,
such as chlorides and sulfates. A negative LSI value
indicates potential corrosion problems.

Sampling and Chemical Analysis: The potential for
corrosion can also be assessed by conducting a chemical
sampling program. Water with a low pH (less than 6.0)
tends to be more corrosive. Higher water temperature and
total dissolved solids also can indicate corrosivity.

Pipe Examination: The presence of protective pipe scale
(coating) and the condition of pipes’ inner surfaces can be
assessed by simple observation. Chemical examinations
can determine the composition of pipe scale, such as the
proportion of calcium carbonate, which shields pipes from
dissolved oxygen and thus reduces corrosion.

Can System Design Affect the Potential for Corrosion?

In many cases, corrosion can be reduced by properly
selecting distribution and plumbing system materials
and by having a good engineering design. For example,
water distribution systems designed to operate with lower
flow rates will have reduced turbulence and, therefore,
decreased erosion of protective layers. In addition, some
piping materials are more resistant to corrosion in a
specific environment than others. Finally, compatible
piping materials should be used throughout the system
to avoid electrolytic corrosion.

Other measures that help minimize system corrosion
include:

e using only lead-free pipes, fittings, and components;

e selecting an appropriate system shape and geometry
to avoid dead ends and stagnant areas;

e avoiding sharp turns and elbows in the distribution
and plumbing systems;

e providing adequate drainage (flushing) of the system;

e selecting the appropriate metal thickness of piping,
based on system flow and design parameters;

e avoiding the use of site welding without replacing the
pipe lining;

e reducing mechanical stresses, such as flexing of pipes
and “water hammer” (hydraulic pressure surges);

e avoiding uneven heat distribution in the system by
providing adequate coating and insulation of pipes;

e providing easy access for inspection, maintenance,
and replacement of system parts; and

e eliminating the grounding of electrical circuits to the
system, which increases the potential for corrosion.

How Can System Corrosion be Reduced?

Corrosion in a system can be reduced by changing
the water’s characteristics, such as adjusting pH and

CORROSION CONTROL 153

alkalinity; softening the water with lime; and changing
the level of dissolved oxygen (although this is not a
common method of control). Any corrosion adjustment
program should include monitoring. This allows for dosage
modification, as water characteristics change over time.
pH Adjustment: Operators can promote the formation
of a protective calcium carbonate coating (scale) on the
metal surface of plumbing by adjusting pH, alkalinity,
and calcium levels. Calcium carbonate scaling occurs when
water is oversaturated with calcium carbonate. (Below the
saturation point, calcium carbonate will redissolve: at the
saturation point, calcium carbonate is neither precipitated
nor dissolved. See the section on “corrosion indices,”.) The
saturation point of any particular water source depends on
the concentration of calcium ions, alkalinity, temperature,
and pH, and the presence of other dissolved materials,
such as phosphates, sulfates, and some trace metals.

It is important to note that pH levels well suited for
corrosion control may not be optimal for other water
treatment processes, such as coagulation and disinfection.
To avoid this conflict, the pH level should be adjusted for
corrosion control immediately prior to water distribution,
and after the other water treatment requirements have
been satisfied.

Lime Softening: Lime softening (which, when soda ash
isrequired in addition to lime, is sometimes known as lime-
soda softening) affects lead’s solubility by changing the
water’s pH and carbonate levels. Hydroxide ions are then
present, and they decrease metal solubility by promoting
the formation of solid basic carbonates that “passivate,” or
protect, the surface of the pipe.

Using lime softening to adjust pH and alkalinity
is an effective method for controlling lead corrosion.
However, optimum water quality for corrosion control
may not coincide with optimum reduction of water
hardness. Therefore, to achieve sound, comprehensive
water treatment, an operator must balance water
hardness, carbonate levels, pH and alkalinity, as well
as the potential for corrosion.

Dissolved Oxygen Levels: The presence of excessive
dissolved oxygen increases water’s corrosive activity. The
optimal level of dissolved oxygen for corrosion control is 0.5
to 2.0 parts per million. However, removing oxygen from
water is not practical because of the expense. Therefore,
the most reasonable strategy to minimize the presence of
oxygen is to:

e exclude the aeration process in the treatment of
groundwater,

e increase lime softening,

e extend the detention periods for treated water in
reservoirs, and

e use the correct size water pumps in the treatment
plant to minimize the introduction of air during
pumping.

What About the Use of Corrosion Inhibitors?

Corrosion inhibitors cause protective coatings to form on
pipes. Although they reduce corrosion, they may not totally
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arrest it. Therefore, the success of any corrosion inhibitor
hinges upon the water operator’s ability to:

e apply double and triple the design doses of inhibitor
during initial applications to build a protective base
coat that will prevent pitting; (Note that initial
coatings typically take several weeks to form.)

e maintain continuous and sufficiently high inhibitor
doses to prevent redissolving of the protective
layer; and

e attain a steady water flow over the system’s metal
surfaces to allow a continuous application of the
inhibitor.

There are several commercially available corrosion
inhibitors that can be applied with normal chemical feed
systems. Among the most commonly used for potable water
supplies are inorganic phosphates, sodium silicates, and
mixtures of phosphates and silicates.

Inorganic Phosphates: Inorganic phosphate corro-
sion inhibitors include polyphosphates, orthophosphates,
glassy phosphates, and bimetallic phosphates. Zinc, added
in conjunction with polyphosphates, orthophosphates,
or glassy phosphates, may help to inhibit corrosion in
some cases.

Silicates: The effectiveness of sodium silicates depends
on both pH and carbonate concentrations. Sodium silicates
are particularly effective for systems with high water
velocities, low hardness, low alkalinity, and pH of less
than 8.4. Typical coating maintenance doses of sodium
silicate range from 2 to 12 milligrams per liter. They offer
advantages in hot-water systems because of their chemical
stability, unlike many phosphates.

Before installing any technology for delivering corrosion
inhibitors, several methods or agents first should be
tested in a laboratory environment to determine the best
inhibitor and concentration for each water system.

Is Cathodic Protection an Option?

Cathodic protection is an electrical method for preventing
corrosion of metallic structures. However, this expensive
corrosion control method is not practical or effective for
protecting entire water systems. It is used primarily to
protect water storage tanks. A limitation of cathodic
protection is that it is almost impossible for cathodic
protection to reach down into holes, crevices, or inter-
nal corners.

Metallic corrosion occurs when contact between a metal
and an electrically conductive solution produces a flow of
electrons (or current) from the metal to the solution. The
electrons given up by the metal cause the metal to corrode
rather than remain in its pure metallic form. Cathodic
protection stops this current by overpowering it with a
stronger, external power source. The electrons provided
by the external power source prevent the metal from
losing electrons, forcing it to be a “cathode,” which will
then resist corrosion, as opposed to an “anode,” which
will not.

There are two basic methods of applying cathodic
protection. One method uses inert electrodes, such as

high-silicon cast iron or graphite, which are powered by
an external source of direct current. The current impressed
on the inert electrodes forces them to act as anodes, thus
minimizing the possibility that the metal surface being
protected will likewise become an anode and corrode. The
second method uses a sacrificial anode. Magnesium or
zinc anodes produce a galvanic action with iron, so that
the anodes are sacrificed (or suffer corrosion), while the
iron structure they are connected to is protected.

Are Commercial Pipe Coatings and Linings Effective?

The nearly universal method of reducing pipe corrosion
involves lining the pipe walls with a protective coating.
These linings are usually mechanically applied, either
when the pipe is manufactured or in the field before it is
installed. Some linings can be applied even after the pipe
is in service, but this method is much more expensive.

Mechanically applied coatings and linings differ for
pipes and water storage tanks. The most common types of
pipe linings include coal-tar enamels, epoxy paints, cement
mortar, and polyethylene.

Water storage tanks are most commonly lined to protect
the inner tank walls from corrosion. The most common
types of water storage tank coatings and linings include
coal-tar paints and enamels, vinyls, and epoxy.

Where Can | Find More Information?

Information for this fact sheet was obtained from three
primary sources: Technologies for Upgrading Existing
or Designing New Drinking Water Treatment Facilities,
EPA/625/4-89/023; Corrosion Manual for Internal Cor-
rosion of Water Distribution Systems, EPA/570/9-84/001;
and Corrosion in Potable Water Supplies, EPA/570/9-
83/013. All of these documents are free and may be ordered
from the U.S. Environmental Protection Agency (EPA)
Office of Research and Development by calling (513) 569-
7562.

If these publications are no longer available from the
EPA, call the National Drinking Water Clearinghouse
(NDWC) at (800) 624-8301. A photocopied version of the
209-page document Technologies for Upgrading Existing
or Designing New Drinking Water Treatment Facilities,
item #DWBKDMO04, costs $30.05. There is no charge for
the other two documents listed above; however, postage
charges apply to all orders.

Also, the NDWC’s Registry of Equipment Suppliers of
Treatment Technologies for Small Systems (RESULTS),
version 2.0, is a public reference database that contains
information about technologies—including those related
to corrosion—in use at small water systems around
the country. For further information about accessing
or ordering RESULTS, call the NDWC at (800) 624-
8301 or (304)293-4191. You may also obtain more
information from the NDWC’s World Wide Web site at
www.ndwc.wvu.edu.

For additional copies of “Tech Brief: Corrosion Control,”
item #DWBRPE52, or for a copy of the previously
published “Tech Brief: Filtration,” item #DWBRPES50, or
“Tech Brief: Disinfection,” item #DWBRPEA47, call the
NDWC at the number printed above.
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When drinking water is transported to a consumer, it
is possible for contaminants to be introduced in the
distribution system. This situation may occur due to
connections between potable water lines and non-potable
water sources or by a water flow reversal, resulting in
contaminated water. This Tech Brief, discusses cross
connections and backflow, and explores ways to prevent
these situations.

WHAT IS A CROSS CONNECTION?

A cross connection is a link or structural arrangement
where potable water in a distribution system can be
exposed to unwanted contaminants. It is the point at
which it is possible for a non-potable substance to come in
contact with the drinking water system. Cross connections
are generally unintentional and can happen anywhere
pipes supply water.

WHAT IS A BACKFLOW?

Backflow is the reverse flow of undesirable materials
and contaminants into the water mains. Backflow can
happen because of two conditions: backpressure and
backsiphonage.

Backpressure occurs when pressure in a pipe
connected to a main pipe in the distribution system
becomes greater than the pressure in the main pipe itself.
When this happens, a net force acts on the volume of
liquid in the connecting pipe, allowing unwanted material
to enter the main pipe.

Backsiphonage refers to a situation where the
pressure in a service pipe is less than the atmospheric
pressure. If water in a supply line is turned off,
such as when a pump fails, backsiphonage can cause
contamination to be sucked into the system due to a
vacuum in the service line.

If a cross connection exists in a system, it does not mean
that there will be a backflow every time. But, where cross
connections exist, there is always the possibility.

BACKFLOW CONTROL METHODS AND DEVICES

If possible, cross connections must first be eliminated
before installing any backflow prevention devices. The
device chosen depends on the degree of hazard involved,
accessibility to the location of the device, and whether the
backflow is due to backpressure or backsiphonage. Basic
types of backflow prevention devices are:
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e air gaps,

e reduced pressure principle devices,
e double check valves,

e vacuum breakers, and

e barometric loops

Air Gap

Air gaps are one of the most effective ways to prevent
backflow and backsiphonage. An air gap is a vertical
separation between a water outlet and the highest level of
a potential fluid contamination source. However, because
of air gaps, flow of water is interrupted and loss of pressure
occurs. Because of this, air gaps are used at the end of a
pipe. Air gaps should be twice the size of the supply
pipe diameter or at least one inch in length, whichever is
greater (see Fig. 1).

Reduced Pressure Principle Backflow Preventer

The reduced pressure zone backflow-preventing (RPBP)
device has two spring check valves with a pressure-
relief valve located between them that can be vented to
the atmosphere.

During normal flow of water through this arrangement,
the water flows through the two valves (see Fig. 2). The
spring action of the first valve opposes the pressure of
water as the water flows from left to right and enters
the central chamber. Pressure in the central chamber is
maintained lower than that in the incoming line by the
operation of the relief valve.

The second check valve to the right is designed to
open with a pressure drop of one pound per square inch
(psi) in the direction of flow and is independent of the
pressure required to open the relief valve. If the pressure
downstream from the device increases for some reason
(backpressure), the second check valve will close because
of the spring action. Reverse flow of water or backflow is
thus prevented. In case the pressure in the supply line
on the left decreases abruptly or if there is a vacuum in
the supply line (backsiphonage), the check valves close
because of spring action, and backflow is prevented.

Figure 1. Air gap.
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Figure 2. Reduced pressure princi-
ple backflow preventer. Source: U.S.
Environmental Protection Agency.
2003. Cross-Connection  Control

Reduced Pressure Zone

Manual, Washington DC: EPA.

In case the valve leaks and the second check valve
on the right does not close fully, water will leak back
into the central chamber and increase the pressure in
the chamber. The relief valve then opens and discharges
water to the atmosphere. Keep in mind, if you see water
coming from the relief valve on an RPBP, don’t panic. It’s
actually working as designed. The valve assembly should
be checked by a certified tester.

This type of device is usually installed on high
hazard locations, such as hospitals, plating plants, and
car washes.

Double Check Valve

The double check valve has two single check valves coupled
within one body, and has test cocks (to determine if there’s
any leakage) and two closing gate valves (to isolate each

section). It is essentially the same reduced pressure zone
backflow-preventing (RPBP) device but without the relief
valve (see Fig. 3).

The absence of the relief valve reduces the effectiveness
of the device. Double check valves are used in low- to
medium-level hazard installations. The check valves are
spring-loaded and require one pound of pressure to open.

Vacuum Breakers

Vacuum breakers provide protection against back-
siphonage. When the pressure in a service pipe is less
than the atmospheric pressure, a vacuum can form in the
pipe and cause contamination to be sucked into the sys-
tem. Vacuum breakers have an element, such as a check
valve, that glides on a supporting shaft and seals in the

Shutoff Valves
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Figure 3. Double check valve. Source: AWWA, Water Transmission and Distribution, Second Edition.



uppermost position from the push of water pressure (see
Fig. 4).

If the flow in the pipe is stopped, the valve drops down,
closes the water supply entry, and opens an air vent. This
opens up the downstream piping to atmospheric pressure
and prevents backsiphonage. Vacuum breakers do not
protect against backpressure.

Barometric Loop

A barometric loop is formed by having a section of the
pipe in the shape of an inverted “U” upstream of a
cross connection (see Fig. 5). Based on a physics principle,
the height of a water column open to the atmosphere
at the bottom will not be greater than 33.9 feet at sea
level pressure.

Figure 5. Barometric loop. Source: AWWA, Water Transmission
and Distribution, Second Edition.
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Figure 4. Vacuum breakers. Source:
AWWA, Water Transmission and Dis-
tribution, Second Edition.

If the loop is greater than that height, backsiphonage
cannot occur through it. However, the barometric loop is
not effective against backpressure.

“YELLOW GUSHY STUFF” FROM FAUCETS

A small town in Maryland provides a dramatic example
of what can happen because of a cross connection. One
fateful day, yellow gushy stuff poured from some faucets
there and the state warned residents from using the
water for cooking, drinking, or bathing. The incident
drew widespread attention and was a big story in the
local media.

An investigation revealed that water pressure in the
town mains was reduced temporarily due to a water pump
failure in the distribution system. A gate valve between
a herbicide chemical holding tank and the town water
supply mains had been left open. A lethal cross connection
was created that allowed the herbicide to flow into the
water supply. When the normal water supply pressure
returned, water containing the herbicide was pumped into
many faucets.

Door to door public notification, extensive flushing,
sampling, and other measures were taken to get the
situation under control. Fortunately, no one was seriously
injured in this incident.

Source: U.S. Environmental Protection Agency. 2003.
Cross-Connection Control Manual. Washington DC: EPA.

CROSS CONNECTION CONTROL PROGRAMS

Numerous, well-documented cases about illnesses and
other hazards posed by cross connections have been
documented. (See the sidebar above.) More information
about the health risks cross connections may present
and methods to prevent them is needed. Water utility
personnel (managers, operators, local officials), plumbers,
public health officials, and consumers need to be aware of
the risks and understand prevention methods.
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As mandated by the Safe Drinking Water Act, water
suppliers are responsible for ensuring that the water they
supply meets federal primary drinking water regulations
and is delivered to consumers without compromising water
quality due to its distribution system. Water utilities
may want to implement a cross connection program
to stave off any problems that could occur. Such a
program would include informing consumers, conducting
inspections of the distribution system, analyzing and
recognizing potential cross connections, and installing
backflow prevention devices where needed.

WHAT ABOUT TERRORISM AND WATER SECURITY?

Concern that U.S. water supplies could be vulnerable
to terrorist attacks has increased in the post-9/11 era.
Because they are a place where lethal substances could
be introduced into the water distribution system, cross
connections should be identified and corrected.

The Public Health Security and Bioterrorism Prepared-
ness and Response Act of 2002 (Section 1433) requires
systems that serve more than 3,300 people to assess their
vulnerability to a terrorist attack. (See the article “Secu-
rity and Emergency Planning: Community-Wide Efforts
Require Preparation” in the Winter 2003 On Tap.)

The act states that the vulnerability assessment shall
include but not be limited to “a review of pipes and
constructed conveyances, water collection, pretreatment,
storage and distribution facilities, electronic, computer or
other automated systems.”

WHERE CAN | FIND MORE INFORMATION?

American Water Works Association. 1996. Water
Transmission and Distribution, Principles and
Practices of Water Supply Operations, 2nd Edn.
Denver: AWWA.

U.S. Environmental Protection Agency. 2003. Cross-
Connection Control Manual. Washington, DC:
EPA. (Available as a product from NDWC, item
#DWBLDMO03)

Montana Water Center. 2002. Sanitary Survey Fun-
damentals Preparation Course CD. Bozeman, MT:
Montana Water Center. (Available as a product from
NDWC, item #DWCDTR19)

NDWC Engineering Scientist Vipin Bhardwaj has a
bachelor’s degree in chemical engineering, and master’s
degrees in environmental engineering and agriculture
from West Virginia University.

HAVE YOU READ ALL OF OUR TECH BRIEFS?

Tech Briefs, drinking water treatment and supply fact
sheets, have been a regular feature in the National
Drinking Water Clearinghouse (NDWC) publication On
Tap for more than seven years.

A free package of Tech Briefs is available as a
product. A three-ring binder holds all the current Tech
Briefs in print. New selections can easily be added to

the package as they become available. To order, call the
NDWC at (800) 624-8301 or (304) 293-4191 and ask for
item #DWPKPE71.

(Additional copies of fact sheets are free; however,
postal charges may be added.) You can also order copies of
one or all of the free Tech Briefs listed below.

Tech Brief: Organics Removal, item #DWBLPE59
Tech Brief: Package Plants, item #DWBLPE63

Tech Brief: Water Treatment Plant Residuals
Management, item #DWBLPEG65

Tech Brief: Lime Softening, item #DWBLPEG7

Tech Brief: Iron and Manganese Removal, item
#DWBLPE70

Water Conservation Measures Fact Sheet, item
#DWBLPE74

Tech Brief: Membrane Filtration, item #DWBLPES81

Tech Brief: Treatment Technologies for Small
Drinking Water Systems, item #DWPSPES82

Tech Brief: Ozone, item #DWBLPE84
Tech Brief: Radionuclides, item #DWBLPE84
Tech Brief: Slow Sand Filtration, item #DWBLPE99

Tech  Brief: Ultraviolet
#DWBLPE101

Tech Brief: Leak Detection and Water Loss
Control, item #DWBLPE102

Tech Brief: Diatomaceous Earth Filtration for
Drinking Water, item #DWBLPE108

Tech Brief: Reservoirs, Towers, and Tanks, item
#DWFSOM15

Tech Brief: System Control and Data Acquisition
(SCADA), item #DWFSOM20

Tech Brief: Valves, item #DWFSOM21

Tech Brief: Water Quality in Distribution Systems,
item #DWFSOM25

Tech Brief: Water Treatment Plant Residuals
Management, item #DWBLPE65
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INTRODUCTION

Cryptosporidium is an apicomplexan protozoan parasite
that is becoming increasingly recognized as an important
infectious pathogen in water. The parasite is transmitted
by the fecal—oral route, usually by ingestion of oocyst-
contaminated water or food (1-3). A C. parvum oocyst is
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small, averaging 5 pm x 4.5 pm, and its coat is bilayered
and highly proteinaceous, allowing it to resist chlorine-
based disinfection in water treatment facilities (4). Within
the oocyst are four motile sporozoites (Fig. 1), which
are the infectious forms of Cryptosporidium. After
passing through the stomach, the oocyst releases the
infectious sporozoites, which attach to epithelial cells
of the small intestine. Asexual and sexual reproduction
of Cryptosporidium within the infected host results in
autoinfection and self-perpetuation of the disease. Sexual
reproduction also results in the production of infectious
oocysts that are excreted along with fecal matter into the
environment.

Cryptosporidiosis, the globally occurring disease caused
by Cryptosporidium infection, can result in gastrointesti-
nal distress with copious amounts of diarrhea, abdominal
cramping, and fever. In healthy individuals, infection is
an acute but self-limiting illness that generally lasts 1 to
2 weeks. However, in immunocompromised individuals,
symptoms are more severe, and the illness may become
chronic and can result in death. It has been recognized
that two distinct C. parvum genotypes, referred to as
the human genotype (genotype I or genotype H) and the
cattle genotype (genotype II or genotype C), are responsi-
ble for human cryptosporidiosis. Morgan-Ryan et al. (5)
proposed a new species, Cryptosporidium hominis, to
denote the human genotype. Cryptosporidium hominis
infects humans primarily, whereas C. parvum infects both
humans and numerous other mammalian hosts such as
mice, dogs, cattle, sheep, goats, and pigs. There is no cure
therapy currently available for Cryptosporidium infection,
so prevention is the key to containing and managing
this disease. Prevention requires accurate monitoring and
detection of the parasites in water and food samples.

As intestinal parasites, C. parvum cannot be cultured
in vitro. Therefore, traditional culture methods used in
routine microbiology labs are not suitable to detect
and enumerate C. parvum oocysts. Classical methods
to detect Cryptosporidium are based on microscopy of

Figure 1. A scanning electron micrograph of a C. parvum oocyst.
The four crescent-shaped sporozoites are visible within the oocyst.
The deflated appearance of the oocyst is the result of dehydration
required for sample preparation.

clinical samples that can be combined with different stains
for improved visualization. However, microscopy requires
training and is subject to human error in both sample
preparation and viewing. The use of fluorogenic dyes can
make detection easier, but microscopy cannot indicate
oocyst viability or infectivity. Rather than relying on the
results of clinical samples to identify a Cryptosporidium
outbreak, recent research has focused on analyzing water
samples for oocysts. The U.S. EPA has developed a method
that is recommended for detecting Cryptosporidium
in raw and treated waters. This method requires
the concentration of a water sample, immunomagnetic
separation (IMS) of the oocysts from the concentrated
debris, and determination of oocyst concentrations by
immunofluorescence assay (IFA). Potential oocysts are
further stained with vital dyes such as DAPI and
propidium iodide, followed by differential interference
contrast microscopy.

The number of oocysts within water sources is generally
low and variable, so large volumes of water need to
be concentrated for quantitative analysis. This can be
accomplished by filtration, flocculation, or centrifugation.
Oocysts are then purified from background detrital
material by flotation, immunomagnetic separation, or
flow cytometry. The concentrated water samples can
be screened by molecular techniques to determine the
presence of oocysts. A desired detection method should
differentiate between dead or nonviable oocysts, which
pose no threat to public health, and those oocysts that
are viable and infective. Because only a few oocysts
are needed to cause disease, efficient detection methods
should be sensitive and amenable to quantification.
Additionally, the detection method should differentiate
between the Cryptosporidium species because not all
species are harmful to humans. Molecular detection
techniques have the advantage of being more specific,
sensitive, reproducible, and often more rapid.

DETECTION OF CRYPTOSPORIDIUM INFECTIVITY

Although human infectivity assays are true representa-
tions of the disease, they are not practical for routine
evaluations of oocyst infectivity. The most direct method
for assessing oocyst viability and infectivity is to admin-
ister the oocysts experimentally to an animal (typically a
neonatal mouse). Following a period of incubation, the
intestine is sectioned longitudinally and the cells are
examined for histological evidence of infection. Commonly
used animal surrogates are neonatal or immunosup-
pressed rodents, typically CD-1 or BALB/c strains. In
addition to ethical concerns, animal infectivity experi-
ments are time-consuming, expensive, and not amenable
to routine environmental testing.

Alternatively, in vitro infectivity involves exposing
oocysts to excystation stimuli followed by inoculating
them into a cultured adherent mammalian intestinal cell
line, which supports infection and asexual development.
Following a suitable infection period, samples are
examined by fluorogenically labeled antibodies or nucleic
acid sequences specific to Cryptosporidium. Based on the
presence or absence of infection, the number of infective
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oocysts can be statistically determined according to a
standardized most-probable number (MPN) table or MPN
calculator (6).

The success of an in vitro cell culture assay depends
on the type of cell line, the use of oocysts or sporozoites,
preincubation excystation treatment, and centrifugation of
the sample. Although cell culture requires intensive labor
to grow and maintain the cell monolayer and a prolonged
incubation period, the technique remains a good substitute
for animal infectivity models. A number of cell lines can
support the asexual development of C. parvum, but human
ileocecal adenocarcinoma (HCT-8) cells that have been
found superior in their ability to support parasite growth
and represent a practical and accurate alternative to
animal infectivity models, yield results similar to those
with CD-1 mice in assessing C. parvum infectivity (7).

ANTIBODY TECHNOLOGY

Antibodies are produced by immune systems that
bind to foreign antigens within the host organism.
Strong target affinity, specificity, and sensitivity of
antibodies make them ideal for targeting and identifying
Cryptosporidium. Various types of antibodies can be used
for molecular diagnostic methods: monoclonal antibodies
(mAbs), polyclonal antibodies (pAbs), and recombinant
antibodies (rAbs).

Monoclonal antibodies are identical because they were
produced by one type of immune cell, all clones of a single
parent cell. In contrast, pAbs are produced by different
immune cells and differ from one another. Recombinant
antibodies are constructed within a laboratory and
are based on the artificial random recombination of
antibody genes. This may yield antibodies that may not
occur naturally.

Conjugation of antibodies to fluorophores or enzymes
allow for the production of a visual signal. Many immuno-
logic methods are available for detecting C. parvum,
including flow cytometry, immunofluorescence assays
(IFA), and enzyme-linked immunosorbent assays (ELISA).

Immunofluorescence Assay (IFA)

Routine detection of Cryptosporidium in environmental
samples is most commonly performed using the IFA.
In detecting the parasite, the characteristics used for
identification include size, shape, and fluorescence. The
cells become fluorescent via antibody staining, which is
carried out either in suspension, on a microscope slide,
or on a membrane prior to microscopic examination.
Both fluorophore-conjugated pAbs and mAbs are used
to identify purified oocysts. Nonspecific fluorescence is a
problem with IFAs, along with background fluorescence
of detritus, algae, and some freshwater diatoms and
cyanobacteria.

Foci Detection Method (FDM)

An in vitro cell culture infectivity assay involves exposing
oocysts to excystation stimuli followed by inoculating them
into a cultured mammalian cell line, which supports
infection and asexual development. An infectious focus

is the site of infection of at least one sporozoite in
the cell culture. After 24—-48 h, samples are examined
for the presence of infection. Foci are labeled with
fluorophore-conjugated antibodies specific to the various
life stages of Cryptosporidium and are visualized by
epifluoresence microscopy.

Enzyme-Linked Immunosorbent Assay (ELISA)

ELISA has been developed to detect and evaluate the
growth of C. parvum in culture systems using antibodies
developed against its various life-cycle stages. ELISA can
be used to test multiple samples simultaneously and does
not require a high level of technical skill compared with
that for identifying parasites based on morphological and
staining characteristics by microscopic examination. Tests
commonly use 96-well microtitration plates coated by
antibodies specific for Cryptosporidium. Tests samples are
then added to the plate. After washing away nonbinding
materials, a second enzyme-conjugated antibody specific to
Cryptosporidium is added to the sample wells. Addition of
the enzyme substrate results in a color reaction to indicate
the presence of the parasite. There may be problems of
cross-reactivity with algae and turbidity interfering with
results, but this can be overcome by the development and
use of more specific antibodies.

Flow Cytometry

A flow cytometer analyzes particles in a suspension as
they pass by a laser beam. The light scattering pattern
is analyzed and correlated to size and internal complexity
along with the fluorescent light emitted by each particle.
Flow cytometer cell sorters can also sort particles of
interest from unwanted particles by using the binding
of a fluorescein-conjugated antibody to antigens present
on Cryptosporidium oocysts. Particles within the sample
that do not match the criteria for Cryptosporidium are
filtered out.

POLYMERASE CHAIN REACTION (PCR) DETECTION
METHODS

PCR involves using oligonucleotide primers to amplify
a DNA fragment specific to the target organism. The
desired fragment is identified by gel electrophoresis and
can be subsequently sequenced. PCR is reproducible,
cost-effective, sensitive and amenable to quantitation,
and capable of differentiating among Cryptosporidium
species that infect humans. Common gene targets for PCR
detection include 18S ribosomal DNA, heat-shock proteins
(i.e., hsp70), and oocyst wall proteins.

Real-Time PCR

Real-time PCR involves virtual real-time visualization of
fluorescence emitted by a fluorogenic probe accumulated
during PCR. Quantification of amplified DNA during the
exponential phase of the reaction, when reagents are
not limiting, allows precise determination of the initial
quantity of the target sequences. Real-time PCR offers
higher throughput, reduced turnaround time, and minimal
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amplicon contamination due to a closed-vessel system. The
quantification range of real-time PCR methods is greater
(5—6 log units) than conventional PCR (2—3 log units).

Cryptosporidium species and genotypes can be differ-
entiated through melt curve analysis, which is based on
melting temperature differences of PCR-probe complexes,
and reflects the extent of complementation of the probes
to the amplified PCR fragments. Real-time PCR investiga-
tions for environmental detection have demonstrated that
the method is rapid, sensitive, and specific.

Reverse Transcription-PCR (RT-PCR)

Only viable organisms can produce messenger RNA
(mRNA), so RT-PCR selectively detects viable organisms.
In this method, a specific fragment of the complementary
DNA (cDNA), which is produced from an mRNA
template by reverse transcriptase, is amplified by PCR.
Reverse transcriptase is extremely sensitive to chemical
contamination, so the RT step is the source of greatest
variability. Common gene targets for RT-PCR analysis of
C. parvum viability include Asp70, amyloglucosidase, and
B-tubulin.

Cell Culture-PCR (CC-PCR)

Comparable with FDM in detecting oocyst infectivity, a
CC-PCR assay involves the extraction of genomic DNA
from an infected cell culture and amplification of specific
DNA fragments by PCR. A cell culture infectivity assay,
coupled with either real-time PCR or an MPN assay,
can be used to quantify infective oocysts. Alternatively,
mRNA can be extracted from the infected cell culture and
subjected to RT-PCR to detect infectious oocysts.

Most Probable Number-PCR (MPN-PCR)

In a standard MPN assay, replicate samples are serially
diluted and evaluated by PCR for the presence of
Cryptosporidium-specific nucleic acid sequences. Used in

conjunction with a cell culture infectivity assay, MPN-
PCR could provide a good alternative to using FDM
alone for enumerating infective oocysts. Because MPN
assays are costly, labor-intensive, and require a large
volume of samples with multiple preparation steps,
alternative detection strategies may be more suitable for
quantitative analyses.

NUCLEIC ACID PROBES

Small nucleotide chains (oligonucleotides) can be con-
structed to a desired DNA sequence. The binding nature
of DNA is such that complementary single-stranded DNA
(ssDNA) fragments strongly bind to one another, whereas
a single nucleotide mismatch drastically reduces the bind-
ing strength of the two fragments.

Fluorescent In Situ Hybridization (FISH)

FISH uses fluorescently labeled oligonucleotide probes
targeted to C. parvum-specific sequences, such as
ribosomal RNA (rRNA). Ribosomal RNA is used as a target
because it should be present in high quantities in viable
and potentially infective oocysts, but due to its short half-
life, it would be degraded in nonviable oocysts. Oocysts
are collected and made permeable to the labeled probes by
the addition of organic solvents. Species-specific probes
hybridize with target rRNA within the permeabilized
oocysts and are detected by epifluorescence microscopy
or flow cytometry.

Microarray (DNA Chip)

Microarray technology combines PCR with hybridization
of oligonucleotide probes. An array of oligonucleotide
probes is synthesized and fixed to a chip. Oocyst
genomic DNA is extracted and highly specific, and
conserved target genes, such as rRNA and hsp70, are
amplified by PCR and then fluorescently labeled. For

Table 1. Summary of the Molecular Detection Methods That Can Be Used for Detecting Cryptosporidium parvum in

Environmental Samples

Differentiate
Among
Cryptosporidium Determine Detection

Detection Method Species Infectivity Quantifiable Limit® Reference
IFA - - + 10 oocysts (8)
FDM—animal — + + 60 oocysts (10)
FDM—cell culture - + + 5-10 oocysts (10)
FDM-MPN — + + 2-10 oocysts (6,10)
PCR + - - 1-10 oocysts (18)
Real-time PCR + - + 1-5 oocysts (11)

Real-time CC-PCR + + + 1 oocyst (12)
RT-PCR + + - 1 oocyst (13)

CC-RT-PCR + + 10 oocysts (14)
CC-PCR + + - 10 oocysts (15,16)
MPN-PCR + - + 10 oocysts an
Flow cytometry - — + 10 oocysts (18)
FISH + — + 100 oocysts 8
Microarray + — + Not available (19,20)

“Detection limits are not directly comparable as the conditions used by different researchers may not be similar.
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identification at the species level, highly variable or
species-specific genes are used. PCR products hybridize
with their complementary probe sequences, and the
presence or absence of Cryptosporidium can be determined
by computerized detection of fluorescent emissions. The
high throughout capability of microarrays can allow
simultaneous detection of numerous different genera of
pathogens or species within a genus.

A complete list of the methods described is presented
in Table 1. The table indicates whether each method can
distinguish among Cryptosporidium species, detect oocyst
infectivity, quantify detected oocysts, and has a limitation
on detection. A reference for each of the methods is
also included in the table. A recent review article by
Carey et al. (22) provides a more detailed description of
Cryptosporidium detection methods.
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CRYPTOSPORIDIUM

JACQUELINE BRABANTS
University of New Hampshire
Durham, New Hampshire

Cryptosporidia are small, spherical, obligate, intracellular
sporozoan parasites that infect the intestinal tract
of a wide range of mammals, including humans.
Cryptosporidium oocysts range in size from 2 to 8
pm, depending on the species and the stage of the
life cycle. Oocysts are commonly found in many of
the lakes and rivers that supply public drinking water
as a result of runoff from sewage and animal wastes
applied to nearby fields and pastures or from areas of
wildlife or livestock activity (4,7,10). Infection, resulting
from ingesting oocysts, manifests as cryptosporidiosis.
Although Cryptosporidium was first described in 1907,
human infection was not reported until 1976. Today,
Cryptosporidium parvum is well recognized as the cause
of the disease cryptosporidiosis in humans and cattle
and is one of the more opportunistic agents seen in
patients with AIDS that occurs primarily in individuals



with compromised immune systems. Currently, there
is no totally effective therapy for cryptosporidiosis
(3,8,11,12).

LIFE CYCLE AND MORPHOLOGY

Cryptosporidia undergo alternating life cycles of sexual
and asexual reproduction that are completed within the
gastrointestinal tract of a single host. The developmental
stages of the life cycle occur intracellularly and extracyto-
plasmically and include schizogony, gametogony, fertiliza-
tion, and sporogony (1). The developmental stages of the
organism are contained within a host cell parasitophorous
vacuole, located at the microvillous surface of the host
cell. The cycle begins when infectious oocysts containing
four sporozoites are discharged in the feces of a para-
sitized animal. These thick-walled oocysts remain viable
for months unless exposed to extremes of temperature,
desiccation, or concentrated disinfectants (1). Following
ingestion by another animal, most likely from food or water
that has become fecally contaminated, the oocyst excysts
and releases sporozoites that attach to the microvilli of
the small bowel epithelial cells, where they develop into
trophozoites (2). Trophozoites divide asexually (schizo-
gony) to form schizonts that contain eight daughter cells
known as type I merozoites. Upon release from the sch-
izont, these cells attach to another epithelial cell, and the
schizogony cycle is repeated to produce schizonts that con-
tain four type II merozoites. Type II merozoites develop
into male (microgametocyte) and female (macrogameto-
cyte) sexual forms. Fertilization results in a zygote (oocyte)
that develops into an oocyst, which is ultimately shed into
the lumen of the bowel. The oocysts undergo sporula-
tion to the infective stage within the brush border of the
enterocytes and are excreted as infectious oocysts in the
stool (3-5).

The majority of oocysts generated possess a thick,
protective cell wall that ensures their intact passage
in the feces and survival in the environment; however,
approximately 20% of the oocysts generated fail to develop
the thick wall, and following release from a host cell, the
thin cell membrane on these oocysts ruptures and releases
four infectious sporozoites. These sporozoites penetrate
the intestinal lumen and initiate a new autoinfective cycle
within the original host. The presence of this thin-walled,
autoinfective oocyst can lead to an overwhelming infection
that creates a persistent, life-threatening infection in an
immunocompromised individual (4).

CLINICAL DISEASE

The pathogenesis of Cryptosporidia is not completely
understood; age and immune status at the time of primary
exposure do not appear to influence susceptibility to
infection. However, once the primary infection has been
established, the immune status of the host plays an
extremely important role in determining the length and
severity of the illness (4).

Cryptosporidia undergo their life cycle in the enteric
epithelial cells and also in the gallbladder, respiratory,
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and renal epithelium, especially in immunocompromised
hosts (1). The symptom found in all reported cases is
acute diarrhea (2). Clinical symptoms found in immuno-
competent individuals include nausea; low-grade fever;
abdominal cramps; anorexia; and profuse watery, frothy
bowel movements that may be followed by constipation.
Other individuals may be asymptomatic, particularly later
in the course of the infection. In patients who have the
typical watery diarrhea, the stool specimen will contain
very little fecal material, consisting mainly of water and
mucus flecks, and the organisms are trapped in the mucus.
In most cases, a patient who has a normal immune
system will have a self-limited infection lasting 1 to 2
weeks, whereas a patient who is immunocompromised
may have a chronic infection with symptoms ranging
from asymptomatic to severe (2,4). Studies to examine
susceptibility and serologic responses to reinfection have
demonstrated that previous exposure of immunocompe-
tent adults to Cryptosporidium is not entirely protective
but may decrease the severity of disease and the number
of oocysts shed (6).

Cryptosporidium can generate life-threatening infec-
tions in immunocompromised individuals, particularly in
human AIDS patients (1). In these individuals, the dura-
tion and severity of diarrheal illness will depend on the
immune status of the patient. It is believed that cryp-
tosporidiosis in AIDS patients causes malabsorption and
intestinal injury in proportion to the number of organisms
that infect the intestine. Most severely immunocompro-
mised patients cannot overcome the infection; the illness
becomes progressively worse with time and leads to death.
The disease is prolonged; profuse, watery diarrhea persists
from several weeks to months or years, as a result of the
autoinfective nature of the organism, reportedly resulting
in fluid losses as high as 25 L/day (7). In such patients,
infections in areas other than the gastrointestinal tract
may cause additional symptoms such as respiratory prob-
lems, cholecystitis, hepatitis, and pancreatitis (4).

Diagnosis

Oocysts recovered in clinical specimens usually represent
the 80% that are thick-walled. The oocysts are difficult
to visualize because of their small, colorless, transparent
appearance, and may be confused with yeast cells. In
the past, cryptosporidiosis has been diagnosed following
examination of small or large bowel biopsy material,
under both light and electron microscopy; however, in
Cryptosporidium infections, the entire mucosa may not
be infected uniformly; therefore, biopsy specimens may
miss the infected area. As a result, cases have recently
been diagnosed by recovering the oocysts from fecal
material using flotation or fecal concentration techniques.
Diagnosis is achieved by demonstrating the oocysts
in feces, sputum, or possibly respiratory secretions (3).
Special staining techniques such as the modified acid-
fast, Kinyoun’s, and Giemsa methods may be employed to
enhance visualization, along with the direct fluorescent-
antibody (FA) or enzyme-linked immunosorbent assay
(ELISA) techniques that incorporate monoclonal antibody
reagents (4).
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Recently, the issues of water quality and water testing
have become more important and controversial. Today,
most water utilities have developed their own water
quality testing laboratories or contracted with commercial
water laboratories for the recovery and identification of
Cryptosporidium. Currently, the most common methods
for capturing and recovering oocysts from water employ
polypropylene cartridge filters or membrane filtration.
The oocysts are subsequently eluted and may be
concentrated on a percoll-sucrose gradient by flotation
or by immunomagnetic separation (IMS) and visualized
with commercially available immunofluorescence assay
kits. Oocysts are often present in small numbers in
environmental samples; therefore, molecular techniques
involving the polymerase chain reaction (PCR) may
also be used to detect oocysts in water samples (2,8).
Integrated cell culture-PCR infectivity assays address
the drawbacks of alternative methods such as vital dye
staining by allowing for both detection of organisms
and the determination of viability and infectivity (9).
Considering that, under favorable conditions of moisture
and moderate temperature, oocysts can remain viable and
infectious for a relatively long time and have been reported
viable after storage for 12 months, a great need still exists
for simple, efficient, and reliable procedures for capturing
and recovering Cryptosporidium oocysts from water (10)
(Fig. 1).

Treatment

There is no effective specific treatment for Cryptosporid-
ium infection, despite testing of hundreds of compounds
(1,6). Cryptosporidiosis tends to be self-limiting in patients
who have an intact immune system; the clinical course
of infection varies, depending on the immune status
of the host. Treatment with antidiarrheal drugs along
with rehydration therapy may reduce the severity of
acute cryptosporidiosis but is less effective for chronic
cryptosporidiosis that involves the colon and extraintesti-
nal tissues (4). The antibiotic paromomycin, it has been

Figure 1. Cryptosporidium parvum oocysts viewed at 1000x
magnification by Nomarski differential interference contrast
(DIC) magnification.

shown, slightly reduces parasite numbers and stool fre-
quency and may be combined with azithromycin as a
course of treatment (6,11). The establishment of a par-
asitophorous vacuole within the host cell may somehow
protect the parasite from antimicrobial drugs (6).

Epidemiology and Prevention

Cryptosporidium is transmitted by oocysts that are usually
fully sporulated and infective when they are passed in
stool. The principal transmission route is direct fecal—oral
spread and transmission by contaminated water. Calves
and other animals such as livestock, dogs, cats, and
wild mammals are potential sources of human infections,
and contact with these animals or their feces may be
an unrecognized cause of gastroenteritis in humans (1).
Generally, young children tend to have higher infection
rates, and there is a high prevalence of cryptosporidiosis
in children in areas where sanitation and nutrition are
poor (10). Direct person-to-person transmission is likely
and may occur through direct or indirect contact with
stool material. Outbreaks of human disease in day-
care centers, hospitals, and urban family groups indicate
that most human infections result from person-to-person
contact (5). Indirect transmission may occur from exposure
to positive specimens in a laboratory, from contaminated
surfaces, or from consuming contaminated food or water.
In healthy adults who have no serologic evidence of past
infection by Cryptosporidium parvum, as few as thirty
Cryptosporidium parvum oocysts is sufficient to cause
infection, and in some cases, infection has occurred from
just one oocyst (11). In the United States, the parasite has
been identified in 15% of patients who have AIDS and
diarrhea (5).

The potential contamination of water supplies by
Cryptosporidium oocysts is a considerable issue for the
drinking water industry. Oocysts can penetrate physi-
cal barriers and withstand the conventional disinfection
processes used for drinking water treatment. Waterborne
outbreaks of Cryptosporidium are an increasing public
health problem and have resulted from untreated surface
water, filtered public water supplies, and contaminated
well water (3,12). Large-scale outbreaks of cryptosporidio-
sis in industrialized countries have been associated with
contamination of community drinking water (9). Disease
transmission through the waterborne route is especially
important because of the capacity for affecting large com-
munities of susceptible individuals. A massive waterborne
outbreak was reported in Milwaukee, Wisconsin, where
contamination of the public water supply during March
and April of 1993 resulted in more than 400,000 infec-
tions and about 50 deaths (12,13). Additional outbreaks
involving public swimming pools and wading pools demon-
strate the ability of Cryptosporidium to cause infection
even when ingested in small amounts of fully chlorinated
water (11).

The increase in the number of reported waterborne
disease outbreaks associated with the Cryptosporidium
species can be attributed to improved techniques for oocyst
recovery and identification resulting in the demonstration
of oocysts in surface and drinking water and in sewage
effluents. It is very likely that cryptosporidiosis is
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underdiagnosed, especially in immunocompetent adults
and children, as analysis for the oocysts is not normally
included in a routine stool analysis (6). The importance
of agricultural wastewater and runoff, particularly from
lambs and calves, is also now recognized as a potential
source of infective Cryptosporidium oocysts (4).

Prevention involves taking proper steps to reduce the
likelihood of waterborne contamination. Properly drilled
and maintained wells that tap into groundwater are
unlikely to contain pathogens because of the natural
filtration that takes place as water passes through the soil;
however, contamination may still occur if surface water
can move through coarse soils or fractured bedrock into
groundwater aquifers. Shallow or poorly constructed wells
and springs are at risk of contamination from surface
water runoff; therefore, wells should be protected from
surface contamination by an intact well casing, proper
seals, and a cap above ground (14). Human and animal
waste contamination are minimized by protecting the
watershed, controlling land use, creating and enforcing
septic system regulations, and best management practices
in an effort to control runoff (14).

Cryptosporidium oocysts are susceptible to ammonia,
10% formalin in saline, freeze-drying, exposure to
temperatures below freezing or above 65°C for 30
minutes, and 50% commercial bleach (4). For individuals
who wish to take extra measures to avoid waterborne
cryptosporidiosis in their drinking water, according to the
EPA and the CDC, boiling the water is the most effective
way of killing the organism (15). In addition to boiling
water, oocysts can be removed by certain types of filters to
ensure that drinking water is safe (14).
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MEASURING CRYPTOSPORIDIUM PARVUM
OOCYST INACTIVATION FOLLOWING
DISINFECTION WITH ULTRAVIOLET LIGHT

Z1A BUKHARI

American Water
Voorhees, New Jersey

Historically, ultraviolet light inactivation of Cryptosporid-
ium parvum oocysts was considered ineffective; however,
recently it was demonstrated that the methods for mea-
suring oocyst inactivation can yield erroneous results and
that neonatal mouse infectivity assays, which indicated
that very low UV doses are highly effective for oocyst
inactivation, are needed for determining inactivation of
UV-treated oocysts. The moral, ethical, and financial con-
straints of using mouse infectivity has generated the need
for more user-friendly alternative methods for measuring
oocyst inactivation. Cell culture infectivity assays are con-
sidered promising alternatives, and this article discusses
a cell culture-immunofluorescence (IFA) procedure, which
following optimization, yielded results similar to those
expected from mouse infectivity assays. This cell culture-
IFA procedure will be an invaluable analytical tool for
control or bench scale studies using C. parvum oocysts
and the same water matrices as those intended for use in
UV reactor validation studies.

HISTORICAL PERSPECTIVE

A number of investigators have examined the effect of
low-pressure UV light on viruses and bacteria (1,2) and
found that MS2 bacteriophage requires approximately
70 mJ/cm? of UV light to render 4-log inactivation
and that hepatitis A virus requires fourfold lower UV
doses to yield similar levels of inactivation. From the
studies of Wilson etal. (1), MS2 bacteriophage was
approximately two times more resistant than viruses
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and three to ten times more resistant than bacteria.
Protozoan parasites, which display greater resistance
than bacteria or viruses to chemical disinfectants, were
examined for their susceptibility to UV light by Karanis
et al. (3). Reportedly delivery of 400 mJ/cm? yielded 3-
log inactivation of Trichomonas vaginalis, and Giardia
lamblia required 180 mJ/cm? to yield 2-log inactivation.
In 1993, Lorenzo-Lorenzo et al. (4) examined the impact of
UV light on Cryptosporidium oocysts; however, due to an
inadequate description of their disinfection experiments,
the effectiveness of UV light for Cryptosporidium oocyst
inactivation was not recognized. Two years later, a unit
known as the Cryptosporidium inactivation device (CID),
which delivered a total UV dose of 8748 mdJ/cm? from low-
pressure lamps, was examined and 2- to 3-log inactivation
of oocysts was reported using the fluorogenic vital
dye assay (4’-6'-diamidino-2-phenylindole and propidium
iodide) and in vitro excystation (5). Following this, Clancy
et al. (6) confirmed the findings of Campbell et al. (5);
however, the apparent requirement for high UV doses
for significant oocyst inactivation continued to present an
obstacle to the regulatory and water industry in supporting
implementation of this technology.

From 1998 to 1999, comparative bench scale and
demonstration scale (215 gpm) Cryptosporidium oocyst
inactivation studies were performed that used medium-
pressure UV lamps and examined oocyst inactivation
using in vitro viability assays (DAPI/PI and in vitro excys-
tation) as well as mouse infectivity assays (7). These
studies conclusively demonstrated the effectiveness of low
UV doses for inactivating Cryptosporidium in finished
water. These data rapidly gained attention from both reg-
ulatory agencies and the water industry and instigated
the revolution in the U.S. water industry for UV disinfec-
tion to inactivate Cryptosporidium oocysts effectively. In
addition to demonstrating the effectiveness of low levels
of UV light for oocyst inactivation, Bukhari et al. (7) also
found that in vitro viability assays underestimated oocyst
inactivation following their exposure to either UV light
or ozonation (8) and that mouse infectivity assays, albeit
cumbersome, needed to be the methods of choice for future
studies of this nature. Following these initial studies, a
number of investigators confirmed the effectiveness of UV
light for inactivating Cryptosporidium oocysts as well as
Giardia cysts (9) and Microsporidia spores (10).

MEASURING C. PARVUM OOCYST INACTIVATION
FOLLOWING EXPOSURE TO UV LIGHT

In vitro assays for determining the viability of C. parvum
oocysts offer several advantages over the traditional ani-
mal infectivity assays in that results can be generated
in a short time. Although these assays are relatively
simple to use and relatively inexpensive, recently it
was shown that they do not accurately demonstrate
whether oocysts are capable of infectivity in neonatal mice.
For example, using fluorogenic vital dyes (i.e., DAPI/PI,
SYTO-9, and SYTO-59) or in vitro excystation, the via-
bility information for oocysts subjected to ultraviolet
light (7) or ozone (8) disinfection was grossly overesti-
mated compared with infectivity data using neonatal

mice. Unfortunately the “gold” standard mouse infectiv-
ity assays have various limitations, which in addition
to the moral, ethical, and financial constraints of ani-
mal experimentation, include the high degree of vari-
ability of using outbred strains of neonatal mice. As a
result, the water industry has been seeking alternative,
more user-friendly procedures for measuring oocyst via-
bility/infectivity.

In vitro infectivity assays for determining C. parvum
oocyst inactivation have the potential to fill this void. One
such in vitro infectivity assay uses human ileocecal adeno-
carcinoma (HCT-8) cells in conjunction with quantitative
polymerase chain reaction (q-PCR) and has been used
previously to determine the infectivity of environmen-
tally derived oocysts (11). This assay has the advantage
of providing a direct indication of the amount of ampli-
fiable DNA with a specific set of primers. Furthermore,
this assay also can help avoid the high variability of
using the most probable number format of mouse infec-
tivity assays. Using this assay to measure inactivation
of bench-scale, UV-treated C. parvum oocysts indicated
log inactivation values of 1.16, 1.24, and 1.84 logs for 10,
20, and 40 md/cm?, respectively. These inactivation val-
ues for C. parvum oocysts were considerably lower than
those reported in previous studies using mouse infectiv-
ity assays (7,12). Previous research has indicated that
oocysts exposed to UV doses ranging between 10 and
40 md/cm? continue to respond to excystation stimuli and
release their sporozoites. This suggests that UV-treated
oocysts inoculated onto cell monolayers could potentially
excyst, and then released sporozoites could invade cell
monolayers. Examination of HCT-8 monolayers confirmed
the presence of pinpoints of invasion, which probably
originated from invasive sporozoites (Fig. 1). A number
of different oocyst pretreatment steps were used to pro-
mote differentiation between UV affected and unaffected
sporozoites; however, these pretreatments did not nul-
lify the background signal detected by the quantitative
PCR procedures.

Pin point invasion ——

Figure 1. UV-treated oocysts yielding pinpoints of invasion.
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CELL CULTURE-IFA FOR MEASURING INACTIVATION OF
UV-TREATED C. PARVUM OOCYSTS

Bukhari and LeChevallier (13) used an infectivity-
enhancing oocyst pretreatment step consisting of preacid-
ification and 0.05% bile treatment followed by inoculation
onto HCT-8 monolayers, incubation at 37°C for 72 h,
and quantitative detection of infection by immunofluo-
rescence microscopy. The rationale behind this assay was
that UV-treated oocysts would undergo excystation and
subsequently invade HCT-8 cells, leading to discrete pin-
points of invasion. In contrast, untreated organisms would
invade the HCT-8 cells but would continue to differentiate
further to generate clusters of secondary infection (Fig. 2).

Enumerating secondary clusters of infection for various
inocula of oocysts (i.e., 10,100, and 1000 oocysts) has
enabled development of a dose response curve (Fig. 3). This
curve, which was generated from multiple trials (n = 75 to
115) using predetermined oocyst inocula, was analyzed by
linear regression to derive an equation for calculating the
number of infectious organisms present in an inoculum of
UV-treated oocysts after the number of clusters had been
determined by immunofluorescence microscopy.

UV disinfection experiments using the Iowa isolate of C.
parvum oocysts were conducted, and following cell culture
infectivity, the infectious clusters were extrapolated from
the dose response curve generated for the untreated
oocysts to calculate levels of inactivation (Fig.4). A
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Figure 2. Infection clusters from infectious oocysts.
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Figure 3. Cryptosporidium parvum oocyst infectivity in HCT-8
monolayers, as detected by immunofluorescence microscopy.

UV dose of 1 md/cm? rendered 0.44 log inactivation of
oocysts, and UV doses between 1 and 4 mdJ/cm? yielded a
linear decline in oocyst inactivation; 3 mJ/cm? rendered
2.79-2.84 log inactivation, and 4-log inactivation occurred
at 4 mJ/cm?. Between 4 and 20 mJ/cm?, measurements
by the cell culture procedure continued to indicate oocyst
inactivation levels of 4 logs. It is highly probable that the
actual levels of oocyst inactivation after UV doses between
4 and 20 mJ/cm? were in excess of 4 logs; however, as
the determinable oocyst inactivation by the cell culture
procedure is a factor of the highest original inoculum
of UV-treated oocysts applied onto the monolayers (i.e.,
1 x 10° oocysts), the maximum measurable levels of
inactivation by this cell culture procedure were limited
to 4 logs or lower in these experiments. Although
theoretically it would be possible to use higher oocyst
inocula (i.e., 1 x 108—1 x 10® oocysts per monolayer) to
accurately determine the levels of oocyst inactivation at
individual UV doses between 4 and 20 mdJ/cm?, this would
be of little empirical value from the perspective of the
disinfection needs of the water industry or the logistics
of conducting experiments with adequate quantities of
infectious oocysts.

As a result of the investigations by Bukhari and
LeChevallier (13), it has been demonstrated that UV-
treated C. parvum oocysts can undergo excystation and
that the sporozoites from these inactivated oocysts can
invade monolayers of HCT-8 cells to generate pinpoints
of invasion. Optimization of excystation triggers and
cell culture incubation periods led to development of
a cell culture-IFA procedure that enabled detecting as
few as 10 infectious oocysts. Using this cell culture-
IFA allowed discriminating pinpoints (generated from
noninfectious but invasive sporozoites) from secondary
structures (generated from infectious sporozoites). This
phenomenon is the primary reason that the cell culture
quantitative PCR procedure described by DiGiovanni
et al. (11) cannot be used to measure inactivation of UV-
treated oocystes because the assay cannot discriminate
between DNA originating from invasive sporozoites and
that from infectious sporozoites.

Using the optimized cell culture-IFA procedure, it was
confirmed that low UV doses (i.e., 2—5 mdJ/cm?) can be very
effective for inactivating C. parvum oocysts. Comparison
of data from this current study with previously published
reports, using either tissue culture infectivity or mouse
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Figure 4. Inactivation of C. parvum oocysts by UV light, as
determined by the cell culture-IFA procedure.
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infectivity assays, also demonstrates excellent agreement.
Numerous studies (9,12,14,15) have assessed levels of
oocyst inactivation from UV doses ranging between 1 and
<40 md/cm?. Not surprisingly, there is wide variability in
the data generated from these various studies, which may
result from differences in oocyst preparation, disinfection
conditions, and methods for infectivity measurements.
Nonetheless, using UV doses between 1 and 3 mJ/cm?, the
oocyst inactivation data generated in our current study
were within the range of inactivation data generated in
the studies cited (Fig. 5).

Data from the previous disinfection studies have
also been used in the USEPA’s Ultraviolet Disinfection
Guidance Manual, to predict the probable levels of oocyst
inactivation for a given UV dose. According to these
probability tables, the UV dose required for 0.5-log
inactivation of oocysts ranged from 0.7 to 3.0 mdJ/cm?2,
whereas in our current study, 0.44-log inactivation of
C. parvum oocysts was noted at delivery of 1 md/cm?2.
The probability tables also predicted 50% likelihood that
a UV dose of 2.9 mJ/cm? would lead to 2.5-log oocyst
inactivation, whereas in our study, delivery of 3 mdJ/cm?
led to approximately 2.8-log inactivation. Although our
data indicated 3- and 4-log oocyst inactivation from
UV doses as low as 4 mJ/cm? and consistently >4-log
inactivation of oocysts from UV doses ranging between
5 and 20 mJ/cm?, >4-log oocyst inactivation was noted
only when UV doses exceeded 10 mJ/cm? in the previous
studies cited. At 5 mJ/cm?, although our data indicated
>4-log inactivation, the previous studies indicated >1-
log and approximately 3-log inactivation of oocysts. These
differences need to be interpreted with caution and do not
necessarily imply differences in susceptibility between the
isolates of C. parvum used. As an example, it is known
that the oocyst inactivation levels can be censored as a
result of the original oocyst inoculum administered in the
infectivity assay, which in turn influences the outcome
of the calculated levels of oocyst inactivation. In (Fig. 5),
examining the inactivation data at 5 mJ/cm? suggests
that a single oocyst inactivation value (>1 log) may be an
outlier. Perhaps this inactivation level was derived from
administering a lower inoculum of oocysts (i.e., 1 x 10?
oocysts) than the inoculum size (i.e., 1 x 10° oocysts) used
in our study. Should this be the case, then it would argue
that our data provide a more robust indication of the
levels of oocyst inactivation than those generated from
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Figure 5. Cryptosporidium parvum oocyst inactivation in vari-
ous UV disinfection studies.

censored data. Furthermore, examining the general oocyst
inactivation patterns for increasing UV doses in (Fig. 5)
adds further credibility to the previous discussion, as data
accrued during the course of our study both overlap and
extend the general trend in oocyst inactivation provided
by previous UV disinfection studies. This would further
support the finding that oocyst inactivation levels at
5 md/cm? are more likely to be greater than 3 or 4 logs.

In conclusion, UV disinfection is a promising technology
for rapid and effective inactivation of waterborne C.
parvum oocysts. Numerous manufacturers can supply
equipment using medium-pressure, low-pressure, or low-
pressure, high-output lamps within their UV reactors.
For water utilities to select the appropriate UV reactors
for their disinfection requirements, it is imperative that
reactors are validated on-site or off-site using the matrices
intended for disinfection. Although the validation studies
are likely to be conducted using surrogate organisms
such as the MS2 bacteriophage, it is imperative to do
control- or bench-scale studies also using the same matrix
and C. parvum oocysts. For the latter, the cell culture-
IFA procedure described in this article is an invaluable
analytical tool.
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