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Preface

The nature of the science we undertake hinges crucially on the kinds of questionwe

ask. Over the last four decades, the questions that have dominated the concerns of a

substantial part of the environmental sciences research community have changed

dramatically, first in response to the realisation that human activities were creating

contemporary problems that cried out for deeper understanding and urgent solu-

tions. More recently, and especially since the late 1980s, the research agenda has

become increasingly dominated by the over-arching issues of global change and its

implications for the future. These issues are the starting point for, and underlying

motif throughout this book. I begin by defining some key questions, then proceed

to examine the different approaches taken by the whole range of research commu-

nities that consider global change from a predominantly environmental science-

based perspective. The book then considers past, current and possible future

changes before returning to a reconsideration of the questions posed at the outset.

I hope that this book will serve as both stimulus and orientation. It rests on a

personal perspective developed over the past 50 years spent in the fascinating

business of trying to understand better the course, nature, causes and consequences

of environmental change. I have had the good fortune to be inspired and guided

along the way by a great many colleagueswhose friendship, insight and generosity

deserve more thanks than I have space to record. Several members of my personal

pantheon require special acknowledgement. Donald Walker, who supervised my

first attempts at postgraduate research in the Cambridge Botany School, set

standards of originality, caution and intellectual honesty that I have never for-

gotten, though rarely, if ever, attained. At a time when I was being drawn into

research fields for which I was all too poorly prepared, John Mackereth inspired

me with an unrivalled combination of patience and shear genius. Without his help

and that of Roy Thompson I would have floundered even more than I actually did.

Although my meetings and conversations with Ed Deevey were all too few, each

one was a revelation and a new beginning. I came to place incalculable value on

his wisdom and guidance. GordonManley’s combination of painstaking empirical

research and marvellous flights of fancy spun magic for all who knew him. More

recently, Ray Bradley gavememore of his time, insight and critical acumen than I

had any right to expect at the stage when I was desperately trying to get to grips

with the wider, and to me, still unfamiliar issues of past global change. To these

and many others I record my heartfelt thanks.

xi



My main aims in writing the book are to:

* Set concerns about current trends and future changes into longer-term perspective.

* Provide, within the limitations of individual insight, a comprehensive and balanced

view of the key issues surrounding present and future global change.

* Encourage students and younger scientists to develop a greater awareness of the

influence that particular methodologies and frames of reference have on the nature of

environmental change science.

* Heighten awareness of the strengths, limitations and complementarity of different

approaches.

* Highlight the need for research that bridges methodologies and not merely disciplines.

xii Preface
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Chapter 1

Defining and exploring the key questions

1.1 Global changes present and past

Any of our ancestors living a full three score years and ten in Western Europe

some 11 600 years ago would have experienced, during their life time, truly

remarkable changes in climate. Evidence from that time shows that the main

changes took place over a period of 50 years at most. Although different lines of

evidence give different figures for the degree of warming, it would be difficult to

argue for an increase of less than 4 8C in mean annual temperature over much of

Western Europe. In many areas, the shift would have been substantially greater.

Parallel changes varying in nature and amplitude, but often synchronous in

timing, took place over much of the Earth. The stratigraphic signal of these

changes in the records from sediments and ice cores marks the transition from

glacial times to the opening of the Holocene, the interglacial in which we live.

Here then, was a period of rapid ‘global change’. We may infer from this that

there is nothing so very special about what we now think of as global change, that

is, the current and impending changes in the Earth system driven by human

activities. We would be quite wrong. The changes under way at the present day

are of a different kind. At this stage, we need consider only three key differences:

* The rate of change in atmospheric CO2 concentrations exceeds the mean rate during

glacial–interglacial transitions by one to two orders of magnitude (Raynaud et al.,

2003).

* The human population is now many orders of magnitude greater than it was at the

opening of the Holocene.

* The degree to which the full range of human activities has transformed the world and

the way it functions, especially over the last 50 years, has created a biosphere with no

past analogues. Humans have become agents of change with diverse and increasing

impacts on almost every aspect of the Earth system.

Another way of highlighting the unique nature of the global changes currently

under way is to consider present-day and projected greenhouse-gas concentra-

tions in relation to the values typical of the Earth system over the last four glacial

cycles. Figure 1.1 shows how far outside this envelope of recent natural
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variability current and projected future atmospheric concentrations of carbon

dioxide and methane lie. Trying to tease out the climatic and broader environ-

mental implications, as these values surge beyond what were their natural limits

over the last four glacial cycles, will be a recurrent theme throughout the book.

Contemporary and future global changes serve as substantive themes in their

own right. In addition, by sharpening the focus on those lines of inquiry most

likely to shed light on the processes involved in present and future changes, they

also provide criteria of relevance in relation to evidence from the past.

1.2 Earth-system science

Central to any exploration of environmental change is the concept of an inte-

grated Earth system of which climate is a part and in which human activities now
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play a major, integral role (Figure 1.2). As we shall see from numerous examples

throughout the book, climate interacts with all the other components of the Earth

system in complex ways involving multiple feedbacks between ocean, terrestrial

biosphere, cryosphere and atmosphere. To view climate as a self-contained

atmospheric component of global change, separated from all the other processes

that interact with it, is unrealistic. Equally, to view human activities as separated

from, or running counter to the ‘natural’ world, rather than as key agents in the

processes that are transforming the Earth system, would be to revive an earlier

and now totally inappropriate conceptual framework.

It follows from the above that any realistic scientific appraisal of present and

future global change, indeed the whole field of study that we are addressing

under the heading ‘global change’ rests on the emerging field of Earth system

science. Using the definition given in Steffen et al. (2004): ‘The Earth System

has come to mean, broadly, the suite of interacting physical, chemical, and

biological global-scale cycles (often called biogeochemical cycles) and energy

fluxes which provide the conditions necessary for life on the planet.’

A comprehensive account of Earth-system science lies outside the scope of

this book. Nevertheless, it forms the framework within which the key questions,

research themes and case studies will be considered. Some of the main processes

involved and some generic characteristics of the Earth system and its major,

interacting components, including human populations, are set out below.

1.2.1 Key Earth-system processes

Central to any understanding of how the Earth system operates and how it

changes on timescales of greatest relevance to future human welfare, are the

processes that control changes in the fluxes of energy within the atmosphere and

between atmosphere, hydrosphere, cryosphere and biosphere. These in turn

largely control climate. Figure 1.3 is a schematic representation of the main

processes driving change in the climate system. Even at this level of general-

isation, many processes and transformations are involved. Several questions

arise from this schematic diagram. What modulates changes through time in

the external input of energy through solar radiation? What are the main ways in

which the various processes shown in Figure 1.3 can be changed? How do the

most important mechanisms redistributing incoming energy around the globe

vary through time?

Solar energy received at the top of the atmosphere averages approximately

1365Wm�2. Only since 1980 has it been possible tomake directmeasurements of

the way in which this solar ‘constant’ actually varies through time as a result of

quite a diverse range of processes (see e.g. Beer et al., 2000). For periods further

back in time and on longer timescales, changes in incoming solar radiation have to

be inferred from proxy measurements (see Section 4.3.2) and from calculations

based on the behaviour of the Solar System (see 4.3.1). Figure 4.6 shows aspects of

1.2 Earth-system science 3
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the reconstructed variability on a range of timescales from sub-annual to multi-

millennial. As the timescale lengthens, the importance of low-frequency changes

in the Earth’s orbit increases. These changes are now considered the likely ‘pace-

makers’ of the major switches between glacial and interglacial conditions that

dominate the recent climate history of the Earth (see 3.4.1 and 5.2.1).

Although the existence of significant links between solar variability and

climate change on Earth is generally accepted, the extent to which it dominates

other factors is controversial. Moreover, the variations in energy received at the

top of the atmosphere are so small in relative terms that much uncertainty

surrounds the mechanisms responsible for the links on all timescales.

The above account deals only with the incoming arrow at the top of Figure 1.3.

We must next consider briefly the major forces responsible for redistributing the

energy received around the globe – the large-scale systems of atmospheric and

ocean circulation. These are shown schematically in Figures 1.4 and 1.5. They

serve here mainly as points of reference for subsequent sections of the text,

though several initial observations can be made. The response times of the two

types of system vary across many orders of magnitude. The radiative balance of

the atmosphere equilibrates in a matter of hours or days, whereas in the deep

ocean it may take hundreds of years. The ocean provides both storage and

transport of heat on a massive scale. Coupling through time between these two

systems is complex. Both systems are strongly influenced by the actual config-

uration of land and sea, leading to major contrasts in circulation between, for

example, the atmosphere in the northern and southern hemispheres and between

the Atlantic and Pacific oceans. In the case of the atmosphere, one of the main

contrasts arises from the different thermal capacity of the land masses and

oceans, leading to the dominance of monsoon-type climate systems in lower

latitudes in many parts of the northern hemisphere. In the case of the oceans, the

main contrasts arise from the dominance of the Atlantic by the system of

meridional overturning circulation (see, e.g., Ganachaud and Wunsch, 2000.)

and from the uniquely powerful westerly circum-polar flow in the southern
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hemisphere. The major systems of persistent energy flux (in the atmosphere: the

westerlies, the tropical anticyclone cells, the equatorial Hadley cell; in the

oceans: the thermohaline circulation for example) all include complex subsys-

tems that vary continuously in terms of their spatial domains and relative

strength. All aspects of each system are subject to modulation, not only by the

strength and distribution of the external energy flux from the Sun, but also by

feedback processes linking the atmosphere and oceans and operating between

them and the other components of the Earth system.

The last of the above points leads to a preliminary review of some of the

additional feedback processes involved in regulating the fluxes of energy in the

Earth system and the all-pervasive climate component. At the interface between

land and atmosphere, one of the most important factors is surface albedo, which

controls the amount of incoming radiation that is retained or reflected back into

the atmosphere. The reflected fraction can vary from around 80% where snow

cover is continuous, to around 40% for un-vegetated hot deserts and to well

below 20% in densely forested regions. Changes in climate that affect snow and

ice cover and vegetation thus lead to changes in albedo that may reinforce or

counter the initial change. Where ice extent varies through time over the ocean,

there are at least equally significant consequences. Not only does this change the
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albedo and thermal capacity of the surface, it also modifies salinity, hence the

density gradients within the water column. This can affect heat exchange

between surface and deep water and the pattern of ocean circulation. These, in

turn, have important implications for climate.

Feedbacks arise from processes within the atmosphere and the oceans as well

as in the boundary layer between the two. Clouds have the effect of both

screening the Earth from incoming radiation and reflecting back to Earth out-

going long-wave radiation. The balance between the two varies for any given

cloud type and the altitude at which it develops. Indeed, the role of clouds in the

climate system continues to be notoriously difficult both to measure and to

model. Dust and aerosols also serve to absorb and scatter incoming radiation.

Over the last two decades especially, the role of greenhouse gases and more

recently aerosols has attracted great attention. Water vapour, carbon dioxide and

methane are the most important and commonly considered greenhouse gases.

Recent, rapid increases in the atmospheric concentration of the latter two as a

result of human activities are beyond doubt. The rate of any future increases

remains uncertain. The precise implications of any given increase in terms of

surface warming remain controversial, partly because quantifying the past and

likely future role of water vapour as a greenhouse gas has proved so elusive. The

whole question of greenhouse feedback will thread through later chapters.

Simply to calculate the implications of increased CO2 emissions for atmo-

spheric concentrations, without any regard for wider consequences, requires an
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understanding of the carbon cycle. This involves every major component of the

Earth system. There are major carbon reservoirs in the terrestrial biosphere and

soils as well as in the oceans and atmosphere (see Figure 5.3). Fluxes between

these reservoirs are extremely difficult to calculate on a global scale even for the

present day, let alone the past or future. In consequence, current best estimates of

the main components of the present-day global carbon budget are subject to

large uncertainties. The main controls on the system include complex biological

and geological processes that interact on timescales ranging from seasonal

through inter-annual and decadal to multi-millennial.

Despite the complexity of the Earth system, there are some generic character-

istics of environmental systems that can be introduced at the outset and these are

considered next.

1.2.2 Some generic characteristics of environmental systems

Although a great deal of research in environmental science still uses concepts of

simple cause and effect, as well as linear approximations to forcing–response

relationships, we are increasingly obliged to realise that the Earth system does

not behave in this way. Most of the changes that we seek to understand involve

non-linear responses to whatever set of processes influences them; that is to say,

there is no simple proportionality between the driving force and the response.

Nor is there necessarily any immediately detectable response to forcing. What

we often see is a delayed response reflecting the transgression of some kind of

threshold in the system. Below the threshold, the response may be within the

range of variability typical of the unforced state. Once the threshold is crossed,

the response may then be out of all proportion to the forcing. This is due to the

power of internal feedback mechanisms that may interact to amplify the effects

of the original forcing, once the threshold beyond which they can maintain the

unforced state is crossed. Thresholds thus combine with the intrinsic (i.e. inter-

nal), non-linear system dynamics to create lags, hysteresis (whereby the trajec-

tories that systems follow as they are perturbed from an initial state differ from

those followed as they recover from the perturbation), and disproportionate

responses. This is a dangerous combination, for it confronts us with the possi-

bility that there may be critical thresholds in the future of which we have, as yet,

no warning, but which, once crossed, may herald major, non-linear responses.

Part of the challenge is therefore to identify crucial thresholds and characterise

key feedback mechanisms in the Earth system so that those posing the greatest

dangers to human populations may be avoided.

This task is made all the more difficult by other features of the Earth system

characterised as emergent behaviour and contingency. Many components of the

Earth system at all spatial scales, when unperturbed, tend to evolve towards

increasing internal order, complexity and differentiation. For example, within a

developing ecosystem, the minor environmental variations that may exist on a

8 Defining and exploring the key questions



newly exposed land surface evolve divergently to become expressed as spatial

variations in soil profiles, vegetation and food webs. One implication of emer-

gent behaviour is that many features of the Earth system that we see at the

present day are contingent upon their histories. This adds greatly to the difficul-

ties involved in developing quantitative predictive statements from a limited

number of studies.

1.3 The key issues: a preliminary analysis

What are the first-order issues of greatest importance to environmental scientists

addressing the challenge of global change? The following paragraphs attempt to

define and briefly explore these in light of the foregoing introduction to Earth

system science and in terms of the major research issues that each one raises.

They introduce the main themes addressed in the remainder of the book.

1.3.1 Global climate change

Whatwill be the amplitude and rate of global climate change over the
next century and beyond?

To address this question, we need to consider further the biophysical forcing and

feedback mechanisms that control the energy budget of the Earth system. These

include natural, external forcing mechanisms such as solar variability and

volcanic activity, as well as forcing and feedback processes strongly impacted

by human activities: for example, atmospheric greenhouse gases, dusts and

aerosols. The need to characterise and quantify human impacts on these latter,

and also on other chemical species that strongly influence the Earth system, leads

to a consideration of industrialisation and land cover changes since both are key

drivers of changes in atmospheric composition. The way in which this complex

combination of natural and anthropogenic influences affects climate at any point

on the Earth’s surface is partly a function of the way in which the atmosphere and

the oceans redistribute energy around the globe. The processes involved in this

redistribution are not only strongly interactive, they are also influenced by

feedback mechanisms that link them to the terrestrial biosphere. Thus the

whole Earth system is intimately involved. Moreover, all the human activities

that come into play reflect cultural, economic, technological and political

processes operating on a range of scales from personal to global. For example,

future rates of increase in atmospheric greenhouse gases will depend not only on

the biophysical processes by which CO2, methane and the other gases are

processed and ultimately transformed or sequestered in components of the

Earth system; they will reflect economic and technologically based decisions

about, for example, energy production and the reduction of emissions. Human

priorities and aspirations are just as crucial as trace-gas atmospheric residence

1.3 The key issues: a preliminary analysis 9



times or the rate at which sediments in the deep ocean can provide long-term

carbon storage (see 13.1.2).

We can study the way most of these processes operate and interact in the

present day, though many methodological difficulties remain and major uncer-

tainties persist when we attempt a fully quantitative analysis, or a level of

explanation that captures all the interactions. We can also reconstruct the

operation of many of the key processes and interactions for the past. What is

much more difficult is to predict with confidence, or even with statistically

quantifiable uncertainty, what will happen in the future. Even developing con-

ditional projections or attaching degrees of probability to alternative future

scenarios has proved to be extremely challenging. Poorly understood thresholds

and inadequately quantified non-linearities in the biophysical realm, coupled

with unpredictable discontinuities in human affairs, make all attempts to look

into the future to a greater or lesser degree speculative. Yet, paradoxically, it is

the imperative nature of that forward look that now drives much of the science

upon which this book draws. Increasingly, we have come to rely on future

projections, scenarios or ‘story lines’, each based on a plausible set of trajec-

tories for the main processes responsible for future climate change.

1.3.2 Sea-level change

What will be the likely response of sea-level to global
climate change?

Our understanding of the climate system and its future behaviour is vital to any

estimate of the way in which sea-level may change in the future. A recent, at

least century-long rise in global mean sea-level is well documented and can be

ascribed in part to the warming, hence expansion, of the surface layers of the

ocean (the so-called steric effect) and partly to the melting of glaciers. In order to

assess the likely future rate and amplitude of any further sea-level rise, we need

to be able to quantify better the recent trends and ascribe them more precisely to

the main processes involved. Complementary research on the influence of

climate change on sea-level in the past is also necessary. The links between

climate and sea-level are complex and even the simplest cause–effect relation-

ships are subject to time-lags, hence the value of a longer time perspective.

Beyond this, that essential look into the future will, as in the case of climate

change, remain a matter of alternative scenarios, each dependent on a trajectory

of climate change and a series of calculations designed to estimate the effects of

the climate change on the main controls of sea-level – ocean surface temperature

and the mass balance of both polar and temperate ice.

When we move on one step further and attempt to estimate the likely effect of

a given rise in global sea-level on a specific site or region, we need to know how

to translate a mean rise world-wide into impacts on a particular coastline, with a

specific morphology, tidal regime and sediment budget. We also need to be able
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to develop realistic relationships between mean sea-level change and the chan-

ging magnitude–frequency relationships of extreme events such as storm surges.

1.3.3 Ecological and human implications of climate change

How will the changes in global mean climate be expressed in terms
of extremes (droughts and floods, for example) at continental,
national and regional level?

Addressing these kinds of question involves bringing the implications of global

processes down to the regional and local scale, just as developing global insights

from observations or experiments at a specific location involves aggregating

these in ways that draw out their significance for global processes. These

translations, respectively downscaling and upscaling, pose major conceptual

and practical problems. Additionally, projected future climatic variability,

often expressed as changes in mean values, needs to be reframed as changes in

the likely future incidence of extreme events, whether these be, for example,

droughts, killing frosts, periods of prolonged heat stress, or storm damage.

Future climate scenarios that incorporate both downscaling and articulation in

terms of extremes, or other biologically relevant variables, can then be linked to

models based on, for example, ecosystem responses, crop physiology and

performance, or pest and disease prevalence and transmission, under changing

conditions. Ultimately, the effects of human influences ranging from individual

decision making to trans-national or global influences, must be integrated in the

scenarios in a fully interactive way. In this example, the three components –

climatic, eco-physiological and human – do not interact in simple cause–effect

chains, in which climate controls eco-physiological function, which in turn

determines what human populations can and cannot do. The three types of

process interact to generate multiple feedbacks. Thus, in any attempt to develop

realistic future scenarios, they must be coupled in ways that allow for these

feedbacks.

1.3.4 Wider implications of human activities
and global change

What are the future implications of other ongoing processes
resulting from human activities as they proceed alongside climate
change, e.g., loss of biodiversity, changes in ecosystem functioning,
soil degradation, deforestation?

One of the most important aspects of global change has often been sidelined by

the current preoccupation with climate and ‘global warming’. In reality, the

cumulative impact of human activities on the functioning of the biosphere over

the last 200 years has been far greater than any resulting from climate change,

despite the fact that the range of global temperature changes since the mid
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nineteenth century has been large in relation to the amplitude of variability

recorded during the second half of the Holocene. The human-induced changes

in question are those characterised by Turner et al. (1990) as ‘cumulative’ rather

than ‘systemic’. These changes – deforestation, the expansion of agricultural and

range lands, soil degradation through erosion and salinisation, loss of biodiver-

sity through habitat fragmentation and over-exploitation, pollution of water

resources, dramatic changes in atmospheric composition in addition to those

affecting the major greenhouse gases, as well as growing domination of some of

the key biogeochemical cycles – are considered more fully in a historical context

in Chapters 8 to 11. It is important to note here that we cannot simply regard

these changes, brought about by the combination of population growth, explod-

ing technology and the urge for economic development at any cost as somehow

separate and detached from climate change. Nor is the distinction between

‘cumulative’ and ‘systemic’ changes entirely straightforward, for some of the

former now appear to be having systemic effects. There are, as ever, multiple

interactions and feedbacks between the two types of process.

1.3.5 Implications for human vulnerability and sustainability

How will the interacting complex changes encompassed in all the
above affect key issues of vulnerability and sustainability for human
populations and the resources upon which they depend?

Clearly in order to create any plausible scenarios for the future, we need to

integrate the processes and impacts outlined above into a fully holistic evalua-

tion that embraces human as well as biophysical dimensions. One approach

involves viewing the ecosystems of the world not as functioning entities in their

own right, but rather from an anthropocentric standpoint, as providers of ‘goods’

and ‘services’ (see, e.g., Costanza et al., 1997). This is consistent with a realistic

recognition that the perceived threat from global change is not the survival of the

planet as a functioning system, but rather its capacity to deliver the security and

the resources, both renewable and non-renewable, upon which human life

depends. At the same time, it is important to recognise that any scheme of

ecosystem goods and services is inevitably limited to the cultural system within

which it is defined. Moreover, ecosystem qualities that defy simple economic

valuation are not necessarily of no significance.

Any realistic appraisal of the future sustainability of the Earth system from a

human perspective must rest not only on the responses to all the foregoing

questions but on a parallel and interwoven consideration of the growing needs

and impacts of future human populations. The issues of resilience, vulnerability,

risk, sustainability and adaptive capacity arise at a variety of spatial and organ-

isational scales, from local to global. Increasingly, at local, regional and national

levels, they are being evaluated through the use of impact assessment models

that seek to integrate all the processes and interactions, both biophysical and
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human, that are considered likely to affect significantly the future success of

human populations and their endeavours. Chapter 15 approaches these themes

mainly from an environmental science perspective.

1.3.6 Future surprises

What is the likelihood that future changes will include major
perturbations of the Earth system such as a reorganisation of ocean
circulation patterns or a collapse of the west Antarctic ice sheet?

Among the many great unknowns about the future, there are what have often

been termed potential ‘surprises’. The two most commonly debated are the

close-down of North Atlantic deep water (NADW) formation and the collapse

of a major part of the west Antarctic ice sheet. The former would dramatically

alter ocean circulation, which in turn would strongly modify continental climate

regimes, especially around the Atlantic Ocean in mid and high northern lati-

tudes. The latter would lead to a rise in sea-level over an order of magnitude

greater than that projected in the current range of scenarios. It would be

unrealistic to see these as the only examples of potential surprises. The notion

of surprise is inherent in complex, non-linear systems with unknown thresholds

and strong hysteresis.

1.3.7 The IPCC approach

The closest the scientific community has come to addressing the kinds of question

posed above is in the successive publications of the Intergovernmental Panel on

Climate Change (IPCC). The IPCC Third Assessment Report (IPCC TAR, 2001)

attempts to integrate the findings of scientists working across a wide range of

disciplines andmethodologies and present them in the form of a broadly consensus-

based assessment of the state of knowledge on present-day and near-future

climate change, its causes and likely consequences, especially in human terms.

What kinds of science contribute to this sort of synthesis? How do they differ in

their approaches, what they study, the assumptions they make, the methods

they use, the goals they seek to attain, their strengths and their limitations? What

more has been learned since the IPCC TAR? These are some of the questions

this book seeks to address.

1.4 Scientific methodologies

The nature and practice of any branch of science can be viewed in a variety of

ways. At one extreme are its philosophical underpinnings. At the opposite,

practical end of the spectrum, are the techniques used to obtain scientific results –

radioactive tracing, remote sensing, controlled laboratory experiments, the

deployment of instrumental arrays or pollen analysis, for example. Each of
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these tends to be used as part of the repertoire of techniques employed by

scientists working within particular methodological frameworks. Methodologies

thus sit somewhere between the philosophy underpinning a field of study and the

techniques its practitioners employ.

1.4.1 Methodological frameworks

Below are listed and briefly defined what I see as the six main methodological

approaches that have been used to address the global change questions posed

above:

1. Monitoring. By this are implied routine observations, usually within a coordinated

programme. Two key elements in an effective monitoring programme are consistency

of method and continuity of observations, preferably over a long period. The

meteorological services of most countries, coordinated by the World Meteorological

Organization (see www.wmo.ch), fulfil this function in respect of the weather. The

Permanent Service for Mean Sea-Level (see www.pol.ac.uk/psmsl) coordinates

world-wide observations. In recent years there has been a move to coordinate and

harmonise a wide range of monitoring programmes, most using a combination of

satellite remote-sensing and surface observations, into a framework that can allow data

assimilation and integration on a global basis. These tend to group into hierarchies of

monitoring systems. For example, the Global Sea Level Observing System (GLOSS),

forms a major part of the Global Ocean Observing System (GOOS), which in turn is

linked to a wider range of initiatives concerned with the atmosphere, the land surface

and the cryosphere. The need for an over-arching organisation has led to the

establishment of the Integrated Global Observing Strategy (IGOS) partnership, which

aims to build an institutional structure that will be able to provide early warning of

major changes in Earth-system function (see www.igospartners.org).

2. Coordinated observational campaigns. One of the key characteristics of this type of

initiative is a clear focus on a specific range of environmental processes. Whereas

some types of monitoring programme had their beginnings many decades ago, these

are much more recent in origin and have mainly developed rapidly over the last 30

years. They do not, therefore, have the same long continuity of observation. Moreover,

although the observations may include routine ones, many techniques and, sometimes,

new types of instrumentation are specially developed for the purpose of the campaign.

In some cases, the campaigns are referred to as ‘experiments’, but I have chosen to restrict

the use of that word to a narrower and more classical definition (see 3, below). The

recently completed World Ocean circulation Experiment (see www.soc.soton.ac.uk;

wmo.ch/web/wcrp; www.ecco-group.org) is one of the most ambitious and successful

programmes of coordinated observations.

3. Field experiments. Although the types of campaign noted above may have some of the

qualities of experimental design and may also have ‘true’ experiments embedded

within them, the idea of perturbing the system in a more or less controlled way and
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attempting to isolate the effects of the perturbation is not central to their research

design. In that sense, they are less close to the classic notion of an experiment than are

the research initiatives described in this section. In the case of the Free Air Carbon

Enrichment (FACE) experiments (Norby, 2004), the aim is to measure the direct and

indirect effects of subjecting particular species (crop plants, for example), or types of

vegetation, to increased concentrations of CO2. Large-scale experiments have also

been designed to simulate warmer air and soil conditions at a whole-ecosystem scale,

or to explore the links between biodiversity and ecosystem function by manipulating

species composition (see, e.g., Diaz et al., 2002). In the case of the IRONEX, SOIREE,

SEEDS and SOFeX experiments (see 6.5.3), the main aim has been to test the

hypothesis that iron is a crucially limiting nutrient in some open ocean environments,

by actively seeding an area of ocean with biologically available iron and observing any

consequent changes in primary productivity.

4. Palaeo environmental studies. Here, the over-riding aim is to deepen our

understanding of the longer-term processes and interactions that operate within the

Earth system and of the ways in which they change through time, ‘concentrating on

those aspects of past environmental change that most affect our ability to understand,

predict and respond to future environmental change’ (Alverson and Oldfield, 2000).

5. Modelling. The only scientific tools available for exploring the future (beyond

‘informed opinion’, the use of analogues, or some kind of simple extrapolation) are

simulations using models. By now, some form of modelling is an integral component

of almost all the other types of methodological approach discussed here. At the same

time, there is often something of a division betweenmodellers and researchers who use

predominantly empirical methods. For this reason, it is realistic to consider modelling

as a separate and distinctive methodology or, perhaps more properly, range of

methodologies, for there are many different types of model, many approaches to

modelling and a wide range of goals in modelling exercises. Of particular interest are the

ways in which model simulations interact with empirical evidence through the kind of

two-way trade that can provide critical ‘reality checks’ for model output in one direction,

and a coherent framework for incomplete and disparate empirical observation in the other.

So important and all pervasive are models, that Chapter 2 is devoted entirely to them.

6. Global ‘base-line’ surveys. Gaining a better perspective on future changes will always

be limited by the extent to which our understanding of contemporary conditions is

flawed. This realisation has provoked at least one major, global initiative, the

Millennium Ecosystem Assessment Project (see www.millenniumassessment.org)

aimed at documenting the contemporary state of the world’s ecosystems, using all the

information currently available.

1.4.2 Integrating programmes

The various methodological approaches outlined above are complementary. For

a fuller understanding of the Earth system there is a need to combine them and

build insights on the whole range of contributions that each can make. At a
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global scale, there have been earlier attempts to do this, of which the Man and

the Biosphere Programme (see www.unesco.org/mab) is a notable example.

From the late 1990s onwards, this has also been a major concern of the

International Geosphere-Biosphere Programme (IGBP) (see www.igbp.kva.se).

This programme embraces globally oriented international projects covering

most of the research that forms the scientific basis for this book. In recognition

of the close coupling between physical, ecological and human systems, there

is growing liaison and cooperation between IGBP and WCRP, the World

Climate Research Programme (see www.wmo.ch/web/wcrp), DIVERSITAS (see

www.diversitas-international.org), the international group dealing with biodi-

versity, and IHDP, the International Human Dimension Programme (see

www.ihdp.org).The goal is to create the Earth System Science Partnership.

Integration is also essential at the regional level. (The System for Analysis,

Research and Training) START, (see www.start.org), has responsibility for

coordinating a range of regional projects mainly in less economically developed

parts of the world. One notable example of highly focused scientific coordina-

tion at a regional scale is the Large-Scale Biosphere Experiment in Amazonia

(LBA) (Nobre et al., 2001; Nobre, 2004). This project has been designed to study

the whole complex ecosystem of Amazonia and its role in the Earth system.

Finally, a whole new methodology of impact assessment has developed,

aimed at using data and models from both the biophysical sciences and socio-

economic research to develop future scenarios at national or regional level,

designed to assist directly in policy making, (see 15.3).

1.5 Linking methodologies

To some extent, the methodologies outlined above are emerging as coherent,

self-defining entities, each with powerful protagonists, but there is a growing

need to unite them (see, e.g., Szeicz et al., 2003). This implies working across

two major divides that are as yet inadequately bridged: that between many

empirical and modelling studies, and that between the combination of meth-

odologies focused on contemporary changes with a shallow, recent-time per-

spective, and research designed to bring to light longer-term environmental

changes in the past. Building the latter bridge and illustrating the need for two-

way traffic across it is a recurrent theme in the rest of the book.

The reasons for a strong focus on past changes and longer-time perspectives in

the present account are as follows:

* Reconstructions of past conditions from empirical data provide the only test of the skill

with which models, calibrated to present-day or recent observations, perform under

different boundary conditions and forcings.

* Only by studying the past is it possible to gain direct insight into the long-term

processes that condition what we observe at the present day, and that drive all the
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interactions taking place on timescales longer than the short span of direct

observations.

* By the same token, only in the evidence from the past are we likely to encounter fully

evolved manifestations of some of the crucial generic properties of the Earth system,

including non-linearities, threshold-linked behaviour, hysteresis and contingency.

* In many areas of global-change research, models designed to capture system dynamics

are developed and tested using only short-term observations and/or spatially

distributed elements that have been linked serially into a time sequence. Before being

used to generate putative future time series, formulations of this kind should be tested

with reference to evidence from the past.

* The past is rich in evidence for the long-term implications of different types of

human–environment interactions, for both social and environmental systems.

* Projected future changes, of climate, for example, need to be compared with those

documented for the past in order to gain any realistic impression of their potential

implications, and of the extent to which they pose new challenges that lie beyond those

already met by previous societies.

* For every aspect of the Earth system, the present day is a dynamic, not a static,

baseline. Monitoring needs to be set in this dynamic context, rather than seen simply as

an activity starting from a fixed point in time. The insights provided by longer-term

historical studies provide information that is essential in developing strategies for

future management or conservation. This can be illustrated from ecosystems as diverse

as temperate forests (Foster, 2002: Foster et al ., 1998; 2002a, b; Hall et al ., 2000),

heathland (Walker et al., 2003) and coral reefs (Bellwood et al., 2004).

It follows from the above that the approach to palaeo-science, both by research-

ers in the field and by those looking from other methodological frameworks at

what it has to offer, must go beyond the idea of palaeo-science as ‘history’.

Above all there is a need to see it as making a vital contribution to understanding

processes and interactions. This theme is taken up once more in Section 3.2.

Finally, it is important to recognise that any full appraisal of the Earth system

demands a deeper understanding of the role of human decision and actions. This

then defines a third major bridge for us, that between the biophysical and the

social sciences.

1.6 The thematic sequence

The chapters that follow describe in more detail and illustrate the power of each

of the main methodologies and research modes outlined above. Chapter 2

considers models. These must be the first substantive theme, since their use

pervades all the other sections. Chapters 3 to 7 look at different aspects of

palaeo-science as it contributes to our understanding of the changing function

of the Earth system through time. Chapters 8 to 12 consider the evidence for

human impacts and climate change over the last 300 years. Chapters 13 to 15
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outline the ways in which projections of future environmental change are

developed and evaluated and Chapter 16 revisits the essential questions already

posed in this first chapter. The last chapter in the book also considers briefly

some of the underlying characteristics of ‘global-change science’ that make it

qualitatively so different, even strange, to someone brought up in earlier

traditions.
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Chapter 2

An introduction to models and modelling

2.1 The role and rationale for modelling

Models increasingly permeate every aspect of Earth-system science. In part, this

reflects the need to acquire a better understanding of likely changes in the future;

but even without this imperative, models would have an essential role to play.

The complex, interactive and non-linear nature of the Earth system limits the

extent to which Earth-system science can progress by traditional methods in

which variables are isolated experimentally, or simple cause–effect linkages

defined. Linking together observations to the point where they provide a coher-

ent view of the functioning of the complex system frequently requires the

development of models that satisfy at least the following criteria:

* Internal consistency.

* Compatibility, within uncertainties, with all applicable biophysical laws.

* Compatibility with the constraints imposed by secure and relevant data, bearing in

mind the uncertainties attached both to the model and to the data.

* Robust performance under a range of credible boundary conditions.

Models that satisfy these requirements can play a role in many ways similar to

that played by hypotheses in the classic Popperian formulation of deductive

science. In Popper’s scheme of reasoning (Popper, 1963), hypotheses are devel-

oped such that they are potentially refutable through crucial tests in the form of

observations or experiments. Refutation leads to the rejection or modification of

the hypothesis, after which the process of hypothesis building and testing can

enter a further stage using the newly gained insights. In the case of model

development and testing, refutation is, in practice, usually a less rigorous and

narrowly defined concept. Nevertheless, the last two requirements noted above

open the way to establishing the extent to which the performance of a model is

consistent with all the relevant data available, both for the present day and for

times in the past when boundary conditions and external forcings were different.

Significant inconsistencies point to the need for model improvement. Weak, or

contradictory data constraints highlight the need for better-validated data. Thus

models, in their development and testing, interact with present-day observations
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and the reconstructions of past conditions, to create an inferential framework

with increasing power and reliability over time, as improved models are devel-

oped and more reliable data become available. Models may not only serve as

‘hypotheses’ in the way outlined above. They can also serve as tools for inter-

polation, as well as tests of the extent to which a set of processes, or a scheme of

interactions that have been inferred from incomplete empirical data, generate

credible and self-consistent outcomes when they are incorporated into a model.

As well as becoming increasingly integral to the reasoning required to explore the

complexities of the Earth system, models have become ever more powerful as a

result of a steady, exponential growth in computing power since the early 1950s. This

has led to an increase of seven orders of magnitude over that time interval (McGuffie

and Henderson-Sellers, 1999). One outcome of this increase in computing power,

alongside the growing realisation that all the components of the Earth system need

ultimately to be linked inmodel simulations, is the development shown in Figure 2.1.

Models make an increasingly crucial contribution to the science of environ-

mental change in every research area and at every scale, from the exchange of

moisture and energy at the contact between the individual leaf and the atmosphere,

to the whole Earth system. Ideally, each of the relevant areas of environmental

science where models are used – atmospheric science, oceanography, hydrology,

ecology and so on –merits a chapter ormore, with full explanations and examples.

This is clearly not realistic. The text that follows first outlines some of the generic

concepts common to most of the climate-oriented modelling activities that con-

tribute to Earth-system science. We then consider first atmospheric models, then

the Earth-system models that link the atmosphere to the other major subsystems –

the oceans, cryosphere and terrestrial biosphere. There then follows a brief note on

ocean modelling, as an example of one of these subsystems. The main aim of the

chapter is to provide for students of environmental science and related subjects,

the vast majority of whom are unfamiliar with modelling at a practical level,

enough of the basic concepts and vocabulary to allow them to appreciate the

importance of modelling in all aspects of Earth-system science, and to make sense

of references to models and model simulations in the later parts of the book.

2.2 Some essential generic concepts in climate and
Earth-system modelling

The present section attempts to identify and explain some of the widely applicable

concepts and definitions that underlie the business of climate and Earth-system

modelling.

2.2.1 Boundary conditions and forcing variables

Numerical models are discrete simplifications of reality in which the initial

conditions, boundary conditions and forcing variables have to be prescribed in
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some mathematical form. The boundary conditions chosen will depend on the

purpose of the model. The boundary conditions and purpose of the model will,

in turn, influence the choice of processes that drive, or ‘force’ the model. Thus

the simplest global model of present-day energy balance at the Earth’s surface

uses terms to represent the flux of energy reaching the Earth from external

sources and the flux of energy re-radiated from the Earth. Each term must

adequately approximate these fluxes as they occur under contemporary con-

ditions of solar radiative input, the albedo of the present day Earth’s surface

and atmosphere (since this determines the proportion of incoming heat

absorbed or re-radiated) and the ‘greenhouse’ properties of the atmosphere,

(since these determine the extent to which re-radiated energy is captured and

retained rather than ‘lost’). If we seek to simulate realistically the energy

balance either in the future or the past, the boundary conditions, hence the

forcing variables, would have to be changed. For the future, at the very least we

would need to find some way of estimating the likely effect of increased

greenhouse-gas concentrations in the atmosphere. If we chose the boundary

conditions at last glacial maximum as our example of past conditions, there

would be a need to reduce the value for incoming solar radiation and for

greenhouse-gas concentrations, as well as to modify the surface albedo of the

Earth to take into account, at the very least, much more extensive ice and snow

cover.

2.2.2 Equilibrium (quasi-steady state), versus transient
simulations

In the above example, we envisaged the simulation of energy balance at the

Earth’s surface for a given period of time, a ‘snap-shot’, (Figures 2.2 and 2.3)

with no regard to changes that may have led up to or followed the conditions

characteristic of that time. Models that generate such simulations are generally

referred to as equilibrium models. If, instead, we are interested in modelling

changes as they occur through time we need to perform transient simulations.

This can be achieved by allowing the variables forcing the model to vary in

prescribed ways during the course of the simulation. Transient behaviour can

also be simulated when an equilibrium condition is perturbed by altered

forcing, and the simulation captures the response of the model to the perturba-

tion. This type of perturbation ‘experiment’ is generally used to explore the

effects of varying individual parameters. Relatively simple transient models

have been used to simulate, for example, changing ice extent during the last

two glacial cycles. Transient simulations have also been used to explore the

likely causes of dramatic shifts in climate such as the onset and termination of

the Younger Dryas period (see 6.4 and 6.5) or the mid-Holocene desiccation of

the Sahara (see 7.4).
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2.2.3 Initialisation and spin-up

Complex models that incorporate a range of time-dependent variables and

capture their interactions not only require that their initial state be prescribed;

it is also necessary for such models to run for a while before they reach

equilibrium conditions. The need for a period of ‘spin-up’ reflects the fact

that the initial conditions do not satisfy the model equations. This is especially

the case with models designed to simulate components of the Earth system

that have a long response/equilibrium time. Such times vary by six to seven

orders of magnitude, with atmospheric processes at one extreme and polar ice

sheets, with response times of several thousand years, at the other (Saltzman,

1985).
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2.2.4 Parameterisation

Such is the complexity of the Earth system and its major components that

models cannot realistically portray all the known processes and variables in a

complete and accurate way. Moreover, many variables are too poorly under-

stood to allow accurate representation. The solution to these problems is often

to represent variables by simplified approximations. This process is known as

parameterisation. In some cases, this involves actually ignoring processes

believed to be of negligible effect in relation to the spatial or temporal scale

under consideration. Other approaches to parameterisation include the use of

empirical approximations in the form of mathematical equations, or time-

averaged representations. In practice, the structure of a model will often

include some variables that are explicitly represented in terms of physical

laws, or fully representative equations, and others that have been more crudely

parameterised.

2.2.5 Flux adjustments

Until quite recently global climate models (GCMs) tended to be unstable unless

the energy fluxes between the ocean and atmosphere were arbitrarily adjusted to

allow the model simulations to stabilise. Increasingly, the most recent models

coupling atmosphere and ocean (AOGCMs) can be run without flux

adjustments.
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2.2.6 Process-based and empirical/statistical models

The somewhat idealised outline of model development presented so far relies on

the skill with which the component processes of a given environmental system

can be expressed mathematically, either through dynamic equations or adequate

parameterisation. Some models more or less by-pass representation of the

processes involved and focus on matching to the pattern or sequence of effects

to which the processes give rise – in terms of the last paragraph, this may be seen

as the ultimate extension of one kind or paramaterisation. Thus, modelling the

link between climate and vegetation may be done either through process models

incorporating such features as plant physiology and soil respiration, or it may

treat these as a black box and rely instead on empirical relationships, ideally

expressed in statistical terms, between the present-day distribution of species or

groups of species and spatial variations in some properties of the climate – for

example mean annual rainfall, growing season or July temperature. There are

circumstances under which statistical models are more appropriate and effective

than process-based, dynamic models.

2.2.7 Sensitivity

Where many variables contribute to the output of a model, it is essential to be

able to distinguish between those variables to which the model outcomes are

most sensitive and those that are least likely to affect the results. Exploring the

sensitivity of a model involves carrying out multiple runs using credible

combinations of variables. Models may prove to be especially sensitive to

changes in initial conditions, boundary conditions, forcing variables or internal

dynamics. Separating out the sensitivity of the models to these different types

of variable, then exploring the effects of alternative parameterisations within

each, may generate vital information both on the strengths and weaknesses of

each model, and on the real world processes the model is designed to simulate.

It is in this respect that modelling comes closest to conducting experiments and

it is only in relation to sensitivity experiments that it may be justifiable to use

the word experiment in preference to simulations or scenarios. Sensitivity is

often used to describe the quantitative relationship between a forcing variable

and a response. For example, estimates of the sensitivity of the climate system

to radiative forcing (often expressed, in the case of CO2, as the temperature

increase forced by a doubling in atmospheric concentrations) are essential

for developing projections of future climate change. Similarly, estimates

of the sensitivity of North Atlantic deep water formation to particular rates

of warming and freshwater input are needed in order to assess the probability of

future climate change leading to a shutdown of the thermohaline circulation

(see 13.3).
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2.2.8 Ensembles

In complex climate models, for example, each individual simulation using the

same initialisation will give somewhat different results for the equilibrium

state once it has been reached. The outcome values will usually be calculated

from the range of values generated over a given period of time during an

extended run of the model, and/or through multiple runs of the model. The

values quoted will therefore be ensemble averages. In some studies, ensemble

averages generated by several models are combined to provide multi-model

ensembles. These will embrace the variability arising from the different model

configurations, as well as the variability encompassed by each of the individual

model ensembles.

2.2.9 Time steps and coupling

Models designed to reach a target equilibrium state or to simulate dynamic

changes require that calculations for each variable be made at a given time

interval appropriate to the processes under consideration, the demands of the

model, and the computing power available. The GCMs considered later may

have time steps of an hour or less, with major implications for the computa-

tional power required. Less complex models or models dealing with long-

term processes will often have much longer time steps. Where models are

coupled in order to explore the linkages between subsystems, for example, or

to give a more complete representation of all the interactions and feedbacks

involved in climate change, the choice must be made between linking the

models in a totally synchronised way, or coupling them asynchronously. In

the latter case, processes within one subsystem may be modelled on an

appropriate timescale, then the results used as input to a model simulating

another subsystem. Take, for example, the case of coupling atmospheric and

ice-sheet models. Since the latter need to simulate processes on much longer

timescales than are currently feasible for GCMs, one solution is to generate

initial-climate conditions using a GCM, then drive the ice-sheet model using

the GCM output.

2.2.10 Temporal and spatial scale

The time steps used in a simulation determine the temporal resolution that can be

achieved. They should therefore be matched to the kind of outcomes required,

whether, for example, these are estimates of inter-annual variability or multi-

millennial-scale changes. The spatial scale resolved by a model is also of critical

importance, for there is an inevitable trade-off between spatial resolution and

computing requirements. The spatial scale needed to gain a realistic impression

of global energy balance is orders of magnitude less than that required to provide
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simulations of future climate for the whole world that are directly applicable at

river-catchment or ecosystem level.

2.2.11 Upscaling and downscaling

Because of the limitations in spatial resolution imposed by computing con-

straints, a range of techniques has been developed to ‘downscale’ model

results by nesting areas of higher resolution within simulations of lower

resolution. In the case of climate models, for example, this involves taking

the output from GCMs and deriving patterns and processes at finer spatial

scales than those resolved by the model. There are several approaches to

downscaling (for example, using the climate simulated for the adjacent sur-

rounding grid squares as a boundary condition for a spatially high-resolution

model within the grid square of interest) and each produces different results.

In other cases, the reverse problem may arise, for example, where there is a

need to use widely scattered observations, discontinuous in time and space, as

part of the basis for developing or testing a global model. The usual goal of

upscaling is to develop, from discrete, unevenly distributed measurements, a

scheme of processes and interactions that apply at the scale of the grid square

used in the model. A range of upscaling techniques is available using statistical

procedures to minimise the uncertainties introduced as a result of the inevitable

interpolations and extrapolations involved.

2.2.12 Uncertainty

One of the most important, complex and controversial aspects of modelling is

that of uncertainty, and there are many ways of dealing with it. Provided the

uncertainties associated with the inputs to a model are sufficiently well known,

statistically derived estimates of model uncertainty can be calculated. Where

models are linked together serially, uncertainty can cascade through the models

with consequences that can seriously reduce their reliability. Increasingly,

probability distributions are being attached even to scenarios where the eventual

tests of performance lie well into the future. This is not always the case, though,

and many model simulations come with only subjective assessments of uncer-

tainty. This is especially the case where a future model scenario is dependent on

inputs that cannot be subject to rigorous statistical evaluation (see 13.1.1). Such

is the case with future climate scenarios that are partly contingent on the rate of

increase in fossil fuel combustion, as well as on the poorly quantified effects of

changing cloud cover. In such cases the concept of conditional uncertainty may

help to deal with the problem. In all cases any attached uncertainties, whether

subjective or objective, conditional or not, apply to the model and not to the

realities that the model is designed to simulate. These uncertainties will often be

substantially greater.
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2.2.13 Inverse models and data assimilation

‘Forward’ models are based on physical laws and processes, either accurately

represented or parameterised. Where they are used to predict a particular

outcome, or response, and data are available for comparison, their performance

can be evaluated in terms of the extent to which the simulations generated

match the data. Inverse models use all the available and relevant data, and the

dynamics, sometimes in simplified form, to estimate, to the best of our knowl-

edge, the state and/or evolution of a system. Ideally, uncertainties should be

attached to both the dynamics and the data. In order to use data in model

building, a range of methods for assimilating data into models has been

developed.

2.3 Climate and Earth-system models of varying complexity

All climate and Earth-systemmodels are necessarily simplifications of reality, but

the degrees and types of simplification vary enormously. As we have already seen,

the greater the degree of simplification, the less is the demand of simulations on

computing power. Other things being equal, simple models can therefore be run

more frequently, or over longer periods, than complex ones and this gives them

significant advantages with regard to some aspects of Earth-system function.

One of the computationally and conceptually simplest types of model is the box

model in which the box serves as a reservoir, or major component of the Earth

system, and the linkages between provide quantitative estimates of fluxes. Such

models are often used to simulate the behaviour of chemical species – carbon or

nutrients for example – in the environment, though they have also been used

successfully to generate long-term simulations of the global-climate system.

Simplification can also be achieved through the dimensionality of the model.

The simplest ones are what are often termed ‘zero-dimensional’ energy balance

models (EBMs), developed from the late 1960s onwards, which consider the

energy balance of the whole Earth as a single unit. The energy fluxes taken into

account are the incoming and outgoing radiative fluxes at the Earth’s surface and

the results of the model simulations are expressed as surface temperature. The

simplest one-dimensional EBMs differentiate the Earth as a set of latitudinal

bands between which heat transfer occurs horizontally by diffusion. Two-

dimensional models add more detail and complexity by differentiating the

Earth’s surface into more categories on the basis of, for example, longitude as

well as latitude, or land versus ocean. Such models are much less demanding of

computing time than more complex ones and this allows them to be used many

times over with slight variations in the way in which key processes are approxi-

mated. Such repeat simulations constitute tests of model sensitivity, as defined

above, and they have been widely used from the 1980s onwards to examine the
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effects of, for example, changing albedo, solar input and atmospheric green-

house-gas concentrations.

Statistical dynamic models (SDMs) are models, generally two-dimensional,

that bring us closer to a realistic portrayal of long-term changes in the climate

system through time. These models use equations expressing statistical approxi-

mations to represent what are considered to be the main processes under given

boundary conditions, thereby significantly reducing computing time. By cou-

pling models representing different components of the Earth system and their

contrasted response times, it has been possible to develop reasonable simulations

of the main changes in ice volume and climate over the last 200 000 years.

In all the above cases, computational efficiency has been gained at the

expense of detail; resolution, both temporal and spatial; and the explicit repre-

sentation of complex processes and interactions. As computing power has

grown, increasingly detailed and complex models have become possible. Most

of these are variants or extensions of GCMs (see Figure 2.2). The aim of GCMs

is to calculate the full three-dimensional character of the climate. The global

atmosphere is the main realm modelled and the ocean is linked to it in a variety

of ways, depending on the goals of the research, hence the complexity of the

model. The atmosphere is modelled through a set of equations that represent the

relevant physical laws and parameterised processes. At its simplest, the ocean

component is a set of prescribed sea-surface temperatures (SSTs). Slightly more

complex and realistic is an ocean that can change heat capacity, but within which

convection is not allowed, the so-called ‘swamp’ ocean. In more complex

models, SSTs are calculated and horizontal advection (but no diffusion) is

allowed – the ‘slab’ ocean. More complex representations of the ocean allow

for both advection and diffusion into the deep ocean and even, in the most

sophisticated cases, an ocean with internal dynamics in three dimensions with

exchanges in energy, moisture and momentum at the ocean–atmosphere

interface.

Dynamic ocean models as such have become increasingly detailed and real-

istic, largely as a result of the research carried out as part of the World Ocean

circulation Experiment (WOCE: see especially the posters at www.ecco-group.

org). This has made available huge amounts of data on ocean temperatures,

salinity and circulation, the assimilation of which into inverse models (see

2.2.13) has provided the basis for capturing the three-dimensional dynamics of

the ocean and its inter-annual variability.

Models in which GCMs are coupled to a fully dynamic ocean in this way are

known as atmosphere–oceanGCMs (AOGCMs), but problems of coupling arise,

as noted above, since the response time of the deep ocean is many orders of

magnitude longer than that of the atmosphere. The problems are compounded

when consideration is extended to major ice sheets and, if GCMs are used and

long-term processes simulated, asynchronous coupling may be the only solution.
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In recent years, the crucial role in the climate system of feedback from the

terrestrial biosphere and from both land and sea ice has been recognised. In

response to this, models are being developed in which all these components are

included, in addition to biogeochemical cycling in the atmosphere and the ocean.

Such models approach complete simulation of the Earth system as considered

here, but their computing requirements are enormous. One response to this has

been the development of the Earth Simulator in Japan – a computing system

capable of generating what is, in effect, a ‘virtual planet’, using some 5120

processors and capable of performing 40 trillion calculations per second. The

possible benefits of this initiative lie in the future.

Valuable insights into the dynamic operation of the Earth system have come from

the use of EMICs – Earth-system models of intermediate (or reduced) complexity

(Figure 2.3). By reducing the spatial resolution, skilfully parameterising many of

the key processes and using longer time-steps than those used in GCMs, it has

become possible to include the full range of forcings and feedbacks over thousands

of years, thus allowing realistic simulations of processes for which increasingly

strong data constraints exist in the palaeo-record. This allows for a degree of

synergy between data and model development that comes close to realising the

rather idealised role for models envisaged at the opening of this chapter.

2.4 Subsystemmodels, with special reference to the oceans

2.4.1 Introduction

Linking atmospheric GCMs to ocean, terrestrial biosphere and cryosphere models

naturally depends on the skill with which these components of the Earth system

can themselves be modelled, as well as on the representation of linkages between

the different subsystems through processes such as gas and energy exchange, or

the hydrological cycle.When we consider all these aspects the range and diversity

of relevant models is overwhelming. Rather than attempt any kind of comprehen-

sive listing, the aim of the following sections is to summarise the underlying

rationale for some of the main types of model developed. In many cases, a fuller

exploration of particular models is left for later chapters where the interaction

between models and data can be considered in more depth.

Three kinds of goal in purely biophysical subsystem models can be identified

at the outset and they lead to different types of model. The first ultimately relates

to integrating subsystemmodels into more comprehensive Earth-systemmodels.

The focus is therefore on the processes that control the variability and between-

system fluxes of key Earth-system properties: energy in all its forms; biologi-

cally reactive chemical elements such as carbon and nitrogen; and water,

whether as liquid, vapour or ice. The second kind of model is oriented more

towards simulating subsystem responses (for example the changed distribution

of vegetation types in response to climate change) and may be less concerned
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with the feedbacks that may arise from these responses. The third kind of model

arises from the need to base reconstructions of past conditions such as air

temperature, surface-moisture balance, sea-surface temperature or salinity on

what are termed ‘proxy’ records – variations in the past distribution and abun-

dance of organisms preserved in the fossil record or physico-chemical properties

preserved in ice or sediments. Making quantitative reconstructions from proxy

records involves developing process-based or empirical/statistical models that

link variability in the proxy data to variability in the environmental property to

be reconstructed. Consideration of this third kind of model is deferred until 4.2.

2.4.2 Ocean models

Of most direct interest to us are those models concerned with ocean circulation,

with the role of the oceans in the carbon and nitrogen cycles and with energy and

material fluxes across the ocean–atmosphere boundary layer.

Our knowledge of ocean circulation has been greatly improved over the last

50 years. One result has been a much more detailed representation of the

thermohaline circulation (THC) that links the world’s oceans (see Figure 1.5).

The development of process-based models of the THC in its present form

have proved essential in understanding the role of the ocean in past environ-

mental change as well as in predicting the possible consequences of future

changes. Note, havever, that any attempt to generate simulations of the THC

for the past or the future depends on the accuracy with which other linked

subsystems can be modelled. For example, changes in ocean salinity in key

areas of the ocean are highly dependent on variations in the hydrological cycle,

since these, in turn, generate freshwater fluxes that can critically change

ocean salinity.

The ocean is the main reservoir of carbon in the Earth system on timescales of

millennia or less (see Figure 5.3); therefore quantifying its role in modulating

variations in atmospheric CO2 is of vital importance. Many attempts have been

made to model, with varying degrees of sophistication, the carbon cycle in the

oceans. One major problem is the lack of quantitative data on some of the key

fluxes. This still limits the success of even the most recent attempts to establish

the role that ocean variability currently plays in controlling variations in atmos-

pheric CO2 content from year to year, as well as during past periods of major

climate change. In consequence, the extent to which, and ways in which, the

ocean modulates atmospheric CO2 concentrations remain debatable, even for the

present day, let alone the past or future.

Over the last two decades, enormous scientific effort has gone into character-

ising and quantifying the fluxes of moisture, energy and many chemical species

from atmosphere to ocean and vice versa, and many of the key processes have

been successfully modelled. Nevertheless, the full range of fluxes across the

ocean–atmosphere boundary layer remains poorly quantified for the world as a
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whole and this remains one of the crucial scientific challenges for the future, in

response to which the IGBP (see 1.4.2) has recently launched a new project,

SOLAS – the Surface Ocean–Lower Atmosphere Study. Any improvement in

attempts to model these fluxes is likely to depend on the acquisition of a great

deal more data than are presently available.

2.4.3 Other subsystems

Changes in the cryosphere affect the Earth system on a wide range of timescales.

Ice and snow, whether covering land or sea, have a strong feedback on the

climate system and it has become increasingly common to incorporate them in

climate models. Changes in glaciers and polar ice sheets affect sea-level and

atmospheric circulation over much longer timescales; the latter have the longest

response times of all the major components of the Earth system of direct interest

to us. This means that in practice they are often modelled separately or else

coupled asynchronously to models designed to simulate processes with shorter

response times.

The interactions between climate and the terrestrial biosphere are many and

complex. Global modelling of the terrestrial biosphere is a relatively recent

development, but one that is essential if we are to understand the full range of

feedbacks that affect climate on all spatial scales from local to global.

Characterising and quantifying the actual processes governing exchanges of

energy and gases across the boundary layer between the terrestrial biosphere

and the atmosphere have required detailed studies at the scale of small stands of

vegetation. Capturing the way these exchanges affect climate as major biomes

change requires massive upscaling of the integrated effects of the processes

involved, alongside the development of models that can represent the response

of ecosystems and of the world’s major biomes to changing climate and

biogeochemistry (see, e.g., Foley et al., 1996; Cramer et al., 2001; Sykes

et al., 2001).

There is also a need to model the responses of ecosystems to perturbations,

whether biophysically driven or largely anthropogenic. Models have been

developed to capture the interactions involved over a wide range of spatial

scales. One type of model that has proved powerful in this regard is the forest

gap model (see, e.g., Bugmann, 1997; 2001; Bugmann and Pfister, 2000).

By now, models have been developed for virtually every process of interest to

the student of environmental change. The range and diversity are just too great to

encompass in a single chapter. In all the subsequent chapters, many of these

approaches to modelling will be considered alongside other lines of evidence for

the nature of past, present and future environmental change. For example,

models of land -use/land- cover change are consider ed in Section 9.2. La nd

cover affects climate at the very least at regional and, in some cases, at con-

tinental scale. Moreover, land-cover change is one of the main threats to
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biodiversity at species, landscape and global levels. It is therefore hardly sur-

prising that the modelling of processes driving land-cover change has been given

high priority in recent years.

Increasingly, integrated assessment models that link biophysical processes

with both human drivers of, and responses to, environmental change are being

used to assess the likely consequences of, and responses to, future changes at

regional or nationa l scale. Th ese are consi dered briefly in Sect ion 15.3. Finall y,

brief mention must be made of the modelling approach using the concept of

cellular automata (Wolfram, 2002). Cellular automaton-type models build on

the demonstration that complex behaviour can be generated by models to which

a set of relatively simple rules are applied at the outset. Used realistically, they

may have several important advantages. For example, they can mimic emergent

behaviour in many kinds of system; they can generate non-linear responses

through the combined interaction of linear processes; the simulations they

provide can be tested and the rules refined through comparison with historical

time series, and they can be applied to human, biophysical and combined

human–biophysical systems. They have been tested with some success against,

for example, the historical growth of a major conurbation (Clarke et al., 1997),

land-use change on a small Caribbean island (White and Engelen, 1997) and

Holocene sediment delivery in response to changing climate and land use

(Coulthard and Macklin, 2001).
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Chapter 3

The palaeo-record: approaches,
timeframes and chronology

3.1 Introduction

We now turn to the past for what can be learned about those aspects of Earth-

system function and environmental change that bear most directly on the present

and future. This involves critical choices about the geological timespan and the

types of palaeo-evidence of greatest relevance. The geological record contains

evidence from periods of even higher atmospheric CO2 concentrations and

higher global temperatures than are anticipated for the coming century. At first

sight, it may seem logical to turn to these periods as possible analogues for the

future, but there are good reasons for rejecting any simple search for past

analogues of this kind. Many Earth-system components with major functional

implications were crucially different – the disposition of the continents, land-

mass topography, ocean circulation and plant cover at the very least. These

changed characteristics imply completely different boundary conditions, for-

cings and feedbacks. Rather than turn to the past for analogues of state with

respect to a limited number of Earth-system characteristics, we need to use the

evidence from the past to address questions about amplitudes and modes of

variability, process interactions and rates of change. The emphasis here is

therefore on the Quaternary period, though one aspect of the pre-Quaternary

geological record may prove to be of some relevance. Recent evidence (Svensen

et al., 2004; Dickens, 2004) provides strong support for the hypothesis that the

initial Eocene thermal maximum, some 55 million years ago, was triggered by a

massive release of methane from below the Norwegian Sea. If confirmed by

further research, this would strengthen the case for the powerful warming effects

of greenhouse gases, as well as lend credibility to the ‘clathrate gun’ hypothesis

put forward by Kennett et al. (2000; 2003) as an important factor in global

warming at the transition from glacial to interglacial conditions (see 6.5.4).

Any future changes in the Earth system will reflect the interplay between

natural processes and the effects of anthropogenic perturbations. It is therefore

necessary to reach as full an understanding as possible both of the unperturbed

Earth system as it has functioned prior to significant human impact, and the

increasingly perturbed system within which we now live. For the former, we
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must choose a timeframe within which what we learn about these questions is

most directly applicable to the present and near future and for which the best

range of evidence is available.

In addition to selecting the most appropriate timeframe, it is important to

consider the kind of evidence required to reconstruct past states, processes and

rates of change. This calls for archives of all kinds, instrumental, documentary

and environmental. From environmental archives such as sediments, or tree

rings, the researcher must retrieve the evidence that best records the environ-

mental properties under study, whatever these may be, for example air tempera-

ture, ocean salinity or vegetation types. This requires the use and interpretation

of what are usually termed proxies. Deriving consistent and, where possible,

quantifiable palaeo-reconstructions from proxy records requires that they be

calibrated with respect to the environmental properties they are required to

capture. Finally, the evidence from the past must be dated. In the sections that

follow, we consider dating methods and chronologies. Archives, proxies and

calibration are considered in Chapter 4.

One of the main aims in writing Chapters 3 and 4 is to give readers whose

background and experience have been largely focused on contemporary sys-

tems, whether physiographic, ecological or human, some sense of the nature of

palaeo-research, its requirements, different approaches, strengths and limit-

ations. My hope is that this may help to bridge one of the methodological gaps

referred to in Section 1.5, that between contemporary and ‘historical’ studies.

3.2 Alternative approaches to the palaeo-record

Using relevance to current environmental changes as the touchstone, the

main modes of research adopted in the palaeo-research community may be

classified by means of a rather loose taxonomy based on the dominant purpose

underlying each:

1. Narrative reconstruction, both quantitative and qualitative, of the past sequence of

events.

2. Provision of empirically based quantitative constraints on scenarios for past periods

derived from numerical simulations or conceptual models. In some cases, such

reconstructions provide time-slice ‘realities’ on a global scale.

3. Elucidation of processes and process interactions.

4. Post hoc hypothesis testing.

5. Determining the recent antecedents to present-day environmental systems and current

trends.

In order to draw out the crucial insights that improve understanding of the

ways in which the Earth system functions and changes, it is essential to look

beyond narrative. Even the most temporally or spatially discontinuous evidence

from the past can, by establishing the presence of diagnostic features for a
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specific time and place, provide essential constraints on reconstructions that

have been made using other lines of evidence, or on scenarios developed through

post hoc modelling. Drawing together as much evidence as possible for a

particular time slice, the last glacial maximum (LGM) or the mid Holocene,

for example, has become one of the key ways in which model performance,

under changed boundary conditions and forcings, can be tested against empirical

data. This is especially so in the case of global climate models (GCMs) that place

such heavy demands on computing power that they cannot be run for long

periods in transient mode (see 2.3).

The most important insights from palaeo-research come from attempts to

elucidate processes and process interactions, often by combining both empirical

and modelling approaches. Where the evidence available brings the history of

climate or ecosystem change right up to the present day, this type of approach

can be linked to contemporary studies in ways that provide not only the ante-

cedents to contemporary conditions, but also an improved basis for understand-

ing long-term dynamics and for setting any notion of a base-line state into a

realistically dynamic framework.

In all of the above modes of research, there is often scope for hypothesis

testing (Oldfield, 1993). Palaeo-research has proved adept at testing hypotheses

relating to contemporary problems, their origins and consequences, as in the case

of the disputed causes of surface water acidification (see 10.2.2). Equally, we

may turn to the past to evaluate hypotheses that arise from model simulations, or

use simulations themselves to test the coherence and credibility of hypotheses

based on empirical evidence.

3.3 The Vostok timeframe

The Vostok record, spanning the last four glacial cycles (Petit et al., 1999), has

become the main timeframe to study for clues from the past about current and

impending climate change. It provides an unparalleled range and quality of

information. This is largely because continuous, long-term reconstructions of

atmospheric CO2 concentrations depend entirely on the analysis of the air

bubbles trapped in Antarctic ice, and for the moment, Vostok provides the

longest record of these measurements. The concentrations measured in northern-

hemisphere polar ice cores cannot be used in the same way, for they have been

modified by chemical interactions with the higher levels of impurities contained

within the ice (Haan and Raynaud, 1998). Moreover, although atmospheric CO2

concentrations can be reconstructed from an index derived from fossil-leaf

stomata (Rundgren and Beerling, 1999; Rundgren and Björck, 2003), this approach

does not provide anything approaching a continuous record for the period before

the end of the LGM. The special value of Antarctic ice-core records does not lie

only in reconstructions of CO2 concentrations. Analysis of the same air bubbles

trapped in the ice also allows reconstruction of changes in the ratio 18O/16O in the
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atmosphere (�18Oatm) on glacial–interglacial timescales. Variations in this ratio

largely reflect changes in ice volume and global mean sea-level.

We can place the Vostok record in longer-term context by considering the

records of multi-millennial scale changes in climate shown in Figure 3.1. This

shows the variability in climate-related proxies preserved in a marine core and

a long section of Chinese loess. In both sequences there are shifts in the ampli-

tude and periodicity of the main cycles of variability. These take place between

c. 900 000 and 430 000 years ago. Before this, most of the variability recorded is of

lower amplitude andmatches the 41 000-year obliquity cycle (see 3.4.1 and 4.3.1).

By the time the Vostok record begins, the amplitude has increased and the

periodicity of the main pattern of variability has lengthened to correspond more

closely with the 100 000 year eccentricity cycle (see Figure 4.6). These shifts are

superimposed on a gentle overall decline in mean ocean temperature and roughly

coincidewith the onset of successivemajor glaciations in the northern hemisphere.

The latest data from the Dome C core located some 560 km fromVostok Station

sheds more light on the period of transition leading up to the beginning of the

Vostok record (EPICA community members, 2004). Here, at an altitude of over

3200 m above mean sea-level, 1000 km from the nearest coast and with a mean

annual temperature of –508C, annual snowfall is only some 3 cm of water

equivalent. As a result, ice accumulation is very slow and the timespan of the

total thickness of ice to be cored is believed to represent the last 800 000 years. The

pre-Vostok, isotopically inferred temperature record from 740 000 to 430 000 years

(se e Figu re 5. 2b) in clude s three p eriod s of m inimum tempe rature c om par able to

those typical of the peak of subsequent glaciations, but maximum temperatures

never reach those typical of the last four interglacials. The evidence so far rein-

forces the view that the Vostok timeframe of just over 400 000 years, supplemented

by overlapping evidence fromDome C for the glacial/interglacial transition imme-

diately before theVostok record begins, is an appropriate onewithin which to study

environmental variability if the prime purpose is to shed light on the way in which

the Earth system has operated in the absence ofmajor anthropogenic perturbations.

3.4 Chronology – subdivisions, tuning and dating

3.4.1 The orbital pacemaker and marine isotope stages

The commonest way of dividing up our chosen timeframe, for the purposes of

description and analysis, is into marine isotope stages (MIS). The chronological

framework that they provide evolved during the 1970s and 1980s. By correlating

the sequence of magnetic reversals (see 4.3.1) recorded in their sediment cores

with dated ones in lava flows, Shackleton and Opdyke (1973) provided an initial

framework for the major changes in global ice volume as revealed by stable

isotope signatures in the foraminifera recovered from dated marine sediments

(see 4.4.1). Hays et al. (1976) confirmed the role of the 100 000-year eccentricity

3.4 Chronology – subdivisions, tuning and dating 37



1.0

2.5

3.5

4.5

5.5

Age (Million years)

δ1
8 O

 (
‰

)

26

810
12

14

16

2034
5282100

59
11

15

31
3743

00.20.40.60.81.01.21.41.61.82.02.22.4

100 000 year filter41 000 year filter
(a)

(b)

0

–1.0

Figure 3. 1 Se tting the Vostok rec ord into longe r-term con text. The upper gra ph plots grain-size va riation in the loess sequence from

Baoji (Ding et al., 19 94). The dott ed line s sho w the 41 00 0-year filte r prior to 740 000 years an d the 100 000-y ear filter sub seque ntly. The

lower gra ph sho ws part of the be nthic oxyg en-iso tope record from equa torial Atla ntic core ODP -607 (Ra ymo, 1992). Numbe rs refe r to

marine isotope stages (see 3.2). Both records show the greater influence of variability paced by the 100 000-year eccentricity cycle over

the last c. 430 000 years. The broad shaded area represents the timespan covered by the Vostok record. The narrow shaded area shows

the timespa n over whi ch data fr om Dome C have , so far, ex tended the Vost ok record . (Modif ied from Bra dley, 1999.)



cycle as pacemaker of the glacial/interglacial sequence over the last c. 600 000

years and Martinson et al. (1987) published a chronology for marine sediments

tuned to the orbital periodicities, that still serves as a template for changes in ice

volume and climate over the last 300 000 years. Figure 3.2 shows the chronology

for the last eight stages . The MIS nomenclature provides a convenient way of

referencing major time intervals during the period with which we are concerned.

Most of the main features of the MIS sequence, notably the interglacial stages

11, 9, 7, 5e and 1 (the Holocene) can be identified in the Vostok record

(Figure 3.3) and it is convenient to make the link between the marine and

Vostok ice core sequences in broad outline, though it would be misleading to

imply at the outset that the parallels always denote exact synchroneity, or that the

chronologies developed for each are either finalised, or perfectly interchange-

able (see especially 5.2 to 5.4). Nevertheless, such are the parallels between the

pattern of orbital changes and many long sequences of climate-linked changes in

a wide range of environmental archives, that it has become common to date

many of these sequences by tuning them to the orbital ‘timescale’.

Despite any remaining uncertainties in chronologies and correlations, this com-

mon framework is sufficiently robust to allow its use as a basis for defining major

episodes for which evidence can be drawn together from a wide range of
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environments, marine; terrestrial and polar. Relying on tuning alone, however,

precludes determination of the precise phasing between the records that have been

synchronised to achieve the tuning. Thus, any evidence for leads and lags between

signatures of environmental change in different archives requires some kind of

independent chronological control. This issue becomes of outstanding importance

in addressing the role played by greenhouse gases in the dramatic changes recorded

during the transitions from glacial to interglacial conditions (see especially 6.4.7).

3.4.2 Seasonal signatures

The development of chronologies with finer temporal resolution than the compar-

isonwith the known pattern of orbital changes can provide depends upon the use of

a great variety ofmethods. Ideally, accurate, absolute ages are required, which have

been precisely and independently determined for each archive and proxy. Only in

this way is it possible to establish the exact phasing of processes and events

detectable at different sites and to calculate rates of change. In practice, the ideal

is seldom realised, save in those cases where annual resolution can be achieved by

counting growth increments, or varves – sediments characterised by consistent,

undisturbed, seasonal patterns of accumulation that permit the recognition of

annual layers (see, e.g., Overpeck, 1996; Zolitschka, 2003). Tree rings (see, e.g,

Briffa et al., 2002a; 2002b; Baillie and Brown, 2003), corals (see, e.g., Cole, 2003;

Gagan et al., 2000; 2004) and, in some instances, speleothem seasonal growth

increments (Lauritzen, 2003), and varved sediments are thus of special value for the

potential they offer in establishing rates of change, aswell as for the proxy evidence

for environmental change contained within them.

A variety of seasonal signatures have been used successfully to date ice cores (for

a summary, see Bradley, 1999, p. 142) These include detecting the seasonality of

the �18O signature (see 4.2.2), identifying seasonally deposited dust layers, visual

stratigraphy, electrical conductivitymeasurements, trace-element andmicroparticle

analysis. It is usual to develop chronologies of ice accumulation by combining

different dating methods and also by using reference horizons such as tephra layers

or acid peaks associated with volcanic eruptions, and spikes in the concentration of

cosmogenic radionuclides such as 10Be. These may serve to correlate cores, so that

emerging chronologies can be used in combination to constrain each other. The

precise age of many major volcanic eruptions, especially during the last thousand

years or so, has become well established through a combination of chemical

fingerprinting, links to documentary sources and dendrochronological dating of

the transient impact of the eruption (see 4.3.3. and Briffa et al., 1998).

3.4.3 Dating older ice

Beyond a certain depth that varies from core to core, the capacity to resolve

annual layers is lost as the ice becomes increasingly compressed and subject to
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flow. In this type of material, dating is mainly dependent on the development of

theoretical flow models constrained by any correlations with other dated

sequences that can be established. As a result, dates on the older layers of ice

cores are subject to a significant degree of uncertainty that generally increases

with age. In some cases, as for example in ice older than c.100 000 years in the

GRIP and GISP cores from central Greenland, the stratigraphic sequence can

become distorted and unreliable (Taylor et al., 1993).

Until recently it has been difficult to correlate and compare in detail the

sequence of changes in Greenland and Antarctica. The problem is now largely

resolved through inter-hemispheric correlations based on the changing record

of methane trapped in the air bubbles (Blunier et al., 1997; 2001; Caillon et al.,

2003a). Such methods achieve synchronisation, but not absolute chronology.

Providing precise dating control for older ice is an important goal, especially for

the Vostok record. Petit et al. (1999) adopted a chronology based on an ice-flow

model pinned to the SPECMAP marine isotope chronology at 110 000 and

390 000 years before present (BP). More recently, Shackleton et al. (2000),

Bender (2002), and Ruddiman and Raymo (2003) have proposed modifications

to this chronology by tuning variations in trace-gas concentrations to orbital

frequencies. Modifications in both the Vostok and MIS chronologies have

important implications for resolving the phasing of events during periods

of glacial initiation and termination. These are considered further in

Chapters 5 and 6.

3.4.4 Radiocarbon dating and 238U/ 230Th ratios

Of the various radiometric methods available, radiocarbon dating has been

by far the most useful for organic material formed within the last �40 000

years. Radioactive 14C is produced in the atmosphere by cosmic bombard-

ment. It is incorporated in living organisms and, on the death of the organ-

ism, provided it is excluded from exchange with the atmosphere, the 14C

decays in accordance with its half-life of 5730 years. Its decay thus con-

stitutes a radiometric clock whereby determination of the radioactivity

remaining in the sample allows calculation of the sample’s age. Carbon-14

dates are normally quoted as dates BP, where the present is taken as AD

1950. They are normally given with one standard error derived from the

counting statistics. Several methods are available for determining the 14C

activity in a sample. Increasingly, the more conventional methods using

several grams of carbon extracted, then measured in gas or liquid form,

are giving way to measurements using accelerator mass spectrometry (AMS),

by means of which milligram-size samples can be dated. While the basic

principles of radiocarbon dating are beguilingly simple, in practice establish-

ing dates is often far from straightforward. Here it is possible to do no more

than outline briefly, by way of illustration, some of the complications:
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1. The atmospheric concentration of 14C has varied through time, partly as a result of

changes in the rate at which the radioisotope is received at the Earth’s surface, partly

because of changes in the residence time of 14C in the ocean, which in turn affects 14C

concentrations in the atmosphere. It follows that organisms incorporating 14C at

different times will have different starting values from which decay begins. This

means that 14C ‘dates’ are not true age determinations. Ideally, they need to be

calibrated to an absolute timescale established by methods that are not subject to any

similar error. For the last 9500 years, this has been done by comparing the 14C ‘dates’

and calendar ages of tree rings (Stuiver and Reimer, 1993).

2. Beyond the period for which direct tree-ring calibration of 14C dates is possible, there

is less certainty involved in converting them to calendar ages. Both varved marine

sediments (Hughen et al., 1998) and Uranium/Thorium (U/Th) dating (see below)

have been used for calibration. Using a combination of these, Stuiver et al. (1998)

proposed calibrations back to 24 000 BP. More recently, Hughen et al. (2004) and

Bard et al. (2004) have proposed calibrations back to 50 000 years.

3. One of the consequences of the changes through time in atmospheric 14C

concentrations is that, for certain periods, radiocarbon activity does not decline

monotonically with age. It may plateau or even briefly increase. Quite a wide range of

calibrated ages can thus be ascribed to individual 14C dates within such time intervals.

In order to establish the age of materials within these periods, it is often necessary to

determine a close sequence of radiocarbon ‘dates’ and match their pattern to the

calibration wiggle. This method of ‘wiggle matching’ has provided a basis for some

rather precise age determinations (e.g., Blaauw et al., 2003, and Figure 3.4).

4. In every environment sampled, it is essential to establish that the dated material is

contemporary with the event or stratigraphic horizon to which it is intended to apply.

This is not always straightforward. Sedimentation processes often include the

re-deposition of older materials, thus introducing older carbon into the sample to be

dated. They may also re-deposit older organisms bearing palaeoclimatic signals that are

not applicable to the period of sediment accumulation (Okhouchi et al., 2002). In

hard-water environments, aquatic organisms may incorporate old carbon during

photosynthesis. In the ocean, the age of the carbon used by marine organisms varies

greatly with water depth and location, depending on the degree to which the water

column in which the organisms live has been isolated from exchange with the atmo-

sphere. There is therefore a ‘reservoir’ effect that must be estimated correctly if true age is

to be calculated from 14C activity. In most studies, it has been necessary to assume that in

a given location, this effect remains constant over long periods. Recent work using tephra

layers (see 3.4.6) deposited over both land and sea, or synchronous rapid climate shifts to

correlate marine sequences with precisely dated terrestrial material (Waelbroeck et al.,

2001; Björck et al., 2003) has shown that this assumption is not always valid.

One of the most useful dating methods for carbonate materials relies on the

Uranium-238 decay series. During the course of the radioactive decay of 238U, it

is replaced by 230Th. The rate of decay/replacement is known and, provided the
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carbonate is sufficiently pure and has remained a chemically closed system, the
238U/230Th ratio constitutes a remarkably precise chronometer over an age range

from a few years to c. 350 000 years BP. The method has been successfully

applied to corals (Bard et al., 1998), speleothems and lacustrine carbonates

(Edwards et al., 1987). From the mid 1980s onwards, 230Th/238U dating has

been carried out increasingly by thermal ionisation mass spectrometry (TIMS).

This has allowed a significant reduction in sample size along with significant

improvements in the precision achievable. Some sense of its importance in

pinning down late Quaternary chronologies and correlations may be obtained

from the articles by Bard et al. (2004) and Shackleton et al. (2004).

3.4.5 Luminescence dating

Neither of the above methods is applicable to sediments lacking in organic

matter or pure carbonates. Over recent years, much progress has been made in

the development of luminescence as a dating method. This relies on the fact that

some of the electrons emitted during radioactive decay become trapped within

the fabric of any sufficiently dense material, for example quartz or feldspar

crystals. They can then be detected by means of the luminescence that they emit.

All other things being equal, the luminescence resulting from the retention of

trapped electrons will increase through time from the date on which the electron

traps were last emptied. In dating sediments, use is made of the ability of light to

empty electron traps. If, before deposition, material is exposed to sufficient light

to empty the trapped electrons, then, provided subsequent deposition excludes

the sediment from light, the luminescence clock has been reset and electrons

build up through time. Increasingly sophisticated methods have been developed

for isolating the time-dependent luminescence signal and using it to establish

date of deposition. Problems can arise from, for example, incomplete zeroing of
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the luminescence signal before deposition, or changing water content after

deposition. Nevertheless, optically stimulated and (its variant) infrared stimu-

lated luminescence (OSL and IRSL respectively) are being applied with increas-

ing success to alluvial and colluvial sediments (Lang, 2003), loess (Roberts

et al., 2001; Figure 3.5) and dune sands (Wintle, 1993; Wintle et al., 1998).

3.4.6 Correlation methods – tephra and palaeomagnetism

In many sediment sequences, especially where opportunities for direct dating are

lacking, methods are used that permit correlation with other sequences that have

been directly dated. One of the most useful of these uses volcanic ash (tephra)

layers, chemically and mineralogically ‘finger-printed’ so that they can be

ascribed to volcanic eruptions that have been either identified in documentary

records, or dated using one of the methods described above. For example, Zillen

et al. (2002) use lake-sediment varves for this purpose. Improvements in the
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techniques for extracting and finger-printing tiny quantities of fine distal tephra,

remote from their point of origin, have allowed the development in northern

Europe of tephrochronologies linked to the history of volcanism in Iceland (Hall

and Pilcher, 2002). Similar chronologies are emerging for many parts of the

world and some tephra, for example the Mount Mazama ash that was produced

as Crater Lake, Oregon was created around 7000 years ago, provides a dated

marked horizon over many thousands of square kilometres.

Another technique relying on correlation with dated sequences elsewhere is that

of palaeomagnetism. The long-term chronological framework for environmental

change during the Quaternary was largely established by combining the record of

reversals of the geomagnetic pole with dates established radiometrically, using the

potassium/argon (40K/40Ar) method (Dalrymple and Lanphere, 1969). The Vostok

timeframe lies entirely within the latest Bruhnes Normal Polarity Chron, or Epoch,

that began some 780000 years ago. Thus, the contribution of palaeomagmetism to

establishing chronologies during the Vostok timeframe depends on detecting for

shorter-term, less complete changes in polarity (polarity ‘excursions’), as well as

characterising the continuous pattern of palaeomagnetic secular variation (PSV).

Both types of variation can be reconstructed from sequences of lavas and from

sediments. Although several proposed excursions remain controversial, those like

the Blake Excursion (108000–112 000 years BP), that are well dated and authenti-

cated, can provide a basis for wide-scale correlations. Secular variation sequences

that have been datedmay serve as ‘master curves’ for other undated sequences with

which they can be correlated. Since secular variation at any point on the Earth

reflects the changing behaviour of non-dipole (i.e., regionally differing) as well

as dipole components, each region needs its own set of ‘master curves’.

Reconstructions of PSV curves from varve-dated lake sediments in Scandinavia

have been able to provide a secure chronology for PSV variations in that region

(Saarinen, 1999; Snowball and Sandgren, 2002; Zillen, 2003; Figure 3.6).

The quality of sedimentary PSV records varies enormously and is highly

dependent on particle size, sediment structure, lack of severe bioturbation

(sediment mixing by bottom-living organisms), the concentration and grain

size of the magnetic minerals present and the extent to which post-deposition

conditions have favoured their survival. Changes in palaeointensity records

usually reflect variations in sedimentary properties as well as changes in the

past strength of the Earth’s magnetic field. Reconstructing true palaeointensity

requires near ideal and either constant conditions of sedimentation, or only

variations that can be fully accommodated by normalisation procedures

3.4.7 Dating recent sediments

Many human impacts on environmental systems have accelerated and become

more widespread over the last two centuries and especially the last 50 years. In

the case of climate, instrumental records are available for this period, but the
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situation is very different when we consider many other aspects of environ-

mental change. Lack of any monitoring or direct and consistent observations

over that period has placed a premium on developing ways of establishing dates

for quite recent events and trends recorded in archives such as lake and near-

shore marine sediments, and peats.

Where a continuous sequence of sufficiently accurate and precise radiocarbon

dates is available, the very fluctuations in atmospheric 14C that make isolated

dates meaningless for the last c. 300 years can be used to advantage to provide a

‘wiggle-matched’ chronology (Oldfield et al., 1995; 1997).

The history of radioactive fall-out from weapons testing and major nuclear

accidents has provided chronological markers for the period from the 1950s

onwards. The radioisotope most often used is one of the radioactive isotopes of

caesium (137Cs) from which, in sufficiently well-resolved and unperturbed

sediment sequences, the onset of measurable atmosphere concentrations in

1954, the peak fall-out in 1963 and, in some cases, a subsidiary peak in 1958,

can be identified. Americium (241Am) can also be used in the same way and,

though more difficult to measure, it has the advantage of being less chemically

mobile. Since their atmospheric concentrations changed on a global basis (with a

delay of a year between northern and southern hemispheres) the signatures of

both radioisotopes can be used globally. By contrast, fall-out from the Chernobyl

accident in 1986 provides a dating ‘spike’ only in the areas over which the cloud

of radioactivity emitted during the accident passed, and only at those sites where

deposition, usually through rain-out, took place.

In addition to artificial radionuclides, one natural decay series, that of 210Pb,

has proved invaluable for dating sediments spanning the last 100 to 150 years –

the period of major human impact on most ecosystems. Radium-226, the parent

radioisotope of 210Pb, occurs in the Earth’s crust and decays to form the gas

radon which diffuses from rocks into the atmosphere, where further decay via

short-lived isotopes leads to the production of 210Pb. Atmospheric 210Pb is then

deposited onto land and water surfaces whence it finds its way into accumulating

sediments. In order to make use of 210Pb as a dating tool, the atmospherically

derived (‘unsupported’, or ‘excess’) activity has to be separated from the activity

arising from the in-situ decay of 226Ra present in the sediments. Provided the

flux of unsupported 210Pb to the system has remained roughly constant through

time, its changing activity versus depth can be used to develop a chronology of

sedimentation using one or more of the dating models available (Oldfield and

Appleby, 1984; Appleby and Oldfield, 1992). The accuracy and precision of the

method varies with location, the nature of the sediment delivery system, the rate

of sedimentation and the degree to which the fluxes and pathways of 210Pb

incorporation in the sediments have been perturbed. Nevertheless, it has been

used with great success in many contexts, both lacustrine (Appleby et al., 1979;

1990; Figure 3.7) and marine, as well as in dating peat profiles under favourable

circumstances (Oldfield et al. 1995; Shotyk et al. 1996; 1998).
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Figure 3.7 Recent chronologies using short-lived and artificial radioisotopes. (a) Schematic model of the

incorporation of unsupported (excess) 210Pb into lake sediments. A refers to the eroded input of 210Pb supported

by its parent isotope 226Ra. B refers to direct deposition of unsupported 210Pb onto the lake surface. C refers to

unsupported 210Pb either washed directly into the lake (C1) or initially incorporated into surface soils (C2). D refers

to re-suspended and re-deposited surface sediment. The sketch, bottom left, shows a simplified graph of the

concentrations of supported (Cs) and unsupported 210 Pb with depth. The dating parameter is the declining

concentration of the latter. (Based on Oldfield and Appleby, 1984.) (b) The graphs in (b) show the depth

distribution of the radioisotope measurements from which the chronology and sediment-accumulation rate

shown in (c) are calculated. The graphs show, from left to right: total 210Pb and 226Ra concentrations; unsupported

(excess) 210Pb concentrations once the activity supported by 226Ra has been subtracted; 137Cs concentrations;
241Am concentrations. (c) Plots of age and dry mass sedimentation vs. depth for a core from Windermere in the

English Lake District. The upper graphs show the basis for the 210Pb chronology and the depths at which datable

features in the weapons-testing isotope record (137Cs and 241Am) occur. Chronologies of this kind are especially

important for recording recent human impacts on terrestrial and aquatic ecosystems where the impacts have not

been systematically recorded by direct observations or measurements (see Chapters 9 and 10).
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3.5 Temporal resolution

The notion of temporal resolution can be applied both to the time interval

covered by a single sample and to the minimum time interval resolved by a

given sampling interval. Both will depend on sampling strategy as well as on the

nature of the material to be sampled. High temporal resolution requires closely

spaced samples, each spanning a short time interval. In some types of deposi-

tional environment, temporal resolution is limited by slow sedimentation rates or

by the effects of mixing and/or chemical diffusion, both of which smooth out the

record and reduce the degree of temporal resolution that can be realistically

achieved. High temporal resolution is required in order to resolve many issues of

phasing and to establish rates of change where these are rapid relative to the rate

of accumulation of the archive studied. In most of the environmental archives

where seasonal, signatures provide an absolute chronology, annual, in some

cases seasonal, resolution is possible. At the other extreme, bioturbation and

slow sedimentation in some marine environments, or the combined effects of

slow ice accumulation, and gas diffusion and mixing, can limit temporal resolu-

tion, for some archives and proxies, to centuries or millennia.
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Chapter 4

The Palaeo-record: archives,
proxies and calibration

4.1 Instrumental and documentary archives of past
environmental change

4.1.1 Instrumental climate records

Instrumental data serve a variety of purposes in palaeo-environmental study:

1. They make it possible to quantify objectively how the climate has varied in recent

times and provide the most statistically robust data from which to establish the

short-term spatial and temporal coherence of those modes of variability (see 7.6)

recognisable in the climate system at the present-day.

2. They provide the basis on which diverse proxies (see below) can be calibrated to

measured climatic properties, using statistical expressions that either capture the links

between their current distributions and present-day climate, or express their responses

to climate variability over some recent time interval for which instrumental records are

available.

3. They form a link between the longer, proxy records available from environmental

archives and the period of present-day monitoring.

The longest series of instrumental observations of the weather is for the English

Midlands and goes back into the seventeenth century. In this instance, careful

evaluation of each instrumented site and measurement has made possible a

detailed record of climate change from AD 1659 onwards (Manley, 1974) (see

Figure 4.1). In most parts of the world, there are very few reliable instrumental

series that go back more than 100 years. For part of the span of time over which

reliable, instrumental records are available, one of the most powerful tools for

reconstructing past atmospheric conditions is what is termed reanalysis. In

reanalysis studies, daily observations have been assimilated into a comprehensive

global representation of the daily state of the atmosphere, including vertical

temperature and pressure gradients, clouds and precipitation. The longest reanalysis

series available is the NCEP/NCAR (National Center for Environmental

Prediction/National Center for Atmospheric Research) series from 1948

onwards. One of the key features of reanalysis is the use of consistent procedures

for harmonising data from a vast range of initially inhomogeneous observations.

50



In order to recreate the atmospheric properties provided by the reanalysis, these

data have to be assimilated into a global circulation model that generates an

output for each day that best matches the full range of data for that day.

Reanalysis provides a way of recreating many of the climatically significant

properties of the atmosphere on a daily basis for the whole of the period covered.

This in turn makes possible much greater insight into large-scale atmospheric

processes, patterns of variability and longer-term trends. It also provides a much

better basis for extrapolation from data-rich to data-poor regions. Reanalysis

studies have been of great importance in global climate model (GCM) inter-

comparison, as well as in the detection and ascription of climate change in the

recent past (Chapter 12).

4.1.2 Direct measurements of other environmental change
processes

Environmental change is about more than climate alone. If we now turn to other

components of the Earth system, quantitative knowledge based on measurements

and direct observations is much more diverse and less integrated. In most cases,

coordinated observations on a global scale and with some continuity through time

hardly existed before the start of satellite-remote sensing in the 1970s. For the

most part, effective coordination has only come through the various global

observation systems set up within the last two decades. Even individual case

studies of environmental processes on a small spatial scale have only rarely

stretched beyond a decade or two. Hydrological and tide-gauge records come

closest to achieving potential coherence and continuity beyond the last few

decades, but even in these cases, harmonising, cross-validating and integrating

multi-decadal data on a global or even national scale pose severe problems.

Two types of recent observational records deserve special mention, for both

served to alert the scientific community and the world at large to the potential
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dangers resulting from human activities – the monitoring of atmospheric CO2

concentrations and of stratospheric ozone. Direct measurements of atmospheric

CO2 concentrations began at the Mona Loa Observatory in Hawaii in 1958, since

when they have been of vital importance in linking up with Antarctic ice-core

measurements to document the post-industrial increase, tracing the continued

rising trend, and providing vital information on seasonal and inter-annual vari-

ability (see 8.2.1). Concerns about the effects of chlorofluorohydrocarbons

(CFCs) on stratospheric ozone (see 8.4) were unheard of before 1974, but during

the short period since then, demonstration of their effects has led to major

changes in technology.

Instrumental climate records and other direct measurements cover, at best,

less than 0.1% of the Vostok sequence. In order to lengthen the time perspective

further, we turn next to documentary records.

4.1.3 Documentary records

The primary goal of historical climatology is to extend ‘continuous monthly and

seasonal temperature and precipitation data back into the pre-industrial period

on the basis of documentary data’ (Pfister et al., 2002). These data may be

derived from both direct or indirect evidence of weather conditions.

Documentary evidence is often highly specific with regard to time and place

but its translation into more or less quantifiable descriptors of climate is a

specialized task. The procedure outlined by Pfister et al. (2002) involves the

construction of a range of standardised indices, calibration of these using a

period when the documentary sources overlap with the period of instrumental

measurement, and verification of the calibration by applying it to a separate

period of overlap not used in the calibration exercise. Provided the response

function that emerges from the above procedure is sufficiently precise and

constant over the whole period of reconstruction, the index values can be used

to reconstruct a record of, for example, temperature and precipitation variability.

(Pfister et al., 2002). Pauling et al. (2003) have recently tested the reliability of a

range of climate proxies against instrumental records from central Europe and

conclude that documentary evidence can provide the most reliable proxy record

available for changes in European winter temperatures. Documentary sources of

the kind used for climate reconstruction are available for many parts of the

world, although the timespan they cover varies from a couple of centuries in

the case of Australia, for example, to five millennia in the case of Egypt. Not

only land-based observations, but maritime logs and accounts of voyages can

also be used.

If they are sufficiently detailed and reliable, document-based climate recon-

structions can be interpreted in terms of synoptic patterns and even provide the

basis for attempting a partial palaeo-reanalysis (Wanner and Luterbacher, 2002;

Luterbacher et al., 2002).
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As well as providing the basis for the kinds of continuous reconstructions

noted above, documentary evidence has also been used to reconstruct the history

of El Niño (e.g., Ortlieb, 2000) and the advance and retreat of continental

glaciers (Figure 4.2a). Documents can also contain vital evidence of extreme

events such as cyclones (Figure 4.2b), hurricanes, floods (Figure 4.2c) and

droughts. The record of Nile floods, for example, is one of the longest hydro-

logical series in the world (Hassan, 1981). Proxy evidence often includes

accounts of the effects of extreme events on phenology, crop yields and social

organisation. Documentary evidence linking changing climatic conditions to

contemporary indicators of harvests, human welfare, demographic changes and

socio-cultural responses can deepen understanding of the nature of the inter-

action between environment and society during periods of stress.

Even the longest historical records from Egypt span little more than one

percent of the Vostok timeframe, and to extend the record further back into the

0

500

800

1300

1800

2000
1600 1700 1800 1900 2000 AD

R
et

re
at

 (
m

)

Maximum values

?

(a)

0

1.0

2.0

3.0

1778 1798 1818 1838 1858 1878 1898 1918 1938 1958 1978 1998

(5
-y

ea
r 

ru
nn

in
g 

m
ea

n)
N

um
be

r 
of

 s
to

rm
s

(b)

1300 1400 1500 1600 1700 1800 1900 2000

Year AD

0

5

10

15

20

25

31
-y

ea
r 

ru
nn

in
g 

fr
eq

ue
nc

y

(c)

?

Minimum values

Figure 4.2 Examples of the

use of documentary

evidence in climate

reconstruction. (a) The

advance and retreat of the

Lower Grindelwald Glacier

(AD1535–2000). (Modified

from Holzhauser and

Zumbuhl, 2002.) (b) Time

series of tropical cyclone

frequencies for South

Carolina (AD 1778–2000).

(Modified from Mock,

2002.) (c) River Pegnitz

flood intensities as

recorded in Nuremberg

(AD 1300–2000). Note that

the peak values during

parts of the sixteenth and

seventeenth centuries

greatly exceed any during

the period since AD 1700.

(Modified from Brazdil

et al., 2002.)

4.1 Instrumental and documentary archives 53



past we must now consider the great range and variety of environmental

archives, as well as the proxies they contain.

4.2 Environmental archives and proxies

4.2.1 Calibration

In order to make use of virtually all the proxies discussed below some form of

calibration is needed. This usually takes one of three forms:

1. Direct comparison, over the same time interval, of a time series of the proxy with a

time series for the measured process or property which it is designed to reconstruct.

This requires that an adequate period of overlap exists between the timespan covered

by the proxy and the period of direct measurement. Figure 4.3 shows two examples of

this type of calibration, relating to tree rings and corals, respectively.

2. A proxy time series may lack effective overlap in time with the property or process it

serves to represent, often because the period of direct measurement is too short. In such

cases, calibration is usually based on the assumption that variability in space at the

present day can be used to represent variability in time. Thus, a range of measurements

over an area spanning the kind of variability encountered in the palaeo-record can be
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Figure 4.3 Examples of

the calibration of proxy

climate records by means

of overlapping time series.

(a) Tree rings: mean

summer temperature

(June–August) for the

period 1869–1997 used to

calibrate the tree-ring data

from northern Sweden. In

the graph shown, actual

temperature variability

is used and decadal-to-

century scale variability

is represented; RSC =

regional curve

standardisation. (Adapted

from Grudd et al., 2002.)

(b) Corals: time series of

element ratios and �18O

versus SSTs for a site in

Japan (Mitsuguchi et al.,

1996). (Adapted from

Bradley, 1999.)
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linked to values for the proxy derived from the same spread of localities. There are

several alternative approaches to this type of calibration, depending on the nature of

the proxy being used, but each allows some kind of empirical-statistical model to be

developed to capture the relationship between the proxy and the direct measurements.

Once validated, such relationships are often termed transfer functions (Birks, 2003).

Figure 4.4 shows examples of the type of relationship between present-day distributions,

or measurements, and climate, which can be used to develop transfer functions.

3. In neither of the above two approaches to calibration is it necessary to understand fully

the processes that are responsible for the empirical relationships upon which the

calibration depends, though some sense of the likely mechanisms involved can reinforce

confidence. In other cases, calibration may lean more heavily on an understanding

of the processes linking the proxy to the property it represents. For example, this is

often the case when measurements of stable isotopes (�18O, �13C and �D – see 4.2.2) are

used to reconstruct variations in past climate from archives where the variations in

stable-isotope ratios depend on several biotic and abiotic processes.

One of the key assumptions in all the above approaches to calibration is that the

relationships established through the calibration process hold good over the

10

50

500

5

500 1000 1500 2000

S
us

c 
10

–8
 m

3  
kg

–1

Rain (mm pa)

(a) (b)

(c)

A
nn

ua
l P

re
ci

pi
ta

tio
n 

(m
m

)

1 1.5 2 2.5 3
(% Prairie forbs)

900

800

700

600

500

400

300

(d)

–15 –20 –25 –30 –35  –40
Tobs (°C)

δ 18
 O

ob
s 

(‰
)

•
••

• •• •
•
••• •

••
••••••••••

•••
•
••

• ••••

•
••

r = 0.98

–40

–30

–20

–25

–35

–6 –5 –4 –3 –2 –1 0 1 2 3 4 5 6
 Modern annual mean temperature (°C)

P
re

di
ct

ed
 a

nn
ua

l m
ea

n 
te

m
pe

ra
tu

re
 (

°C
)

6

5

4

3

2

1

0

–1

–2

–3

–4

–5

–6

Figure 4.4 Examples of

the calibration of proxy

climate records by

means of transfer

functions derived from

present-day distribution.

(a) Pollen vs.

temperature. Scatter plot

showing the reliability of

the pollen calibration to

annual mean

temperature for modern

climatic conditions in

northern Finland. (From

Heikkila and Seppa,

2003.) This calibration

function is used in the

reconstruction of

Holocene temperature

variability in Figure 7.1b.

(b) Stable isotopes vs.

temperature. The �18O

variations versus

temperature over the

Greenland ice sheet as

recorded by Dansgaard

(1964). (Adapted from

Jouzel et al., (2000).)

(c) Pollen vs.

precipitation. Annual

precipitation vs. the

relative percentage of

pollen of prairie forbs in

modern pollen spectra

from the northern

midwest of North

America (Bartlein et al.,

1984). (From Bradley,

1999.) (d) Pedogenic (soil-

formed) magnetic

susceptibility vs.

precipitation. The values

come from scattered sites

in the northern

hemisphere and show a

strong positive

relationship up to

c. 1500 mm per year.

(Modified from Maher

and Thompson, 1999.)
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whole range of variability represented in the proxy record. In the first approach,

the range of variability encountered during the relatively short calibration period

will often be significantly less than that in the whole proxy record. Some degree

of extrapolation of the calibration function will therefore be required. In the

second approach, past periods may have no analogues in the present day, in

which case the increased uncertainty in calibration can compromise attempts at

quantitative reconstruction. Figure 4.5 illustrates the problems that can arise

when values for a proxy lie outside the calibration space.

Ideally, reconstructions should be based on absolute values for each process or

property, with realistic error estimates ascribed to each value. This is not always

achieved. There is a spectrum of quantification ranging from the ideal to semi-

quantitative, even entirely qualitative descriptions in which only non-numeric,

relative statements (warmer/cooler; wetter/drier) can be applied. Moreover

most, if not all, proxies are subject to uncertainties and biases that may be only

partially captured in error analysis. For these reasons, it is always important to

use as many independent sources of information as possible (see 4.6). A wider

bandwidth spanning well-constrained possible values is always preferable to

narrowly defined, but spurious precision.

The text that follows is organised, in so far as possible, by reconstructed

environmental property (air temperature, precipitation, etc.), rather than by

type of archive or proxy. This approach links the proxy records more directly to

the themes outlined in Section 1.3. An exhaustive account of the full range of
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Figure 4.5 An example of

the ‘no-analogue

problem’. Reconstructed

Holocene July

temperatures for a small

lake near Åbisko,

northern Sweden, using

transfer functions based

on chironomids (upper

graph) and diatoms

(lower graph). Closed

circles with error bars

reflect values calculated

from assemblages with

good modern

analogues. Open circles

show values estimated

from assemblages

without modern

analogues. Back to 6000

BP, the two

reconstructed

temperature series agree

to well within the

associated errors. For

most of the earlier

period, the diatom

assemblages have no

modern analogues and

the agreement between

the two series is much

less good. (Modified

from Bigler et al., 2002.)
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proxies used in Palaeoclimate reconstruction alone is well beyond the scope

of this chapter. For this, readers are referred to Bradley (1999) and Lowe and

Walker (1997). With regard to Palaeoclimate, the present account is necessa-

rily rather brief and selective, but it includes, in addition, sections on the

reconstruction of other environmental processes and properties reflecting

hydrological and ecosystem changes in response both to climate and human

activities.

4.2.2 Stable isotopes – a special case

The stable isotopes of oxygen, hydrogen and carbon in particular are used in a

wide range of archives to provide insights into a remarkable variety of environ-

mental processes. This reflects the fact that many processes, both biotic and

abiotic, lead to fractionation whereby one stable isotope is sequestered, precipi-

tated, metabolised or released preferentially. For example, in the atmosphere, on

a global scale, the ratios between the stable isotopes of oxygen (18O/16O) and

also those of hydrogen (2H/1H) reflect, to a first approximation, air temperature.

There is therefore often a quantifiable link between air temperature and the

stable-isotope ratios present in the water droplets that form and fall as precipita-

tion, with lower/lighter ratios characteristic of cooler temperatures, and vice

versa. On a smaller spatial scale, other factors influence the ratios, including the

amount of prior precipitation, air mass source and seasonality. Incorporation

of stable-isotope signatures into sedimentary archives involves additional frac-

tionation processes and these have to be taken into account before climatic

variables can be inferred from the stratigraphic record.

Variations in the carbon stable-isotope ratio (13C/12C) may also be indirectly

linked to changing climate, though they are more often a function of a more

complex set of processes. One of the ways in which 13C/12C ratios have been

used is as an indicator of the source of carbonates and organic matter in sediments.

They can also be used to identify the relative contribution of different types of

source (marine versus terrestrial for example) to the carbon in atmospheric CO2,

both past and present. Variations in stable-isotope ratios are usually expressed as

deviations (delta values) from an international standard, thus: �18O, �D (deuterium,

or 2H) and �13C. Some sense of the versatility of stable-isotope measurements as

palaeo-environmental indicators emerges from the sections below and from reviews

such as those of Bradley (1999), Jouzel et al. (2000), Cole (2003), Maslin et al.

(2003), Leng (2003), Leng and Marshall (2004) and McDermott, F. (2004).

4.2.3 Proxy-based Palaeoclimate reconstructions: air
temperature

Air temperature is the single most frequently reconstructed climatic variable,

and public interest in ‘global warming’ gives it special significance beyond the

4.2 Environmental archives and proxies 57



scientific community. Attempts have been made to reconstruct air-temperature

variations from many different archives. Stable-isotope measurements in high-

latitude ice-cores are often used as a basis for inferring the temperature of the air

masses through which the precipitation incorporated in the ice-core record has

fallen (see Figure 4.4b). Since stable-isotope ratios in both oxygen (�18O) and

hydrogen (�D) can be measured, a degree of mutual constraint is introduced, as

well as additional insight into moisture source. The temperature reconstructions

for ice cores from both Greenland and Antarctic cores are based on extensive

calibration exercises (Jouzel et al., 1997), despite which they have been chal-

lenged by recent studies. In the case of central Greenland, reconstructions from

borehole temperatures recording the temperature of the ice itself as it changes

down the hole, can, once calibrated (see summary in Alley, 2000), provide a

smoothed record of past air temperatures. They show that the isotopically

inferred difference in air temperature between the present day and the last glacial

maximum in central Greenland is probably an underestimate by some 10 to 15 8C

(Johnsen et al., 2001). Borehole temperatures in rock and permafrost have also

been used to reconstruct rather smoothed records of air temperature change

spanning the last few centuries from a number of continental sites (see, e.g.,

Huang et al., 2000). Relative temperature series have been derived from high-

latitude ice caps away from Greenland and Antarctica by calculating the percen-

tage of each ice-core segment recording summer melting and percolation of

meltwater into the firn (Fisher and Koerner, 2003 and Figure 7.1).

Under favourable circumstances, the remains of fossil wood representing the

former position of alpine tree-lines have been used to reconstruct past changes in

temperature. Although the concept is rather simple, in practice it is complicated

by a series of problems; for example, the degree to which present-day tree lines

have been modified by human activities, the possibility that the highest fossil

wood does not represent the highest trees for a given period, and the likely delay

between climate change and tree migration.

Tree rings have become, for many parts of the world, the main source of

information on climate change, partly because of the skill with which they can

be used to reconstruct aspects of past climate and partly because they mostly

provide absolute dates with annual resolution. By overlapping distinctive tree-ring

sequences from living trees with those from fossil wood or archaeological sites, a

few continuous palaeo-temperature reconstructions using tree rings have been

developed spanning over 7000 years (e.g., Grudd et al., 2002). Reconstructing

long sequences poses additional calibration problems and requires special statis-

tical treatment in order to retrieve a reliable record of both the high-frequency and

lower-frequency variability (Briffa, 2000). The need to adjust tree-ring series for

growth functions seriously complicates reconstruction of the lowest-frequency

(e.g., millennial scale) variability. A further complication arises for some high-

latitude series when the most recent trends are compared with temperature mea-

surements (Briffa et al., 1998; 1999). Since, where necessary, periods of overlap
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during the earlier part of the twentieth century can be used for calibration, this

need not impair dendroclimatological reconstructions.

Some of the earliest work on dendroclimatology was carried out in the south-

west of the United States where the main influence on tree growth is water stress.

Under these conditions, tree rings can be used to reconstruct hydrological

variability (see, e.g., Grissino-Mayer, 1996; Hughes and Funkhauser, 1998;

Grissino-Mayer et al., 2000; Stahle et al. 2000 and Section 7.8; Figure 7.10a)

Three types of evidence have been used for reconstructing Palaeoclimate from

tree rings: ring width, late-wood density and stable-isotope composition. Indices

derived from both ring width and late-wood density (Briffa et al., 2002a; 2002b) in

several high-latitude evergreen tree species have been used successfully to recon-

struct palaeotemperature variations as part of an integrated northern hemisphere,

circum-polar study. Tree-ring-temperature links have also been established for

other types of tree, including several species growing in South America and

Tasmania. Calibration is achieved by comparing tree ring indices to climate data

from nearby meteorological stations for the same time interval (Figure 4.3a).

Since the growth rings reflect metabolic activity during the growing season,

most reconstructions relate to this period of the year. Jones et al. (2003) point

out that during the period of instrumental records, winter temperatures have

warmed more than summer temperatures in some regions. One implication of

this is that using summer-related proxies such as tree-ring records as indicators of

mean temperature over the whole year may rest on somewhat flawed calibration. It

also follows from their analysis that warm-season temperatures rather than mean-

annual temperatures may be a more realistic basis for testing model performance

against some proxy-based palaeo-data. Variations in the stable isotopes of carbon,

�13C (McCarroll and Pawelleck, 2001; McCarroll and Loader, 2004) and hydro-

gen, �D (Lipp et al., 1995) have both been used for palaeo-temperature recon-

struction from tree rings, although their use has, so far, been more restricted and, in

some cases, problematic.

An increasing number of studies derive air-temperature changes from the

stable-isotope signatures contained in the calcite precipitated by cave water in

the form of speleothems. In all cases, though, there is a need to understand and

make quantitative adjustment for all the processes that intervene to modify a

climate signature as water passes from the lower atmosphere, through soil and

bedrock, to the point of calcite precipitation. These processes call for careful

study site by site before the sequence of changes that is derived from speleothem

analysis can be transformed into climate parameters (Lauritzen and Lundberg,

1999; McDermott, 2004).

Stable-isotope measurements of lake carbonates, both biogenic (e.g., mollusc

shells and the tests of ostracods) and chemically precipitated, have also been

used to infer air temperatures (Leng, 2003; Von Grafenstein et al., 1999; 2000;

Leng and Marshall, 2004). Using stable-isotope signatures in lake sediments for

air-temperature reconstruction calls for calibration that takes into account not
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only atmospheric processes, but fractionation effects within the water column

and, where appropriate, within the organisms whose remains are used – so-called

vital effects. Recent studies have sought to base temperature reconstructions on

stable-isotope ratios in organic carbon (Anderson et al., 2001) and biogenic

silica (Shemesh et al., 2001). Other biological signatures in lake sediments – for

example, the fossil remains of chironomids and diatoms – have been calibrated

to air temperature with considerable success. Non-biological sediment proper-

ties, such as varve thickness, have also been used as climate proxies after time-

series calibration (Overpeck, 1996; Francus et al., 2002).

Lake sediments and peats also yield remains of the fossil Coleoptera (beetles)

that have provided excellent records of past temperature variations. Atkinson

et al. (1987) have reconstructed the mean temperatures of the warmest and

coldest months for a variety of sites and time intervals in the British Isles

using a ‘Mutual Climatic Range’ method.

The concentrations of noble gases relative to each other in groundwater

provide information on the temperature at the water table where the gases

were dissolved at the time of formation of groundwater. Studies of noble-gas

ratios in groundwater dating from the last glacial maximum (LGM) have yielded

some of the strongest indications of lowered tropical, continental temperatures at

that time (Stute et al., 1995; Stute and Talma, 1998).

Some of the methods for temperature reconstruction depend on proxies that

can be encountered in more than one kind of archive. Pollen and spores are

preserved in a wide variety of environments: peat, sediments both lacustrine and

marine, buried soils and even loess and continental glaciers, albeit rather spar-

sely. Although changing pollen spectra relate primarily to changes in the species

composition of the surrounding vegetation, which can reflect many more influ-

ences than climate, techniques have been developed for inferring climate from

pollen records (see, e.g., Anderson et al., 1991; Guiot et al., 1989), even in

regions that have been heavily impacted by human activity, as is the case in most

of Europe. These methods work best when applied to periods during which the

assemblage of pollen types recorded finds an analogue somewhere within the

range of sites where contemporary pollen deposition has been sampled for

calibration. Many pollen sequences, however, include periods with pollen

assemblages that have no present-day analogues. In these cases, climate recon-

structions, even where possible, are subject to greater uncertainties.

4.2.4 Proxy-based Palaeoclimate reconstructions:
precipitation, surface moisture and precipitation
minus evaporation (P�E)

Although palaeoclimatologists have often devoted most attention to temper-

ature, in many of the most populated parts of the world, changes in water

availability are much more important than temperature variability alone.
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Changes in temperature and precipitation are often linked to changes in modes of

variability that strongly influence both (see 7.5). The ideal is to create recon-

structions that encompass temperature and either precipitation or the balance

between precipitation and evaporation.

Several of the archives and proxies already referred to above, notably tree

rings, speleothems and pollen records, provide reconstructions of past precipita-

tion, surface moisture status, or P�E, but only in the case of ice cores that do not

contain melt layers is there a direct measure of past precipitation. In this case, the

changing accumulation rate expressed as water equivalent, reflects changes in

precipitation at the site. Some of the most dramatic and widespread past changes

in climate have been recorded as sudden, major changes in ice accumulation in

central Greenland (Alley, 2000; Figures 6.3 and 6.4).

Less direct lines of evidence for variations in precipitation or P�E, include

the following:

1. Water balance calculations. The level of water in closed-lake basins (those without an

outflow) reflects total water volume, which, in turn, reflects the balance between input in

the form of precipitation and inflowing run-off from the drainage basin, and loss through

percolation and evaporation (Figure 7.2a). Changing water levels can be reconstructed

from exposed strandlines and terraces and by careful stratigraphic study of sediments

contained within the lake basin (e.g., Harrison and Digerfeldt, 1993). Although many

factors influence all these terms, fluctuations in water level are clearly at least a

qualitative expression of P�E. In some cases, reconstructions of P�E from high lake

levels have been sufficiently quantitative to allow their use as tests of model simulations

seeking to replicate past conditions (Kohfield and Harrison, 2000, and Section 7.4).

2. Even in the absence of physiographic and stratigraphic records of high and low stands,

lake-level variation can be reconstructed from sedimentological (e.g.,Verschuren

et al., 2000; Figure 7.10b), as well as various combinations of biological and

geochemical evidence (e.g., Gasse, et al., 1987; Hodell et al., 1995). Whereas the

stable-isotope ratios of oxygen and hydrogen (�18O and �D) are strongly linked to air

temperature in many temperate and higher latitude locations, in the tropics and in

most semi-arid and desert areas, they are more closely linked to changes in the

sources and available volume of moisture. It follows that their varying proportions,

as well as changes in �13C, can sometimes be used to reconstruct past changes in

moisture sources and hydrological balance. This applies especially to speleothems

(e.g., Bar-Matthews et al., 1997; Frumkin et al., 1999) and lake sediments (Talbot,

1990; Leng, 2003). In both types of archive, stable-isotope measurements are often

combined with other geochemical studies. The signatures that are used to infer

changes in P�E are usually ones indicative of the concentration or dilution of lake

waters, or the source waters of the speleothem. Higher values of the heavier isotope

generally reflect sources or archives that have undergone evaporative enrichment and/

or periods of lower rainfall. Fleitmann et al. (2002) used this approach to reconstruct

variations in the strength of the monsoon system in Oman.
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3. One ecosystem sensitive to changes in P � E is the type of peatland referred to as

ombrotrophic. Many such peatlands have developed in damp, cool-temperate climates

where there is an excess of precipitation. As a result of this, partially decomposed plant

remains accumulate to the point where the growing vegetation is excluded from inflowing

surface and groundwater and becomes entirely dependent on direct precipitation. In view

of their sensitivity to changes in the degree of water-logging at the peat surface, the

remains of the vegetation and associated micro-fauna preserved in the peat can provide a

record of past surface wetness. The most successful studies have been based on the

changing plant macrofossil content of the peat, or on the remains of testate amoebae,

although several other approaches, including stable-isotope ratios and the degree of peat

humification (decomposition), have also been used (Barber and Charman, 2003).

4. Just as reconstructions of past vegetation from pollen analysis can be used to

reconstruct past temperature, in regions where the changing patterns of vegetation

have been more responsive to changes in moisture regimes, they pollen analytical

evidence can also be used to reconstruct past changes in precipitation (see Figure 4.4c).

In some cases, parameters related to both temperature and precipitation, or P-E, have

been reconstructed at the same time (e.g., Bartlein et al., 1984; Watts et al., 1996).

5. The buried soils (palaeosols) contained within loess sequences have also been used as

a basis for reconstructing past changes in moisture regime. One of the most successful

methods derives from an empirical relationship between soil magnetic susceptibility

and rainfall. This has permitted reconstructions of the varying strength of the east

Asian summer-monsoon system (Maher and Thompson, 1999 (see Figure 4.4d).

Broadly similar results have also been obtained using changes in the relative

proportions of extractable iron in palaeosols (Guo et al., 2000). The accumulations

of windblown loess that are separated by the palaeosol horizons provide

complementary evidence on winter-monsoon variability in the form of changing

particle size assemblages. These reflect varying wind strength as it affects both deflation

in the source areas, and transport efficiency to the point of deposition (Xiao et al., 1995).

4.2.5 The atmospheric concentration of greenhouse gases

Records of past atmospheric greenhouse-gas concentrations are held in air

bubbles trapped within ice cores (Raynaud et al., 2003). At any given time, in

the uppermost layers of accumulating snow, the air is able to exchange with the

atmosphere, but, as more layers accumulate, exchange with the atmosphere

becomes progressively more limited until eventually the bubbles are occluded

and all further exchange ceases. The mixing processes (first by convection, then

by molecular diffusion) that occur during this time have the effect of smoothing

the record and introducing a difference between the age of the ice and that of the

gas in the bubbles it contains. The length of the delay between deposition and

occlusion is controlled by the temperature and rate of accumulation of the ice

and, for any given combination, it can be calculated with reasonable accuracy.

Lack of precise knowledge about past temperatures and accumulation rates,
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however, means that calculations are subject to a degree of uncertainty. The time

lag for ice formed in central Greenland is estimated to be just a few centuries, but

at Vostok, where temperatures are lower and accumulation rates much slower,

the delay is around 3000 years (Barnola et al., 1991). The ability to make an

accurate estimate of the delay becomes critical when any attempt is made to

establish the sequence of events during the major changes recorded in ice-core

records (see, e.g., Figure 6.5). The signatures of rapid changes in gas concentra-

tions are also attenuated in the air-bubble record. For example, Spahni et al.

(2003) calculate that in the Dome C core from Antarctica, the amplitude of the

methane variations associated with rapid changes in climate around 8200 years

ago (see 7.3) is attenuated by between 34 and 59%.

Of the main greenhouse gases present in the atmosphere CO2, CH4 (methane)

and, more recently, N2O (nitrous oxide) (Flückinger et al., 1999; 2001; 2004;

Sowers, 2001; Figure 7.13) have been measured in ice cores. As indicated in

Chapter 3, reliable records of past CO2 concentrations in environmental archives

are almost entirely restricted to ice cores from Antarctica. Methane and N2O

have been reliably measured in both Antarctica and Greenland.

A final point to note in this section is that water vapour, the main greenhouse

gas, does not leave a record of past variations in its atmospheric concentration.

This has been a source of uncertainty in all attempts fully to model forcings and

feedbacks in the past climate system. It is also one of the weapons used by

global-change sceptics to cast doubt both on the interpretation of past climate

changes and the development of future climate scenarios.

4.2.6 Other aspects of atmospheric chemistry

Many chemical species have been successfully measured in ice cores (Mayewski

et al., 1997) and in some cases it has been possible to apportion them to soluble or

insoluble phases (e.g., Laj et al., 1997). Chemical analysis can also be used in

conjunction with continuous, high-resolution logging techniques (Wolff et al.,

1997) such as the electrical conductivity method (ECM) and dielectric profiling

(DEP). The former responds only to varying acidity, the latter to acid, ammonium

and chloride. Application of this array of techniques to the ice-core records from

central Greenland has shed light on changing atmospheric-circulation patterns,

aerosol composition and the history of volcanicity (see 4.3 and Figure 4.7b),

biomass burning and dimethyl sulphide (DMS) emissions from marine biota.

4.2.7 Atmospheric dust

Three main types of archive have been used to reconstruct past atmospheric dust

concentrations and rates of dust deposition. Ice cores from polar, temperate

and tropical environments (Thompson, 1995; Thompson et al., 2002) include
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dust particles, the concentrations of which may either be logged directly (Bray

et al., 2001) or estimated from calcium concentrations (Mayewski et al., 1997;

Rothlisberger et al., 2002; Figure 6.6). The terrigenous component in deep-sea

sediments formed in areas remote from riverine input is largely the result of

atmospheric deposition. Provided this component of the bulk sediment can be

separately quantified and the rate of sediment accumulation calculated, the

dust flux to sites in the deep ocean can be determined. On land, in situ loess

deposits, are, by definition, aeolian in origin. Once again, given adequate

chronological control, rates of deposition can be calculated. By putting together

measurements from these diverse archives, reconstructions of changing atmo-

spheric-dust concentrations have now been produced (Harrison et al., 2001;

Claquin et al., 2002).

4.3 Sources of evidence for patterns of external climate
forcing

4.3.1 Astronomically controlled changes in solar irradiance

These changes are independent of any variations in solar output; they depend on

changes in the Earth’s orbit. Although the potential palaeoclimatic significance

of these variations was first recognised in the nineteenth century, they are most

often associated with the work of Milankovitch (1941) who elaborated the idea

that they were of major importance in controlling the alternation between

glacial and interglacial conditions. Unlike virtually all the forcing and feedback

mechanisms considered in this chapter, reconstructing past changes in the

orbital parameters does not depend on proxy records. The changes can be

independently calculated, as can their effects on incoming radiation outside

the atmosphere at any given latitude and for any season. The three orbital

parameters (Figure 4.6a) have different periodicities. Precession cycles vary

from 19 000 to 23 000 years, with a mean period of 21 700 years; obliquity,

41 000 years; and eccentricity, 100 000 years. Each has a characteristic signa-

ture at any given latitude, so their combined effect also varies with latitude. The

fact that these changes can be reconstructed from theoretical considerations,

together with the unambiguous way in which they can be recognised in many

long-term records of climate change, gives them great significance both

in considerations of climate forcing and in the development of chronologies

(see 3.4.1 and 5.2.1).

4.3.2 Sub-Milankovitch-scale solar variability

Direct observations of total solar irradiance (TSI) at the top of the Earth’s atmo-

sphere have only been possible since the development of suitable satellites. They
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date from the late 1970s and thus span only two full 11-year (Schwabe) sunspot

cycles (see Figure 4.6b). The record has been extended back to the time of the

invention of the telescope in the early seventeenth century by analysis of sunspot

observations (see Figure 4.6c). Extending the record further back in time involves

using proxies for TSI in the form of cosmogenic radionuclides. Those most

commonly used are 10Be and 14C. Variability in the latter is seen as a divergence

from the normal radioactivity decay function through time (see Figures 4.6d and

4.6e, and Section 3.4.4). Although both proxies for past changes in TSI match direct

observations over the last four centuries, the long-term relationship is complicated

by the likelihood that changes in the shielding effect of the Earth’s magnetic field

and, in the case of 14C, in ocean ventilation, may also have contributed to the

measured variability. Both these qualify the notion that changes in cosmogenic

radionuclides reflect solely changes in TSI. Until recently, it was thought that

changes in the strength of the Earth’s magnetic field had affected the flux of

cosmogenic radionuclides only on timescales of several thousand years, and that

once the deposition records of 10Be or 14C were de-trended for long-term effects,

they could be used as proxies for TSI. Following the work of Wagner et al. (2000b),

Snowball and Sandgren (2002), St-Onge et al. (2003) and Zillen (2003) it now

appears quite possible that changes in the Earth’s magnetic field have modulated

cosmogenic nuclide production on much shorter timescales, of the order of cen-

turies. This does not discount the contention that 10Be and 14C may serve as proxies

for changes in the receipt of solar radiation in the lower atmosphere.

The possible effects of changing ocean ventilation on 14C are different, for

they would not affect receipts, but rather the balance between the radionuclide

concentrations in the atmosphere and the oceans, independent of any changes in

radiative flux. This becomes an important issue when evaluating arguments for a

strong and persistent influence of changes in incoming solar radiation on surface

climate (see 7.11.1).

4.3.3 Volcanism

Volcanic eruptions that result in the release of aerosols into the stratosphere,

where they are widely mixed over the whole Earth, have major short-term effects

on climate, mainly because of the resulting reduction in incoming solar radia-

tion. The processes involved in the volcanism–climate linkage have been

observed directly for the most recent major eruptions such as those of El

Chichon in 1982 and Pinatubo in 1991. Many earlier explosive events are well

documented in written records and oral history. For even earlier periods, direct

evidence for past events can be reconstructed from acid layers in ice cores as

well as from volcanic ash (tephra) layers in ice, sediments and peats. Indirect

evidence comes from the effects of eruptions on tree growth. Putting together all

the evidence for the history of volcanism and its impacts on climate involves

tying many lines of evidence into a precise and detailed common chronology
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Figure 4.6 Solar variability: reconstructions of changes in solar radiation received by the Earth on a wide range of

timescales. (a) Long-term variations in solar radiation resulting from the Earth’s orbital changes. The three curves

show changing solar radiation for July at three different latitudes. The changes result from the combined effects of

three types of orbital changes: eccentricity (with a 100 000 year periodicity); obliquity (with a 41 000 year periodicity)

and precession (with a periodicity mainly at 23 000 years). Note that the 41 000-year obliquity cycle dominates

variability in solar receipts at high latitudes, but the 23 000 precession cycle has a stronger influence at low latitudes.

The vertical lines mark the times at which the combined variability, paced by the 100 000 year eccentricity cycle lead

to the onset of interglacial conditions during MIS 7, 5 and 1 (the Holocene) The importance of orbitally driven

variability is introduced in Section 3.4.1 and considered further especially in Sections 5.2.1 and 6.4. (Modified from

Bradley, 1999.) (b) Satellite-based records of changing solar irradiance at the top of the atmosphere over the last two

11-year (Schwabe) cycles, using daily data. (Adapted from Foukal, 2003.) (c) Variations in total irradiance from the

early seventeenth to the late twentieth century. The thick line is derived by adding a long-term component

determined by Lean et al. (1995) to the observations of sunspots since the development of the telescope (thin line).

Note the periods of minimum values from AD 1645 to 1715 (the Maunder minimum) and during the early nineteenth

century (the Dalton minimum). The timespan covered by (b) is shaded. (Adapted from Bradley, 1999.) (d) For the

period from the early seventeenth century onwards, reconstructed changes in total solar irradiance are compared

with variations in two likely proxies of solar variability, 14C and 10Be. The coherence between all three traces supports

a longer-term reconstruction of past variability back to c. AD 900 on the basis of the 14C and 10Be changes shown. The

timespan covered by (c) is shaded. (Adapted from Bradley et al., 2003.) (e) Variations in 14C activity (values inverted)

over the last 12 000 years based on tree-ring measurements de-trended for radioactive decay and low-frequency

changes in the Earth’s magnetic field. Note that although Figure 4.6d encourages the view that residual �14C may

reflect changes in solar radiation, it is also affected by ocean ventilation, which may be at least partly responsible for

some of the major changes, especially in the early part of the record (see 3.4.1).The time interval spanned by (d) is

shaded. (Based on Stuiver et al., 1998.)

66 The Palaeo-record: archives and proxies



(Zielinski, 2000). Figure 4.7 shows reconstructions of explosive volcanicity over

the last 500 and 9000 years.

4.4 Reconstructing past changes in the world’s oceans

4.4.1 Past changes in global mean sea-level

On the timescales under consideration here, the main control of global mean sea-

level has been changing ice volume. As ice forms it sequesters a higher propor-

tion of the lighter isotope, which therefore becomes depleted in the seawater.

The �18O values in marine organisms are thus increased during glacial intervals

and depleted during interglacials. Changes in ice volume, hence global mean

sea-level can therefore be inferred, to a first approximation, from changes in

�18O in benthic foraminifera (Bard et al., 1989). Similarly, changes in �18O in

the bubbles contained in ice cores (�18Oatm) are also related to changing global

ice volume, hence sea-level. In both cases, the links between changing �18O and

sea-level are complex, with many additional variables affecting the stable-

isotope signatures (see 5.2.3 and Bradley, 1999, p 215; Ruddiman, 2003a). An

alternative approach has been to infer global sea-level from dated coral terraces,

once their heights have been adjusted for tectonic uplift (Chappell and

Shackleton, 1986; Bard et al., 1996). Labeyrie et al. (2003) present a synthesis

of the various lines of evidence for changing sea-level over the last 450 000 years
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(Figure 5.1). More recently, Siddall et al., (2003) have reconstructed global

sea-level changes over the last glacial cycle using stratigraphic evidence from

the Red Sea (Figure 12.6a). This record is detailed, continuous and, unlike most

others, overlaps with reconstructions of mean sea-level made for the last

200–1000 years. In view of this, it is considered in 12.3.2 in relation to pre-

sent-day sea-level trends.

4.4.2 Sea-surface temperature (SST) and salinity (SSS)

One of the main methods for reconstructing past climate change involves

inferring past changes in SSTs from evidence contained in marine sediment

cores and corals. The methods include the following:

1. Estimates derived from assemblages of the remains of marine organisms, most often

foraminifera, the temperature ranges of which have been determined by calibration to

modern species distributions (e.g., Imbrie and Kipp, 1971, and Figure 4.8). This

approach assumes that the modern assemblages used in calibration represent the full
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Figure 4.7 Past volcanic

activity reconstructed

from observations and

documentary evidence

from AD 1500 onwards

(a) and from SO4

measurements for the

last 9000 years (b). The

shaded area shows the

timespan common to

both graphs. (a) The

dust veil index (DVI)

arising from volcanic

eruptions is calculated

using the location of

the eruption, the

estimated volume of

dust produced and

assumptions about

distribution and

residence times in the

atmosphere. (Adapted

from Bradley, 1999.) (b)

The SO4 peaks in the

record from the GISP 2

ice core in central

Greenland serve as a

proxy for past volcanic

activity during the

Holocene (Zielinski et

al., 1994). (Adapted

from Bradley et al.,

2003.)
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range of past variability under study, that the species used have not undergone

evolutionary changes that could have affected their temperature requirements and that

the assemblages used in the calibration are in equilibrium with present-day conditions

despite the likelihood that, because of the slow rates of accumulation in most marine

sediments, they span a longer time interval than any available measurements of SST.

2. Alkenone palaeothermometry uses an index (Uk
37) derived from the response of

certain coccolithophore species (mainly Emilyania huxleyi) to changes in water

temperature. It is based on the relative proportions of different long-chain alkenones

each of which contains a different number of carbon atoms. The index derived from the

Figure 4.8 The present-

day distribution of

selected temperature-

sensitive species of

planktic foraminifera in

relation to SST (Boersma,

1978); an example of the

basis for reconstructing

SSTs from foraminiferal

assemblages in marine

cores. (Modified from

Bradley, 1999.)
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ratios can be directly calibrated to water temperature and the relationship is insensitive

to changes in salinity or isotopic composition; nor does it degrade significantly over

time (Müller et al., 1998). It is therefore an extremely valuable and independent

measure of past SSTs. Differences arise between alkenone-based reconstructions and

those based on other methods as a result of differences in preferred water depths and in

the seasonality of growth represented by the different organisms.

3. Stable-isotope ratios. The relationship between �18O and temperature in the sea is even

more complex than in the atmosphere. The primary control, on the timescale of the

Vostok record, is changes in ice volume (see 4.4.1). Because this signal is global,

comparison between records from different sites can make it possible to extract other

signals from changes in �18O values in marine sediments, but the variations are

strongly influenced by salinity changes as well as by temperature. Whereas the global

nature of the ice-volume signature makes �18O variations of great value in tuning the

record in marine cores to the orbitally derived timescale (see 3.4.1), the capacity to

record changes in salinity allows detection of major meltwater pulses associated with

deglaciation.

Corals provide a second major source of evidence for past changes in SST and

SSS. Cores from giant corals have been used to generate reconstructions of SSTs

in tropical seas for periods of up to 350 years (Gagan et al., 2000). Both �18O and

element ratios (e.g., Sr/Ca and Mg/Ca) are commonly used and can be calibrated

to both temperature (Figure 4.3b) and salinity variations (Figure 4.9) with

considerable success. Similar reconstructions are possible for fossil corals and

these have provided data on El Niño variability for several time-slices through

the last glacial/interglacial cycle (Tudhope et al., 2001).
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Figure 4.9 The

relationship between

�18O and salinity in

modern ocean surface

waters (Broecker,

1989). (Modified from

Bradley, 1999.)
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4.5 Reconstructing past impacts resulting from climate
change and human activities

Over the last decade or so there has been a strong tendency to extract palaeocli-

matic inferences from every possible environmental archive and proxy. This is

understandable given the degree of concern about future climate change. It has

led to a huge increase in our knowledge about past climate variability, but it has

had several unforeseen and less desirable consequences. Using biological

proxies for Palaeoclimate precludes the possibility of reconstructing the impact

of past climate change on plant and animal distributions and ecosystems without

resorting to circular arguments. These issues have become of increasing concern

in view of the likely impacts of projected changes in climate. There are signs

that the need to consider impacts alongside independent proxy records for

climate is being increasingly recognised. The chances of doing this are especially

favourable when direct climate proxies and indicators of ecosystem responses

coexist in the same archive (Amman and Oldfield, 2000; Jones et al., 2002).

Another consequence of the preoccupation with Palaeoclimate has been a

tendency to ignore or find ways of discounting evidence for past human impacts

on ecosystems (Oldfield and Dearing, 2003). As noted in Section 4.2.3, the use

of contemporary European pollen analytical data for calibration to climate

variables necessitated this. Now there is an increasing need to reconstruct the

long-term history of human impact alongside that of climate change, especially

in regions where human activities have had a significant effect on land cover for

millennia. Many of the reasons for this are outlined in section 1.5. In addition,

Ruddiman (2003b) and Ruddiman and Thompson (2001), by proposing close

links between mid- to late-Holocene variations in methane and CO2, and defor-

estation and cultivation by human populations (see 7.12), have reinforced the

Figure 4.10 Comparison

between measured and

multi-proxy-based

reconstructions of

northern hemisphere

temperatures for the

nineteenth and

twentieth centuries. The

period 1902–80 is the

calibration period, with

dense instrumental

coverage. The period

1854–1902 is an

independent period for

which less dense

coverage by

instrumental data is

available. The close

correlation between the

instrumental and multi-

proxy-based

reconstruction for this

earlier period

strengthens the view

that the reconstructions

are accurate and can be

patched onto the

instrumental record for

the last 20 to 30 years for

which the full range of

proxy data are not

available. (Mann et al.,

2000). (Adapted rom

Bradley et al., 2003.)
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Figure 4.11 Two

examples of multi-proxy-

temperature

reconstructions for the

Late-Glacial period from

13 500 to 11 000 BP.

Kråkenes is a lake in

western Norway,

Gerzensee, in

Switzerland (Al – Allerød;

YD – Younger Dryas; PB -

the Pre-Boreal period at

the beginning of the

Holocene). All proxies

show a significant

increase in summer

temperature at the

opening of the Holocene,

though at each site the

absolute temperatures

for any given period vary

with the proxy used.

(Based on Lotter, 2003.)
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future importance of several complementary lines of research. These include

efforts to calibrate pollen analytical data to changing landscape openness (e.g.,

Broström et al., 1998b) as well as research attempting to trace the impact of human

activities over large areas of Eurasia (e.g., Ren and Zhang, 1998). Human impacts

on terrestrial ecosystems go well beyond changes in land cover and the growth of

crops. They have involved dramatic changes in biogeochemical fluxes through a

large number of interacting processes. Some of these are amenable to quantitative

reconstruction using proxy evidence from sediment sequences, for example.

Oldfield and Dearing (2003) outline several of the ways in which this kind of

evidence can be used and Chapters 8 to 10 include examples that set recent

observation-based evidence into the longer-term context provided by proxy-

based reconstructions.

Many lakes and shallow sea environments have been heavily impacted by

human activities over the last 200 years. Because instrumental and documentary

evidence for the changing status of these types of ecosystem very rarely allows

any kind of consistent quantitative reconstruction of impacts over the periods of

critical change, techniques have been developed for reconstructing some of the

key responses of aquatic ecosystems to human perturbations. Many of these

involve transfer functions of the kind noted in Section 4.2.1 above. Chapter 10

considers these in more detail in Sections 10.2 and 10.4.

4.6 The multi-proxy approach

In this and the previous chapter, each archive, proxy and dating method has been

discussed separately. In reality, the growing tendency is to use a range of proxies

and at any given site (see, e.g., Mann, 2002a; Lotter, 2003). Figure 4.10 shows

the skill with which multi-proxy-based temperature reconstructions for the

northern hemisphere can capture changes in the instrumental record both for

the period of calibration (1902–80) and for an earlier period (1854–1901) over

which the two series are entirely independent of each other. Figure 4.11 shows

the results of a multi-proxy approach to reconstructing changes in past tempera-

ture at individual sites in Norway (Kråkenes) and Switzerland (Gerzensee) for

the late-Glacial period. Just as relying on a single proxy may tempt unrealistic

precision, using only a single basis for constructing a chronology can also be

misleading. Oldfield et al. (1995; 2003) include examples of chronologies

derived from several independent lines of mutually constraining evidence.

In the next two chapters, we see how the many lines of evidence available are

put to use to reconstruct the processes involved in past environmental changes at

critical times over the last 420 000 years.
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Chapter 5

Glacial and interglacial worlds

5.1 Key aspects of past variability

This and the next two chapters are concerned with Earth-system history over the

last �420 000 years, with special emphasis on the last �130 000 years, the

period since the beginning of the last interglacial. In the present chapter, we

are concerned with the changes that are associated with the last four glacial

cycles, up to the end of the last glacial maximum (LGM). For much of this

period, the mean state of the climate and hence Earth-system components linked

to climate, differed greatly from that in the recent past. Our main goal is to

elucidate the combination of forcings and feedbacks responsible for the major

changes observed, with a view to understanding better the sequences and syner-

gies arising from their interactions, especially during periods of rapid change.

The high-latitude records show temperature variability to have been much

greater during glacial periods than during interglacials, including the Holocene.

By contrast, hydrological variability in lower latitudes has been extreme even

during the Holocene. Variability of changing amplitudes, in both temperature and

hydrology, is the norm throughout the period. This initial observation is of out-

standing importance, for it tells us that even if we discount the likelihood of

anthropogenic effects on climate, this does not dispose of future climate change.

Scientists and policy makers across the whole spectrum, from the most sceptical

about the impact of increasing atmospheric greenhouse-gas concentrations to the

most firmly convinced, cannot afford to ignore all the evidence for natural climate

variability. Even in the absence of any significant anthropogenic effect, it will

continue into the future and play a vital role in human societies and human welfare.

Equally, in so far as anthropogenic climate change is, or becomes, a reality, it will be

superimposed upon, and hence interact with all the non-anthropogenic influences

that give rise to natural climate variability. Looking to the future, the question is

not – will climate change? It is rather – will future changes in climate differ from

those that can be characterized from the record of the past; and if so, in which ways

and by how much? This highlights the importance of past climate change, its

causes, spatial expression, global and regional characteristics and its far-reaching

consequences for ecosystems and people.
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Visual comparison of the trends from various archives spanning a range of

latitudes in both hemispheres (see, e.g., Labeyrie et al., 2003), shows that there is

broad synchroneity in the major shifts of temperature between northern hemi-

sphere sites and Vostok in Antarctica. In particular, the marine isotope stages

considered as ‘interglacials’, (MIS 1, 5e, 7, 9 and 11) are common to both

hemispheres, as are the overall trends between these temperature maxima.

There is a shared tendency for a ragged decline from each interglacial peak to

culminate in temperature minima shortly before the next steep rise to warm,

interglacial conditions. Interglacial periods of peak temperature broadly com-

parable to those found during the Holocene span nomore than 10% of the period,

irrespective of the temperature series considered. There is no simple proportion-

ality between the changing solar input signal at any latitude and the pattern of

temperature change. Indeed, Wunsch (2004) shows that the fraction of

Quaternary-climate variability attributable to orbitally controlled solar forcing

never exceeds 20% and is usually much less. Nevertheless, a remarkably strong

coherence in phasing can be recognised between orbitally driven changes in

insolation and many long series of climate-linked changes, including the most

truly global response, namely sea-level. Figure 5.1 confirms this coherence, to a

first approximation, when changes in mean sea-level are compared with summer

insolation at 65o N. It also gives the first clue regarding one of the likely major

feedback processes in the climate system on orbital (multi-millennial) time-

scales. Periods of low summer insolation at this latitude correspond with periods

of low sea-level, hence more extensive ice formation. The latter link is con-

firmed by the similar coherence between the insolation curve and the worldwide

marine carbonate �18O variations that form the basis for the MIS chronology

noted in Section 3.4.1. The pulse of the major oscillations from glacial to
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Figure 5.1 Sea-level

changes over the last

four glacial cycles.

Graph (a) is derived

from proxy records and

shows estimated

uncertainties. Graph

(b) shows the changes

in June 21 insolation at

65oN. (Adapted from

Labeyrie et al. (2003),

which also gives the

sources for each graph.)
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interglacial conditions appears to follow closely the 100 000 year cycle of

changing orbital eccentricity, but since this alone was probably insufficient to

provide the required forcing, it is likely that combinations of the other astro-

nomical periods were involved (Santer et al., 1993; Ruddiman and Raymo,

2003). One alternative hypothesis to orbital pacing, namely that the recurrent

passage of the Earth’s orbit through intergalactic dust clouds (Muller and

MacDonald, 1997) may have reduced incoming solar radiation, has met with

little favour. Whatever the initial trigger, the changes set in motion that led

eventually to the onset of glaciations and glacial terminations must have

included strong positive feedback within the Earth system.

In order to explore further the pattern of forcing and feedbacks responsible for

the major climate shifts on orbital timescales, some key features of the Vostok

record (Figu re 5.2 a) are now consi dered in mor e deta il:

1. Even more dramatic than glacial inceptions are the glacial terminations. At each one,

slow, smooth and rather modest changes in the amount and distribution of external

energy input herald rapid and dramatic changes from full glacial to interglacial

conditions. As with the periods of global cooling, the warming shifts are inconceivable

without a range of feedbacks capable of dramatically amplifying the changes in

incoming solar radiation.

2. Over the course of the four cycles represented in the Vostok core, atmospheric CO2

concentrations peak during each interglacial around 280–300 ppmv, and methane

values peak between 650 and 800 ppbv. The minimum values for CO2 during glacial

intervals fall consistently between 180 and 200 ppmv, and between 300 and 400 ppbv

for methane. The narrow band within which the maximum and minimum values fall is

remarkable, especially in the case of CO2 concentrations, which invariably rise rapidly

by c. 100 ppmv at each glacial termination. These observations imply that over the last

four glacial cycles, atmospheric greenhouse-gas concentrations have remained within

rather stable limits. This in turn suggests that in addition to the positive feedbacks

operating during periods of rapid transition, there are also negative feedback

mechanisms at work in the unperturbed Earth system that limit the range of variation.

Even making the improbably conservative assumption of no further increases in

atmospheric CO2 and applying to present-day values a smoothing function to replicate

the natural attenuation that occurs during the preservation of the trace-gas signal in the

ice at Vostok (see 4.2.4), the atmospheric concentration of CO2 already lies signifi-

cantly outside the natural envelope of values (Raynaud et al., 2003). Concentrations

are now heading for levels that exceed the upper limits of natural variability in the

Vostok record by values that are themselves in excess of the total range associated

with glacial–interglacial cycles.

3. If we compare the main changes in trace-gas concentrations in the Vostok record with

each other and with the sequence of temperature changes inferred from stable-isotope

measurements in the ice, we see that despite some divergences in detail, the methane

and CO2 traces are broadly parallel throughout the sequence, and that both are tracked
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Figure 5.2 Long-term

temperature, trace-gas

and dust records from

Antarctica.

(a) Greenhouse-gas and

isotopically inferred

temperature changes over

the last 420 000 years

recorded at Vostok. (Based

on Petit et al., 1999.)

(b) The record of �D

(a temperature proxy) and

dust mass at Dome C,

Antarctica, plotted

alongside marine-isotope

records (�18O marine) that

serve as a rough proxy for

ice volume. The �D values,

at Vostok are also shown

for comparison. (Adapted

fromDelmotte et al., 2004.)
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by the temperature record. The trace-gas records are global in their implications, but

the temperature record is specific to the source areas providing the moisture from

which the Vostok ice is ultimately formed. Nevertheless, the main changes in

isotopically inferred temperature parallel, to a first approximation, those that are

based on long sediment records both from marine and terrestrial sequences from

many parts of the world. The parallels between temperature and greenhouse gases at

each glacial termination are especially significant in light of the inexorably rising

greenhouse-gas concentration now and for the immediate future.

From these observations, we can identify a series of interlinked questions that

arise once we consider the contemporary and future relevance of these results

from Vostok:

1. What are the likely feedback mechanisms that have amplified external forcing at the

onset of each glacial and interglacial and in what sequence did they operate?

Specifically, can we establish from the precise phasing of events during glacial

terminations, the stage at which increases in greenhouse-gas concentrations began and

the likely role that their increase has played in triggering the shift from glacial to

interglacial conditions?

2. What internal feedback processes serve to limit the amplitude of natural variability in

trace-gas concentrations shown in the Vostok record?

3. What have been the major sinks, sources and fluxes for carbon during successive

glacial cycles?

These are considered further in Sections 6.5 and 6.6.

5.2 Forcings, feedbacks and phasing

5.2.1 External forcing

Orbital changes can be computed accurately for each time interval, season and

latitude (Berger, 1979; Berger and Loutre, 1991). Computing their net effect on

energy balance at the top of the atmosphere for each latitude is also reasonably

straightforward (Tricot and Berger, 1988). Translating these into net radiative

forcing at the Earth’s surface for each latitude is more difficult, since complex

feedbacks operate to modify radiation receipts within and at the base of the

atmosphere (see, e.g., Kutzbach and Guetter, 1986). Much more controversial is

the issue of what other direct and indirect effects they (and indeed solar vari-

ability in general and on all timescales) may have on the Earth’s atmosphere.

This topic is considered further in Section 7.11.1, but for present purposes, it is

sufficient to re-emphasise that all serious analyses of past-climate change stress

the impossibility of accounting for the strength and speed of climatic response to

solar forcing on orbital timescales without considering additional feedback

processes operating as part of the interactive Earth system.
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5.2.2 Feedback mechanisms

Feedback from the growth of ice sheets has already been hinted at as one of the

key amplifiers of change during each phase of glacial inception (see 5.1).

Several processes are involved. As snow and ice replace soil and vegetation

over the land surface for progressively longer periods, the albedo changes; less

heat is absorbed and more is radiated back into the atmosphere, reinforcing any

cooling trend. The growing ice sheets enlarge the area of the arctic high-pressure

system, displace the frontal systems equator-wards and increase meridional

temperature and pressure gradients. These effects may be crucial in delivering

heavy precipitation to the growing ice-sheet margins. As sea-ice forms, it

increases surface albedo, seals off heat loss and gas efflux from the ocean over

large areas, alters surface salinity, hence stratification, vertical mixing and

circulation, and changes the pattern of primary productivity. Most of these

processes reinforce any cooling trend that may have acted as the initial trigger.

By contrast, as ice melts, a whole suite of changes in surface albedo, ocean and

atmospheric circulation may follow, which tend to have the reverse effect.

Within the atmosphere, there are the, by now familiar, greenhouse gases, of

which only the natural ones (e.g., water vapour, CO2, CH4, N2O and tropo-

spheric ozone) are of concern at this stage. Other natural trace gases are of

indirect importance: for example, CO helps to determine the oxidising capacity

of the atmosphere, hence the residence time of CH4. Water vapour is by far the

most abundant greenhouse gas. Although the total water-vapour content of the

atmosphere is mainly controlled by temperature, few data are available to

constrain past variations in atmospheric concentrations.

Aerosols (liquid or solid particles held in suspension in the atmosphere) also

influence climate, both directly through their effect on radiative balance and

indirectly through their influence on the formation, nature and persistence of

clouds. Dust plays a vital role in delivering limiting mineral nutrients to those

areas of ocean remote from other types of continental input. Much attention has

been devoted to the possible influence of changing dust concentrations in the

atmosphere and we shall consider evidence for its role in climate change in

Sections 6.4.4. and 6.5.3. As noted in Section 4.2.6, the aeolian component of

marine sediments can often be estimated geochemically, wind-blown deposits on

the continents (e.g., loess) are widespread and increasingly well dated, and the dust

content of glacier ice can also be quantified. Each type of palaeo-archive has been

used to develop reconstructions of dust fluxes for key time intervals in the past. It

has provedmuchmore difficult to provide quantitative information on past changes

in the secondary aerosols, mainly sulphur compounds. Dimethylsulphate (DMS)

arising from marine biogenic activity may have an important role to play in

providing condensation nuclei for cloud formation. Although one of its oxidation

products, methanosulphonic acid (MSA) can be recovered from ice cores, it appears

to be strongly affected by post-depositional changes.
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Other feedbacks arise from both oceanic and marine processes. In many cases,

these interact with each other and with the atmospheric variables already noted.

Changes in atmospheric CO2 and CH4 can only be understood in the context of

the carbon cycle and this involves a vast range of biogeochemical processes

within the lithosphere, biosphere and hydrosphere. Figure 5.3 shows the main

reservoirs that may serve to modulate fluxes of carbon on the timescales

considered in this chapter. Even a cursory examination brings out the daunting

complexity of the system. A couple of examples will suffice. Exchanges

between the terrestrial biosphere and the atmosphere on a global scale reflect

the aggregate balance between carbon sequestration through photosynthesis,

release via respiration, storage through retarded decomposition and loss through

export for each and all of the diverse range of biomes on Earth at any given time.

Variations in any one of these processes will affect carbon exchange with the

atmosphere. Moreover many of the processes are largely inter-related, hence not

realistically considered as independent variables. They are all not only respon-

sive to climate, but also capable of influencing climate through their effects on

albedo and moisture flux. To add a further complication, changes in atmospheric

CO2 probably had an impact on vegetation independent of climate, since they

may have a direct fertilising effect in some ecosystems and they also influence

the competitive relations between species, especially between those with C3 and

C4 metabolic systems. It is not surprising that estimates of the change in bio-

spheric carbon storage between the last glacial maximum and the present day are

highly varied (Figure 5.4) At least equally complicated are the exchanges

between ocean and atmosphere. These involve physical processes (e.g., tem-

perature changes and wind-generated eddy fluxes) and chemical gradients

(differences in the partial pressure of CO2) both of which govern gas exchanges

across the interface. Changes in solubility, alkalinity and biological productivity

within the ocean all affect the carbon reservoir in different components of the

ocean–sediment system. Each one of these processes is modulated by complex

changes in water chemistry. In addition, variations in carbon reservoirs and

fluxes within the ocean may also be driven by changes in ocean circulation,

which in turn responds to a variety of variables including atmospheric circula-

tion, sea-ice formation and inputs of fresh water from the continents.

Accounting for changes in atmospheric concentrations involves reconstruct-

ing changes in the fluxes between reservoirs, but palaeodata often fail to provide

this type of information. In the case of the marine component of the carbon cycle,

for example, all it allows is some estimate of past inventories in each reservoir,

usually with wide error bars (LeGrand and Alverson, 2001; Pedersen et al.,

2003) Bridging the gap between imperfect data and the requirements for recon-

structing the fluxes that modulate changes in atmospheric concentrations necess-

arily falls within the remit of the modeller. In this most challenging area, the

inferential framework currently falls far short of providing a context for rigorous

hypothesis testing.
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5.2.3 Phasing and the role of greenhouse gases in glacial
inception and termination

Addressing this issue calls for the establishment of secure chronologies and

between-archive correlations, so that the sequence of changes can be better

portrayed. The main dating methods have already been outlined in the previous

chapter, but several points are further highlighted here.

* As noted in Section 4.2.5, reconciling the chronology of trace gas-and ice-records

involves calculating the effects of convection, molecular diffusion and gas-bubble

occlusion on the trace-gas records. The degree of consistency between the trace-gas

chronologies derived from widely spaced sites in Antarctica, with different rates of

accumulation, as well as close agreement with quite independent estimates based on

thermal fractionation (Severinghaus et al., 1998; Severinghaus and Brook, 1999)

encourage the view that the current chronologies are sufficiently secure to allow valid

comparison with their associated ice-derived records, but always within error limits

that vary with core and depth.

* Synchronising ice-core records between Greenland and Antarctica using variations in

atmospheric methane concentration (see 3.4.3) provides one of the vital keys to

establishing the phasing of events between the two sets of polar archives.

There are still significant difficulties in establishing precise correlations between

marine, terrestrial and ice-core records for some key time intervals, and points of

unambiguous synchronisation are infrequent. One of the bases for proposed correl-

ations between ice andmarine cores arises from the inferred link between reductions

in the strength of the Earth’smagnetic field during briefmagnetic excursions and the

presence of peaks in the concentration of cosmic radioisotopes such as 10Be and
36Cl. The former can be detected in marine sediments, both in ice cores. Two peaks,

corresponding to the Laschamp andMono Lake palaeomagnetic ‘events’ (Laj et al.,

2000;Wagner,  20 00 a ), ha ve b ee n us ed to rein fo rce c orr elatio ns be tween Gree nlan d

ice-core and North Atlantic marine-core sequences.

Currently available chronologies are adequate if the main concern is to follow

the broad sequence of changes over the globe. As soon as questions of phasing

during rapid transitions become important, the requirements in terms of accuracy

and precision increase dramatically and the chronologies developed so far have

not always kept pace with these requirements. Changing ice volume (hence global

mean sea-level), air temperatures, atmospheric greenhouse-gas concentrations

and dust content are the main variables considered in studies aimed at reconstruct-

ing the phasing of changes during major transitions between glacial and inter-

glacial intervals. Close correlation between polar-ice-core and marine-sediment

chronologies is thus especially vital for establishing the phasing of the major

feedback mechanisms operating during periods of rapid change.

Changes in ice volume are usually inferred from dated stratigraphic evidence of

sea-level changes, or from changes in �18O, either in marine foraminifera (�18Osw)
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or in the oxygen preserved in the gas bubbles trapped in ice (�18Oatm). Provided non-

global temperature effects can be excluded, �18Oswmay be used as a direct proxy for

ice volume. These and other considerations led Shackleton et al. (2000) to propose a

revised Vostok chronology based on tuning changes in �18Oatm to orbital variations,

using the closely dated GISP 2 ice core to establish the phase relationship between

the precession and obliquity components of the �18Oatm signal, and orbitally driven

changes in insolation. Support for a chronology based on �18Oatm is provided by

Bender (2002). He tested such a chronology by comparing it with that derived from

a comparison between changes in O2/N2 ratios within the Vostok ice bubbles, and

orbitally controlled summer insolation at 78o S. The rationale for this lies in a

proposed link between summer insolation and the physical properties of the ice

grains that control fractionation between O2 and N2 during bubble closure.

Ruddiman and Raymo (2003) proposed a further refinement of the Vostok

chronology. They pointed out that variations in �18Oatm depend partly on �18Osw,

partly on the offset caused bymarine and terrestrial photosynthesis, the so-called

‘Dole effect’. This leads to a systematically varying offset between the two sets

of valu es and produces probable err ors in the Shacklet on (2000 ) chronolog y.

According to Ruddiman and Raymo the offset results from the dominance of

�18Oatm variations by changes in the strength of monsoon regimes during periods

when ice sheets are small, and by change s in ice volume when ice sheets are

large. Ruddiman and Raymo’s chronology is obtained by tuning the variations in

CH4 to the 23 000-year precession cycle (Figure 5.5). Strong support for this

approach comes from the correspondence between the timing of the late-glacial

CH4maximum and that of maximum July insolation at 30o N, mainly in response

to obliquity changes. The link between methane and obliquity arises from the

behaviour of tropical monsoon systems, which Ruddiman and Raymo regard as a

major resp onse to ob liquity-linked orbita l forcing , as well as the domi nant

control on variations in atmospheric CH4. Their chronology is close to that of

Shackl eton ( 2000 ) and both imply sign ificant revisions to the ‘GT4’ Vostok

timescal e (Pet it et al., 1999 ) for the peri od prior to 250 000 year s.

Ruddiman and Raymo point out that their methane-based chronology gives

much more consistent phasing between Vostok CO2 and �18Osw. They have
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examined its implications for the possible role of CO2 in ice-volume changes.

They first propose corrections to the SPECMAP timescale and also allow for the

probability that the SPECMAP �18O signal lags true ice volume by around 1500

years. Using these adjustments, they suggest that there was little, if any, lead

between CO2 and ice volume at the 41 000-year period. From this, they infer that

CO2 is unlikely to have acted as an independent forcing mechanism on this

timescale, but rather as positive feedback. A small lead remains a possibility on

the 23 000 year period, leaving the question of forcing or feedback more open.

On the 100 000-year period, their analysis retains a lead of c. 5000 years for CO2.

They qualify possible support for a forcing role for CO2 on this timescale by

pointing out that �18O signals in marine sediments are complex and should not be

taken as exact proxies for ice volume. In conclusion, they state: ‘We can rule out

the possibility that CO2 lags behind ice volume at any of the orbital periods. But

we cannot distinguish between the possibility that CO2 leads ice volume, in

which case it is an active part of the forcing of the ice sheets, or is in phase with

ice volume, in which case it plays the role of an amplifying positive feedback to

ice-volume changes.’ Their conclusions rest on a careful evaluation of both the

chronologies and the proxies upon which the reconstructions of processes and

phasings depend. With respect to the 100 000-year period, their conclusions do

not differ significantly from the earlier ones of Petit et al. (1999): ‘These results

suggest that the same sequence of climate forcing operated during each (glacial)

termination: orbital forcing . . . followed by two strong amplifiers, greenhouse

gases acting first, then deglaciation and ice-albedo feedback.’

Both Bender (2003) and Ruddiman (2003a) explore further the likely impli-

cations of their new Vostok chronologies in the context of a wide range of

evidence from polar, marine and terrestrial palaeo-records. Bender evaluates a

huge volume of empirical evidence for the possible role of the biosphere in

climate change on glacial–interglacial timescales. Paying particular attention to

albedo effects and the possible role of dust and marine productivity, he sum-

marises many lines of evidence in support of significant biosphere feedbacks of

both kinds, but considers that conclusive proof of a large role for the biosphere

remains elusive. Several of his arguments are consistent with a feedback via dust

deposition and southern ocean productivity (see 6.5.3).

Ruddiman (2003a; 2004) compares his reconstructions with earlier views of

the nature of orbital forcing, beginning with CLIMAP (1981). Using the

methane-based chronology, he expands on the conclusions in Ruddiman and

Raymo (2003) and proposes that:

* The main external forcing of major changes in climate and ice volume, at least over the

last two to three glacial cycles is linked to the 41 000-year and 23 000-year obliquity

and precession cycles acting in combination. The 100 000-year eccentricity cycle serves

simply to ‘pace’ these as drivers of glacial–interglacial transitions by reinforcing their

combined effects at eccentricity maxima and minima.
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* Both CH4 and CO2 provide essential feedbacks that amplify solar forcing on orbital

timescales. The former amplifies the 23 000-year interglacial signal during

precession-driven insolation maxima, the latter provides negative feedback during

41 000-year obliquity-driven minima.

* The combined effects of insolation forcing and greenhouse-gas modulation, both

positive and negative, generate a net response in terms of changing ice volume that

matches empirically reconstructed changes in ice volume within the rather wide

uncertainties that still exist.

Ruddiman’s suggestions do more than revise the chronology. Feedbacks from

changing greenhouse-gas concentrations are an inherent property of the scheme

he proposes.

In summary, the arguments used to establish chronologies, infer sea-levels

and reconstruct the phasing of major changes through glacial–interglacial cycles

are complex and still being refined. Despite this, none of the analyses quoted

suggest that ice-volume changes predate those in atmospheric greenhouse-gas

concentration. All portray greenhouse gases as playing either a significant

forcing or, more probably, a crucial feedback role in driving or amplifying the

changes in ice volume and climate.

Caillon et al. (2003b) outline a possible way of overcoming uncertainties in

the relative phasing of ice-temperature and gas-derived changes in the Vostok

core by using the isotopic composition of argon in the gas bubbles as a proxy for

temperature changes across the glacial–interglacial transition that took place

around 240 000 years ago. Although the precise mechanism whereby the

isotopic composition of argon serves as a palaeo-temperature proxy is not

fully understood, this approach promises to obviate one of the key sources of

uncertainty in phasing, since it should allow both temperature and atmospheric

greenhouse-gas concentrations to be calculated from the same material. Using

methane and �18Oatm variations as indicators of northern hemisphere changes,

they suggest that the increase in CO2 post-dated the first signs of Antarctic

warming by around 800� 200 years, but clearly precedes northern hemisphere

deglaciation. Their results strengthen other indications that:

* CO2 acted as a feedback, after initial insolation forcing.

* The changes in atmospheric-CO2 concentrations reflect processes in the

Southern Ocean.

* Southern hemisphere warming and outgassing of CO2 from the ocean preceded

northern hemisphere deglaciation.

Finally, it should be noted that likely feedbacks from changes in terrestrial

vegetation and soils during glacial inceptions and terminations have received

very little attention by any of the authors cited so far. Meissner et al. (2003) have

carried out simulations using an Earth-systemmodel coupled to land-surface and

dynamic global-vegetation models. They claim that terrestrial feedbacks during
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glacial inception double atmospheric cooling and reduce meridional overturning

in the North Atlantic.

Some integrative hypotheses that build on the main conclusions outlined

above are considered in Section 6.5, once the transition from glacial to

Holocene conditions has been considered in more detail.

5.3 Marine isotope stage 5e and the last (Eemian)
interglacial

As the last, best-dated and most intensively studied full interglacial, the

‘Eemian’ has received special attention. The demonstration that the Holocene

temperature record in central Greenland showed much less variability than that

which characterised the preceding glacial period has led to speculation as to

whether this was a general characteristic of all interglacials. This, in turn, has

provoked questions concerning the degree of variability during the Eemian. The

term Eemian was coined to represent an interglacial defined on the basis of a

period of consistently high tree-pollen percentages in European pollen diagrams.

Some of the controversy surrounding the issue of Eemian variability has prob-

ably arisen as a result of problems of timing and definition. Until quite recently,

the terms Eemian and MIS 5e were often used interchangeably. As both

Shackleton et al. (2003) and Tzedakis (2003) have confirmed, there is a sig-

nificant difference in timing between the two. The marine isotope sub-stage is

best characterized by a plateau in marine �18O values, representing the high-

stand of sea-level, and dated radiometrically to between c. 128 000 and 116 000

years BP. Shackleton et al. (2003) report on a core off the coast of Portugal

containing both marine and terrestrial records. They thereby show that the

opening of the Eemian, as defined by pollen analysis, postdates the mid-point

of the MIS 6/5e transition by some 6000 years and the beginning of �18O

‘plateau’ values (and the associated peak in sea-level) by some 2000 years.

There was a similar lag at the end of MIS 5e, with forest vegetation surviving in

Portugal until c. 110 000 years BP, well after the onset of continental ice

accumulation in North America. Tzedakis (2003), whose chronology for the

Eemian in southern Europe is in good agreement with that of Shackleton et al.

(2003), is able to show that the end of forested conditions in northern Europe

came much earlier, around 115 000 years BP and thus almost coincided with the

end of the �18O ‘plateau’.

These results may be compared with those from a series of marine cores from

different latitudes in the North Atlantic summarised in Labeyrie et al. (2003).

They show that above c. 60oN sea-surface temperatures (SSTs) fell rapidly

between c. 125 000 years and 115 000 years BP, roughly in line with the decline

in summer insolation at that latitude. By contrast, SSTs around and south of

c. 40o N remained high beyond 110 000 years BP. Over this period, the winter
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insolation curve for 20o N, which is the reverse of the summer receipts at 65o N,

matches the low latitude SSTs rather well and suggests that external insolation

may have played a role in the steep north–south gradients at the end of the

Eemian as detected in both continental and marine records. These steep gradi-

ents appear to have resulted in changes in both marine and terrestrial biomes that

were asynchronous from north to south.

Well resolved and accurately dated records from MIS 5e/Eemian times are

less common in other archives and from other parts of the world, but a compari-

son may be made with the record of climate change in loess sections from the

western part of the Chinese Loess Plateau. Here, aeolian deposition persists

through the periods of palaeosol formation that mark interglacial stages. This has

the effect of expanding the stratigraphic record from these periods and greatly

reducing pedogenic processes that overprint the climate signature in buried soils

further east. Using particle size as a proxy for the strength of the winter

monsoon, and frequency dependent susceptibility as a proxy for the summer

monsoon, Chen et al. (2003) show that there is no evidence in their sections for

significant variability during what they define as MIS 5e.

From both the Chinese and European evidence, as well as more widespread

research on marine �18O values and sea-level changes summarised by

Shackleton et al. (2003) we may draw several conclusions:

* There is no conclusive evidence either for strong temperature variability or for major

changes in the east Asian monsoon system during MIS 5e as currently defined.

* Perspectives on the ‘last interglacial’ depend both on location and on the types of

archive and proxy under study. Spatial variations in insolation, latitudinal gradients

and possible lags in response all influence the nature of the record at any given site.

* The changes recorded during the Eemian/ MIS 5e show links to the pattern of solar

forcing and associated latitudinal gradients in insolation receipts that were distinctive

and specific, making it quite unrealistic to consider that period as an analogue for the

Holocene.

Not only did the pattern of radiative forcing differ greatly from that during the

Holocene, the apparently uninterrupted transition to interglacial conditions in

the northern hemisphere at the beginning of MIS 5e was very different from the

case at the opening of the Holocene. Simple analogues from the past, if they

exist, need to be sought with more caution and discrimination. Marine isolope

stage 11 most closely corresponds with the Holocene in terms of the pattern of

external radiative forcing. The close attention currently being paid to this period

in the Dome C record (EPICA community members, 2004) and elsewhere

promises to bring new insights.

The steep latitudinal gradient in insolation and SSTs already noted during the

later part of MIS 5e and beyond, into the late Eemian, spanning the beginning of

MIS 5d, is believed to have been critical for glacial inception. Not only did

the low summer insolation at high latitudes favour the development of ice sheets,
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the steep gradient probably enhanced the transport of heat and moisture to the

growing ice margins, bringing increased snow deposition. Recent modelling

(Khodri et al., 2001) tends to support this inference and highlights in addition the

likely importance of feedbacks from sea-ice formation and albedo changes on

land (De Noblet et al., 1996). In simulating glacial inception around 120 000 BP,

Wang and Mysak (2002) conclude that two additional feedback mechanisms

may also be critical: the orographic effect of increased elevation as the ice sheet

grows, and the role of freezing rain and re-freezing meltwater.

5.4 Rapid climate oscillations during the last glacial period

One of the most dramatic findings to emerge from the analysis of ice cores from

central Greenland was evidence for rapid oscillations of isotopically inferred

temperature, with an amplitude around 50% or more of the total range between

glacial minima and the Holocene maximum. Only after the results were repli-

cated in several cores and their imprint discovered in marine-sediment

sequences in the North Atlantic and elsewhere were they accepted for what we

now know them to be: major reorganisations of the Earth system impacting

climate over much of the globe. They are usually referred to as Dansgaard/

Oeschger (D/O) events or oscillations. The challenge of unravelling their origins

and dynamics has been given new urgency through the realisation that at least

one of the processes involved – freshening of North Atlantic waters leading to

the weakening or total collapse of North Atlantic deep water (NADW) formation

and of the meridional overturning circulation that carries warm surface water

into the North Atlantic – may occur in future as a result of high-latitude climate

changes already detectable at the present day. These changes could eventually

have dramatic consequences (see Vellinga and Wood, 2002).

Figure 5.6 shows the trace of the D/O oscillations as recorded in the GISP 2 ice

core compared with selected sequences from lower latitudes and the isotopically

inferred temperature record from Byrd in Antarctica. This and associated

records from other ice core, terrestrial and marine sequences permit a series of

broad generalisations:

* The D/O oscillations, some 24 in all, are most typical of the period between c. 60 000

and 15 000 B,P although there are somewhat similar events both before and after.

* The amplitude of warming and cooling during each event is at least of the order of

10 8C in central Greenland (Severinghaus et al., 2004).

* Shifts in atmospheric methane concentrations are in phase with the oscillations to

within c. 30 years (see, e.g., Flückiger et al., 2004). The warm limb of the oscillations

coincides with higher methane values, pointing to widespread changes in terrestrial

ecosystems during each oscillation.

* At least some, if not all of the highest and broadest peaks in isotopically inferred

temperature correspond with well studied interstadials (relatively mild intervals within

the overall glacial period) identified from pollen records in Europe and elsewhere.
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* Six of the deepest ‘troughs’ correspond with characteristic layers of glacial detritus

rafted by icebergs to locations far south in the North Atlantic: the so-called Heinrich

layers (Heinrich, 1988).

* The D/O oscillations during most of this period have a rather regular periodicity

centred around c. 1500 years from peak to peak, whereas the Heinrich events are not so

regularly paced.

* Steep increases in temperature to peak values follow most of the Heinrich events, after

which the amplitude of the oscillations declines, giving rise to cycles of oscillations

(so-called Bond cycles) beginning with the strongest, then tailing off towards the onset

of the next cycle (Bond and Lotti, 1995; Bond et al., 1997; 1999).
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Figure 5.6 Proxy records of

climate change 60000 to
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* The characteristic signature of these D/O oscillations is clearly discernable in marine

cores throughout the northern hemisphere, even at sites as remote as the Santa Barbara

Basin off the west coast of California (Behl and Kennet, 1996; Hendy et al., 2002; Seki

et al., 2002; Figure 5.7). The comprehensive survey of sites recording D/O type

oscillations around the globe by Voelker et al. (2002) also includes marine cores from

low latitude sites in the southern hemispheres.

* Parallel oscillations are detectable in stalagmites from the Hulu Cave in central China

(Wang et al., 2001) and the Moomi Cave on the island of Socotra in the Indian Ocean

(Burns et al., 2003), both of which link warm phases in Greenland to increased

precipitation at the cave sites. There are also parallels with sequences from the western

part of the Chinese Loess Plateau (An and Porter, 1997; Chen et al., 1997; Fang et al.,

1999; An, 2000), where cool phases in Greenland appear to correspond with increased

wind strength and probable dessication. One problem brought to light by the independent

chronology developed for theMoomi Cave stalagmite is a significant disagreement with

the central Greenland ice-core chronology. The level of detailed coherence between the

two records virtually precludes any significant time lag between them. For the period

dated in central Greenland to between 37 000 and 53 000 the U/Th chronology for the

Socotra stalagmite suggests that the ice-core ages are too young by some 3000 years

(cf. Shackleton et al., 2004).

* At least the strongest of the D/O oscillations are detectable in the ice-core records from

Antarctica, but synchronisation of the chronologies using the methane record

(see 3.4.3) confirms that they are in antiphase when compared with the temperature

record from Greenland.
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glaciation (MIS 4, 3 and 2),

including Dansgaard/

Oeschger oscillations and

Heinrich events. The two

upper graphs show high

resolution changes in SST

reconstructed from
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Even at the level of simple description, these oscillations are immensely

impressive. The challenge is to develop testable hypotheses that can account

for their dynamics. Over the last few years, something approaching consensus

has begun to emerge with respect to the major cold excursions associated with

Heinrich layers. Although there is some indication of possible non-synchroneity

in response from north to south (Chapman et al., 2000), the southern spread of

ice-rafted detritus (IRD), confirmed by lithological and geochemical analysis of

North Atlantic sediments, points to a major collapse of the Laurentide ice sheet,

leading to a massive release of icebergs. Both the empirically demonstrated

antiphase relationship with the record in Antarctica, where gradual warming

coincides with the temperature minima in Greenland, and a variety of model

simulations, are consistent with the inference that the Heinrich layers correspond

to periods during which meridional heat flux associated with the formation of

NADW at high latitudes was, at the very least, significantly reduced if not

completed cut off. This led to a cooling in the North Atlantic as the surface

flow of warm water from the south ceased, and to a corresponding build up of

heat in the South Atlantic – the so-called bipolar seesaw (Broecker 1998;

Stocker, 1998). There is also strong agreement that the likely cause of the shut

down in NADW formation was a reduction in salinity leading to the failure of

dense, sinking water to develop. Much less agreement surrounds the reasons for

the freshening of the North Atlantic during these events. Ice-sheet dynamics – the

so-called binge–purge hypothesis (MacAyeal, 1993) – is one possible process.

A recent study, using a fully coupled three-dimensional model, has reinforced

the credibility of this explanation by successfully simulating quasi-periodic

large-scale surges from the Laurentide ice sheet, with dynamics and periodicities

broadly consistent with the empirical evidence (Calov et al., 2002). Broecker

et al. (1990) proposed an internal oscillator in the thermohaline circulation

(THC) linked to salinity variations, but the rationale for this hypothesis has

tended to weaken in recent years in the light of the growing body of empirical

evidence. Kaspi et al. (2004) suggest that feedback from rapid, synchronous and

extensive reductions in sea-ice extent may provide an effective amplifying

mechanism during the abrupt warming that took place at the end of each cold

limb of the cycle. The authors claim that this mechanism is sufficient to amplify

significantly quite small changes in THC as the atmosphere is warmed through

the changes in albedo and insulation that result from sea-ice melting. Several

authors have invoked major changes in the routing of melt-water from the

Laurentide ice sheet via the St Lawrence rather than the Mississippi drainage

system (see, e.g., Clark et al., 2001).

Clark et al. (2002) postulate three modes of ocean circulation in the Atlantic:

a modern (interglacial) mode, an intermediate, glacial, mode and a Heinrich

mode in which warm-water flow into the North Atlantic is strongly curtailed.

They propose that switches between the latter two modes may result from quite

small changes in freshwater input, of the order of 0.1 Sverdrup (1Sv= 106m3 s�1).
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It follows from their analysis that the sensitivity of the North Atlantic to

perturbation by hydrological changes may be strongly dependent on the mean

state of the climate, indeed the Earth system as a whole at the time.

Both Claussen et al. (2003) and Stocker and Johnsen (2003) have devel-

oped models designed to simulate the full range of behaviours associated

with D/O oscillations and Heinrich events. Both favour the notion of a

bipolar seesaw mechanism as the dominant process involved. In the con-

ceptual model proposed by Stocker and Johnsen, the seesaw oscillation is

dampened and modulated by a heat reservoir in the Southern Ocean. Their

model allows them to predict from the GRIP temperature series in

Greenland, the pattern of temperature oscillations recorded in the Byrd ice

core, which provides a higher resolution record for the last glacial period in

Antarctica than does the Vostok core. From this, it is possible to calculate

the correlation coefficient between the simulated and the measured variations

at Byrd. For the period from 35 000 to 65 000 years BP, the correlation is

almost 0.8 when the timescale on which the heat reservoir operates is set

between 1000 and 1500 years – a credible value for glacial times in the

Southern Ocean. The model thus simulates the temperature variations at the

Byrd Station with remarkable skill. It does not require a radical difference in

mechanism between the Heinrich events and the D/O oscillations of lower

amplitude. The model further suggests that the smaller D/O oscillations, as

well as the Heinrich events, should have a corresponding antiphase signature

in Antarctica. Recent synchronisation of the GRIP and Dome C records by

means of 10Be during D/O event 10 confirms that at this time a minor

response can indeed be detected in Antarctica (Caillon et al., 2003a).

Claussen et al. (2003) force their intermediate complexity CLIMBER model

with freshwater pulses into the North Atlantic to trigger Heinrich events. For the

D/O oscillations of smaller amplitude, they follow Rahmstorf and Alley (2002)

and Rahmstorf (2003) in suggesting that the rather regular periodicity of the

oscillations, along with evidence for the, albeit strongly dampened, persistence

of this periodicity over longer periods (Bond et al., 1997) points to regular

external forcing. Rahmstorf and Alley (2002) liken the processes involved to the

phenomenon known as stochastic resonance, whereby a weak external signal

combines with internal variability to force the system over a critical threshold,

with a periodicity in phase with that of the external forcing. Their model also

generates credible patterns of variability that replicate many of the spatial and

temporal characteristics of climate variability between 60000 and 30000 years BP.

Taking these modelling studies together, along with those of Rahmstorf

(2002) and Schmittner et al. (2002; 2003), the issue of whether the difference

between Heinrich and D/O events is one of degree, or of significantly different

processes, remains, for the moment unresolved; however, Elliot et al. (2002)

clearly show that the two types of event have different effects on the North

Atlantic, with only the former demonstrably reducing deep-water formation,
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despite the fact that the D/O events are marked by oscillations in sea-surface

temperatures (SSTs) and iceberg flux.

One of the features of the D/O oscillations not obviously related to the above

explanations is the extent to which the signal is propagated atmospherically over

what is probably the whole of the northern hemisphere. Labeyrie et al. (2003)

integrate atmospheric processes in their conceptual model of D/O oscillations.

They also note that methane varies synchronously with temperature throughout

the sequence, consistent with pollen analytical evidence for responses in the

terrestrial biosphere. The same authors infer a direct coupling between atmos-

pheric circulation, coastal ice sheets and ice shelves. During warm, interstadial

phases, they envisage rapid snow build-up along ice-sheet margins as a result of

their juxtaposition with the northern extension of warm water. Expansion of the

ice mass would lead to enlargement of the polar vortex and a gradual cooling. As

a result, penetration of warm waters northwards would be curtailed and ice-sheet

growth inhibited. This trend is seen as eventually culminating in the waning of

coastal ice sheets and ice shelves, the diminution of the polar vortex and the

onset of a new cycle. Ocean, atmosphere and cryosphere are linked in this

scheme, but no numerical model is offered that purports to simulate it. Many

questions remain regarding, for example, the possible role of the tropics (Stott et al.,

2002) and the degree of ice melting required to generate the recorded sea-level

variations during the strongest oscillations. The summary by Sarnthein et al. (2002)

outlines some of the key ways in which further progress will be made. Throughout

their analysis they stress the need for more secure and finely resolved chronologies

that allow precise synchronisation of ice andmarine cores and terrestrial records. To

this end, the revision by Shackleton et al. (2004) of the GRIP/GISP 2 timescales

goes a long way towards harmonising records from both poles and from keymarine

and terrestrial sequences for the period back to 80 000 BP.

The present state of knowledge may be summarised as follows:

* Some modification of the bipolar seesaw mechanism whereby changes in the strength

of meridional overturning circulation in the Atlantic generate opposing modes of heat

exchange between the North Atlantic and the Southern Ocean comes closest to

explaining the growing array of evidence for rapid climate oscillations between 60 000

and 15 000 years BP.

* The intervals of most extreme cooling in the northern hemisphere correspond with

warm intervals in Antarctic ice cores.

* The model that most convincingly simulates the succession of anti-phase linkages

between Greenland and Antarctica also predicts a weaker antiphase response in

Antarctica to the periods of less extreme northern-hemisphere cooling. Evidence is

beginning to emerge in support of this.

* There is, at the very least, a credible case for inferring an external forcing trigger as the

mechanism responsible for the timing of the full sequence of D/O events, though its

nature is not known and the existence of such a mechanism remains unproven.
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* The one generally accepted mechanism for initiating the cooling limb of the most

extreme oscillations involves a freshening of the surface waters of the North Atlantic in

the wake of a surge of the Laurentide ice sheet and a strong southerly extension of the

area over which icebergs carry and deposit mineral detritus.

* The existence of the oscillations appears to have been linked to the mean climate state

during the period between the initiation of post-Eemian glaciation and the period of the

last glacial maximum.

* The oscillations appear to originate in the Atlantic, but their impacts, propagated

through changes in both the atmospheric and ocean circulation, are essentially global;

however, the boundaries between areas over which temperature changes are in or out

of phase with the Greenland record are not yet fully defined.

* There is a growing consensus that freshening of the North Atlantic is a key process

generating each of the periods of strong northern-hemisphere cooling, though the

mechanisms responsible for this and the size and rate of freshening remain uncertain

and probably variable.

Finally, there is strong evidence to suggest that D/O variability is not unique to

the last glacial period. In this regard, the high-resolution methane record from

Vostok, published by Delmotte et al. (2004), is especially significant. The

methane record reflects northern-hemisphere and low-latitude changes in ter-

restrial biota and soils, and is shown to undergo high-frequency variability

within the range 350–600 ppbv, with a typical duration of 1500 to 3000 thousand

years. This constitutes clear evidence for Dansgaard/Oeschger variability in

Antarctica during all four glacial periods represented. Moreover, the phasing

of the methane variability relative to isotopically inferred temperature suggests

that the bipolar seesaw mechanism already outlined above prevailed throughout.

The evidence so far falls some way short of allowing rigorous testing of

models equally applicable to present-day, projected-future and appropriate-past

boundary conditions and forcing. Nevertheless, the information available already

provides important constraints on models designed to assess the probability of a

shut-down of the meridional overturning circulation in the future (see 13.3).

For the moment, we leave the enigma of rapid climate oscillations and

consider conditions at the LGM, but in 6.4, analysis of the sequence of events

associated with the transition from the LGM to the Holocene will once more

include some detailed consideration of abrupt changes.

5.5 The last glacial maximum (LGM)

Taken literally, the LGM must represent the time when sea-level was at its

lowest, hence ice volume at a maximum. This can be either identified and dated

directly from stratigraphic evidence, or inferred from benthic �18O values

(see 4.4.1). Since in many cases, palaeo-temperature reconstructions at a given

site do not precisely parallel these global changes, the first step must be to define
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the global signature of the literal LGM chronologically at sites where it can be

established unambiguously. Mix et al. (2001) suggest a calibrated age of between

21000 and 22000 years BP. In many cases, though, the term is used rather less

scrupulously, since chronological control for a given sequence of changes may not

be adequate. A date range of between 19000 and 23000 years probably brackets

the period of glacial minimum prior to the first rise in sea-level at 19 000 years.

Broecker (2000) gives a comprehensive summary of some of the main features of

the LGM environment as reconstructed from empirical evidence.

Establishing the conditions at the LGM are important for several reasons (Mix

et al., 2001):

* The period identified was one of relatively stable climate compared with the preceding

MIS 3 and the succeeding transition to the Holocene.

* The main boundary conditions – orbital configuration, continental geography,

atmospheric trace-gas concentrations, sea-level and ice-sheet areas and volumes –

are reasonably well known.

* It is the only glacial maximum within reach of both 14C and U-Th dating.

* The period has become a major target for model simulations, partly as a result of the

growing body of empirical evidence relating to the period. It provides a crucial test of

the ability of models to cope with boundary conditions very different from those at the

present day.

The focus on the LGM has a long history, beginning with the CLIMAP (Climate

Long-range Investigation, Mapping and Prediction) study that took place in the

1970s and was published in 1981.

By now a plethora of models of varying complexity exist for the LGM,

including a set of simulations carried out as part of the Paleomodel

Intercomparison Project (PMIP) (Pinot et al., 1999). Although the majority of

recent models and a wide range of empirical data suggest that the CLIMAP

reconstruction may have underestimated the reduction in temperature in the

tropics at the LGM, there is a good deal of disagreement between them. This has

provided further stimulus to expand and refine the evidence for conditions

during the LGM.

Some of the more robust findings so far are as follows:

* Sea-level at its minimum stood at around –136 m, exposing large areas of continental

shelf to sub-aerial processes.

* Although some areas remained moist and both forests and wetlands survived across a

range of latitudes, in general the area covered by steppe, tundra and xeric vegetation

was much greater in extent than during the late Holocene (Prentice et al., 1993;

Petit-Maire, 1999). This was partly the result of a cooler and drier climate, partly a

response to lowered CO2. Cowling and Sykes (1999) outline the case for viewing the fall

in CO2 as strongly influencing the balance between C3 and C4 plants, though Huang

et al. (2001) conclude from their studies that climate, rather than reduced CO2, is the
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major factor responsible for the differences in vegetation between the LGM and the

present day.

* The difference in temperature between the LGM and the present day in tropical areas

has been a topic of long-standing disagreement. Continental archives record a decrease

averaging within the range 4 to 7 8C while recent estimates of the decrease in SSTs

mainly fall between 1 and 4 8C (Kohfield and Harrison, 2000). The general consensus

is that the temperature difference was much greater at high latitudes. One effect of this

was to increase meridional-temperature and -pressure gradients, especially in the

northern hemisphere (e.g., Rind, 2000). It seems quite likely that continental

temperatures were more depressed than those over the oceans; also that altitudinal

temperature gradients were steeper.

* Dust deposition globally was around an order of magnitude greater at the LGM than

today (Harrison et al., 2001; Mahowald et al., 1999).

Kohfield and Harrison (2000) evaluate the skill with which current models are in

agreement with data for the LGM. They show that simulations with computed

rather than prescribed CLIMAP SSTs capture the pattern of terrestrial biomes

more successfully. Feedback from terrestrial vegetation was not included in the

models they evaluated. The account by Mix et al. (2001) of a range of models

applied to the LGM shows how it is relatively easy to generate similar outputs

with radically different model structures. Overall, we are left with the conclusion

that a fully effective synergy between data and equilibrium models for the LGM

is still some way off. It will depend on the development of models with a

more comprehensive and realistic range of feedbacks, as well as on significant

improvements in palaeo-data. One recent study (Kim, 2004) using an atmosphere

–ocean– sea-ice climate-system model compares the modelled cooling effects of

atmospheric CO2 concentrations with those of ice-sheet topography and other

changes. Kim concludes that reduction in atmospheric CO2 concentrations was

responsible for around 60% of the total reduction in temperature at the LGM.
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Chapter 6

The transition from the last glacial
maximum to the holocene

6.1 The temperature record at each pole

The 10 000 years that intervene between the LGM and the opening of the

Holocene period have come under intense scrutiny from almost every point of

view. They represent the most recent and most accessible example of dramatic

global warming. Consequently, both the dynamics of Earth-system changes over

this period and the response of ecosystems to these changes (in so far as these can

be separately distinguished as ‘responses’ within such an interactive system) are

of outstanding importance.

Changing temperatures can be inferred from �18O and �Dmeasurements in the

ice itself (see 4.2.3) The initial warming corresponds with the early stages of a rise

in orbitally driven insolation at 608N that continued into the early Holocene,

peaking at 10000 years BP (Figure 6.1). In Antarctica the isotopically inferred

temperatures begin to rise beyond the preceding range of variability around 19000

years BP. The only significant (and unexplained) exception is in the record from

the Siple Dome on the coast alongside the southern Pacific (Taylor et al., 2003),

where a sudden rise in surface temperature of some 6 8C is recorded as early as

22 000 years BP, followed by a decline, before temperature once more increases,

rather more steadily, from ca. 18 000 BP onwards (Ahn et al., 2004). In all the ice-

core records from Antarctica, temperatures increase smoothly right through into

the early Holocene, with only one ‘set back’, the so-called Antarctic cold reversal

(ACR). On the Vostok chronology of Petit et al. (1999) the ACR spans some 2000

years, beginning around 14500 years BP. Ahn et al. (2004), who link data from

several Antarctic cores to the GISP 2 timescale, show the ACR beginning around

14800 BP and continuing to 13000 BP. Discrepancies of the order of a few

centuries still persist between the chronologies applied in current literature to ice

cores fromAntarctica spanning the last deglaciation (see, e.g., Figures 6.5 and 6.6).

The summary by Ahn et al., building on the higher resolution sequence from Siple

Dome, points the way to harmonizing these more closely both with each other and

with the records from central Greenland.

The latest evidence from the Dome C core (EPICA community members,

2004) points to remarkable parallels between this, the last glacial termination,
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and that occurring just before the start of the Vostok record (termination 5, at the

transition from MIS 12 to 11). Not only are the absolute values for many of the

properties measured on either side of the two transitions very similar, there

appears to be a similar ‘cold reversal’ during an early stage in MIS 11.

In Greenland, it is difficult to choose a point in the stable-isotope sequences

where the first significant increase begins. There is a element of personal judge-

ment involved in attaching any real significance to the initial, somewhat incon-

clusive increase around 19000 years BP, prior to the cooling associated with
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Heinrich layer 1. Most authors consider the opening of the Bølling/Allerød (B/A)

interstadial at some time between 14500 and 14700 years BP as the first clear sign

of northern-hemisphere warming outside the range of preceding variability. After

the steep, rapid increase in temperature at the opening of the (B/A) interstadial,

temperatures declined in a ragged fashion. There was then a cool interval between

12800 and 11600 years BP, known as the Younger Dryas (Y/D).

Comparing the inflexions on the curves of rising temperature from each set of

polar records between the LGM and the opening of the Holocene, they are seen

to be broadly in antiphase. Thus, the warm B/A interstadial between c. 14 600

and 12 800 BP corresponds closely, in terms of timing, with the ACR in

Antarctica. This has generally been regarded as a reflection of the bipolar seesaw

effect described in Section 5.4. Morgan et al. (2002), however, raise the possi-

bility that at the Law Dome site, the ACR may have begun around 15 000 years

BP, a few centuries before the start of the B/A. If subsequent research confirms

this version of the relative timing of these two events, the results would cast

doubt on the bipolar seesaw, in its simplest form, as a satisfactory explanation for

all the opposed changes in temperature between Greenland and Antarctica.

6.2 Spatial patterns of temperature change

The sequence of temperature changes inferred from the stable-isotope records in

central Greenland ice cores has come to serve as a template for awide area on either

side of the North Atlantic. Figure 6.2 shows how closely coherent the detailed

records of changing climate are fromGreenland eastwards into western and central

Europe and southwards at least as far as the coast of Venezuela. Whatever the

causes of the variability recorded, the spatial propagation of the signatures must

have involved atmospheric processes (cf. Mikolajewicz et al, 1997). Indeed, the

main sequence of changes, well known from Europe since the late 1920s and

named after type-sites in Denmark, can be detected in a great diversity of marine

and continental archives and proxy records across most, if not all, of the northern

hemisphere (Mikolajewicz et al., 1997; Broecker, 2000; 2003; Rahmstorf, 2002).

Much the same can be said for the earlier D/O oscillations already considered

(see 5.4), but continental archives with a full and detailed record of these earlier

events are much less common than are the records from the LGM–Holocene

transition.This is mainly because of the more widespread survival of archives

postdating the LGM, especially in previously glaciated regions.

The temperature change during the final transition from Younger Dryas to

early-Holocene conditions in central Greenland was accomplished in a matter of

decades (Figure 6.3). Its amplitude was originally estimated from stable-isotope

measurements as around 10 8C, but more recently, borehole-temperature records

(Cuffey et al., 1995; Dahl-Jensen et al., 1998) suggest that this is almost certainly

an underestimate by some 10 to 15 8C. Estimates of the parallel temperature

changes in western Europe vary with the site and proxy used, but generally
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the northeast trade winds

(Hughen et al., 1996). (b)

The �18O record (bulk

carbonates) from Hawes

Water, northwest England

(Marshall et al., 2002),

reflecting changing

temperature. (c) The �18O

record from GRIP, central

Greenland (Johnsen et al.,

2001). (d) The �18O record

from Leysin in central

Switzerland tuned to the

GRIP ice core timescale

(Schwander et al., 2000).
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range from 4 to 10 8C, at sites from northern. Norway to central Switzerland

(Ammann, 2000; Birks et al., 2000; Jones et al., 2002; Marshall et al., 2002).

Estimates of the change in sea-surface temperatures (SSTs) across this transition

in the North Atlantic and neighbouring seas range up to 10 8C (Karpuz and

Jansen, 1992). Both alkenone and � 18O records from the Adriatic point to a shift

of around 8 8C in SSTs there at the opening of the Holocene (Ariztegui et al.,

1996). In the case of the closely linked changes recorded in the Cariaco Basin

(Hughen et al., 1996), the shifts in sediment type that track the climate express

changes in productivity linked to differential upwelling as a result of modulation

of the northeast trade winds.

There is no simple boundary between the latitudes dominated by the northern-

hemisphere sequence of changes and the Antarctic one. Terrestrial records in the

southern-hemisphere include some from both South America (Hajdas et al., 2003)

and NewZealand that claim to detect a phase of cooling during the Younger Dryas

time interval (see Rahmstorf, 2002). Using the deuterium-excess (�D) record from
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Figure 6.3 A detailed

record of ice

accumulation, electrical

conductivity (ECM) and

isotopically inferred

temperature in central

Greenland for the late-

glacial and early Holocene.

The upper two graphs are

expansions of the lower

timescale around the
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the PAGES website; See

www.pages-igbp.org.)
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Dome C, Stenni et al. (2001) inferred the likely existence of a cold reversal in

the Southern Ocean closer to the age of the Younger Dryas than to the well-

documentedACR. By contrast, Lamy et al. (2004) show that the record of surface-

water temperature changes in marine sediments off the coast of southern Chile

follow the timing recorded in Antarctica. The issue has becomemore complicated

as a result of data from Japan. Although the pattern of change recorded there

parallels, in broad outline, that found on either side of the Atlantic, the varved

sediments from Lake Suigetsu in Japan suggest dates for the main transitions that

differ by several centuries (Nakagawa. et al., 2003). The authors conclude that the

sequence of changes in Japan reflects both solar insolation changes and Atlantic

influences. These results caution against accepting correlations that are not based

either on an extremely high level of signal coherence (cf. Figure 6.2), or on

accurate, precise and independent chronologies.

6.3 Changes in continental hydrology

Figure 6.4 shows a more extended record of isotopically inferred temperature

changes alongside changes in the rate of ice accumulation through this period in

the GRIP icecore. The periods preceding the B/A and the YD are both character-

ized by low rates of accumulation. Sharp increases mark the onset of the B/A and

the Holocene. Markgraf et al., (2001) use lake-level variations to infer changes in

moisture regime during this period from a suite of sites along thewestern side of the
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Americas. Their results point to a generally dry and cold pre-Holocene at high

latitudes, as well as in equatorial regions, with moister conditions generally more

prevalent in temperate latitudes. In equatorial Africa, sediment records from Lake

Victoria suggest that it experienced quite severe desiccation at least once and

perhaps twice between the end of LGM and the B/A; there was also a less severe

phase of lower lake levels during the YD (Stager, et al., 2002).

6.4 Dynamics, forcing and feedbacks

6.4.1 Introduction

During the course of the complex and interrupted rise in temperature between

the LGM and the opening of the Holocene, the potential feedback processes

involved include the following:

* The waning of continental ice sheets and sea-ice extent.

* Increases in atmospheric greenhouse-gas concentrations (CO2 recorded reliably only

in Antarctica, CH4 in both Greenland and Antarctica).

* Sharply declining rates of dust deposition recorded in ice cores from both polar

regions, from the tropics (Thompson, 1995) and in loess sections (An, 2000).

* Changes in ocean circulation.

* Changes in vegetation cover and soil moisture.

Each is considered briefly below, then questions of phasing are addressed

6.4.2 Ice volume

For the LGM–Holocene transition, the shrinking of the northern hemisphere

ice sheets can be tracked from geomorphological and stratigraphic evidence

allowing identification of ice extent at any given period (e.g., Clark et al., 2001).

Global ice extent can be derived from the evidence for global sea-level rise

(Figure 6.1) During the period from the LGM to the opening of the Holocene,

sea-level rose by just over 60 m, with the steepest rise, termed melt-water pulse

(MWP) 1A, beginning just before 14 000 years BP and coinciding with the early

part of the B/A interstadial. The evidence from the Barbados coral sequence

(Fairbanks, 1989), and sediments off the coast of northwestern Australia

(Yokohama et al., 2001) and from the Irish Sea basin (Clark et al., 2004)

shows a smaller, but significant, increase of some 10 m, around 19 000 years BP.

6.4.3 Greenhouse gases

Monnin et al. (2001) subdivide the increases in CO2 and CH4 concentrations into

four stages (Figure 6.5). During the first stage, from c. 17 000 to 15 400 years BP,

there are steep, synchronous increases in both trace gases. The estimate

by Monnin et al., for the lag between the temperature and the CO2 rise is 800
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+ /�600 years, in good agreement with estimates from other Antarctic ice cores.

During the second stage, between 15 400 and 13 800 years BP, CO2 values rise

more gently and CH4 concentrations hardly change. Around 13 800 years BP, at

or just after the beginning of the ACR (correlated with the B/A by CH4

concentrations) there is a sudden jump in both sets of values, after which they

remain stable until 12 300 BP. Between 12 300 and 11 200, CO2 values rise

steeply once more, but there is a trough in CH4 concentrations, which only

recover to early-Holocene values at the end of this phase. The CH4 concentra-

tions correlate this trough with the YD (note that, as shown on Figure 6.5,

the Dome C chronology appears to differ from the GRIP timescale by c. 500

years). Comparison with the �D temperature record gives a maximum correla-

tion (r = 0.94) with CO2 if the CO2 values are shifted back by 410 years. This

is so close to the range of uncertainty in estimates of the age difference between

the ice and the enclosed gases that no significant delay between temperature

and greenhouse-gas increases can be established with certainty. The higher-

resolution record from Siple Dome (Ahn et al., 2004) suggests a time lag

of around 210 to 330 years. Their results make it highly unlikely that the increase

in CO2 values predated that in temperature and make a short lag probable,

though not certain. A close link between the two is once more strongly indicated.
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The evidence from Dome C suggests a similar phasing between temperature

and CO2 during the transition between marine isotope stage (MIS) 12 and 11

(EPICA community members 2004), though the increase in CH4 during the earlier

deglaciation begins after the start of the CO2 rise. Some decoupling between CO2

and CH4 changes is thus apparent in both transitions, though the pattern is not the

same in each. The decoupling is consistent with the view that whereas changes in

CH4 reflect mainly responses by terrestrial vegetation and soils in the northern

hemisphere and low latitudes, changes in CO2 are mainly linked to ocean pro-

cesses. It is now well established that the increase in CH4 at each glacial termina-

tion recorded in the Vostok ice core lags isotopically inferred temperatures by

around 1000 years (Delmotte et al., 2004).

6.4.4 Dust deposition

Remarkable data sets are available from both central Greenland and Antarctica

using Ca concentration as a proxy for dust deposition, or detailed microparticle

measurements (Figure 6.6). These latter are available for the last 27000 years

from Dome C (Delmonte et al., 2002) and, at lower resolution for the whole of

the last 740 000 years (EPICA community members, 2004).

In Greenland, values decline between 20 000 years and 18 000 years BP,

plateau for a while, then peak around 17 000 to 15 500 years, after which they

fall almost to zero at the beginning of the B/A. They only increase again at the

opening of the YD around 12 800 years BP, after which they decline to

negligible levels at the opening of the Holocene. The records from Vostok

(Petit et al., 1999) and Dome C (Delmonte et al., 2002; Rothlisberger et al.,

2002) show over an order of magnitude decline between c. 18 000 and 11 000

years BP. Loess deposition and transport out over the Sea of Japan and the

Pacific declined steeply over the same period (Tada et al., 1999; Irino et al.,

2001). Between 18 000 and 17 000 years BP, dust deposition onto the

Huascaran ice cap in Peru also fell by an order of magnitude (Thompson,

1995). Although the precise phasing of declines in dust deposition varies

between sites, there is a common overall trend irrespective of location. In

central Greenland and at Dome C in Antarctica, where the records for the

period of deglaciation are temporally highly resolved, dust deposition and

temperature are strongly anti-correlated at every stage. Similar rapid falls in

dust concentration accompany all of the eight glacial terminations recorded in

the long sequence from Dome C.

6.4.5 Ocean circulation

Several lines of evidence summarized by Clark et al. (2002) suggest that during

the whole period of deglaciation, each major step in the sequence of changes
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from the dip in temperature in central Greenland contemporary with Heinrich

1 (18 000–16 000 years BP) through the B/A and YD, into the opening of the

Holocene, involved a reorganisation of ocean circulation. These reorganizations

included major fluctuations in the strength of North Atlantic deep water

(NADW) formation, as was the case during the earlier Heinrich events and

intervening interstadials. Much research has focused on two themes:

* The sequence of meltwater discharge events around the margins of the Laurentide ice

sheet and associated changes in ocean stratification and circulation in the North

Atlantic.

* Temperature, stratification, circulation and productivity changes in the Southern Ocean.

Combining the results presented by Teller et al. (2002) and Aharon (2003), it

now seems highly likely that the main trigger for the onset of the YDs was

sudden freshwater dischargee from glacial Lake Agassiz. The discharge was

routed into the North Atlantic via the Great Lakes–St Lawrence valley, provid-

ing a freshwater cap to the North Atlantic sufficient to disrupt NADW formation.

Prior to the onset of the YD, discharge from the ice margin was mainly routed

southwards via the Mississippi valley. Up until the beginning of the B/A, peaks

in freshwater discharges into the Gulf of Mexico had coincided with periods of

cooling in Greenland, suggesting that they may have played a role in changes in

NADW formation. Subsequently, peak discharge via this southerly route into the

Gulf ofMexico roughly coincided with the start of the B/A interstadial – a period

of dramatic warming in Greenland and around the North Atlantic. The discharge

peak appears to have accounted for around 50% of the rise in global mean sea-

level during melt-water pulse (MWP) 1A. This conflicts with the proposal by

Weaver et al. (2003) that MWP 1A was mainly the result of melting of the

Antarctic ice sheet.

Interest in the role of the Southern Ocean as a driver of climate change during

deglaciation has been sharpened by the model simulations of Knorr and Lohmann

(2003). They showed how a gradual warming of the Southern Ocean and a

reduction in sea-ice leads to changes in ocean circulation that can suddenly give

rise to a switch from the glacial to interglacial mode of circulation in the North

Atlantic. Their model generates a rise in SSTs in the North Atlantic of up to 6 8C
over a few decades – a result compatible with the sudden rise in temperature

associated with the opening of the B/A, around 14600 years BP. In their model,

this process can even overcome the effects of meltwater discharge into the North

Atlantic. These results therefore help to reconcile the apparent paradox of a large

freshwater flux into the Gulf of Mexico linked to MWP 1A falling within the early

stages of the B/A interstadial. Linking these several lines of evidence together, it is

now possible to propose a coherent, albeit still speculative, sequence of events in

the Southern Ocean and North Atlantic during the period of deglaciation (Stocker,

2003 and Figure 6.7). The existence of a possible parallel with the ACR during the

deglaciation immediately precedingMIS 11 (EPICA community members, 2004)
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opens up the possibility of a broadly similar sequence of changes during that

earlier transition.

The only insolation changes required in the scheme outlined in Figure 6.7 are

those linked to smooth orbital forcing. On the other hand, van Geel et al. (2002)

make the case that since the sudden and wide-scale climate changes around the

time of the B/A–YD transition coincide with a strong anomaly in atmospheric
14C concentrations, the cooling may have been at least in part linked to a strong

reduction in insolation. Solar forcing of this kind is implicit in Rahmstorf’s

(2003) review linking the YD to earlier Dansgaard/Oeschger oscillations.

Although neither Marchal et al. (1999), nor Clark et al. (2002), discount the

possibility, the balance of evidence may be swinging away from sudden solar
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Figure 6.7 A schematic model of the likely sequence of changes in climate and

circulation in the Atlantic during the transition from full glacial to Holocene conditions.

(1) Increased solar radiation triggers the onset of the transition. (2) Freshwater from

the melting of northern ice sheets shuts down the meridional overturning circulation

(MOC) in the Atlantic (Heinrich 1). (3) As a result, the bipolar-seesaw mechanism

enhances warming in the southern hemisphere, which quickly turns on theMOC once

more, by surface advection of saline water (4) as well as a discharge of melt water in

the south (5). As a result, the north nowwarms rapidly (the Bølling/Allerød interstadial)

and the seesawmechanism leads to cool conditions (the Antarctic cold reversal) in the

south (6). Melting of the northern ice sheets accelerates, leading to a second abrupt

cooling in the north (7), which oncemore stimulates warming in the south (8). Finally,

this turns on theMOC oncemore, leading to the suddenwarming (9) at the opening of

the Holocene. Solid lines with black arrowheads represent the bipolar-seesaw

mechanism. Lines with clear arrowheads indicate the mechanisms thought, on the

basis ofmodelling, to be responsible for changes initiated in the southern hemisphere

and eventually espressed as the resumpyion of theMOC at the opening of the Bølling/

Allerød interstadial and the Holocene. (Modified from Stocker, 2003.)
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forcing at this time. Delaygue et al. (2003) use a dynamic model of intermediate

complexity to show that, provided the additional effects of an increased oceanic

reservoir age for 14C are taken into account, simulated changes associated with a

meltwater discharge are probably sufficient to account for the anomaly in atmos-

pheric 14C concentrations.

6.4.6 Changes in vegetation cover and soil moisture

A much more comprehensive global survey of vegetation changes during

this time interval is needed before the possible role of feedbacks can be con-

fidently analysed. Adequately dated terrestrial sequences outside Europe and

north America are still too sparse. In general terms, the northern hemisphere

cold intervals before and after the B/A appear to have been characterised, with

some exceptions in monsoon-dominated regions, by more widespread grassland,

steppe and tundra communities, under drier as well as colder conditions. In

so far as changing atmospheric CH4 concentrations during the period indicate

anaerobic decomposition in terrestrial biomes, moister soil conditions appear to

have prevailed during the warm intervals, both in tropical and high-latitude

environments (Monnin et al., 2001). If the model-based conclusions reached

by Meissner et al. (2003) concerning land-surface feedbacks during glacial

inception have comparable implications during deglaciation, there is an

urgent need to build vegetation and soil feedbacks into models simulating

deglaciation.

6.4.7 Questions of phasing

From the above account, we can draw several tentative conclusions:

* Increases in atmospheric-greenhouse-gas concentrations probably began a few

centuries at most after the first indications of rising temperatures in most cores

from Antarctica. A small rise in global mean sea-level (�10 m), implying some ice

melting, probably preceded this, but the main rise in sea-level (hence rapid ice melting)

post-dated it by 2000 to 3000 years. There is still much room for improvement in

establishing more precisely the phasing of different forcings, feedbacks and responses

during deglaciation.

* As in the case of the strongest oscillations during MIS 3, the antiphase relationships in

inferred temperature between Greenland and Antarctica during the period point to a

major role for ocean circulation in driving the changing patterns of response at high

latitudes in each hemisphere.

* The interruptions to northern-hemisphere warming during Heinrich 1 and the YD

intervals are most probably linked to surges in fresh-water input to the North Atlantic,

the first via the Gulf of Mexico, the second via the Great Lakes–St Lawrence route.

Both involved complete or partial collapse of the Atlantic meridional overturning
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circulation, with consequent warming in the South Atlantic. The steep warming trend

in the northern hemisphere that came at the end of each coincided with the swift

resumption of the circulation (McManus et al., 2004).

* The sudden onset of northern hemisphere warm conditions at the opening of the B/A

and the Holocene are thus linked to a rapid development of the ‘modern’ mode of

NADW formation.

* There appear to be significant differences between Heinrich 1 and the YD. For

example, the latter coincides with much higher and quite steeply rising levels

of atmospheric CO2 concentrations. The reasons for these differences remain

unresolved, though changed conditions in the Southern Ocean may have been

involved.

* The close antiphase relationship between changes in dust deposition and isotopically

inferred temperature, in ice cores from both poles, suggests the possibility of a

significant role for atmospheric dust as an agent in climate change during

deglaciation.

* The parallels between higher atmospheric concentrations of CH4 and evidence for

warmer, moister conditions in the northern hemisphere during deglaciation (and vice

versa) point to changes in terrestrial vegetation and soil-moisture status as the main

driver of the recorded changes in methane concentrations (but see 6.5.4).

* Modulation of atmospheric CO2 changes during deglaciation appears to be linked to

changes in the world’s oceans.

* Such changes, by modifying ocean ventilation, are likely to have been the main,

though not necessarily the only, processes generating the changing concentrations of

atmospheric 14C during the period.

* This consideration, coupled with the increasing skill with which models are able to

replicate some of the key features of the Earth-system changes recorded during

deglaciation, without invoking external forcing, tends to cast doubt on, but does not yet

preclude, the possibility that sub-millennial changes in external forcing play a major

role in the rapid oscillations characteristic of deglaciation.

6.5 Transitions and feedbacks – deglaciation in the context
of longer-term changes

6.5.1 Challenges to modelling

It is clear from all the references to modelling above, that despite significant

progress, providing coherent, well-constrained and testable models of all the

dramatic changes in Earth-system function that took place between the begin-

ning of MIS 5d through to the opening of the Holocene remains a formidable

challenge. There are several underlying reasons for this (Clark et al., 2002;

Labeyrie et al., 2003):

* Combining the degree of complexity and the spatial and temporal resolution required

for comprehensive modelling on the one hand, with the length of model run needed
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to capture even the rapid transitions on the other, is still out of reach. Compromises

have to be made and these involve simplifications that limit the value of the model.

* Proxy data on many of the key variables are too sparse and too uncertain to provide an

adequate basis either for initialising models or for testing their performance.

* There are significant mismatches between the timescales on which abrupt changes

occurred (years to decades) and those on which transient states were sustained

(centuries). Moreover, the periodicities of variability do not match any of the currently

known timescales of ocean and atmosphere variability.

Only by integrating cryospheric and terrestrial biome changes with atmospheric and

oceanic processes and linkages, and by generating interactions that include strong

hysteresis, can models be produced that replicate aspects of the recorded variability

in a credible way. The models generated simulate alternations in thermohaline

circulation between preferred modes but they are still some way from allowing

confident detection of the threshold values that can tip the system between modes

under any given mean state. This limits both their explanatory power for past

variability and their possible predictive power for likely future changes.

6.5.2 Positive and negative feedbacks

We now return to the three questions posed earlier at the end of Section 5.1.

These concerned:

* The likely sequence of feedback mechanisms and the role of greenhouse gases,

especially in the shift from glacial to interglacial conditions.

* Processes limiting the amplitude of natural variability in trace gas concentrations

through the last four glacial cycles.

* The major sinks, sources and fluxes for carbon during successive glacial cycles.

There is evidence that changes in all the feedback mechanisms already discussed

took place shortly after the initial change in solar radiation, believed to be the

trigger for the onset of deglaciation. Attempting to quantify their relative

importance depends on models that are still subject to great uncertainty.

Increases in greenhouse gases probably followed initial temperature increases

by a few hundred years. The most recent results cast some doubt on the earlier

assertion that they invariably preceded significant ice melting and sea-level

rise. Resolution of this question awaits better correlations and chronologies.

There is general agreement that major changes in CO2 concentrations during

glacial–interglacialcycles reflect, above all, exchanges with the marine reservoir.

The arguments for this are summarized by Pedersen et al. (2003). Unfortunately,

these same processes are poorly constrained by existing data. This means that it

is still impossible to make an informed choice between the various alternative

hypotheses developed to account for the variations in the exchange of CO2

between the ocean and atmosphere (LeGrand and Alverson, 2001). Pedersen
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et al. (2003) point out that several of the suggested processes may operate

together, either in sequence or in parallel, to generate the vast reorganisations

of the carbon cycle that we see during the major transition. All these considera-

tions impede realistic modelling of the role of CO2 in the sequence of changes

involved in the last glacial terminations.

None of the studies summarised here questions the feedback role that increas-

ing concentrations of atmospheric greenhouse gases played during glacial ter-

minations. Few, if any, models of glacial–interglacial transitions fail to highlight

greenhouse-gas feedbacks and none of the evidence available so far seriously

challenges the inference by Lorius et al. (1990), on the basis of the early records

from Vostok, that the sensitivity of temperature to a doubling of CO2 is in the

region of 3–4 8C, a value consistent with physical theory and within the range of
sensitivity used by the IPCC (see 13.1.3).

The processes responsible for limiting the extreme values of greenhouse-gas

concentrations during interglacial maxima and glacial minima have not yet been

elucidated. One scenario has been outlined by Falkowski et al. (2000) and

Scholes (2002). Their conceptual model envisages that during each of the

recurrent glacial minima, the productivity of terrestrial ecosystems in the cold,

dry glacial climate dropped to the point where loss of carbon through respiration

balanced uptake through photosynthesis. Consequently, plant growth was main-

tained at a minimal level. In the ocean, there was less carbon release to the

atmosphere than today, partly through reduced thermohaline circulation, partly

as a result of enhanced biological productivity. Large quantities of organic

carbon were thus stored in sediments and inorganic-carbon remains in deep

waters. The authors regard this state as quasi-stable and linked to an atmospheric

CO2 concentration of around 180 ppm. Emerging from it towards interglacial

conditions requires the combination of forcings and feedbacks already outlined

above, beginning with the initial insolation trigger. Transient equilibrium at

peak values during interglacials is seen to reflect a balance between increased

ocean productivity in areas of upwelling, and outgassing of CO2 driven by

increased solubility. The increased productivity is a result of long-term input

of nutrients remobilised from land surfaces. The peak values of about 280 ppm

reflect the point at which biological uptake of CO2 both on land and in the oceans

is balanced by the ocean-to-atmosphere flux. There are problems with several

aspects of this model (see, e.g., Bender, 2003), but, with all its limitations, it

serves to indicate some of the possible linkages between systems that may be

involved in regulating the carbon budget of the Earth.

An alternative view of the linkages between the various components of the Earth

system during periods of transition envisages a crucial role for atmospheric dust

both as a fertiliser in parts of the ocean where it is the key limiting nutrient and as a

feedback mechanism in the atmosphere through its effects on radiative balance.

Bopp et al. (2003) use an ocean biogeochemistry model and palaeo-data to

suggest that an explicitly simulated dust field for the LGM can provide enough
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iron to the Southern Ocean to stimulate a diatom bloom sufficient to lead to a

global loss of carbon to the deep ocean of around 6%, through the operation of the

‘biological pump’. This, in turn, would generate a draw-down in atmospheric CO2

of 15 ppm. Higher atmospheric-dust content at the LGM results from the interac-

tion of several processes. The continental areas prone to dust entrainment are

enlarged as a consequence of reduced C3 plant growth, which in turn results from

lower atmospheric CO2 and drier climatic conditions (Mahowald et al., 1999).

Stronger winds and a reduced hydrological cycle, as a result of lower precipitation

and cold oceans, lead to increased atmospheric transport. The evidence for dust

deposition in an extensive data set of marine and ice-core records is consistent

with the level of enhancement in dust deposition generated by the simulated dust

field of Bopp et al. Equally, the spatial pattern of changes reconstructed from

marine-sediment proxies for productivity is consistent with the simulated changes

in export production to the deep ocean as a result of the fertilising effect of the

enhanced dust deposition generated by the model. Thus, the nature of the terres-

trial biosphere in combination with changed atmospheric processes generates

enhanced dust entrainment, which in turn drives enhanced marine primary pro-

ductivity, which in turn leads to the sequestering of carbon in the deep ocean via

the biological pump. Calvo et al. (2004) suggest that dust may also have changed

the pattern of biological productivity by providing an input of silica to the open

ocean. Their results from the Tasman Sea show that heavy dust deposition was

associated with a switch from dominantly coccolithophore to diatom productivity.

Whereas under dominance by coccolithophores the effects of the biological pump

are offset by calcite secretion, in the case of diatom dominance, there is a clear net

draw-down ofCO2. They infer that this type of changemay have contributed to the

lowering in atmospheric CO2 during glacial periods.

Changes in terrestrial and marine biota are both essential elements in the

schemes of interaction outlined above on the basis of Bopp et al. (2003) and by

Calvo et al. (2004). Bopp et al., whose simulation is broadly consistent with

existing palaeo-data from both marine (cf. Sigman and Boyle, 2000) and ice-

core records, estimate that the maximum impact of high dust deposition on

atmospheric CO2 concentrations must be rather less than 30 ppm. Their conclu-

sions are broadly compatible with those of Watson et al. (2000), Ridgwell and

Watson (2002) and Ridgwell (2003). Ridgwell’s analysis suggests that the

‘dust–iron–marine productivity–carbon export to the deep ocean’ hypothesis

(see Figure 6.8) could account for about a third of the temperature variability

recorded in Antarctica on glacial–interglacial timescales.

6.5.3 Iron fertilisation experiments and the ‘biological pump’

The question of iron fertilization and ocean productivity – one of the key elements

in the above hypothesis – has been addressed through direct experiments in areas of

the oceanwhere productivity is low despite high nitrate concentrations in the water.
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Coale et al. (1996) carried out the first, IRONEX, experiments in the equatorial

Pacific, sincewhen the SOIREE (Boyd et al., 2000) and SEEDS (Tsuda et al., 2003)

experiments have been conducted in the Southern Ocean and subarctic Pacific,

respectively. These studies confirm that iron fertilization can generate strong, rapid

increases in primary productivity. Tsuda et al. recorded a shift in diatom population

towards dominance by larger species, associated with 2.6 doublings of the popula-

tion per day during their experiment. These results suggest that the conditions

generated by the high productivity they recorded would favour rapid sedimentation

of organic matter on a massive scale. This, along with the shift in dominant species,

is a key process in the ‘iron-enrichment’ hypothesis as applied to glacial times.

Nevertheless, the effectiveness of the mechanism as a major factor in the glacial (or

future) carbon cycle remains in doubt, since none of the experiments directly

confirm export of the resulting dead biomass to deep waters in large quantities.

Boyd et al. (2004) included a sediment-trapping strategy in their SERIES iron-

enrichment experiment in the Gulf of Alaska. They conclude that only a small

proportion of the particulate carbon produced during the iron-induced phytoplank-

ton bloom actually reached the deeper layers of the ocean. Much of the rest was

re-mineralised by bacterial action or grazed by animal plankton. They also found

that productivity was limited by the availability of silicic acid as well as iron. As the

results of more iron-fertilisation experiments are published, the danger of extra-

polating temporally beyond the timeframe of short experiments and spatially

beyond the bounds of the experimental area become increasingly apparent.
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Bishop et al. (2004), on the basis of the SOFeX experiment in the Southern Ocean,

demonstrated not only increased productivity but also enhanced export of carbon at

least to a depth of 100 m. They claim that their results reinforce the view that iron

fertilizationmay have enhanced the biological pump in the Southern Ocean during

the LGM. The complementary study, by Buesseler et al. (2004) within the frame-

work of the same experiment, suggests that the level of carbon export to deeper

waters is much the same as for natural blooms and casts doubt on the effectiveness

of iron fertilisation as a response to future increases in atmospheric CO2.

6.5.4 Other processes

Harrison et al. (2001) and Claquin et al. (2002) also consider the effects that

enhanced atmospheric-dust loading at the LGM may have had on net radiative

forcing. Following Overpeck et al. (1996) Claquin et al. agree that the effect

would have been positive over ice sheets, but their simulation suggests that this

was more than compensated by a large and negative effect in the tropics. Their

model suggests that the overall effect may have been broadly comparable to that

of the reduction in atmospheric CO2. Although sensitivity tests suggest that this

is a robust conclusion, there is still much doubt as to the effect on the actual

energy balance at the Earth’s surface.

Although the simulations outlined above claim consistency with available

palaeo-data, it is important to note that in a situation where data are sparse, subject

to significant, often unquantified uncertainties, and sometimes contradictory,

claims of consistency often fall short of confirmation. For example, Maher and

Dennis (2001), claim that the phasing of changes in dust flux and CO2 around the

time of the penultimate deglaciation, together with the lowdust flux to the Southern

Ocean during the period, both run counter to the hypothesis that dust was a major

controlling influence on atmospheric CO2 concentrations. Through analyses of ice-

core N2O concentrations and isotopic ratios over the last 106 000 years, Sowers

et al. (2003) infer that there has been little change in the relative proportions of

terrestrially derived andmarine N2O, a finding that tends to cast doubt on changing

marine productivity as the dominant cause of changes in atmospheric-CO2 con-

centrations between glacial and interglacial times. Furthermore, Caillon et al.

(2003b), on the basis of their timing of changes during termination III, the previous

deglaciation, favour a link between CO2 and marine processes that involves a

longer time lag than the ‘iron fertilisation hypothesis’ would imply.

That other ocean processes than dust deposition were involved in glacial–inter-

glacial changes in atmospheric-CO2 concentrations is implied by the indication that

the combined dust effects were unlikely to account for more than around 30%

of the recorded changes in CO2. Sarmiento et al. (2004) and Ribbe (2004), in

his comments on the Sarmiento et al. paper, point to a dominant role for the

Southern Ocean as a driving force in ocean-productivity changes on a global

scale. Modulation of the role of the Southern Ocean as a wide-scale supplier of
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nutrients, through changes in ocean circulation, would therefore seem to be another

candidate for contributing to changes in CO2 on glacial–interglacial timescales.

That the increase in atmospheric CO2 concentrations during glacial–interglacial

transitions coincides with strong evidence for increasing productivity by terrestrial

ecosystems is one of several reasons for regarding ocean as the main player in

modulating CO2 changes. One of the contributing processes was probably the

development of coral reefs in shallow sea-shelf regions as sea-level rose to cover

these and reef growth becamemore widespread. The carbonate production involved

in reef development leads to CO2 release. Vecsei and Berger (2004) evaluate the

evidence for the timing and effects of the process. They show that the influence was

significant andwas probably strongest during the earlyHolocene, between 9000 and

6000 BP, when the eustatic sea-level rise had slowed down. It is therefore not likely

to have been a major influence on either the earliest increases in atmospheric CO2

concentrations, or the later ones that have been linked by Ruddiman (2003b) to

human activities (see 7.12).

The changes in methane concentration during the last deglaciation (Figure 6.5)

are usually interpreted as reflecting mainly changes in the extent of tropical

wetlands, with northern hemisphere boreal peatlands playing a subsidiary role.

The claim that these sources have controlled atmospheric methane on longer

timescales has been challenged by Kennett et al. (2000; 2003). They propose a

major role for methane hydrates. These occur in situations where organic carbon is

effectively trapped and retained under high pressure and/or at low temperatures.

Vast quantities are trapped in solid and probably gaseous form under Arctic

permafrost. They also occur more widely in organic-rich marine sediments.

Destablisiation and release of methane from these deposits may have been trig-

gered by changes in sea-level, water temperatures or ocean circulation. Evidence

from the Santa Barbara Basin (Kennet et al., 2000; Hinrichs et al., 2003) suggests

that hydrates were released into the Gulf of California during Dansgaard/

Oeschger oscillations and deglaciation. This led Kennett et al. (2003) to

propose that similar processes were more widespread and may have contrib-

uted significantly to the rise in atmospheric-methane concentrations during

deglaciations. This remains a controversial hypothesis. Maslin and Thomas

(2003) attempt to establish the maximum contribution this process could make

to changes during deglaciation by using the stable-isotope ratios of carbon to

constrain the sources of carbon. They accept the likelihood of hydrate release,

but conclude that it was unlikely to have contributed more than 30% of the

additional methane released at the time and reaffirm the view that terrestrial

sources dominated. It follows from a wide range of model simulations for other

time intervals that these and many other terrestrial feedbacks were important

components of Earth-system change during deglaciation, but as yet it is

difficult to characterise and quantify them fully, partly because of the problems

involved in generating transient simulations that capture all the major features

of the Earth system during the period.
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6.6 Glacial–Interglacial changes and the modern world

The differences between the glacial world and the late Holocene, and between

the rapid warming that succeeded the last glacial maximum and that recorded in

the recent past and projected for the future, make it difficult to draw conclusions

of direct, quantitative application to the present day from the research outlined in

this and the preceding chapter. Some points are clear and non-controversial, for

example, the value of reconstructing the LGM as reliably as possible in order to

provide empirical data against which to measure the success of model simula-

tions under different boundary conditions. The situation is much more complex

when we consider the need to understand processes and process interactions.

Some of the key changes that accompanied the major reorganizations of the

Earth system described above – massive continental deglaciation in the northern

hemisphere and an order-of-magnitude shift in atmospheric-dust concentrations,

for example – are not currently relevant. Yet some of the processes with which

these changes are linked – freshening of ocean waters in the North Atlantic, or

changes in biological productivity in the oceans – may be of considerable

importance in the future. Some of the tempting, apparent analogues for a warmer

world, MIS 5e, for example, are clearly inappropriate, because it can be shown

that they were the product of a different combination of forcings and feedbacks.

Yet some of the processes involved – changed latitudinal temperature gradients

and ocean circulation – may be key factors in the future. The argument that we

can ignore evidence from glacial and interglacial times because things were so

different then, misses vital points arising from the degree of inter-relatedness

and non-linearity inherent in the Earth system:

* The value of future projections in many aspects of environmental change will depend

on their ability to define thresholds and responses in complex, non-linear and highly

interactive systems. The only realistic tests for the models used will be in their ability

to capture amplifying or self-regulating feedbacks and resulting non-linear behaviour

in the past. This and the previous chapter include many examples of this type of

behaviour on a wide range of temporal and spatial scales.

* The present account, despite uncertainties regarding precise phasing, reinforces the

view that CO2 and methane played an important role in the sequence of amplifying

feedbacks that led to global warming at the end of successive glaciations.

* Although data–model comparisons addressing both time-slice states and transient

changes are still far from satisfactory in many cases, the progress achieved over the last

decade is outstanding and ongoing. The fact that the models involved are dealing with

a range of processes only some of which apply directly to the present and future, in no

way limits the importance of developing, testing and improving them as tools designed

to simulate key features of the Earth system as it changes through time.
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Chapter 7

The Holocene

7.1 The transition to the Holocene

As the previous chapter has shown, the ice-core records from each of the poles

provide contrasted templates for the transition from glacial to interglacial,

Holocene conditions. In Greenland, the final transition appears to have been

completed within a few decades, with most of the change in isotopically inferred

temperature taking place in two jumps, each lasting less than a decade (Figure 6.3).

The remarkable coherence between the Greenland records and those from Europe

and around the North Atlantic (Figure 6.2) suggests that similarly rapid changes

took place over a wide area. The question of just how widespread this pattern of

changewas is not yet fully resolved, but there is well dated evidence to suggest that

it extended south as far as Patagonia (Hajdas et al., 2003). Denton and Hendy

(1994) claimed that the sequence of changes at the end of the last glacial in New

Zealand are synchronous and parallel to the northern-hemisphere pattern, though

not all lines of evidence accord with this view (McGlone, 1995).

Although the beginning of the Holocene is marked by a sharp boundary in

many archives, it was also a point in a long period of transition involving a whole

sequence of Earth-system changes that continued for several thousand years.

The seasonality and spatial distribution of external insolation continued to

change throughout the whole of the Holocene. At the end of the Younger

Dryas, global ice volume was still sufficiently large for sea-level to lie some

60 m below its present-day level. It took another 5000 years for it to approach its

present level. De-glaciation brought in its wake a sequence of changes in the

terrestrial biosphere, replacing ice and tundra with forests over vast areas. This

process also took up to thousands of years. In the account that follows, it is

important to distinguish, wherever possible, changes that were mainly forced by

processes linked to the ongoing transition from glacial to interglacial conditions,

from those that reflect variability within the range of boundary conditions

similar to the pattern prevailing in the late Holocene, immediately prior to

major human impacts. The latter have distinctive importance, as they provide

the best evidence for the dynamics, spatial expression and amplitude of the

natural variability that will interact with any anthropogenically driven future
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changes. Fortunately, the range of archives and proxies available for study, the

quality of chronological control, and the density of sites investigated increase

greatly as we approach the present day.

In Chapters 5 and 6, much of the text was built round a sequence of major

reorganisations of the Earth system that were, in broad terms, either globally

synchronous, or at least temporally coherent, despite differences in the ways in

which they were expressed in different parts of the world. The Holocene requires

a rather different approach. The central-Greenland isotopic record shows a

dramatic decline in variability at the opening of the Holocene. This has led

some to see the climate of the last 11 000 years as rather invariant. By contrast,

the hydrological record from low latitudes shows massive changes during the

Holocene. The Holocene is not so much a period of low variability as one during

which variability was less to do with temperature and was more spatially

diversified, hence less easily characterised by global generalisations. Even in

higher latitudes, where climate variability was undoubtedly less than during

glacial periods, it was still significant in human terms. In lower latitudes, where

the most readily recognisable changes were hydrological, these were of quite

outstanding human significance.

The text that follows first outlines the types of changes taking place during the

Holocene as a whole by presenting examples of Holocene climate change

inferred from a variety of proxy records from different parts of the world. This

provides a short descriptive framework within which to explore some of the key

themes that link the patterns of observed change to the processes responsible.

These form the main body of the chapter. The final section seeks to review these

from the standpoint of dominant forcing and feedback mechanisms.

7.2 Patterns of overall climate change during the Holocene

There is a huge diversity of proxy records of climate change during the

Holocene. In the text that follows, we begin by presenting typical proxy

records from latitudinal extremes. The high-latitude records are reflecting,

above all, changes in temperature and seasonality. The low-latitude records

are largely reflecting major changes in precipitation minus evaporation (P�E).

Although temperature changes may have contributed to the dramatic fluctua-

tions, the main variable appears to have been hydrological. Adopting these two

contrasted templates of Holocene variability at the outset is a simplification of

much more complex spatial patterns, linked in part to orbital forcing. The long-

term patterns of hydrological variability in the tropics form a counterpoint to

the high-latitude glaciations. Instead of being paced by the 100 000-year

eccentricity cycle, they are much more directly responsive to the 23 000-year

precession cycle.

Figure 7.1 shows a range of proxy temperature records from high-latitude

sites in the northern hemisphere. Whether we consider isotope values in
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Greenland and Canadian Arctic ice, summer ice-melt layers, pollen-based,

temperature reconstructions speleothem signatures, SSTs or marine diatom-

based reconstructions, most show a fair measure of agreement, with a steep rise

during the first 1000–3000 years and evidence for peak-Holocene temperatures

480

500

520

N
or

th
er

n 
he

m
is

ph
er

e
Ju

ne
 in

so
la

tio
n 

(6
5°

 N
) 

(W
 / m

2 )

(a)

8

10

12

14

16

14

12

10V
Ø

rin
g 

P
la

te
au

C
R

 9
48

/2
01

1
S

S
T

 A
ug

us
t (

°C
)

N
or

th
 Ic

el
an

d 
sh

el
f

M
D

99
-2

26
9

S
S

T
 A

ug
us

t (
°C

)

(c)

(b)

10000 8000 6000 4000 2000 012000

R
ec

on
st

ru
ct

ed
 a

nn
ua

l
m

ea
n 

te
m

pe
ra

tu
re

 (
°C

)

l

l
l
ll

ll l
ll ll l

l
lll

llllll ll
l lll

ll
l

l

l
l
l
l l

l
l
l l

l
l
l
ll
ll
l l l

l ll
lllll

l
l

l
l
l l

l
l
ll ll

l
l

ll l
l ll ll l

l
ll
ll ll

l
llll

lll
lll

ll
ll

l ll
l

l l

l
l

l

ll
l l l l l

l
ll l l

l l
l

l l ll l

l
l llll

l

l l

l

l
l

8

6

4

2

0

–2

–4

R
en

la
nd

D
ev

on
δ18

Ο
 (‰

)

N
G

rip
 

(d) –26

–28

–30

–26

–28

–30

–22

–24

–26

–28

–34

–32

–36

–38

–40

–30 –32

–34

–36

–38
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see Figure 4.4a) (c) Sea-

surface temperatures for

North Atlantic sites around

Iceland (from Anderson
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between 10 000 and 6500 years BP. Several show a sharp drop in values around

8200 years BP and this is one of the themes considered in the next part of the

chapter, as is the record of and response to rapid warming at the onset of the

Holocene.

Figure 7.2 presents a range of low-latitude climate records from south

America, Africa and southeast Asia. All show a strong degree of hydrological

variability with a tendency, except in the south-American example, for wetter

conditions during the first half of the Holocene, followed by evidence for

varying degrees of desiccation thereafter. Evidence for extensive lakes and a

rich flora and fauna confirms that the Sahara experienced a relatively humid

climate for most of the Holocene up until at least 6000 years BP. Indeed, a broad

area across the whole width of Africa shows similar trends, with increasingly

variable, but mainly high lake-levels until around 6000–5500 years BP, followed

by an irregular, pulsed decline. An episode of high dust deposition around 4000

years ago, recorded in ice cores from Mount Kilimanjaro in Kenya (Thompson

et al., 2002), points to severe desiccation around that time. The dynamics of

these dramatic hydrological and ecosystem changes in the Sahara/Sahel region is

one of the themes considered later, in Section 7.4.

Moving across into the monsoon-dominated regimes of east and southeast

Asia, Morrill et al. (2003) summarise a wealth of evidence showing that there,

too, the early to mid Holocene was a period with generally more humid condi-

tions than those prevailing after 4500–5000 years BP. In South America, some of

the most dramatic evidence for Holocene-climate change comes from the

Altiplano and lower, desert regions of northern Chile. Here, conditions were

drier during most of the early to mid Holocene, between 8000–9000 and 4000

years BP (Nunez et al., 2002; Rowe et al., 2003).

An extensive review of Holocene-climate variability over the whole globe is

well beyond the scope of this book. Some additional sense of the range of

variability recorded can be gained from the summaries in Mackay et al. (2003)

and in the results from the PAGES pole–equator–pole (PEP) transects,

(Markgraf, 2001; Dodson et al., 2004; Battarbee et al., 2005). The mid

Holocene, immediately before the main changes in hydrology noted in this

section has, like the last glacial maximum (LGM), become a key target for

testing models (see Figures 2.2 and 2.3).
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7.3 The early Holocene: delays, interruptions
and biosphere feedbacks

This section highlights evidence for delayed response to orbital forcing, the

importance of terrestrial-biosphere feedbacks at high altitude and the record of

interruptions in the glacial–Holocene transition.

Figure 7.1 demonstrates the degree to which high-latitude northern-

hemisphere temperature records peak in the early part of the Holocene and

tend to decline steadily thereafter. To a first approximation, they mirror the pattern
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of solar radiation received during summer months around 658N. There is a

significant delay between summer solar receipts, which peak between 12 000 and

10 000 years BP, and the temperature maxima in the proxy records shown. In a

survey of some 140 environmental archives ofArcticHolocene temperature change

between 08W and 1808W, Kaufman et al. (2004) show that peak temperatures,

which reached 1.6 � 0.8 8C above mean twentieth-century levels, were time-

transgressive. In northwest Canada and Alaska, peak temperatures were reached

between 11000 and 9000 years BP, whereas in eastern Canada, they were delayed

by up to a further 4000 years. This the authors attribute to the lingering effects of

the Laurentide ice sheet. Although summer solar irradiance peaked between 12 000

and 10000 years BP, winter irradiance at that timewas at aminimumover the same

latitudes. The likely impacts included much stronger seasonality. It is therefore

important to note the extent to which the proxies used in Figure 7.1 and in the

estimates of Kaufman et al. (2004) are likely to have been more responsive to

summer than to winter conditions. The sea-surface temperatures (SSTs) in the

North Atlantic show a greater difference between the early-Holocene maximum

and the present day. Anderson et al. (2004) estimated this to have been as much as

4–5 8C along the eastern flank close to Norway, and around 2 8C on the western

margin, close to Greenland. Their high-resolution marine records also point to

shorter-term fluctuations of anything up to 3 8C, depending on location.
It was during the early-Holocene period of warmer summers and stronger

seasonality that taiga and boreal-forest communities replaced ice and tundra as

plants and animals migrated to recolonise the land previously either ice covered,

or in the grip of periglacial conditions. The pollen records from high latitudes

during the early to mid Holocene provide a chronicle of this recolonisation, as

well as information on climatic conditions prevailing at the time. One of the

surprising conclusions from pollen-based climate reconstructions for northern

Eurasia is that not only summers but also winters appear to have been warmer

during the early to mid Holocene ‘optimum’ than they are at the present day

(Cheddadi et al., 1997; Prentice et al., 2000; Kaplan et al., 2003). This rather

unexpected finding has become known as the ‘biome paradox’. The explanation

for the warmer winters is believed to lie in the climate feedback from the

terrestrial biosphere. As forest replaced landscapes previously blanketed in

winter snow, the albedo of the land surface changed dramatically, especially

during winter (Figure 7.3). Much less heat was reflected back into the atmos-

phere, much more retained in the soil. Model simulations, using an atmosphere–

ocean model coupled with a BIOME vegetation model suggest that the effects of

vegetation feedback, reinforced by synergy between vegetation and ocean

influences, continued to enhance cool-season temperatures through into the

mid Holocene (Wohlfart et al., 2004).

All the high-latitude records show quite strong, sub-millennial scale vari-

ability in the early Holocene. One of the most distinctive features shared by

many of the records is a sharp dip in temperature lasting for about a century
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around 8200 years BP (Figure 7.4.). This ‘event’ appears to have been quite

widespread and is well recorded in eastern and central North America and much

of Europe (Alley et al., 1997; vonGrafenstein et al., 1998), as well as the Cariaco

Basin (Hughen et al., 1996). It appears to correspond with a desiccation interval

in parts of tropical Africa. Barber et al. (1999) ascribed the 8200 BP event to the

sudden drainage of glacial lakes Agassiz and Ojibway via the Hudson Strait into

the North Atlantic. They date the drainage, resulting from the melting of the

Laurentide ice sheet that had previously dammed the lakes, to c. 8470 calendar

years BP. This date is only a few decades earlier than the date of the onset of

cooling recorded in the GRIP and GISP 2 ice cores. It is thought that the

freshwater pulse reduced surface salinity in the northwest Atlantic, the effect

of which was to reduce the formation rates of intermediate water in the Labrador

Sea, as well as North Atlantic deep water (NADW). This in turn would have led

to a reduction in northward transport of heat associated with the surface limb of

the meridional overturning circulation (MOC) in the North Atlantic. The future

significance of the 8200 BP event lies in the demonstration that a sufficiently

large freshwater pulse is quite capable of disrupting ocean circulation and

climate even under interglacial conditions.

The 8200 BP event is not the only such period of early-Holocene cooling

recorded in Europe. For example, an earlier ‘preboreal oscillation’ dated to

between 11 360 and 11 000 BP has been well documented in lake-sediment

isotope records (e.g., Schwander et al., 2000; von Grafenstein et al., 2000) and a

further cool oscillation to around 9200 BP by several authors.
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The above examples illustrate the extent to which, during the smooth, simple

pattern of orbitally driven solar forcing, the resulting climate during the early

Holocene in the northern hemisphere was strongly influenced by the dwindling

Laurentide ice sheet, the discontinuous effects of its breakdown on ocean

circulation and the feedbacks resulting from the replacement of ice and tundra

by forested landscapes. Modelling or explaining the pattern of climate change

during the period is not practical unless feedbacks from changes in the cryo-

sphere, ocean circulation and terrestrial biosphere are taken into account.

7.4 Major hydrological changes – a green then a brown
Sahara

One of the most striking climate shifts has been a tendency for many areas in low

latitudes to experience a drier climate from the mid Holocene onwards. Rain-

bearing summer-monsoon systems were generally stronger during the first half
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(Morrill et al., 2003). This can be partly explained by the interaction between the

generally higher summer temperatures in the northern hemisphere and the

effects of more rapid seasonal heating on land than over the oceans, where

warming is delayed and dampered by the greater thermal inertia. These factors,

acting in combination, created steeper thermal and pressure gradients between

oceans and land, thus strengthening the onshore circulation associated with

summer-monsoon climates. The orbital forcing that reinforced the monsoon

systems in the northern hemisphere had the reverse effect in the south, leading

to drier conditions in the monsoon-dominated regions of southern Africa

and more especially South America. Enhancement of the monsoon in northern

Australia during the early to mid Holocene appears to have been linked to

strong ocean feedback, which overcame the effects of orbital changes (Liu

et al., 2004).

The contrast between early- and late-Holocene climates extended into some of

the world’s great deserts that currently lie beyond the influence of monsoon

systems. Of these, the Sahara has received most attention. There is compelling

evidence from lake-levels, from fossil- and pollen-based reconstructions of

faunal and vegetation distributions and from archaeological sites, that during

the first half of the Holocene much of the Sahara was well vegetated, with

widespread freshwater lakes and abundant water-loving animals. It was also

extensively settled by human populations. Clearly, the climate was dramatically

different. Early attempts to model this different climate, using changed solar

forcing alone, failed to generate the required moisture over the region. More

recent simulations come much closer to including the required changes. They

show that feedbacks from both the terrestrial biosphere (Broström et al., 1998a)

and ocean (Kutzbach and Liu, 1997) are required and that the two feedbacks

actually interact synergistically (Braconnot et al., 1999). Model simulations also

suggest that the presence of partially vegetated wetlands may have been an

important factor in maintaining the early-Holocene climatic and hydrological

regimes (Carrington et al., 2001). By now, coupled atmosphere–ocean simul-

ations of the ‘Green Sahara’ (e.g., de Noblet-Ducoudré et al., 2000) provide a

much improved match with the empirical evidence.

Simulating the rapid shift from moist to arid conditions across the Sahara

around 5500 BP also requires a model that incorporates ocean–atmosphere–

vegetation interactions and feedbacks. The summer-radiative forcing undergoes

a smooth decline, but the modelled monsoon system and related vegetation

response in the coupled model show a sharper decline between 6000 and 5000

BP (Claussen et al., 1999). This closely matches empirical evidence for aridifi-

cation in the form of greatly increased aeolian dust flux to the site of a marine

core off the west African coast (deMenocal et al., 2000; Figure 7.5). The

sequence of lake-level changes summarised by Gasse (2000) for lower-latitude

sites (68N to 188N) also show steep mid-Holocene declines, but these tend to be

somewhat later, between 4500 and 4000 BP, as does the evidence for dessication
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in the form of a major peak in dust deposition in the Kilimanjaro ice-core record

(Thompson et al., 2002). The above account follows the cited literature in

ascribing all the recorded changes to biophysical processes. There is a case for

considering whether or not, in some regions, human activities may have con-

tributed to the environmental changes that marked the transition from moist to

arid conditions.

The example of the Sahara further illustrates the extent to which any explan-

ation of major Holocene-climate changes requires internal feedbacks from

oceans and the land surface to be linked to external forcing. What both empirical

reconstructions and models have so far failed to address effectively is the nature

of the dynamic links between the pattern of centennial- to millennial-scale

variability in high- and in low-latitude proxy records during the first half of

the Holocene. Equally, the full range of empirical evidence for climate change at

6000 4000 2000 08000

Years BP

470

460

450

440

1.2

1.0

0.8

0.6

0.4

0.0

40

6

8

10

12

50

60

0.2

0.4

0.6

0.8

1.0

S
ite

 6
58

C
Te

rr
ig

en
ou

s 
(%

)
Fr

ac
tio

n 
A

fr
ic

an
ve

ge
ta

tio
n 

co
ve

r
S

ub
tr

op
ic

al
 A

fr
ic

an
pr

ec
ip

ita
tio

n 
(m

m
/d

)
S

um
m

er
 (

JJ
A

 In
so

l
(W

 / 
m

2 )

Radiation forcing

Coupled model monsoon response

Coupled model vegetation response

Site 658C aeolian dust record

658C terrigenous (%)

Te
rr

ig
en

ou
s 

flu
x

(g
 / 

cm
2  

/ k
a)658C  terrigenous flux

Figure 7.5 The Mid

Holocene browning of the

Sahara. The plots show

how the CLIMBER2

intermediate complexity

model, with fully coupled

ocean, atmosphere and

terrestrial vegetation,

using the radiation

forcing, simulates rather

sudden precipitation and

vegetation changes

around 5500 BP (Claussen

et al., 1999) that coincide

remarkably well with the

aeolian dust record (scale

inverted) in a marine core

off the coast of west Africa.

(Modified fromdeMenocal

et al., 2000.)

7.4 Major hydrological changes 127



regional level during the first half of the Holocene is often difficult to synthesise

objectively, even for a region as closely studied as western Europe. This is partly

because of limitations in chronological control, partly through the way in which

different archives and proxies record different aspects of the climate system, and

partly because many of the proxies used respond to different thresholds with a

good deal of inertia and non-linearity.

Over virtually the whole of the northern hemisphere, proxy records identify an

early- to mid-Holocene period with temperatures, on average, higher than today.

The timing varies with location and type of proxy, but the concept of a climate

‘optimum’ or ‘hypsithermal’ period is very general. Just as this was preceded by

irregular warming, it follows that climates have, since the so-called ‘optimum’,

tended overall to be somewhat cooler. In considering the last c. 3000 years, three

themes – modes of variability, the changing incidence of climatic extremes and

the evidence for wide-scale climate changes over the last one to two millennia –

merit special attention before considering the broader question of forcing and

feedbacks.

7.5 Modes of variability

During the later part of the Holocene, over the last three to four thousand years,

ice extent and sea-level have remained approximately as they are now. Orbital

forcing has changed smoothly towards present-day conditions and atmospheric

greenhouse-gas concentrations have varied relatively little, compared with the

amplitude of pre-Holocene and post-AD 1700 changes. The pattern of external

forcing and major internal feedbacks has therefore been quite close to the

immediately pre-industrial pattern. In consequence, the special interest in the

period is rather different from that arising from earlier times, when boundary

conditions were distinctively different. It lies not in testing models under

different conditions from present, but rather in understanding the nature of

natural variability, and its spatial and temporal expression, under pre-industrial

conditions. The main reasons are twofold. This is likely to be representative of

the variability that will interact with anthropogenic forcing over the next few

centuries. It is also the ‘background noise’ against which any signal of anthro-

pogenic forcing will have to be detected.

One of the most common ways of studying natural variability during the late

Holocene is in terms of climate modes. These ‘modes of variability’ appear to

be the direct result of interactions, mainly between atmospheric and ocean

processes, within specific regions of the Earth’s surface. They appear to capture

a large percentage of recent climate variability and therefore provide a realistic

framework for study. Each mode has a relatively well-defined spatial domain

within which some of the physics underlying the variability is reasonably well

characterised. The dominant modes also have effects well beyond their immediate

sphere of action. To gain some sense of their role in present-day and recent
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climate, it is necessary to outline the physics of the processes generating the

mode of variability, consider its variability in time and space and illustrate the

wide ranging effects, as they vary on different timescales. In global terms,

the most important of these modes of variability, the El Niño southern oscillation

(ENSO), arises largely from the interaction between ocean and atmospheric

processes in the tropical Pacific.

7.6 El Niño southern oscillation (ENSO)

7.6.1 The nature of ENSO

Under normal conditions, there is a strong temperature and sea-level pressure

gradient across the equatorial Pacific from east to west, with the Indo-Pacific

warm pool (IPWP), as it is known, carrying a layer of shallow surface water at or

just above 28 8C. By contrast, along the western margins of the Pacific, cold

upwelling waters against the coast of tropical South America are often as cool as

23 8C. Strong convection over the IPWP draws in moisture and forms part of a

circulation system within the tropical Hadley cell, known as the Walker circula-

tion. The surface limb of this is a westward-flowing stream of air feeding the

strong convection over the IPWP. This pattern leads to heavy precipitation over

the IPWP, which, in turn, tends to stabilise the shallow surface layer of warm

water. By contrast, dry conditions prevail along the coast of South America

along with high ocean productivity in that region, in the cold upwelling water.

Under El Niño conditions, the westward flow of air over the sea surface

weakens and the centre of convection linked to the warm pool shifts eastwards

into the central Pacific. The eastward displacement of the warm pool is linked to

changes in ocean stratification, with the thermocline shallowing to the west and

deepening to the east. Thus, the cold upwelling water along the coast of Ecuador

and Peru is replaced by warmer water, which in turn tends to weaken the zonal

surface temperature gradient and the westward surface air flow. Marine produc-

tivity declines catastrophically along the coast of South America and rainfall

increases. Over the area, which, under normal conditions, lies within and around

the IPWP, there is a sharp decline in rainfall. Figure 7.6a shows a thumbnail

sketch of the main changes involved.

Excursions from the ‘normal’ state can also occur with the opposite physical

characteristics, and these are known as La Niña events. Cold water spreads as a

tongue from the eastern edge of the Pacific westwards and the Walker circula-

tion is strengthened. This reinforces cold upwelling on the coast of Ecuador and

Peru where drought tends to be exacerbated. Conversely, there are increases in

precipitation around the region of the IPWP.

The physics of ENSO is well known to the point where early diagnosis of El

Niño events can often be made with some success. The temporal behaviour of the

oscillation can be reconstructed from instrumental records of the sea-level pressure
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difference between Tahiti and Darwin that allow calculation of a southern-

oscillation index (SOI). Extending this further back in time requires analysis

of proxy records from within or close to the ‘home territory’ of the oscillation.

7.6.2 The variability of ENSO in the time domain

Figure 7.6b shows a reconstruction of the SOI, based on instrumental records,

together with an extension of this back to the early nineteenth century derived

from analysis of coral from Maiana Atoll in the central Pacific (Urban et al.,

2000). These records can be analysed for changes in the dominant periodicity of

ENSO. At the beginning of the period, ENSO events tended to occur every ten

years or so, whereas towards the end, the dominant frequency was closer to four

years. The pattern of temporal variability is marked by periods of stability with

relatively simple frequency spectra, and intervening transitions with more com-

plex patterns. Just as the frequency of ENSO variability has changed over the last

two centuries, so has the strength.

From the above, it is clear that ENSO is not a ‘stationary’ oscillation with

similar amplitude and frequency through time. Both amplitude and frequency

vary on decadal to centennial timescales. On the longer timescale of the

Holocene as a whole, many proxy records from the areas influenced by ENSO

(summarised in Gagan et al., 2004) suggest that the mode of variability emerged

in something comparable to its recent form some 5000 years ago. One of the

most complete records comes from analysis of varved lake sediments from a site
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in southern Ecuador (Moy et al., 2002). They find that there are virtually no signs

of ENSO variability as they define it (two to eight-year frequency) prior to 6800

BP, rather few signs before 5000 BP, then sporadic peaks thereafter with the

highest incidence of events between 1800 and 1200 BP. Putting these results

together with those summarised from the Pacific itself by Woodroffe et al.

(2003) and Gagan et al. (2004) (Figure 7.7a), and with model simulations

(Figure 7.7b and c) it seems reasonable to conclude that ENSO variability has

itself varied on all timescales from decadal to multi-millennial, a conclusion

further reinforced by analyses of fossil corals of even greater age, each spanning
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short episodes in the late Pleistocene (Figure 7.7c; Tudhope et al., 2001). From

this we may infer that there are complex and as yet poorly understood links

between ENSO variability and both external forcing and mean climate state;

moreover that in order to gain any sense of the likely future role of ENSO, it will

be necessary to develop and evaluate models designed to test hypotheses relating

to ENSO variability on timescales longer than the last two or three events for

which a wide range of instrumental data is available from both the atmosphere

and the oceans.

7.6.3 The variability of ENSO in the spatial
domain – teleconnections and global impacts

The generation of strong atmospheric convection, linked to the maintenance of

high SSTs in the area of the IPWP, is but one of the processes ensuring that

ENSO variability has a widespread impact on climates and environmental

processes well outside the tropical Pacific region. These include the extent of

Antarctic sea-ice, Atlantic-ocean circulation and the inter-annual variations in

atmospheric-CO2 concentrations. There is evidence to suggest that variability in

the tropical Pacific leads global temperature with sufficient consistency to serve

as a predictor of future global temperature changes (Bratcher and Giese, 2002).

Over the last few decades, ENSO events have generally been associated with

drought over much of eastern and central Australia as well as in southeastern

Africa and Madagascar, in addition to similar effects around the IPWP region

itself. By contrast, wetter conditions are often experienced in the Gulf states of

the USA. Although La Niña conditions are not simply the opposite of El Niño,

they have generated damaging floods in central and eastern Australia. The

contrast between the two extremes is well recorded in the luminescence bands

of corals growing in the Great Barrier Reef. These closely track freshwater

runoff from Queensland rivers (Isdale et al., 1998). During the twentieth

century, the main one of these, the Burdekin, has experienced, inter-annual

fluctuations from 5% to 750% of the median values. Hendy et al. (2003) used

luminescence banding to reconstruct Burdekin discharge since the early seven-

teenth century and showed that the strength of the link between river run-off and

the SOI varies through time. It is significant prior to 1920 and after 1960, but

between 1920 and 1950, it breaks down.

The record of varying monsoon strength preserved in the Dasuopu ice core

from the southern edge of the Tibetan Plateau (Thompson et al., 2000) shows a

strong link with ENSO over most of the last five centuries, with ENSO events

correlating with weaker monsoons. This coupling appears to have broken down

since 1976 (Kumar et al., 1999).

Moving further afield, ENSO events have been linked to drought in the United

States. Figure 7.8a shows how the spatial domain within which this teleconnec-

tion is expressed varies depending on the time interval chosen. Between 1840
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and 1890, the correlations between ENSO and drought are both stronger and

more extensive than between 1928 and 1978. The sharpest contrast is in the

northeast, where a strong positive correlation during the earlier time interval is

replaced by an equally strong negative correlation. Similar examples come from

the northwest Pacific (Moore et al., 2001; Figure 7.8b ).

From the above examples, it is apparent that when the time perspective is

lengthened from decades to centuries, by using both instrumental and proxy

records for ENSO variability, not only do the amplitude and frequency vary, but

also the teleconnections. The mechanisms responsible for this variability are not

known with any degree of certainty. One possibility is that under differing mean

conditions, the feedback processes responsible for the short-term variations

between El Niño, ‘normal’ and La Niña conditions can reinforce longer-term

persistence in any given state. Additional processes may be involved, however,
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including changes in ocean stratification. Moreover, the extent to which the

mechanisms include external forcing, or are entirely stochastic, is not clear. On

the timescale of the Holocene as a whole, models suggest a link with orbital

forcing. Coupled ocean–atmosphere models (Liu et al., 2000; Clement et al.,

2000) forced by orbitally driven changes in seasonal insolation show an increase

in El Niño events during the Holocene, with a peak between 3000 and 1000 years

ago. This only partially parallels the palaeo-record as it fails to replicate either

the suddenness of the transition to stronger ENSO variability in the mid

Holocene, or the shorter-term variability already described. As in the case of

the dramatic changes in the Sahara–Sahel region during the mid Holocene,

additional mechanisms appear to be required in order the simulate the actual

record of changing variability.

The extent to which El Niño is amenable to prediction as distinct from early

diagnosis is a matter of debate. Kessler (2002) has taken the view that El Niño

events are not simply generated by internal dynamics as part of a self-sustained

oscillation. He sees them as being more in the nature of disturbance-linked

events requiring some kind of externally derived stimulus. One candidate is

volcanic activity. By comparing reconstructions of El Niño variability with

independently developed chronologies of volcanic activity since AD 1649,

Adams et al. (2003) show that a volcanic eruption in the tropics roughly doubles

the likelihood of El Niño in the following winter. In contrast to the above

authors, Chen et al. (2004) suggest that El Niño is largely driven by internal

dynamics, and claim a high level of predictability for their model when it is

applied to the temporal sequence of El Niño events over the last 148 years. Their

study, which uses SSTs to initialize the model, relates to the prediction of

individual and mainly major El Niño events up to two years in advance. The

degree of success varies with the time interval covered and is highest for the

strongest events. It does not address the issue of changes in the frequency and

amplitude on decadal to millennial timescales.

The pervasive influence of ENSO variability on the functioning of the Earth

system as a whole will demand further attention in Section 8.2, which outlines

the factors modulating atmospheric greenhouse-gas concentrations on an inter-

annual basis at the present day.

7.7 The North Atlantic (NAO) and other oscillations

The NAO is usually defined in terms of the pressure gradient between the high-

latitude low pressure centred around Iceland to the north and the high-pressure

system present in the region of the Azores or Gibraltar to the south (Hurrell et al.,

2003 and Figure 7.9) Instrumentally derived reconstructions currently span

the period from AD 1821 to the present day (Vinther et al., 2003). Several

proxy-based reconstructions have been proposed, the longest well-validated one

reaching back to AD 1675 (Luterbacher et al., 1999; Schmutz et al., 2000). More
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recently, Mann (2002b) has proposed a cold-season temperature-based NAO

reconstruction. Once calibrated, this allows the use of temperature-linked

proxies to extend the reconstruction period back to AD 1750.

The north–south pressure gradient used to define the NAO exerts a strong

control on the strength of the westerly circulation that in turn dominates the

climate of western Europe. The effects of variations in this pressure gradient are

most noticeable from November to April. A high NAO index brings strong

westerly circulation, with wetter, milder and generally stormy winters. A weak

NAO index is characterised by colder, more ‘continental’ winters in western

Europe and a greater seasonal-temperature contrast. It is the consistency of this

relationship that allowed Mann (2002) to define NAO in terms of a cold-season

temperature pattern. The influence of the NAO stretches far beyond western

Europe. The NAO strongly influences surface-air and sea-surface temperatures,

especially in winter, in North America, Eurasia and as far south as the

Mediterranean. The NAO has also been a dominant influence on changing

winter stream-flow in the Middle East over the last c. 150 years (Cullen et al.,

2002). Wang et al. (2003) demonstrated a discernable influence of the NAO on

air temperatures as far afield as the Tibetan Plateau. Ocean currents and sea-ice

extent in the North Atlantic and even thermohaline circulation are affected by

the NAO, which may, in this way, influence wider areas on longer timescales.

The physics of the NAO and the mechanisms responsible for it are less well

known than for ENSO, though the general view is that it results largely from

stochastic interactions within the atmosphere. Ogi et al. (2003) claim that one

external factor influencing these is the eleven-year solar cycle. Using the NCEP/

NCAR reanalysis series (see 4.1.1) they suggest that the influence of NAO on

summer climate is strongest at solar maximum. They infer that feedbacks from

snow and ice cover, after strong NAO impact during the previous winter, play an

important role in the link between NAO and summer temperatures, though the

processes involved in the link to solar variability are not well understood. As

with ENSO, there is some indication that early diagnosis may be possible.

Saunders and Qian (2002) show that for the period 1950/1 to 2000/1, North
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Atlantic SSTs in early November were quite good predictors of the sign of the

winter NAO over the following months.

There is less than perfect agreement between the various reconstructions of

the NAO spanning the last few centuries, though all tend to suggest that the

variability is essentially unpredictable. The winters between 1988 and 1995

were characterised by unusually high NAO index values and the late twentieth

century may prove to have experienced a degree of variability not replicated in

earlier periods covered by currently available instrumental and proxy recon-

structions. No characteristic periodicities have been convincingly identified for

the NAO. It remains possible that the factors responsible for it are diverse and

largely independent of each other. One possibility is that the NAO is coupled in

some way to an oscillation in Arctic pressure and circulation. The Arctic

oscillation (AO) involves changes in the position of the Arctic high-pressure

system from the polar region to a zone around the pole at c. 558N. In its positive
phase, the expanded high-pressure system strengthens westerly circumpolar

circulation and storminess.

Decadal to millennial variability is a characteristic of late-Holocene climates

throughout the world; the current tendency to describe the variability detectable

in the instrumental and calibrated, recent proxy records in terms of modes, with

more or less definable spatial domains and physical regimes, reflects the need to

organise what otherwise would be a highly disorganised system. Within the

extra-tropical Pacific region, strong decadal variability is detected in both

instrumental and proxy records. The Pacific decadal oscillation (PDO) is

characterized as an alternation between ‘warm’ and ‘cold’ regimes. During

warm regimes, the western and central areas of the north Pacific remain cool

while the eastern Pacific is warm. These conditions are reversed during each

cool phase. During the twentieth century, the different regimes have tended to

persist for 20 to 30 years with relatively abrupt shifts between. There is some

indication that the PDO was weaker during the nineteenth century than in either

the twentieth century or the second half of the eighteenth century (Gedalof et al.,

2002). As in the case of the NAO and AO systems, research currently falls short

of providing either a convincing physical forcing mechanism for the mode of

variability, or explaining its changing spatial expression through time. It also

seems unlikely that the PDO is an adequate paradigm for explaining all the main

features of twentieth-century climate variability in the Pacific region, especially

since 1999. Bond et al. (2003) claim that the variability is essentially stochastic

and that predictability on a multi-year timescale is minimal.

For any given period, there is evidence for a whole variety of teleconnections

between modes of variability but, as with the modes themselves, the patterns

change through time (see, e.g., Wang et al., 2003). One important implication is

that attempts to model or predict the behaviour of and teleconnections between

modes of variability, on the basis of short-term records, will inevitably be

flawed. The whole area provides a wealth of research challenges that form one

136 The Holocene



of the key themes in the quest to develop better predictive ability at regional

level under the changing patterns of forcing and feedbacks that lie ahead.

7.8 Examples of changing extremes

Changes in the magnitude, frequency and duration of extreme weather conditions –

droughts, floods, cyclones and the like – are of crucial importance for human

societies.

Several tree-ring (Grissino-Mayer, 1996; Stahle et al., 2000; Knapp et al.,

2002) and marine-sediment (Biondi et al., 1997, 2000) studies identify a period

of persistent and extensive drought in North America during the sixteenth

century (Figu re 7.10 a). By now there is evid ence for several perio ds of multi-

decadal drought over the last 1600 years in various parts of the west and southwest

of the United States (summarized in Bradley, 2003). The reconstruction of

drought by Benson et al. (2002) from stable isotope analyses of the sediments

of Pyramid Lake, Nevada, provides a high-resolution record spanning the whole

of the Holocene. They found that the duration of multi-year droughts ranged

from 20 to 100 years, and the time intervals separating droughts varied from 80
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to 230 years. The period most prone to drought conditions was between 6500 and

3800 years BP.

Most of the intervals of severe desiccation referred to above, were they to

recur in the future, would have severe consequences for ecosystems and

for human populations. One of the clearest links is that between drought and

forest-fire incidence. Wildfires require both a build up of fuel and a period of

desiccation. There is therefore a strong link between climate variability and fire

incidence (Swetnam, 1993). So far, there are few indications of the possible

forcing and feedback mechanisms responsible for these recurrent droughts

beyond clear links with the variability of ENSO and, in the case of the Pacific

northwest of the USA, the PDO (Knapp et al., 2002). Schubert et al. (2004),

in a model-based study of the interactions between ocean, atmosphere and land

that led to the American dust bowl, an extensive and persistent drought that

affected the Great Plains during the 1930s, also pointed to anomalously cool

SSTs in the tropical Pacific as a primary cause, with feedbacks from the land

surface enhancing the precipitation deficit during the summer months. The

record by Verschuren et al., (2000, Figure 7.10b) from an entirely different

climate regime shows similar indications of severe and persistent drought during

the last millennium, though in that instance and several others noted below

(Figure 7.12) there are strong indications of a link to solar variability.

A growing number of studies include attempts to reconstruct long-term

records of other types of weather extreme, partly to address the issue of whether

current incidence lies outside the range of natural variability (see especially

12.1). Knox (2000) presents a detailed analysis of palaeoflood magnitude and

frequency throughout the Holocene for the Upper Mississippi drainage basin.

He links the shifts in flood regime to changes in climate that alter the frequency

of the dominant air-mass trajectories over the region. Using storm-generated

inwash layers in the sediments from 13 lakes in the northeast of the United

States, Noren et al. (2002) reconstructed the incidence of major rainfall events

in the region over the last 13 000 years. Periods of storminess last for around

1500 years, with their peaks c. 3000 years apart. They link storminess in the

region to changes over a much wider area and conclude that changes in the AO

(see 7.7) are involved. Macklin and Lewin (2003) provide a comprehensive

analysis of flood incidence in British rivers for the whole of the Holocene. For

the last 4000 years, they link major flood episodes to independent evidence for

shifts to wet conditions derived from peat stratigraphy (see 4.2.4). Clear links

with climate change are apparent despite the fact that changes in land cover as a

result of human activities significantly altered the sensitivity of river basins to

climatic events. A possible link between floods and solar variability has been

proposed by Schimmelmann et al. (2003), who infer a 200-year periodicity in

California from a sequence of flood layers in the sediments of the offshore Santa

Barbara Basin. As well as correlating these with many other sequences from the

northern hemisphere and as far afield as South America, they suggest that the
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trigger for the events lies in the 208-year solar cycle. By contrast, Camuffo et al.

(2000) discount the suggestion of a persistent and statistically significant link

between solar activity and the record of sea storms during the last millennium in

the Adriatic and western Mediterranean.

The above studies lead us to the conclusion that with few exceptions – the

Sahel–Sudan region may be one (Hulme, 2001; Nicholson, 1982) – recent

instrumental records fail to capture the full range of variability in the incidence

of extremes during the late Holocene. They highlight the limitations ofmagnitude/

frequency estimates based on the short span of instrumental records, a point

made strongly by Nott and Hayne (2001) who demonstrate from palaeo-records

that the recurrence interval of ‘super-cyclones’ along the Great Barrier Reef is an

order of magnitude shorter than had previously been calculated using the period

of instrumental measurements.

The above results also emphasise the need to take into account the full range

of natural variability in developing future projections, irrespective of any

anthropogenic effects on climate. What the records so far fail to do, for the

most part, is provide clear evidence for the combination of forcings and feed-

backs responsible for shifts in the magnitude and frequency of extreme-events.

Even links between extreme-event incidence and mean conditions are not

always clear. In the case of cyclone frequencies off the north-Queensland

coast, the results actually suggest an insensitivity to changes in mean SSTs

over the last 5000 years (Hayne and Chappell, 2001). In other studies there are

tantalising, but disparate suggestions, with little or no sense of an emerging body

of theory. This must be borne in mind in considering future projections of

changing extremes (14.6 and 14.7). In this whole area of research the data so

far provide all too little empirical constraint on models.

7.9 The Medieval Warm Period and the Little Ice Age

Two of the few generalisations to emerge from the complex records of variability

briefly considered above are that all modes show changes in behaviour, often

linked to shifts in the mean state of the system, and that these shifts are sometimes

also expressed as changes in the teleconnections between systems over wide areas.

Have these changes been sufficiently coherent to generate changes of broad

regional, hemispheric or even global extent over the last one to two thousand years?

Many studies, beginning with the pioneering work of Lamb (1965), have

claimed to detect a broadly parallel pattern of change over large areas of the

northern hemisphere during the last millennium. Lamb first presented evidence

for a climatic optimum during medieval times, now usually referred to as the

Medieval Warm Period (MWP), or Epoch (MWE), followed by what has

become generally known as the Little Ice Age (LIA). On balance, the evidence

available has failed to confirm the existence of a temporally coherent MWP that

spanned the same time interval over a wide area (Hughes and Diaz, 1994). On
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the other hand, reconstructions of past temperature variability over the last

thousand years suggest that there were periods in the early part of the millennium,

prior to c. AD 1300, that experienced generally warmer conditions over much of

the northern hemisphere. Reconstructions based on documentary or proxy

records point to warmer conditions during this time interval, at least as far

south as the Mediterranean and north Africa (Schilman et al., 2001), south and

west as far as the Cariaco Basin off the coast of Venezuela (Haug et al., 2001),

south and east into central China, where warmer conditions may have persisted

into the fifteenth century (Paulsen et al., 2003), as well as in parts of the southern

hemisphere (Cook et al., 2002). Within the same time interval there is evidence

for climatic anomalies elsewhere, including severe drought in California from

AD900–1100 and 1210–1330 (Stine, 1994). The precise expression and the overall

duration of warmer or anomalous conditions varies from region to region.

Nevertheless, the number of instances is growing and is based on records from

quite diverse archives. In the reconstruction by Mann and Jones (2003) of

surface temperature for the last 1800 years (see also Jones and Mann, 2004),

most of the period from AD 800 to 1400 emerges as relatively warm in

the northern hemisphere, (Figure 7.11) but the situation is much less clear in

the southern hemisphere.

The evidence for a subsequent period of distinctively cooler conditions relative

to those before and after comes from sites in both hemispheres. Around the North

Atlantic, the LIA appears to have begun by the early fourteenth century, if not

before (Grove, 1988; 2001). Close examination of the chronologies of glacier

readvance show that they are far from perfectly synchronous from region to

region or even from valley to valley in the same region. Glaciers react to climate

forcing individually and often with significant and varied time lags. Looking to
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other proxies less prone to lags, such as documentary evidence (Pfister, 1992) or

tree rings (Briffa, 2000), the picture is still complex, with different regions

experiencing minimum temperatures during different decades, though always

within the same broad overall timeframe.When the ensemble of proxy records is

combined over the whole of the northern hemisphere, there are two periods of

minimum temperature falling within the seventeenth and nineteenth centuries.

It is difficult to escape the conclusion that between c. AD 1550 and 1850

(Bradley and Jones, 1992), there was, despite spatial and temporal variations in

detail, a relatively coherent cooling, certainly at hemispheric scale. Although

cooler conditions were widespread, at least some areas in the tropics were

probably warmer during this interval (Gagan et al., 2004).

There is still some doubt as to the amplitude of change in mean temperature

between the MWP, LIA and recent times. Reconstructions based on borehole

temperatures (Huang et al., 2000) point to a level of warming post AD 1500

some 0.4 8C greater than has been suggested from some multi-proxy reconstruc-

tions (Harris and Chapman, 2001). Mann and Schmidt (2003) argue that this is in

part the result of snow cover decoupling air and ground temperatures, and thereby

introducing errors in the borehole-derived reconstructions. Chapman et al.

(2004) and Pollack and Smerdon (2004) take the opposite view and present

evidence in support of the fidelity of the borehole reconstructions. The latter

authors claim that they have overcome the criticisms made by Mann and Scmidt

(2003) and Mann et al. (2003) and they conclude that northern-hemisphere

warming over the last 500 years falls within the range 1.02–1.06 8C. Further
doubt arises from the comparisons presented by Esper et al. (2004). They point

out that whereas there is quite good agreement between the reconstructed

decadal scale, high-frequency variability in the series by Jones et al. (1998),

Mann et al. (1999), Briffa (2000) and Esper et al. (2002), there is quite a strong

divergence in the pattern of low frequency temperature change, especially

during the period of transition from the MWP to the LIA (see Figure 7.11)

Whereas the amplitude of overall change is low and the differences between

mean MWP and LIA temperature are minimal in the reconstructions of Mann

et al. (1999) and Jones et al. (1998), Esper et al. (2002) calculate almost twice

the total amplitude of variability, and both their series and that of Briffa (2000)

show a stronger decline in temperature between MWP and LIA conditions.

Esper et al. (2004) attribute these differences in calculated amplitude to the

use of different methods for de-trending long-term tree-ring data. The latest

corrections by Rutherford and Mann (2004) go part way to closing the gap

between the estimates by Mann et al. (1999; 2003) of post-LIA warming and the

higher figures derived from boreholes and alternative interpretations of multi-

proxy series. Huang (2004) deals with the divergence between all these series by

merging them to generate an integrated temperature series for the period

since AD 1500 that compares well with the surface-temperature trends generated

by combining the effects of each of the main forcings. In so far as this study
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resolves discrepancies over the amplitude of low-frequency temperature

changes during the last 500 years, it greatly strengthens the value of proxy-

based reconstructions as constraints on climate models designed to project future

changes (see 13.1.3).

Soon and Baliunas (2003), Soon et al. (2003) and McIntyre and McKitrick

(2003) have made even more extreme claims for the MWP. On the basis of

their revaluations of the estimates of Mann et al. (1999), they have proposed a

much warmer MWP and thereby have sought to discount the view that late-

twentieth-century temperatures were in any way extreme relative to natural

variability. These arguments are among several used by sceptics of global

warming. They are considered further in Section 16.2.1.

7.10 Signs of earlier synchronous changes from the mid
Holocene onwards

Despite the highly differentiated record of climate change from region to region,

there are indications that some widespread, quasi-synchronous changes may

have occurred at earlier times during the second half of the Holocene. Evidence

for a roughly synchronous mid-Holocene change in surface processes comes

from the peaks in dust deposition around 4000 BP in ice cores from Peru and

Kenya, as well as a marine core from the Gulf of Oman (Thompson et al., 2002)

and several lines of evidence from the Mediterranean region. One of the most

convincing claims for widespread climate shift is that made by van Geel et al.

(1996) for the period around 2650 BP. They summarise a range of evidence,

mostly from Eurasia , suggesting that this period was one of rapid and dramatic

climate change, involving, in western Europe for example, a shift to cool, wet

conditions. They point to the fact that these changes coincide with a plateau in the
14C calibration curve and infer from this that external forcing, probably arising

from solar variability, is likely to have led to the climate shift that they document.

On the longer timescale of the whole Holocene, Bond et al. (1997; 2001),

supported by Bianchi and McCave (1999), have claimed that the area around the

North Atlantic has experienced a sequence of climate changes that probably

reflect the continuation of the periodicity of the Dansgaard/Oeschger oscilla-

tions, around 1450 years, but with a much attenuated amplitude and expression

during the Holocene. Their evidence comes mainly from mineralogical and rock

magnetic indications of southerly extensions of the area of the North Atlantic

covered by ice-rafted detritus. The indications, along with stable-isotope evidence

for variations in deepwater formation from records in marine sediments from the

northeastern Atlantic, point to oceanographic variability in the region of the

North Atlantic that in turn probably impacted climate in the surrounding regions

(Oppo et al., 2003).

Bradley (2003) reviews the evidence for late-Holocene climate variability on

hemispheric and regional scales. His analysis of proxy records from around the
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North Atlantic illustrates well the mixture of coherence and diversity character-

istic of much of the evidence for recent climate change.

Signs of likely coherence are not confined to extra-tropical latitudes. The

indications in the low-latitude hydrological records from Africa, South America

and Asia of broadly parallel changes from more- to less-moist regimes in the

mid Holocene have already been noted. Haug et al. (2001) use their ultra-high-

resolution proxy record of palaeoprecipitation from the Cariaco Basin to infer

that these changes, as well as the ones recorded in their own sequence, may have

been largely due to the southward migration of the intertropical convergence

zone. Indications that there were some periods of widespread climate change

that transgressed the modes of variability considered earlier in the chapter, and

probably reconfigured their interactions, open up the wider questions of forcings

and feedbacks during the later part of the Holocene.

7.11 External forcing

7.11.1 Solar variability

Orbital parameters continued to change smoothly throughtout the Holocene, and

the overall decline in mean temperature at high latitudes in the northern hemi-

sphere may reflect the continuing decrease in summer-insolation receipts. Orbital

changes were also instrumental in modulating monsoon regimes. In both case, as

shown above, the changes in climate and ecosystems were often sudden, and the

trends showed a great deal of detailed temporal and spatial variability. To what

extent may solar variability have contributed to this?

The variations in total solar irradiance (TSI) between the extremes of the 11 year

Schwabe cycle are of the order of 0.08%, with higher variability at the ultraviolet

end of the spectrum.This latter variability leads to significant changes in the heating

of the stratosphere, with effects that may propagate to the lower atmosphere. Over

longer timescales, the 11-year cycle itself varies in amplitude and becomes super-

imposed on lower-frequency variability (Figure 4.6). Sunspot counts in documen-

tary records show that there were periods of reduced solar activity and variability,

the most marked of which was the Maunder minimum from ~AD 1675 to 1715,

coinciding with one of the coolest periods during the LIA.

Direct evidence for solar variability before the seventeenth century is lacking,

but the proxies discussed in Chapter 4 (4.3.2; Figure 4.6) may well provide, with

the qualifications noted there, a record of changes in solar irradiance reaching

the lower atmosphere throughout the Holocene. What is the strength of the

evidence in favour of the solar variability so recorded playing a major role in

Holocene climate change?

Figure 7.12 shows low-latitude Holocene proxy records alongside reconstructed

solar variability. In each case, the coherence is close and quite convincing.

As already noted above, similar claims have been made for higher-latitude
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variability around 2650 BP (van Geel et al., 1996). Solar variability has also

been invoked to explain the apparent persistence of the c. 1450-year variability

rhythm in the North Atlantic during the Holocene (Bond et al., 1997; 2001).

Links have also been suggested with drought frequency in continental North

America (Cook et al., 1997; Yu and Ito, 1999; Dean et al., 2002), changes in peat

stratigraphy in northwest Europe (Blaauw, 2003; Blaauw et al., 2004), lake-level

variations in central Europe (Magny, 1993), oceanographic variability around

Iceland (Andrews et al., 2003) and the variations in oxygen-isotope data from

central Greenland (Stuiver et al., 1991). Shindell et al. (2001) suggest that

links between solar variability and regional climate at high latitudes may be
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high-resolution record from the same sequence around 8000 BP, showing the parallels in detail.
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reinforced by the influence of solar variability on the NAO/AO mode (see 7.7).

If, as seems increasingly likely, any of these putative links between climate and

solar variability stand the test of time, the question arises – what was the total

amplitude of Holocene solar variability and how might this have been translated

into climate variability at the Earth’s surface?

Estimates made by Lean et al. (1992) suggest that the total variability between

the Maunder minimum and the present-day mean was of the order of 0.24%.

Temperature reconstructions indicate that the comparable range of temperature

variability over the northern hemisphere was between 0.2 and 0.4 8C. Several
simulations (Rind et al., 1999; Crowley, 2000; Shindell et al. 2001) suggest that

this could be largely accounted for by the inferred solar variability. Moreover,

the spatial pattern of simulated solar-forcing effects over the same period shows

some similarities to the actual pattern of changes reconstructed from empirical

studies. In particular, the period of the Maunder minimum saw strong cooling

over mid- to high-latitude continental interiors. This in turn suggests that solar

variability may have acted, in part, through modulation of the NAO on decadal

or multi-decadal timescales.

Using the reconstructed 14C variability as a basis for scaling solar variability

over the Holocene as a whole, the total range may have been around 0.40%. By

analogy with the inferred effects over the last four centuries, this could quite

credibly have accounted for the links between inferred forcing and reconstructed

climate variability summarised in Figure 7.12, though the possible dynamics of

the links are still barely explored. Bradley (2003), referring to model simula-

tions, points to the possibility that solar variability had a major effect on the

strength of the Hadley-cell circulation, with consequences for climates at higher

latitudes through as yet poorly understood teleconnections.

The whole question of how quite small variations in solar irradiance may

have exerted a major influence on climate variability has generated a good deal

of recent debate. One hypothesis, advanced by Svensmark and Friis-Christensen

(1996) and modified by Marsh and Svensmark (2000), proposes a link between

the strength of the cosmic-ray flux (which is negatively correlated with solar

activity) and the formation of cloud condensation nuclei in the atmosphere.

The resulting feedbacks could include a reduction in temperature as a result of

the cloudier conditions. Carslaw et al. (2003) provide some cautious support for

the hypothesis by proposing physical mechanisms that could lead to the observed

cosmic-ray–cloudiness link upon which the ‘cosmic-ray–cloud hypothesis’

largely rests. Sun and Bradley (2002), however, cast serious doubt on the

hypothesis by showing that the putative correlation between cloud cover and

cosmic-ray flux is strong only for the period 1983–1991 and for the area over the

Atlantic Ocean. Extending the time span over which to examine the proposed

correlation, and taking more complete and more recent data sets into account led

them to discount the correlation for the second half of the twentieth century. The

re-examination of the issue by Sun and Bradley has not gone unchallenged

7.11 External forcing 145



(Marsh and Svensmark, 2004). Much depends on the relative reliability of

satellite- versus surface-based observations of cloud cover. Sun and Bradley

(2004) reaffirm that only the former show correlations between low cloud

cover and cosmic-ray flux and then only for a limited area and time interval.

In his brief review, Rind (2003) makes the important point that solar influ-

ences on climate may reflect more than one single mechanism, as well as a

complex system of feedbacks. The issue is far from resolved and its implications

are considered further in light of the need to estimate the effects of solar

variability on the most recent and future climate changes.

7.11.2 Volcanic activity

Both instrumental and annually resolved proxy-climate records (see, e.g., Briffa

et al., 1998) confirm that explosive volcanic eruptions have a generally brief,

cooling effect on temperatures. The aerosols released reduce the solar radiation

received at the Earth’s surface. There are also associated circulation changes that

may reinforce the cooling effect in some areas and moderate or even reverse it in

others. Major eruptions clearly had widespread effects, well beyond the region

directly impacted (see, e.g., De Silva and Zielinski, 1998; D’Arrigo et al., 2001).

Although individual eruptions have only a short-term transient effect, periods

with more numerous, or severe eruptions, may have given rise to longer-lasting

climate impacts. Several studies (summarised in Bradley, 2003) suggest that one

such period coincided with and reinforced cooling in western Europe and south-

ern Alaska during the later part of the Maunder minimum. Volcanic activity may

also interact with the modes of variability already discussed above. As already

noted, volcanicity may help to ‘prime’ the onset of El Niño events (Adams et al.,

2003). Also, on the basis of an analysis of the winter-climate anomalies that

followed major tropical volcanic eruptions since AD 1600, Shindell et al. (2004)

suggest that in many cases, eruptions led to changes in stratospheric temperature

and wind anomalies that led to a pattern of response in surface temperatures

similar to that characteristic of the NAO/AO systems.

7.12 Feedbacks

Several modelling studies suggest that the combination of solar and volcanic

forcing can account for almost all the temperature variability at hemispheric or

global level over the last 300 to 1000 years, except for the last few decades

(Bradley, 2003; Crowley and Kim, 1999; Free and Robock, 1999; Crowley,

2000; Amman et al. 2003; Broccoli et al. 2003; Jones and Mann, 2004; Figures

12.11 and 12.12). At the same time, it is clear fromSections 7.3 and 7.4 that several

of the most dramatic changes in Holocene climate can only be explained when

feedbacks from the cryosphere, oceans and terrestrial biosphere are fully taken into
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account. Even in the late Holocene, climate variability, as expressed through the

major climate modes, clearly involved changes in ocean circulation, sea-surface

temperatures, sea-ice extent and land cover. Until the processes involved are

better characterised empirically and can be modelled more effectively with high

spatial and temporal resolution, it is difficult to provide any conclusive evaluation

of their significance as modulators of the Holocene-climate record.

One of the most provocative hypotheses advanced concerns the increases in

both CO2 and methane (see Ruddiman and Thompson, 2001) that occurred

during the Holocene, from 8000 and 5000 BP, respectively (Figures 7.13 and
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7.14). Ruddiman (2003b) claims that both increases are largely the result of

human activities. He marshals several arguments to support this contention:

* Non-anthropogenic explanations for the increases are not in full agreement with the

evidence available.

* The orbital configurations to which CO2 and methane concentrations have been linked

in the past would have led to a decline in both during the second half of the Holocene.

* None of the previous interglacials in the Vostok record show similar increases.

* The increase in CO2 around 8000 years ago coincides with the early development of

agriculture, requiring forest clearance and consequent carbon release to the

atmosphere.

* The methane increase three millennia later is in good agreement with the development

of intensive rice cultivation and flood-irrigated regions of Asia.

* Fluctuations in CO2 over the last 2000 years are correlated with demographic changes,

including outbreaks of plague that he believes are responsible for forest regrowth,

increased carbon sequestration and reduced atmospheric concentrations.

Carcaillet et al. (2002) show that the global-fire indices compiled from an

extensive evaluation of fire-history records throughout the Holocene for each

region of the Earth parallel the increase of atmospheric CO2 recorded in

Antarctic ice cores. From this, they hypothesise that that biomass burning may

have been a major factor in the increase in atmospheric CO2 concentrations from
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8000 BP onwards. The analysis by Wu et al. (2003) of the loss of storage of

organic carbon in soils in China as a result of cultivation lends further credibility

to Ruddiman’s main contentions.

Ruddiman presents a detailed evaluation of the historical, archaeological and

palaeobotanical evidence in support of his contentions. Having provided support

for his hypothesis, he then proceeds to assess the likely effects on climate of the

anthropogenic increases in CO2 and methane, assuming a sensitivity within the

range used by the IPCC (Figure 7.15). On the longer timescale, he believes it

quite possible that the anthropogenic increases may have forestalled extensive

and persistent snow and ice cover in northeastern Canada that could have been

the precursor to glaciation. In the shorter term, he considers that the plague-

linked dips in atmospheric CO2 also contributed to climate variability during the

last two millennia.
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Joos et al. (2004) evaluate Ruddiman’s hypothesis as it applies to CO2 by

driving the carbon component of a carbon cycle climate model (which links

a dynamic global vegetation model to an atmosphere–ocean–sediment model)

with climate fields simulated for time slices for the last 21 000 years derived

from two global climate models. They conclude that the processes incorporated

into the models adequately reproduce the measured changes in CO2 during the

Holocene without recourse to anthropogenic influences of the kind cited

by Ruddiman. They further claim that the level of terrestrial carbon release

implied by Ruddiman during the pre-industrial Holocene is not compatible with

measurements of changing �13C in ice cores (see Figure 7.13)

Although Ruddiman’s hypotheses have not been universally accepted,

they are undoubtedly being taken very seriously and will have a major impact

on research and thinking (Mason, 2004). If subsequent research supports

them, they will provide one of the strongest lines of evidence so far to emerge

for the effects of greenhouse-gas concentrations on climate, but it may be

difficult to substantiate the hypotheses without a great deal more work. Two

strands of evidence need to be strengthened and linked. On the one hand, it is

important to reconcile the wide spread of estimates given for the change

in carbon storage in the terrestrial biosphere between the LGM and recent

times (see Figure 5.4). Additional evidence must also come from pollen

analysis (see 4.5). By emphasising the links between pollen-analytical data

and climate so exclusively, recent studies have too often ignored or excluded

evidence for human impacts on the extent of forest and cleared land. Even in

publications that highlight the importance of human activities in prehistory

(Oldfield et al., 2003a; b), the evidence falls short of providing the kind of

quantitative information required to develop estimates of carbon sequestration

and release as a result of deforestation or land abandonment. Even in areas

where the pollen-analytical evidence is relatively unambiguous, this requires

quite complex modelling (Broström et al., 1998b; Gaillard et al., 1998; Sugita

et al., 1999). In many parts of the world, pollen-analytical data are not readily

converted into even subjective estimates of landscape openness. Alongside a more

quantitative sense of long-term human impacts on the balance between forest

and non-forest, a stronger sense is needed of the net effect of deforestation on

carbon budgets in different types of biome, both through direct observations

(see, e.g., Achard et al., 2004) and modelling (see, e.g., Matthews et al., 2004).

Ruddiman has opened up a range of possibilities that will take a long time to

evaluate fully.

7.13 Concluding comments

The ongoing changes in boundary conditions and forcing during and in the wake

of deglaciation distinguish the first half of the Holocene from the last 3000 to

4000 years. Some of the most important characteristics of this later period are:
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* The persistence of significant variability on annual to millennial timescales, especially

in hydrological regimes.

* Strong evidence for both solar and volcanic forcing.

* An emerging debate about the origin and possible climatic consequences of early

increases and subsequent variability in atmospheric CO2 and methane concentrations.

Even if the anthropogenic influences posited by Ruddiman turn out to be relatively

minor, the possibility remains that the increasing concentrations, howsoever gener-

ated, may have had important implications for ice extent and climate.

* Pre-instrumental climatic extremes, beyond those recorded during the last century, are

well documented in many archives and regions, especially for droughts, where severity

is related to persistence and duration rather than to peak amplitude.

* There is strong evidence that such extremes had dramatic implications for human

societies.
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Chapter 8

The Anthropocene – a changing
atmosphere

8.1 The idea of the Anthropocene

Crutzen and Stoermer (2001) have proposed that the period from the late

eighteenth century onwards merits separate designation as the Anthropocene.

Their suggestion arises from .an acknowledgement of the increasing role of

human activities in the functioning of the Earth system, as witnessed by, for

example:

* The accelerated use of fossil-fuel resources, bringing with it steeply rising emissions

and an unprecedented gradient of change in atmospheric CO2 concentrations.

* The impact of human activities on other key global biogeochemical cycles, including

nitrogen.

* Major changes in the Earth’s surface cover as a result of processes such as deforestation,

land reclamation, irrigation and soil degradation induced by human activities.

Irrespective of doubts about the choice of a starting date (Ruddiman, 2003b;

Steffen and Crutzen, 2003) and of the extent to which the concept of the

Anthropocene will be justified as the long-term future unfolds, the term helps

to capture and dramatise the idea that, as Steffen et al. (2004) state: ‘The Earth is

currently operating in a no-analogue state. In terms of key environmental para-

meters, the Earth System has recently moved well outside the range of the

natural variability exhibited over at least the last half million years. The nature

of changes now occurring simultaneously in the Earth System, their magnitudes

and rates of change are unprecedented.’

Figure 8.1 shows graphically some of the key indicators of the current

no-analogue state as they have evolved over the last three centuries. Although

some of the diagnostic changes begin early in the period, almost all accelerate

steeply from around 1950 onwards. Thus most of the distinctive changes that

characterise the Anthropocene have come about in less than a human lifetime.

All of them are linked, directly or indirectly, to the growth of human populations,

along with increased per capita consumption, initially and still dominantly in the

developed world. These have led to a massive rise in gross domestic product, with

increasing pressure on the Earth’s resources, both renewable and non-renewable.
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Some of the main transformations brought about by human activities are consid-

ered in this and the next three chapters. Where appropriate, they are set within the

context of human–environment interactions on longer timescales, as, for example,

in sections 9.4, 10.2 and 10.4, as well as Figures 9.3 and 10.1.

So far, evidence from the present day and recent past has been usedmainly to set

out in a preliminary way the nature of current and future problems, and as the basis

for calibrating research results aimed at reconstructing the past. From now on, the

appraisal of present-day processes and their future implications necessitates new,

additional modes of study, as set out in Section 1.4. These have to be integrated

with what has been learned from the past to inform our view of the future.

8.2 Increasing concentrations of greenhouse gases

By combining measurements from ice cores with direct measurements from

1958 onwards, it is now possible to reconstruct the history of the main
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atmospheric greenhouse-gas concentrations (excepting water vapour) continu-

ously up to the present day (Figure 8.2). All increase during the latter part of the

eighteenth century. In each case, the trend steepens during the twentieth century

and especially since 1950.

8.2.1 Carbon dioxide (CO2)

Since the mid eighteenth century, atmospheric concentrations have risen from

around 280 to over 370mmol mol�1. Most of this increase has been the result of

fossil-fuel burning, cement manufacture, deforestation and biomass burning.

Sabine et al. (2004) apportion total emissions for the last two centuries to each of

the main sources. Fossil fuels and cement manufacture account for some
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244� 20 Pg (1 Petagram¼ 1 Gigatonne¼ g� zom 1015) of carbon of emissions

between 1800 and 1994. Over the same period, the terrestrial-biosphere was a

net source of 39� 28 Pg of carbon, with emissions from land-use change

exceeding the terrestrial-biosphere sink. These data are broadly compatible

with earlier estimates of industrial emissions at around 7–8 Pg of carbon per

annum during the 1980s and 1990s, and with Yevich and Logan’s (2003)

estimate that in the mid 1980s the combustion of biofuel and agricultural

waste in developing countries accounted for less than 15% of total anthropo-

genic emissions. Achard et al. (2004) estimate that changes in land cover in the

tropics during the 1990s had the net effect of releasing 1.1� 0.3 Pg of carbon per

annum. Their calculations take into account both the short- and longer-term

carbon losses linked to deforestation, the impacts of major fires and the effects of

regrowth.

A molecule of CO2 spends, on average, three years in the atmosphere before it

is incorporated in the terrestrial biosphere or the oceans. From here, though,

most of it will return to the atmosphere within a few years, therefore the effective

residence time before long-term sequestration in the deep ocean is of the order of

thousands of years (Brasseur, 2003). Out of the 7–8Gt (Gigatonnes) of carbon

released from fossil-fuel combustion and tropical-forest clearance each year

during the 1980s and 1990s, less than half (�3Gt) accumulated in the atmo-

sphere. Atmospheric CO2 concentrations are therefore growing at less than half

the rate to be expected if all the CO2 released by fossil-fuel combustion and land-

use change were to remain in the atmosphere. The atmospheric concentrations

reflect the balance between production by a combination of natural and anthro-

pogenic processes, and sequestration in the oceans and the terrestrial biosphere.

According to Sabine et al. (2004), about two-thirds of the total emissions since

1800 have remained in the atmosphere. It follows from their data that the only

true net sink over the last 200 years has been the ocean. They show that the

strength of the ocean sink varies greatly between oceans, with the North Atlantic

storing some 23% of the global oceanic anthropogenic CO2 and the Southern

Ocean only 9%. Between 1980 and 1999, they estimate that emissions from

fossil fuels and cement manufacture were 117� 5 Pg of carbon, with the

terrestrial biosphere acting as a small net sink of 15� 9 Pg of carbon, compared

with 37� 8 Pg of carbon for the ocean. Over this recent period, the terrestrial-

biosphere sink has taken up more carbon than the total emissions from land-use

change. A shift in the balance between ocean- and terrestrial-sink strength over

the last two decades seems likely, though this is difficult to quantify in view of

the uncertainties attached to the estimates of terrestrial-biosphere processes.

Figure 5.3 shows the main carbon reservoirs in the Earth system and the rates

of exchange between them. The main concern here is with those fluxes that take

place on timescales of a century or less. Figure 8.3 shows estimates of the main

sources, sinks and fluxes averaged over the 1980s. It distinguishes between the

numbers reflecting natural processes and those resulting from human actions.
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Balancing the budget, even for the present day, proves controversial, for not all

the reservoirs and fluxes can be adequately measured on a global basis.

Atmospheric concentrations of CO2 are relatively easy to quantify, as the gas

is non-reactive and becomes rapidly well mixed. In the case of the oceanic and

terrestrial reservoirs, spatial heterogeneity makes it difficult to calculate global

quantities from localised measurements. Inter-annual variability further compli-

cates the problem. In practice, estimates are made by a combination of direct

measurements and both forward and inverse modelling, but there remain sinifi-

cant doubts as to the relative importance of the oceanic and terrestrial sinks

(Adams and Piovesan, 2002). In most attempts at a global budget, there remains

a ‘missing’ carbon sink. Kaufmann and Stock (2003) use a reconstructed time

series from 1860 to 1990 to test the alternative hypotheses that have been

proposed. They conclude that increases in carbon emissions may generate

short-term increases in ocean uptake that are not well simulated in the existing

carbon models.

Schimel et al. (2001) and Canadell and Pataki (2002) both suggest that the

terrestrial biosphere, in the northern hemisphere rather than the tropics, became

a significant carbon sink during the 1990s. They apportion the fluxes between

biosphere and atmosphere in different regions within the global value of

1.4� 0.7 Pg per annum used in the IPCC TAR (2001). More recently, Plattner

et al. (2002) suggest that the rate of uptake by the terrestrial biosphere during the
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1990s was less than the mean value used in the IPCC TAR (2001) by a factor of

two and propose a figure of 0.7� 0.8 Pg per annum. Their values are also

compatible with those calculated by Bopp et al. (2002) and bring estimates

into much closer agreement with those based on ocean models and with the

calculations made by Sabine et al. (2004). Joos et al. (2003) highlight the

possibility that these revised values reflect the beginning of a reorganisation of

large-scale ocean circulation. In these studies, the downward revision of the net

rate of terrestrial-carbon uptake is the corollary of an upward revision in oceanic

uptake, inferred from measurements of the dissolved-oxygen content of the

ocean. By contrast, Liski et al. (2003) suggest that temperate and boreal forests

have become an increasingly important carbon sink and propose values for this

that tend to support those used in the IPCC TAR (Prentice et al., 2001). McNeill

et al. (2003) use chlorofluorocarbons as a ‘tracer’ for CO2 uptake by the oceans

and propose values which are compatible with the lower estimates for the

terrestrial biosphere quoted above. In an attempt to calculate the total inventory

of carbon stored in the oceans over the whole 250 years since early industrialisa-

tion, Lee et al. (2003), using their own and earlier data, estimate that some 29%

of the CO2 arising from anthropogenic activities has been sequestered in the

oceans – a figure close to the estimates by Sabine et al. (2004). There are

indications that at least one of the controls on carbon uptake in the oceans has

changed over the last two decades. Gregg et al. (2003) note a more than 6%

decline in global ocean primary productivity, mainly in response to increased

sea-surface temperatures (SSTs) at high latitudes. From the foregoing estimates,

we may conclude both that disagreements persist with regard to the relative

importance of marine and terrestrial sinks over the last two decades, and that

their relative strengths may be changing.

Figure 8.4 shows that both seasonal and inter-annual variability is super-

imposed on the rising trend in atmospheric CO2 concentrations. One of the

keys to better quantifying each of the exchanges in the present-day carbon

cycle lies in improving our understanding of this variability. Part of the inter-

annual variability appears to be linked to climate, notably the incidence of El

Niño episodes. Virtually all of these are associated with increases in the accu-

mulation rate in the atmosphere. Dutta (2002), using measurements of 14C in the

atmosphere, concludes that two ENSO-linked processes are involved: reduced

upwelling in the tropical Pacific and greater release of carbon from tropical

forests. One of the most important processes involved is the release of carbon

during major wildfires. Schimel and Baker (2002) calculate that the El Niño-

linked fires of 1997–98 in Indonesia released 0.81–2.57 Pg of carbon – between

13 and 40% of annual emissions from anthropogenic fossil-fuel combustion.

Langenfields et al. (2002) base independent estimates of carbon released from

these and the previous fires in 1994/5 on measurements of CO2 and a range of

other trace gases, as well as stable-isotope measurements. They propose figures

of 0.6–3.5 and 0.8–3.7 Pg of carbon, respectively, for the two events. Despite the
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wide range of values proposed by each study, they clearly show that biomass

burning can have significant effects on the annual carbon budget. As indicated in

the preceding chapter, similar conclusions may be drawn from the longer-term

changes in atmospheric CO2 throughout the Holocene (Carcaillet et al., 2002).

Contributions to inter-annual variations in the carbon budget may arise from

ocean processes other than upwelling in the tropical Pacific. Lintner (2002)

demonstrates a statistically significant link between the pattern of inter-annual

variability in atmospheric CO2 and the Pacific decadal oscillation (PDO), as well

as El Niño southern oscillation (ENSO). Dore et al. (2003), using data from the

Pacific Ocean near Hawaii provide convincing evidence that changes in salinity,

driven by changes in regional P minus E, modulate carbon exchange across the

ocean–atmosphere boundary layer. Bates et al. (2002) show that changes in the

rate of vertical mixing in the sub-tropical region of the North Atlantic may also

contribute to inter-annual variability in the marine uptake of CO2.

In Figure 8.4, the normal link between ENSO and inter-annual CO2 variability

breaks down in the early 1990s. This is thought to be the result of the Mount

Pinatubo eruption, though there is no consensus concerning the precise way in

which it has affected the carbon cycle. One hypothesis is that an aerosol-

generated increase in the diffuse fraction of solar radiation favoured photo-

synthesis, hence increased carbon uptake (Gu et al., 2003; Reichenau and

Esser, 2003), though Krakauer et al. (2003) quote widespread evidence from

tree rings to suggest that forest net primary productivity declined in the wake of

the eruption (cf. Briffa et al., 1998). Angert et al. (2004), using coupled

biogeochemical and atmospheric-tracer models claim to disprove the notion
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that the enhanced post-Pinatubo carbon sink was the result of increased photo-

synthesis. Instead, they propose a unique combination of factors, including an

enhanced ocean sink, retarded heterotrophic respiration as a result of cooler and

drier soils, and reduced biomass burning.

The above account gives some idea of the complex processes involved in

balancing the present-day CO2 budget. Although several of the studies quoted

appear to herald a narrowing of the range of uncertainties at the global level,

major problems still remain, especially at the level of ascribing appropriate roles

to, and quantifying the effects of, the wide range of interacting processes

involved, both marine and terrestrial. These problems continue to be com-

pounded the difficulties inherent in both explaining past changes in atmospheric

concentrations (see 5.2.3, 6.6 and 8.2.1) and predicting future changes for any

given emission scenario (see 13.1.3).

8.2.2 Methane (CH4)

Since AD 1700, atmospheric-methane concentrations have more than doubled.

Most of this steep increase can be confidently ascribed to human activities. After

water vapour and CO2, methane is the most important greenhouse gas. On a

weight for weight or molecule for molecule basis, it is a much more effective

greenhouse gas than CO2. On the other hand, it has a much more rapid atmo-

spheric turnover time of around nine years, which means that reductions in

emissions could have a relatively rapid effect. In addition to acting as a green-

house gas, methane plays an important role in several key reactions in the

atmosphere (Wuebbles and Hayhoe, 2002).

Whereas the natural sources of methane are dominated by wetlands, both

tropical and boreal, anthropogenic sources of methane are rather varied

(Figure 8.5a). Biogenic sources contribute via processes such as anaerobic decom-

position and digestion by ruminants and other animals. Wetland sources include

natural vegetation as well as rice paddies. Decaying organic matter in landfills,

forest fires and gas escapes associated with fossil-fuel extraction are also import-

ant sources. Release through biogenic activity is often temperature related, though

many other variables can come into play. In boreal peatlands, for example,

warming accelerates methane release. Friborg et al. (2003) show that although

the extensive wetlands in western Siberia are a net sink for carbon, they are a large

net source ofmethane. Beyond a certain point, however, any warming that leads to

increased evaporation will tend to dry out the upper part of the peat column. This,

in turn, will lead to conversion of the methane to CO2 bymethanotrophic bacteria.

In the case of rice cultivation, the level of methane release is highly dependent on

water management, cropping sequences and fertiliser use.

The only major sink of atmospheric methane is through reaction with the

hydroxyl radical (OH). This radical also acts as the main oxidant for a wide range

of atmospheric pollutants and its capacity to fulfil this role is strongly influenced
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by methane concentrations. A complex set of rate-dependent reactions sum-

marised by Wuebbles and Hayhoe (2002) lead to a positive feedback between

CH4 and OH: as oxidising capacity is reduced, methane removal slows down,

which in turn reduces oxidation capacity, with a consequent further increase in

methane concentrations.

Figur e 8.5 b shows the rate of increase of atmosp heric methan e from 1984 to

2002. By 1984, the rapid surge in concentrations typical of the late nineteenth

and most of the twentieth century had slowed down somewhat, while there has

been virtually no increase from 1999 through 2002 (Dlugokencky et al., 2003).

The absolute values are higher and the seasonal cycle much wider in the northern

compared with the southern hemisphere and the tropics reflecting the extent to

which methane sources are terrestrial. Seasonal variations in concentration are

the result of seasonal changes in the photochemical sink for methane, which is

strongest during summer. The post-1999 stabilisation of atmospheric-methane

concentrations is largely a function of declining northern-hemisphere emissions.

Although the reasons for the decline are not fully understood, they are thought to

reflect a reduction in one or more sources rather than an increase in sink strength.

The most likely candidate is the former Soviet Union where emissions arising

from fossil-fuel combustion declined steeply by some 10Tg yr�1 between 1990

and 1995. The recent levelling off of atmospheric methane concentrations has

been seen by some (see, e.g., Co2science, 2003) as evidence for approaching

equilibrium between atmospheric CH4 and OH. Given the varied methane

sources, the difficulties involved in estimating their strengths, and the subtle

nature of the main sink, interpreting the temporal changes in atmospheric

concentrations is still fraught with large uncertainties. In particular, it will be

important to develop well-validated process models of wetland emissions under

changing climatic conditions. Until these issues are resolved, it would be pre-

mature to see the most recent trend as evidence for stabilisation, though if this

were the case, it would be important not only for future methane projections but

for those of tropospheric ozone also (see 8.4). Only the most ‘benign’ of the

IPCC TAR scenarios (B1 – see 13.1.2 and Figure 13.2) has methane concentra-

tions peaking around the current values. All the other scenarios incorporate

increases significantly beyond this level.

Consideration of the changes in atmospheric methane during transitions from

glacial to interglacial conditions widens rather than narrows the uncertainty

about future methane concentrations, for it highlights a further possibility, that

of clathrate release from methane hydrates stored in coastal sediments (see 6.5.4

and Somoza et al., 2002) and below permafrost (Dallimore et al., 2002).

8.2.3 Nitrous oxide (N2O)

Nitrous oxide, with a lifetime in the atmosphere of some 120 years, is an

important greenhouse gas that together with methane accounts for around 25%

160 The Anthropocene – a changing atmosphere



1725

1675

1625

155

145

135

125

15

10

5

0

1985 1990 1995 2000
Year

IP
D

 (
pp

b)
δ(

C
H

4)
/δ 

t (
pp

b 
yr

–1
)

C
H

4 
(p

pb
)

Natural 
wetlands

Rice 
paddies

Enteric 
fermentation

Natural 
gas leaks

Biomass 
burning

Coal 
mining

CH4 hydrate
destabilisation

Termites

Landfills

Oceans

Freshwaters

Soils

Atmospheric 
OH reaction

Million tonnes (Tg)

–600 0 200–200–400

(a) (b)

Figure 8.5 (a) Estimated sources and sinks of atmosphericmethane, with uncertainties, for the 1990s (Modified fromSteffen et al., 2004.) (b) Changing

atmospheric concentrations ofmethane, 1986–2002. The upper graph shows the trend of the annual global averagemeasurements. Themiddle graph

plots the changing growth rate of methane concentrations. The lower graph plots the difference between northern (538N –908N) and southern

(53 8S–908S) atmospheric concentrations as a function of time. Solid lines are linear least-squares fits to the values for the periods 1984–1991 and

1992–2001. IPD – inter-polar difference. (Modified from Dlugokencky et al., 2003.)



of the total radiative forcing by greenhouse gases since the onset of the industrial

revolution (Scholes et al., 2003). Most N2O arises as a result of microbial

processes in soil and aquatic ecosystems, though decomposition of animal

wastes, biomass burning and oxidation of ammonia (NH4) are also significant.

Atmospheric concentrations have increased from a pre-industrial level of

270 nmol�1 to 314 nmol�1 in 2001 largely as a result of both the expansion

and intensification of food production and modifications to the global nitrogen

cycle considered in more detail in Section 9.1.1. The sequence of changes in

N2O concentrations during the Holocene parallel those for CO2 rather than CH4,

with minimum values around 8000 BP and a slight subsequent increase, though

the reasons for the variations are not well understood (Flückiger et al., 2001).

8.3 Atmospheric aerosols

The increasing importance of anthropogenic aerosols in the radiative balance

of the atmosphere must first be set in the context of those that are produced

naturally. These comprise primary aerosols (mainly sea salt and soil dust), and

secondary aerosols. Sea salt reaches the atmosphere through the evaporation of

spray from breaking waves. Dust is mainly the result of entrainment by wind in

arid regions, though volcanic ash may also be important following major

eruptions. Secondary aerosols arise from chemical reactions and the condensa-

tion of atmospheric gases and vapour, largely through the operation of the

sulphur cycle. Two processes dominate the production of natural secondary

aerosols: marine-biological activity and volcanic eruptions. In the former case,

primary production in the oceans leads to the release of dimethylsulphide

(DMS), which oxidises to sulphuric acid, mainly in the form of fine aerosol

droplets. Secondary volcanic aerosols result from the release of SO2 during

major eruptions.

Anthropogenic sulphur aerosols produced by fossil-fuel combustion, biomass

burning and other industrial processes now greatly exceed those arising from

natural processes. They peaked at 110 ng g�1 at the end of the 1960s, compared

with 26 ng g�1 in pre-industrial times (Figure 8.2). Overall, anthropogenic

activities are responsible for around 20% of the atmospheric aerosol burden,

but this underestimates their importance in the radiative balance of the atmo-

sphere, as they contribute up to 50% to the global mean aerosol optical depth/

thickness (Raynaud et al., 2003). This determines the degree of extinction of

incoming solar radiation. An increase in optical depth implies the probability of

an overall negative forcing at the Earth’s surface. As a generalisation of aerosol

effects, this turns out to be an unacceptable simplification, for atmospheric

aerosols modify climate in quite complex ways. The direct effect involves the

absorption and scattering of solar energy. Indirect effects include the formation

of cloud condensation nuclei, along with a complex and still controversial series

of effects on radiative balance, precipitation and evaporation.
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Progress has been made towards a better understanding of the role of aerosol

forcing as a result of studies linked to specific regions, events and processes.

Penner et al. (2004) attempt to quantify the effects of indirect aerosol forcing on

radiative fluxes at sites in Oklahoma and Alaska, using a combination of direct

observations and modelling. They conclude that these effects are responsible for

a significant negative forcing. Podgorny et al. (2003) calculate the impact of the

changes in optical depth over part of the equatorial region as a result of the

Indonesian forest fires of 1997. They conclude that over the Indian Ocean there

was a strong decrease in solar flux at the sea surface and a significant increase in

the solar heating of the atmosphere. They infer likely consequences for regional

climate, including increased precipitation in the smoke-covered area, possibly

leading to a redistribution of tropical rainfall and subsequent feedbacks into the

El Niño climate regime itself. Xu (2001) documents similar regional climatic

effects from pollution haze in parts of China. Major reductions in solar irradi-

ance at the Earth’s surface have also been observed as a result of biomass

burning in Amazonia (Procopio et al., 2004) and Zambia (Schafer et al., 2002).

The mean size of the aerosols produced by biomass burning is crucial in

determining the indirect effects on climate. In studies from both Amazonia and

Africa, the small size of the aerosol generated by land clearance involving

biomass burning tends to delay rainfall production. In Amazonia, it can also

lead to the entrainment of moisture and pollutants to higher levels, cause intense

thunderstorms and modify atmospheric circulation (Artaxo, 2003; Andreae et al.,

2004). The effects of smoke on the radiative balance at the Earth’s surface may

not always be negative. Koren et al. (2004) show that by suppressing cloud

formation during the dry season in Amazonia, formation of cumulus clouds

was inhibited to the point where surface warming was actually enhanced. All

these studies point to a range of important but quite complex feedbacks through

which changes in land cover lead to the modification of regional climate.

Kaiser and Qian (2002), present evidence from observations and meteorolo-

gical data in support of the view that the recorded decline in sunshine duration in

much of China over the last 50 years has been the result of increased aerosol

loading. Observations carried out during the Indian Ocean Experiment campaign

show that the combination of biomass burning, industrial development and dust

entrainment in the Indian subcontinent generates heavy aerosol loadings over

coastal areas and adjacent seas north of the equator – the ‘asian brown cloud’,

within which around 80% of the particles are believed to be anthropogenic in

origin. The resulting aerosol forcing at the surface in coastal India is estimated

at –27Wm�2 (Jayaraman, 1999). During the dry season, the negative effect

of aerosol forcing on radiation at the Earth’s surface in southern Asia can

greatly exceed the positive effect of greenhouse gases (Lelieveld et al., 2001;

Ramanathan et al. (2001), though the radiative balance is complicated by the

role of soot particles, which absorb radiation and lead to atmospheric warming

(see below), as well as by the extent to which the aerosol layer is above or below
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any existing clouds (Jayaraman and Mitra, 2004). Whereas fossil-fuel combus-

tion is the main source of sulphate aerosols, high levels of carbonaceous parti-

culates are generated through biomass burning. In this region, the effects of

burning fuel wood, dung-cakes and crop waste greatly exceed those of forest

fires (Reddy and Venkatara man, 2002 ). As these bri ef accou nts of aerosol

effects illustrate, the processes involved are complex and there are major

differences from region to region. For these reasons, a ‘bottom-up’ approach

to estimating global aerosol effects, based on aggregating direct observations, is

hardly feasible in the present state of knowledge.

Twomutually independent approaches have been used to estimate anthropogenic-

aerosol forcing on a global basis: forward modelling based on the physics and

chemistry of the aerosols, and inverse modelling whereby the total forcing is

brought into line with what is required to match simulations of past-climate

change with the temperature changes actually observed (cf. 2.2.13) The forward

modelling approach gives a mean negative forcing of �1.5Wm�2 over the

industrial era, with a wide range of uncertainty extending beyond –3Wm�2.

The inverse modelling approach indicates a negative forcing of –1.0Wm�2,

with a narrower range of uncertainty (Anderson et al., 2003). Most simulations

of future climate change use values within the second range, but if, in future,

values within the wider range arising from forward modelling proved to be more

accurate, this would have a significant effect on modelling future temperature

changes. As Anderson et al. point out, the choice of a value for aerosol forcing

affects the inferred sensitivity of climate to total forcing as well as the degree to

which recent warming can be attributed to anthropogenic greenhouse gases (see

13.1.3). Recent attempts to constrain aerosol forcing have concentrated on the

indirect effects. An independent study using satellite observations tends to rein-

force a value within the narrower range inferred from inverse modelling

(Lohmann and Lesins, 2002), as does the detailed evaluation of indirect aerosol

forcing outlined by Anderson et al. (2003).

Many of the sources quoted above infer or accept that aerosols, including those

arising from biomass burning, have an overall negative effect on temperatures at

the Earth’s surface. The main exception is black carbon or soot, generated mainly

by fossil-fuel combustion, and with a modal size an order of magnitude less than

biomass smoke (Heintzenberg et al., 2003). Black carbon is distinguished from

organic carbon on the grounds of optical properties rather than chemistry and is

thought to have an overall positive effect on temperature. Brasseur’s (2003) rough

estimate suggests that man-made sources have led to a twenty-fold increase in the

atmospheric burden since pre-industrial times. Hansen et al. (2000) and Hansen

(2002) claim that the net positive forcing resulting from black carbon on a global

scale is an order of magnitude greater than that estimated by the IPCC, with

important implications both for future projections of global warming and for

possible mitigation strategies. Jacobson (2002) also claims a strong positive

forcing for fossil-fuel generated black carbon and associated organic matter,
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with the corollary that controlling emissions holds out the promise of slowing

future global warming. His analysis has, however, attracted a whole sequence of

critical comments and counter claims (Chock et al., 2003; Penner, 2003; Feichter

et al., 2003) followed by replies from the original author. Wang (2004) infers,

from a detailed modelling study, that the effects of black carbon on climate are

dominantly regional rather than global. Penner et al. (2003) claim that warming by

black soot is not inevitable, even at a regional scale, since it appears to depend on

the altitude of injection of the aerosol. Menon et al. (2002) contend that increased

levels of black carbon in the atmospheremay actually be responsible for cooling in

the areas directly affected as well as for changes in rainfall regimes. Their study

once more emphasises the fact that aerosol-related impacts on climate are pre-

dominantly regional, but with the potential for generating changes well beyond the

area directly affected. Both model simulations and empirical observations suggest

that the likely combined impacts of high-aerosol and tropospheric ozone concen-

trations include a significant reduction in crop yields in parts of east Asia as a result

of the greatly reduced solar radiation reaching the Earth’s surface (see, e.g.,

Chameides et al., 1994).

It is clear from the above account that considerable doubt still surrounds the

precise net effect of aerosols on the radiative budget of the atmosphere, both on a

regional and a global basis. Although inclusion of estimates of their effect have

significantly improved attempts to model the course of climate change during

the twentieth century, the persisting uncertainties necessarily widen the total

range of temperature projections derived from future climate scenarios (see

13.1.3). Moreover, the impact of aerosols on ecosystems may be more varied

and subtle than the above account suggests. One possibility is that by increasing

diffuse relative to direct radiation, aerosols may generate higher levels of carbon

uptake through the photosynthetic advantage that diffuse light gives to below-

canopy leaves, which would otherwise be shaded by the leaves above (Roderick

et al., 2001). Finally, aerosol effects extend beyond climate to include signifi-

cant fertilisation of otherwise nutrient-poor areas, for example the Okovango

delta, in Botswana. Here, in areas which are not enriched seasonally by flowing

water, aerosols supply some 52% of the phosphates and 30% of the nitrates

received by the vegetation (Garstang et al., 1998).

8.4 Chlorofluorocarbons and Ozone

Ninety percent of the ozone (O3) in the atmosphere is within the stratosphere at

an altitude above 15 km (Figure 8.6). Whereas the ozone in the stratosphere acts

as a UV-radiation shield and has a beneficial role, that in the troposphere

generally has a harmful effect. Moreover, it acts as a powerful, long-lived

greenhouse gas.

We consider first stratospheric ozone, which is formed by photolysis of

O2 and subsequent recombination of the oxygen atoms. Under unperturbed
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conditions, this process is balanced by a series of reactions that lead to the

destruction of ozone. Over the last few decades, chlorine compounds, notably

chlorofluorocarbon (CFC) gases (CFCl3 and CF2Cl2) have been added to the

stratosphere such that the concentrations of chlorine are now six times higher

than might be expected from natural processes. Serious depletion of strato-

spheric ozone was first revealed by measurements over Antarctica in 1985, but

much subsequent research was needed to work out exactly how the resulting

‘ozone hole’ had arisen, through a chain of catalytic reactions (Crutzen, 2003).

The build up of chlorine concentrations since the first production of CFCs in the

1930s has had a disproportionate effect on the rate of ozone depletion, for the

rate of ozone breakdown is proportional to the square of the ClO concentration.

As a result, the processes of ozone depletion are now 36 times stronger than they

were prior to the production of CFCs. Even in the wake of the Montreal protocal,

designed to phase out the manufacture of ozone-depleting chemicals, and sub-

sequent amendments, it is unlikely that stratospheric-ozone levels will reach

their 1980 levels until around the middle of this century (Wuebbles et al., 1999).

Despite the fact that the production of CFCs had fallen from 1.1 million to

150 000 tons between 1986 and 1999, the 2003 ozone hole over the Antarctic

was still around 28 million km2 at its peak – larger than the previous year and

only slightly smaller than the peak extent of September 2000 (Showstack, 2003).

Rex et al. (2004) show that increasingly cold temperatures in the stratosphere

over Antarctica over the last four decades have led to conditions increasingly

favourable to ozone loss. Stratospheric cooling may well be the result of increased
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greenhouse gas concentrations, in which case the interaction between two unre-

lated anthropogenic perturbations to the atmosphere has led to mutual reinforce-

ment and delayed recovery. Solomon (2004) succinctly summarises the current

state of the ozone hole, stressing that cold temperatures enhance the impact of

elevated chlorine concentrations. She also points out that, given the long (50–100

year) lifetime of CFCs in the atmosphere, it is quite unrealistic to expect rapid

improvements. It is also unrealistic to read any great significance in the inter-

annual fluctuations, as these mainly reflect variations in atmospheric conditions.

The story of the ozone hole carries with it a double warning. Not only did it

take the scientific community completely by surprise and involve a long series of

complex chemical reactions that would have been well nigh impossible to

predict, it could have been orders of magnitude worse. Bromine is some 100

times more effective than chlorine in destroying ozone. If bromofluorocarbons

rather than CFCs had been chosen for the industrial processes that began in the

1930s, loss of ozone could have been complete. Choice of chlorine- rather than

bromine-based compounds seems to have been a matter of luck rather than

informed scientific judgement (Crutzen, 1995).

Whereas in the stratosphere, ozone depletion is the main cause of concern,

problems have arisen from an increase in ozone concentrations in the tropo-

sphere by a factor of two or more. Tropospheric ozone can have a deleterious

effect on plants, animals and human health. The main increases have taken place

in Europe and east Asia, as a result of the interaction between reactive oxides of

nitrogen, hydrocarbons, CO and sunlight. Tropospheric ozone is a greenhouse

gas and it is estimated that it has led to a positive radiative forcing of up to

0.49Wm�2, implying a global mean surface warming of c. 0.28 8C since pre-

industrial times (Mickley et al., 2004). It also breaks down to a primary source of

the hydroxyl radical (OH), the oxidation capacity of which forms a major sink

for many chemical species in the atmosphere. The role of ozone is therefore

complicated and intimately bound up with other reactive atmospheric

gases, especially methane, which is now known to play a significant role in

tropospheric-ozone formation (Fiore et al., 2002).

8.5 Other atmospheric contaminants

Many other compounds have been released to the atmosphere as a result of

human activities. Some, like polychlorinated biphenols (PCBs), polyaromatic

hydrocarbons (PAHs) and many heavy metals, are known to damage human

health. The histories of production generally fall into three categories. Several of

the heavy metals such as lead and copper were first exploited in prehistory and

the long record of their changing atmospheric concentrations can be recon-

structed from ice cores and peat bogs. Other metals, such as cadmium and

chromium, are more closely linked to industrial processes that began during

the Industrial Revolution and signs of the first significant increases in their
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atmospheric concentrations come during the nineteenth and early twentieth

centuries. Some of the more damaging compounds from a human-health stand-

point have an even more recent history. These include pesticides and PAHs,

which latter have mainly arisen as a result of the high-temperature combustion of

urban waste.

Global levels of radioactivity in the atmosphere peaked in 1963–4 and have

declined thereafter as a result of the nuclear-test ban treaty and the radioactive

decay of many of the radioisotopes produced. For example, the 137Cs (half life of

30 years) released in the 1960s has now decayed to around 40% of its original

activity. Superimposed on this decline, but only in parts of Europe and the

former Soviet Union, is the peak in activity arising from the Chernobyl accident.

Only in areas close to the latter has there been incontrovertible evidence for

damage to living organisms, including human populations.

8.6 Summary and conclusions

The foregoing sections outline some of the main changes in atmospheric com-

position that have important systemic effects within the Earth system. This

account is far from exhaustive as many other inter-related chemical species

and reactions have been ignored. For a full account of these, refer to Brasseur

et al . (2003 ).

Several essential messages emerge:

* Complex reactions link the chemical species in the atmosphere and give many of them

a high degree of interdependence. Accounts dealing with them in succession inevitably

fail to capture this fully, but it must always be born in mind when proposals to deal with

any single atmospheric constituent are considered.

* Many of these reactions closely link atmospheric chemistry to the climate system at

both a regional and a global level. Ignoring or misunderstanding them seriously

impairs insight into climate dynamics.

* The production, fluxes, budgets, burdens, breakdown and impacts of many of the

atmospheric constituents considered above hinge on exchanges with other components

of the Earth system – the oceans and the terrestrial biosphere. They can only be

understood and evaluated within the context of the Earth-system as a whole.

* Despite an immense and ever increasing research effort, many uncertainties still

surround attempts to quantify the role played by many of the components considered

above. Climate and Earth-system models must always seek to convey these

uncertainties.

* Atmospheric chemistry is still capable of providing surprises in the form of

unanticipated effects and it is unlikely that all the consequences of current trends

can be confidently predicted.
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Chapter 9

The Anthropocene – changing land

9.1 Changed global nutrient cycles

9.1.1 Nitrogen

We have already seen in the previous chapter that atmospheric concentrations of

N2O have risen over the last two centuries largely as a result of fossil fuel

combustion, but this is not the only, or indeed the most significant disruption of

the nitrogen cycle as a result of human activities. One of themost remarkable trends

during the course of the twentieth century has been the relentless increase in the

extent to which anthropogenic processes have begun to dominate the conversion of

non-reactive nitrogen to reactive forms, i.e. those that are biologically, photochem-

ically and radiatively active in the biosphere and atmosphere (Galloway, 2004).

Prior to the opening of the twentieth century, reactive nitrogen was produced

mainly through nitrogen-fixing organisms – bacteria, both free living and symbiotic,

and blue-green algae. Human activities such as the cultivation of rice and legumi-

nous crops contributed around 5% of the total. Anthropogenic contributions since

then have increased in several ways. The growing human population has generated

an increasing demand for food, leading to higher levels of nitrogen fixation through

the cultivation of rice and legumes. By the late twentieth century, annual nitrogen

production linked to cultivation was around 33 Terragrams (1Tg¼ 1012 g). More

importantly, the demand for nitrogenous fertilisers quickly outstripped the supplies

from guano and nitrate mining, and the development of the Haber–Bosch process

led to a massive increase in the quantity of anthropogenically produced reactive

nitrogen. It is estimated that the production of nitrogen as an artificial fertiliser had

risen to around 78 Tg per year by 1990, and 125 Tg by 2002 (Mosier et al., 2002). In

addition, themassive rise in fossil-fuel combustion led to an increase in the output of

reactive nitrogen to some 25 Tg. By 1990, these three processes together were

generating over 130 Tg of reactive nitrogen annually – over 90% of the total

anthropogenic output. By 2002, the total anthropogenic output had reached

c. 150Tg. At the same time, natural terrestrial-nitrogen fixation had declined to

85 Tg per year. From around 1970 onwards, anthropogenically produced reactive

nitrogen has exceeded that fixed naturally by the terrestrial biosphere.
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Of the anthropogenic nitrogen, that generated by fossil-fuel combustion goes

into the atmosphere, that produced by nitrogen fixation in rice paddies, pasture

and other croplands goes into the food chain, and that used as chemical fertiliser

is mainly released into the environment in a variety of ways. Some, in the form of

dissolved nitrogen, is carried by rivers to the oceans, where it has promoted

extensive eutrophication in the coastal zone. Much is dissipated into the atmo-

sphere and deposited over land and sea. Ultimately, the extra nitrogen load is

either denitrified or stored. So far, there is no consensus as to the balance

between the two. This impairs any attempt to assess the impacts of future

changes in the nitrogen cycle at either regional or global levels.

One major cause for concern about the changed nitrogen cycle arises from the

multiple effects that reactive nitrogen can have. Galloway et al. (2003) char-

acterise these as a nitrogen cascade and illustrate this by showing how NO

released into the atmosphere from fossil-fuel combustion can increase ozone

concentrations in the troposphere, reduce atmospheric visibility, increase the

concentration of fine particulates in the atmosphere, increase the acidity of

precipitation, alter forest productivity, promote surface-water acidification,

accelerate eutrophication and eventual hypoxia in the costal zone, increase

greenhouse warming and decrease stratospheric ozone. There is also concern

about the long-term effects of enhanced nitrogen deposition on forests, since

there is growing evidence that damage from nitrogen deposition is beginning to

outweigh the positive effects of fertilisation in many regions (Nosengo, 2003).

Already, elevated levels of inorganic-nitrogen deposition have been shown to

reduce species richness in areas of temperate grassland growing on acid, nor-

mally nutrient-poor soils (Stevens et al., 2004).

Set against these deleterious effects are enormous benefits in terms of

increased global food production over the last 50 years, part of which can be

ascribed to the use of nitrogen-rich fertilisers. Moreover, nitrogen deposition

may have contributed to higher levels of storage of CO2 in forest biomass and

soils than would otherwise have been possible.

9.1.2 Phosphorus

Unlike nitrogen, the phosphorus cycle does not have a significant atmospheric

component, save through the transport of dust particles. It therefore does not

generate the type of complex interactions within the Earth system that have been

outlined above. It is, however, the major limiting nutrient in many aquatic

environments, both freshwater and marine, and in some terrestrial ecosystems,

including mature, undisturbed forests (Wardle et al., 2004). Changes in the flux

of biologically available phosphorus, mostly in the form of phosphates, are

therefore environmentally and ecologically highly significant. The increase in

the flux of phosphates in the environment to a current 12.5 Tg yr�1 (Jahnke,

2000) from the natural levels of around 2.2 Tg yr�1 (Reeburgh, 1997) is the
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result of the mining of phosphate and its conversion to fertilisers and detergents.

Although the former is used largely for application to farmed land, it, like

detergent phosphate, often results in the enrichment of lakes, rivers and the

coastal zone (see 10.2.1 and 10.4).

9.2 Deforestation

The clearance of forests is but one aspect of land-use and land-cover change,

albeit a dominant one spatially, historically, and from the standpoint of Earth-

system functioning and the provision of ecosystem goods and services. It is also

often a precursor to land degradation, the theme of the next section.

In all but the most remote, lightly settled or inhospitable environments, the

earliest unambiguous evidence for deforestation by human populations lies

thousands of years in the past. The earliest sites lie close to the regions of origin

for the main cereal crops such as rice, wheat and maize. Rice cultivation

certainly started no later than 8500 BP, wheat even earlier (Yasuda, 2002;

Wright and Thorpe, 2003). The global trend over the last 300 years has been

towards the expansion of pasture and cropland at the expense of forest

(Goldewijk and Battjes, 1997; Goldewijk 2003; Ramankutty and Foley, 1999

and Figure 9.1). The estimates, summarised by Lambin et al. (2003) suggest a

four- to five-fold increase in cropland area, from 300–400 million ha. in AD

1700, to 1500–1800 million ha. in 1990, with a net increase of around 50%

during the twentieth century alone. This, coupled with an even more dramatic,

though less well quantified increase in the extent of pasture lands, has led to a

decrease in the area of forest cover from 5000–6200 million ha., to 4300–5300

million ha. over the same period. Over much of Europe and parts of eastern

North America, the period of maximum deforestation now lies in the past, and

the current trend is towards reforestation either through commercial and amenity

planting, or as a result of the invasion of abandoned farmland. By contrast, in

many parts of the tropics, deforestation has accelerated in the second half of the

twentieth century and it is this trend that causes most concern at the present day.

Figure 9.1 Changes in

land use sinceAD 1700 as

estimated by Goldewijk

and Battjes (1997). One of

the main questions

surrounding such a

graph is the extent to

which the ‘other’

category, which reached

almost 50% in AD 1700,

relates to vegetation

cover unmodified by

early human activity, or

landscapes previously

impacted by human

activity, but no longer

managed. (Modified

from Steffen et al., 2004.)
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The rate of tropical deforestation since 1980 has proved difficult to assess.

The figure derived from aggregated ground-based observations tends to exceed

that based on satellite images. Achard et al. (2002), for example, estimate that

the calculated ground-based deforestation rates for the humid tropics as a whole

between 1990 and 1997 were overestimated by some 23%. Similar conclusions

have been reached by DeFries et al. (2002) for the 1980s. DeFries (2004)

summarises the different estimates in terms of mean annual changes from 1980

to 1990 and 1990 to 2000. Despite the differences in absolute estimates, there is

agreement that the rates of deforestation have declined in Latin America (at least

until 2000) and probably Africa, but satellite-based observations suggest that

they have increased in southeast Asia. In both Latin America and southeast Asia,

rates of reforestation since 1990 are generally less than 80% of the deforestation

rates. Moreover, reforestation does not imply re-establishment of primary forest,

but rather the early stage of a secondary succession, highly dependent on factors

such as lithology and previous land-cover history, with no guarantee that the

original forest will ever be re-established. Earlier studies of tropical-forest

ecosystems point to the probability of rapid soil degradation in the wake of

deforestation in tropical rainforests, in view of the extent to which the store of

nutrients and organic matter is largely retained in the living biomass, rapidly

recycled and, with the loss of living biomass, rapidly depleted.

The causes and mechanisms of tropical deforestation have been studied

exhaustively by Lambin et al. (2001), Geist and Lambin (2002), Lambin and

Geist (2003) and Lambin et al. (2003). They conclude that there is no single

global explanation for tropical deforestation and that simple generalisations

linking the process to overpopulation or poverty are misleading. Both the under-

lying and proximal causes vary greatly from region to region, with the only

common factor being interaction between local and wider-scale pressures at

regional, national or even global level. In their attempt to synthesise the results

of numerous and diverse regional studies, Lambin et al. (2003) propose a

typology of forces driving land-use and land-cover change and identify a

restricted range of dominant pathways linked to fundamental, generic causes

such as resource scarcity, changed market opportunities, policy intervention,

loss of adaptive capacity leading to increased vulnerability, as well as changes in

social organisation, in access to resources, and in attitudes. They also highlight

the need to look at the changes, both cultural and biophysical, on a timescale

much longer than that spanned by the era of remote sensing.

Studies undertaken within the framework of the LBA (Large-Scale

Biosphere-Atmosphere Experiment in Amazonia) are now attempting to quan-

tify the carbon, moisture, energy, trace-gas and nutrient cycles at many sites

throughout the region (Nobre et al., 2001). The main increase in deforestation

rates in Amazonia has occurred since 1970 and by now, in the Brazilian part of

Amazonia, around 15% of the forest has been cut down. In this same region, the

annual rate of deforestation has been estimated at 15 000–20 000 km2 (Nobre,
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2004). Alongside the changes in nutrient cycling, deforestation also brings about

significant changes in the exchange of energy, water vapour, greenhouse gases

and volatile organic compounds (VOCs) between the biosphere and the atmo-

sphere. Whereas the undisturbed forests in Amazonia appear to be a significant

carbon sink, fragmentation and clearance through deforestation and burning lead

to significant greenhouse-gas emissions. Moreover, logging increases fire risk.

The VOCs released into the atmosphere by the Amazonian rainforests act as

condensation nuclei, so changes in the VOC flux arising from land-cover

changes have additional impacts on cloud formation and rainfall. Many other

studies strengthen the view that in the tropics recent land-cover change

and associated changes in soil characteristics are having widespread effects on

climate and hydrology (see, e.g., Osborne et al., 2004; Voldoire and Royer,

2004), as well as global atmospheric CO2 (Achard et al., 2004). Land

and atmosphere are linked in ways that transcend the organisation of themes

adopted here.

It is debatable whether much of the current research on tropical deforestation

is set within a sufficiently extended time perspective to characterise fully the

longer-term impacts. For example, Fu (2003), by comparing actual vegetation as

revealed by satellite images, with model-simulated potential vegetation, claims

that human activities in east Asia over the last 3000 years have resulted in the

transformation of the land cover of more than 60% of the region, with conse-

quent changes in albedo, surface roughness, leaf-area index and vegetation

cover. Model simulations suggest that these changes may have weakened the

summer monsoon and enhanced the winter monsoon, with, as one possible

consequence, the trend towards aridification in parts of the region, notably

northern China. Similar considerations for other parts of the world should be

born in mind when interpreting Figure 9.1 from Goldewijk and Battjes (1997).

The category ‘other’ that ascribes almost 50% of the land surface to non-

domesticated land could include many areas previously deforested or degraded

by human activities now no longer current – a key issue in relation to

Ruddiman’s (2003b) hypothesis (see 7.12).

9.3 Land degradation and desertification

Two processes are responsible for most land degradation – deforestation to

create cropland in humid regions, and overgrazing of rangeland in drylands

(Glenn et al., 1998). Rangelands in semi-arid areas are especially vulnerable,

with around 73% being degraded at the present day. Almost half the un-irrigated

croplands in areas of marginal rainfall are degraded, mainly as a result of soil

erosion. Around 30% of irrigated cropland is also being degraded, largely through

salinisation – deposition at the soil surface as salts are drawn upwards by capillary

action, driven by high rates of evaporation and waterlogging (Kassas, 1995).

Land-degradation problems are particularly extreme in sub-Saharan Africa
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where 20–50% of the land and around 200 million people are affected

(Nachtergaele, 2002), with some 135 million people deemed vulnerable to the

potential collapse of their traditional land-use systems. The driving forces of

land degradation are both socio-economic and biophysical, with authorities

differing markedly in the extent to which they invoke one or the other as the

dominant factor in any given region. One way in which the interactions between

climate variability and societal responses has been studied is through the concept

of ‘syndromes’. In this case, what has been termed the Sahel syndrome reflects

the interaction of biophysical and societal processes that typifies this particular

type of degraded land system (Petschel-Held, 2001).

Land degradation generally implies deterioration in key properties such as soil

nutrients, organic matter and moisture status, to the point where productivity is

reduced and, over wide areas, recovery on a timescale of years or even decades is

unlikely. There are huge areas where the combination of marginality, abusive

exploitation and environmental variability has led to the high levels of degrada-

tion noted above. Erosion of topsoil removes the nutrients stored in the surface

layers of the soil, especially those retained within the organic matter generated

by the decomposition of the vegetation. This, in turn, reduces moisture-holding

capacity. Any form of exploitation that leads to depletion of the soil nutrients at a

rate exceeding the rate of their renewal eventually leads to soil degradation as the

ecosystem shifts to one based on a lower level of nutrient recycling and

availability.

9.4 The long-term palaeo-perspective

Although the most dramatic instances of land degradation may have come to

light only in recent years, there is clearly a need for a long-term perspective since

any ‘cycle’ of degradation and subsequent recovery, where this is possible,

involves a high level of hysteresis, with the timescales of regeneration often

orders of magnitude longer than the timescales of degradation. One of the

processes involved in land degradation – erosion from the land surface – has

been reconstructed from many sites and on a range of timescales. In Figures 9.2

and 9.3 changes in sediment yields rather than on-site erosion measurements are

plotted. This is because long-term records of the latter are generally lacking. It is

important to realise that in any given catchment sediment-yield records provide

a minimum figure for erosion, and one that is subject to lags, the importance of

which tends to increase with the size of the catchment and the degree of sediment

storage taking place within it. Figure 9.2 records several estimates of changing

sediment yield over the last 250 years. Figure 9.3 considers rather more diverse

evidence for changing sediment yields spanning all or most of the Holocene.

Case studies taking the long-term view may help to guide us towards answers

to some vital questions: which ecosystems have been irreparably damaged, when
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and how? What were the degradation trajectories? How have human impacts

interacted with climate variability and ecosystem processes to generate degrada-

tion trajectories of different kinds? What were the pre-intervention character-

istics and histories of areas that have become entirely dependent for sustained

productivity on major inputs of finite, or increasingly scarce resources such as

artificial fertilisers, or irrigation water? Which types of ecosystem can be either

restored or acceptably transformed and maintained with sustainable levels of

material and energy inputs? And arising from the last question – where ‘restora-

tion’ or ‘conservation’ are the main goals, what state is to be restored, or

conserved, and what are the key processes that should ensure this in the long

term? Lack of convincing answers to most of these questions highlights the gap

between ‘contemporary’ and ‘historical’ studies in an area of global change

where the unresolved questions are of increasing importance.

Of particular interest in this context are those cases where the combination of

environmental and societal processes has led to major changes in ecosystem

Figure 9.2 Changing

sediment yields over the

last 250 years in small

lake and stream

catchments: (a) Lake

Egari, Papua New

Guinea. (b) Southeastern

Australia. (c) Frain’s Lake,

Michigan, USA. (d)

Seeswood Pool, English

midlands. Note how the

initial responses and

subsequent trajectories

vary between

catchments. (Modified

from Oldfield and

Dearing, 2003.)
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Figure 9.3 Long-term changes in Holocene sediment yields from lake sediments, palaeo-channel measurements and

alluvial sequences: (a) Frequency of optically stimulated luminescene (OSL)-dated soil-erosion-derived sediments from

sites in the loess hills of southern Germany (Lang, 2003). (b) Lake-sediment accumulation rates at Holzmaar, western

Germany (Zolitschka, 1998). (c) Frequency of dated alluvial units in British rivers (Macklin, 1999). (d) Changes in the

depositional flux of inorganic-mineralmatter at Lago diMezzano, central Italy (Ramrath et al., 2000). (e) Depositional flux

of magnetic minerals derived from surface-soil erosion into the mid Adriatic core RF 93–30 (Oldfield et al., 2003a). (f)

Alluvial-accumulation rates in the Yellow River Basin, China (Xu, 1999). (g) Flood reconstructions derived from palaeo-

channel cross-sections in southwest Wisconsin, USA (Knox, 2000). Note the strong parallels between (a) and (b), and

between (d) and (e). In each case the curves are based on quite independent lines of evidence. Also, whereas (b) and (d)

refer to single sites with small drainage basins, (a) and (e) integrate evidence from amuch larger region.

The balance between forcing by climate and human activities varies through time and between regions. Most of the

post-4000 BP increases in the European sequences correlate with episodes of greater human impact. The sequence

from China moves from base-line rates in the early Holocene, through climatically induced increases, to

anthropogenically driven changes during the last 2000 to 3000 years. The North American example is dominated by

climatic forcing throughout. (Based on Oldfield and Dearing, 2003.)
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functions, surface processes, resources and social organisation – even, in some

cases, to the ‘collapse’ of previously successful cultures. This whole field is

bedevilled by conflicting perspectives. Many social scientists reject or downplay

the role climate variability and especially the occurrence of severe drought may

have played in triggering social change (e.g., Redman, 1999). By contrast, some

palaeo-scientists may have oversimplified the links between environmental

change and human catastrophe, leaving their analyses open to accusations,

whether justifiable or not, of old-fashioned environmental determinism

(deMenocal, 2001; Hodell et al., 1995; Weiss et al. 1993; Weiss, 1997; Weiss

and Bradley, 2001). All too few studies present a balanced view in which the

interactions between social and environmental processes are carefully explored.

Shennan (2003) makes the crucial point that the impact of climatic change on

human societies ‘has to be conceived in terms of perceived costs and benefits in

the context of relevant constraints’. Until more research emerges that respects

and integrates both biophysical and cultural perspectives, many of the classic

examples of the ‘collapse of civilisations’ will remain unnecessarily contentious

(Oldfield and Dearing, 2003; Oldfield, in press and section 14.7).

One example where the evidence for a dramatic and dominantly human-

induced decline in population and economy emerges from all the available

evidence is that of Easter Island. Bahn and Flenley’s (1992) account opens up

the possibility that the island and its history may serve as a microcosm of the

increasingly over-exploited and vulnerable Earth system as a whole. If so, the

story carries with it a dire warning. Their cautious summary of the evidence

concludes that forest clearance led to its eventual total removal, along with a

resulting decline in soil fertility and increased erosion. This occurred alongside

the depletion and disappearance of other key resources. In combination, the
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processes led to irreversible environmental degradation, which brought about

the rapid collapse of what had previously been a remarkably stable and success-

ful culture. Figure 9.4 is a summary of the hypothesised links they draw between

the several interacting processes that eventually led to cultural collapse.

Although the contrast in scale between a tiny, isolated island and the Earth

system totally confounds any attempt to see Easter Island as a microcosm for the

future fate of the world, the authors identify some disturbing parallels linked to

the human drive for growth, competitive advantage and short-term gain.

Population
decline

Insufficient
good land

Human
population growth

Human
immigration Forest

More land needed
for agricultureEating of palm

fruits by rodents

Rodent
population growth

Decline of
statue building

Prevention of palm
regeneration

Decline of
palm tree

Decline of fishing
and rodents

Forest

Direct culling
of sea birds

Reduction of
sea bird resource

Eating of bird
eggs by rodents

More food
needed

Forest clearance for
agriculture and firewoodIntroduction

of rodents
Sea bird
resource

Soil exhaustion
and erosion

Warfare
Crop

destruction

Felling palms for statue
moving and canoes

Figure 9.4 A conceptual

model of the sequence

of interactions between

human immigration and

subsistence systems

that could have led to

population decline on

Easter Island. The

shaded boxes identify

those processes and

interactions that are less

specific to the particular

Easter Island

environment. (Modified

from Bahn and Flenley,

1992.)
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Chapter 10

The Anthropocene: changing aquatic
environments and ecosystems

10.1 Introduction

Water in the form of lakes, rivers or the ocean, and the sediments that accumulate

below water, are inevitably impacted, either directly or indirectly, by many of

the changes that have affected the land and the atmosphere. In some cases, water

simply provides one of the major links in biogeochemical cycling. Often, as in

the case of carbon, it provides, along with accumulating sediments, one of the

major sinks. Irrespective of the role it fulfils with respect to any given process

within the Earth system, its quality, distribution and availability are altered by

many of the changes already described in the two previous chapters. Since water

is one of the essentials for the maintenance of life on Earth, as well as a vital

ingredient in a vast range of industrial and domestic processes, the changes to

lakes, rivers and the oceans brought about by human activity are a key part of

global change. Anthropogenic transformations of both quantitative and qualita-

tive aspects of the hydrological cycle are of vital concern.

10.2 Changes in lake-water chemistry

10.2.1 Cultural eutrophication

Eutrophication can be the outcome of natural processes and many lakes are

naturally eutrophic. Cultural eutrophication is the chemical enrichment of the

water body through human impacts on nutrient supplies. It generally leads to

increased productivity, hence higher quantities of organic carbon, which can

result in major changes in the structure and functioning of the lake ecosystem,

especially where the decomposition of the additional carbon involves high levels

of oxygen demand by decomposer organisms. Where water bodies are well

mixed, oxygen may be renewed through contact with the atmosphere, but

where the water column is strongly stratified, as a result of thermal or chemical

gradients, the oxygen used in respiration by the decomposer organisms will not

be readily replaced for as long as stratification persists. The end result may be

anoxia in all or part of the water column below the level to which exchange with
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the atmosphere is possible. This may be a seasonal phenomenon, as is often the

case in lakes where high spring and summer biological productivity coincides

with well-developed stratification linked to a strong thermal gradient (thermo-

cline) in the water. In the most extreme cases, bottom-water anoxia may persist

throughout the year.

The key chemical nutrients responsible for eutrophication are phosphorus and

nitrogen. Since phosphorus is often the main limiting nutrient in aquatic eco-

systems, and nitrogen can be fixed by several commonly occurring aquatic

organisms, enrichment by bio-available phosphates has proved to be the key

factor in many cases. Piecing together the origin and history of eutrophication

involved monitoring the annual nutrient, productivity and redox cycles in the

affected lakes, as well as reconstructing the onset and development of eutrophi-

cation using chemical and biological tracers in the sediment record.

Although several studies have shown that small lakes close to prehistoric

settlements became temporarily and mildly eutrophic during early periods of

nearby habitation and agriculture (e.g., Renberg, 1990; Gaillard et al., 1991), the

quasi-world-wide trend to eutrophication is a much more recent phenomenon.

There are many examples of lakes in western Europe where the recent history of

cultural eutrophication has been well documented. One of the earliest studies

was on Lough Neagh in Northern Ireland. Despite its shallow and generally well-

mixed nature, algal blooms became a serious problem in 1964, with damaging

consequences for water supplies, amenity and sewage disposal. By analysing the

changing frequencies of diatoms (Battarbee, 1978) preserved in dated sedi-

ments, it was possible to show that the trend to highly eutrophic conditions

had begun in the mid nineteenth century and accelerated from the 1950s

onwards. Similar historical records of eutrophication have been reconstructed

for other lakes in Europe and North America. From these, it has been possible to

establish the causes and trajectories of eutrophication. Urbanisation in the nine-

teenth and twentieth centuries increased pressure on waste-disposal systems.

This, combined with the introduction of integrated sewerage networks and the

growth of industries discharging organic waste led to increased nutrient inputs to

many lakes, especially in the industrialised world. The increased use of

phosphate-rich detergents during the 1950s and 1960s created a further major

boost to nutrient input. The combination of these two processes made urban

areas increasingly important point sources of chemical ‘pollution’ through

enrichment. Only with the introduction of phosphate-free detergents and tertiary

sewage treatment plants was the trend reversed. Non-point sources also increased

greatly over the same period as livestock densities increased and as the addition of

artificial fertilisers to catchment soils became more and more prevalent, often in

injudicious quantities, applied at times of the year when runoff into lakes was

more likely than retention in the soil. Billen and Garnier (1999) estimate that in the

most highly fertilised catchments, dissolved inorganic-nitrogen fluxes have

increased ten-fold over the last century.
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At the present day, eutrophication linked to high-population densities, poverty

and lack of infrastructure, seriously affects water resources in many developing

countries where the cost of mitigation lies beyond the reach of ever-growing

populations. There are serious health implications, as the same water is often

used for waste disposal, bathing and drinking.

10.2.2 Surface-water acidification

The likelihood that industrial processes such as coal- and oil-based power

generation might be seriously damaging aquatic ecosystems came to public

attention during the 1980s. In both Europe and North America, declining pH

in lakes over wide areas prompted several ingenious and well-coordinated

studies, notably the surface-water acidification project, SWAP, (Battarbee

et al., 1990), and palaeoecological investigations of recent lake acidification

PIRLA studies (Charles et al., 1990). They provide a fascinating insight into the

role that ‘palaeo’ research can play in addressing contemporary issues and in

post hoc hypothesis testing. They also confirm the value of long-term perspec-

tives in evaluating environmental processes that began before systematic, direct

observations were initiated.

Realisation that the pH of many freshwater bodies in Scandinavia and western

Britain, as well as in northeastern North America, had declined during the

decades leading up to the 1980s gave rise to serious concerns at national and

international levels. Several possible causes were proposed. One was that the

changes were the late stages of a natural process of acidification reflecting the

evolution of water bodies surrounded by soils from which nutrients had been

gradually leached on the timescale of the whole Holocene. An alternative

explanation was that acidification had arisen as a result of the commercial

afforestation of catchments using tree species the leaf litter of which tends to

accelerate soil acidification. It was also suggested that in some parts of

Scandinavia especially, acidification could have arisen through the abandon-

ment of upland farming. All these hypotheses were proposed as alternatives to

the explanation favoured by environmentalists, namely that the acidification had

arisen as a result of industrialisation and especially fossil-fuel based power

generation.

The most successful approach to resolving the problem was essentially one of

post hoc hypothesis testing. The pathways of acidification in paired lakes, respec-

tively with and without agricultural land-use changes, or commercial afforestation

in their catchments, were compared. Past lake pH was reconstructed using care-

fully calibrated records (cf. 10.2.2) of changing lake biota, mainly diatoms,

preserved in the recent sediments of each lake. The changes were dated using

the radioactive decay of lead-210 (see 3.4.7 and Figure 3.7). The evidence for

progressive acidification inferred from the diatom record was compared with the

history of accumulation of chemical contaminants and particulate matter directly
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associated with fossil-fuel combustion. The results showed that acidification

occurred irrespective of land-use change, or conifer plantation. Comparison

between the decline in diatom-inferred pH and the deposition of heavy metals

and combustion-associated particulates confirmed consistent parallels in virtually

every acidified lake studied on both sides of the Atlantic.

The compelling nature of all the lake-sediment based evidence was crucial in

highlighting the need to develop technology for reducing sulphur emissions from

power stations using fossil fuel. Only by tracing the history of acidification in the

sedimentary record was it possible to separate the nineteenth and twentieth

century trend from the daily, weekly and annual ‘noise’ arising from individual

weather events and the changing seasons. Equally, only the lake-sediment record

provided evidence to show that the changes linked to industrial processes were

unique in the context of the whole Holocene record (Figure 10.1). By now, the

same kind of approach can be used to track and evaluate the progress made in
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reversing previous acidification through reducing emissions (Smol et al. (1998).

As with so many other environmental processes, acidification does not act in

isolation. By promoting declines in dissolved organic carbon in unproductive lake

waters, acidification, which may actually be exacerbated by climate warming

(Schindler, 2001), increases the vulnerability of aquatic organisms to damage by

increased exposure to ultraviolet (uv) radiation (Schindler and Curtis, 1997).

The extent to which acid precipitation damages terrestrial as well as aquatic

ecosystems depends very much on the buffering capacity of the soils and water

bodies affected. On a global scale, the regions with the lowest pH of precipita-

tion are in the United States, Europe and China. Where this is not neutralised by

cation-rich dust deposition, acidification remains a threat to both aquatic and

terrestrial ecosystems. Rodhe et al. (2002) also take into account the potential

interactions between acid deposition and soil-nitrogen saturation, and point out

that this combination is also likely to leave ecosystems vulnerable to future

acidification in southern, southeastern and eastern Asia, as well as parts of

central South America. Lapenis et al. (2004) confirm that forest soils in Russia

have experienced acidification over the last century, especially in areas with the

highest atmospheric deposition.

10.3 Other hydrological changes – rivers and groundwater

During the period from 1940 to 1990, there was a more than four-fold increase in

water abstraction for human use. By now, some 40% of total global run-off to the

oceans is intercepted by large dams (Vörösmarty et al., 2003). The major

changes in flow regime that have resulted from hydrological engineering are a

consequence of the following activities (Meybeck and Vörösmarty, 2004):

* Damming for power and/or irrigation, (e.g., the Aswan Dam and Lake Nasser, on

the River Nile).

* High levels of water extraction, mainly for irrigation, as in the case of the Syr-Darya

River, one of the inputs to the now seriously reduced Aral Sea.

* The redirection of flows as a result of interbasin transfers such as those designed to

optimise hydroelectricity production by rivers flowing into Hudson Bay.

The downstream impacts of these activities include total disruption of the flow

regime, loss of silt and nutrient supply, habitat disruption and salinisation. One

of several extreme examples of these effects is the Aral Sea which has shrunk to

less than half its size since the 1960s largely as a result of upstream irrigation. It

is also strongly affected by salinisation and pollution, including heavy pesticide

enrichment (Löffler, 2004).

One additional consequence of artificial impoundments has been a 700%

increase in the volume of standing water in river channels worldwide

(Vörösmarty et al., 1997), which in turn has increased the global mean-residence

time of water within river systems from around two weeks to four months.
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The changes are even more severe in several large river basins such as the Nile,

Colorado and Rio Grande (Vörösmarty and Sahagian, 2000). A further conse-

quence has been a huge increase in the volume of sediment retained in river

systems, to the point where, as estimated by Vörösmarty et al. (2003) almost

30% of the global sediment flux from the continents is now retained in the

world’s 45 000 largest reservoirs. Small, artificial water bodies, of which there

are an estimated 2.6 million in the USA alone, may have, proportionally, an even

greater impact especially on sediment retention (Smith et al., 2002). Along with

these essentially quantitative changes have come massive changes in river-water

chemistry. Once again this can be illustrated by the case of nitrogen. Meybeck

and Ragu (1997) estimate that dissolved inorganic-nitrogen concentrations in

the world’s rivers has increased from 0.13 to 0.33mg l�1 since the turn of the

twentieth century.

One dramatic regional effect of human activities on hydrology has been the

result of land reclamation in the middle Yangtze Plain. Geographical

Information System-based surveys coupled with longer-term palaeolimnologi-

cal and geomorphological studies in and around Hong Hu, one of the major lakes

(352 km2) that stores flood waters from the Yangtze during high flow, has

quantified the loss of storage capacity between 1953 and 1976 as a result of

the reclamation of open water and lake-marginal land for some form of cultiva-

tion. Between 30 and 60% of the flood-storage capacity of the lake was lost over

this period (Oldfield, unpublished data, 1998; Yu, personal communication,

2000 – Figure 10.2). The surrounding region was severely affected by flooding

in 1991 and 1998. Loss of storage capacity was a major contributing factor.
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Figure 10.2 The extent of

land reclamation around

Hong Hu, a large shallow

lake in themiddle Yangtze

Plain between 1953 and

1976, (Yu, personal

communication, 2000).
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reduction in storage

capacity during Yangtze

floods, with serious

consequences in 1991

and 1998.
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Raising the banks of the Yangtze, which in this part of its course flows in a

channel often above the surrounding land, protects the region against moderate

floods, but greatly increases the hazard when extreme events threaten to overtop

the embankments (Zong and Chen, 2000).

Of major concern in some parts of the world is the depletion and contamina-

tion of groundwater resources. Depletion arises when extraction from a given

aquifer exceeds the current rate of recharge. This can result in land subsidence,

salt-water intrusion in coastal regions and an increasingly costly and ever deeper

search for water, with the likelihood of eventual depletion beyond the point at

which extraction becomes feasible. In many sub-arid tropical regions, the

groundwater currently being extracted is the result of more favourable recharge

conditions during the last glacial maximum (LGM) and early Holocene. The

water being extracted is therefore many thousands of years old (Edmunds et al.,

1999). Figure 10.3 illustrates this with respect to the Chad Basin in northern
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Nigeria. In the most extreme cases, groundwater extraction under these condi-

tions constitutes the mining of a non-renewable resource.

There are all too many instances of falling water tables. The effect is to

diminish the capacity of a region to respond to future drought. Examples range

from the impoverished region of Gujarat in northwest India to the Great Plains

area of the United States, where there is over-extraction from the huge Ogallala

aquifer (Woods et al., 2000). Especially in developing countries, groundwater

contamination is also an increasingly serious problem, going hand in hand with

the contamination of surface waters and falling water tables.

10.4 Coastal and marine impacts

Many of the processes described above in this and the previous chapter have

important implications for coastal and marine ecosystems. One consequence of

the changes to the nitrogen and phosphorus cycles has been a massive increase in

the flux of these nutrients to many coastal regions and near-shore marine

environments. This process has been reinforced by the massive increase in the

number of people living in coastal regions and generating organic waste, much

of it for ultimate disposal in the sea. As a result of these trends, there are now

many examples of marine eutrophication. Elsewhere, damming and disruption

of river flows have cut off the sediment supply to some coastal regions, with

serious consequences for coastal protection and marine habitats.

Marine eutrophication has been detected in a wide range of near-shore

environments. A remarkable pre-Anthropocene example of the early effects of

terrigenous inputs to a marine environment comes from the central Adriatic,

close to regions of strong human impact from Bronze-age times onwards

(Oldfield et al., 2003). Pollen analyses point to the beginning of a period of

extensive deforestation and cultivation from around 4000 BP onwards which

led to an increase in the flux of soil-derived sediment at the site. This was

accompanied by changes in the foraminifera present in the sediments. These

changes were most probably a response to a more stressed and oxygen-depleted

benthic environment as a result of the increased deposition of eroded, soil-

derived particulates. Even more dramatic changes occur in sediments dating

from c. 700 BP onwards during the medieval period. In addition to increased

sedimentation, the sediments also record an increase in organic carbon content

resulting from higher marine productivity (Asioli, 1996). Further changes in

foraminera assemblages occurred, suggesting more severe oxygen depletion in

the benthic environment. Clearly, in the seas adjacent to long-settled areas,

human impact on benthic ecosystems has a long history. In most regions, though,

discernable impacts begin during the nineteenth or twentieth centuries.

Andren et al. (1999 and 2000) in their studies of the impact of climate change

and human activities on marine ecosystems in the southern Baltic, interpret

a shift in the balance of diatom productivity from benthic to planktonic
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communities, detected in the fossil record from recent sediments as a response to

reduced light penetration as a result of cultural eutrophication. In cores from the

area closest to the densely populated regions around the southern shores of the

Baltic, the change begins in the mid nineteenth century. The timing parallels the

record of cultural eutrophication in many north European lakes. In the Gotland

Basin to the north, the first clear evidence of an ecosystem response to increased

nutrient supply is in sediments dated to the mid twentieth century. This coincides

with the rapid increase in the use of artificial fertilisers and phosphate-rich

detergents.

Similar evidence spanning the same period comes from Chesapeake Bay,

where increases in organic-carbon inputs and sedimentation rates, as well as

changes in benthic foraminifera assemblages, diatom-species distributions,

dinoflagellate assemblages (Willard et al., 2003) and sediment chemistry point

to a suite of changes in the Bay synchronous with and resulting from the

sequence of land clearance and erosion from the seventeenth century onwards

(Karlsen et al., 2004). Bottom-water anoxia began later, during the twentieth

century, accompanied by increased turbidity, mainly as a result of increased

nutrient and sediment inputs (Cooper and Brush, 1991; 1993; Cooper, 1995,

Adelson and Helz, 2001).

One of the most dramatic examples of marine eutrophication is of even more

recent origin. Anoxia has recently been observed on a much wider scale in the

northern Gulf of Mexico (Sanderson, 2004). Here, the oxygen demand placed on

the system by the decomposition of algal blooms has given rise to a ‘dead zone’,

the size of which doubled from around 6400 km2 to over 13000 km2 between

1993 and 1999. The ‘dead zone’ is characterised by episodes of die-off and out-

migration of marine organisms, as well as persistent reductions in productivity

and in the abundance of a wide range of species. The strong thermal and

chemical stratification of the waters within the northern part of the gulf during

summermonths is an important factor in the process of oxygen depletion. Warm,

fresh water caps underlying salty water and inhibits vertical mixing. This iso-

lates the bottom water for long periods of the year and creates the perfect

environment for severe oxygen depletion. This would not occur, however,

without the development of massive algal blooms. These can be ascribed to

the input of nitrates from the drainage basin of the Mississippi and Atchafalaya

rivers. High levels of nutrient enrichment began in the 1960s and have led to

increasingly severe eutrophication from that time onwards (Goolsby, 2000),

though the trend to increased-nitrogen flux probably began some 150 years

ago (CENR, 2000). Since then, nitrogen export has increased by between 2.5

and 7.5 times (Howarth et al., 1996), two thirds of the increase being ascribed to

the application of nitrogen fertilisers to the farmlands of the mid west of the

United States. Although most authors have emphasised the role of nitrogen in

generating the dead zone, concomitant increases in phosphate loading may also

have been critically important.
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All the above examples point to a strong link between human-induced

changes on land and changes in coastal ecosystems. Increased rates of erosion

alone have been of major significance, since many of the reactive chemical

compounds carried by rivers to the coastal zone are quickly adsorbed onto fine

particles and hence transported as part of the particulate load within the water.

Although the earliest evidence comes from prehistory, the processes involved

have, like all the others considered in this and the preceding two chapters,

accelerated and become ever more widespread during the Anthropocene.

In addition to the increased input of nutrients to the coastal zone have come

many by-products of industrial processes, including heavy metals, persistent

organic pollutants, radioactive materials and effectively non-degradable materi-

als like many plastics. Along coastlines, human impacts have included almost

ubiquitous construction wherever coastal populations have required protection

from the sea, can wrest land from the sea, need to modify the shoreline to exploit

its resources, or have decided to develop port and industrial facilities. One

rapidly expanding impact in tropical regions has been the conversion of man-

grove forests to prawn and shrimp farms. This and other forms of economic

exploitation have reduced the area of mangroves by around 50% (World

Resources Institute, 2000). Jackson et al. (2001) document other, less direct

impacts on marine ecosystems. Both in the Gulf of Maine and along the west

coast from Alaska to California, exploitation of marine-mammal and fish popu-

lations has, by reducing the predation pressure on sea urchins, led to an expan-

sion of their population to the point where increased grazing has led to a

significant decline in kelp populations. In Chesapeake Bay, the ecosystem

response to eutrophication already referred to above may have been reduced

had there not been over-exploitation of the coastal oyster beds. Oysters, by filter

feeding on phytoplankton, remove large quantities or organic matter that, in their

absence, becomes subject to bacterial degradation, with a consequent increase in

the rate of oxygen depletion.

The impact of human activities on marine ecosystems stretches well beyond

the coastal zone, largely as a repppsult of the ever-increasing demand for animal

protei n in the form of fis h. The Food and Agric ulture Or ganization ( 2000 )

estimates that 47–50% of the main marine-fish stocks for which information is

available are fully exploited, 15–18% over-exploited and 9–10% depleted or

recovering from depletion. The impact on fish populations extends beyond the

target species since the same source quotes a figure of 25% for the percentage of

the annual marine-fisheries production discarded as ‘bycatch’. Most of the

commercial fisheries are focused on continental shelf and upwelling areas. In

some key areas of heavy demand and exploitation the combined effects of over-

exploitation and climate-induced changes in food-webs and species distributions

threaten the long-term viability of traditional fisheries.

The last example raises again the difficulties that arise when trying to disen-

tangle the impacts of human activities and climate change. What is clear is that
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there are well-documented instances in marine as well as terrestrial environ-

ments where their effects are mutually reinforcing. The increasing range of

stresses on coral reefs is a case in point. In addition to the climate-linked stresses,

increased nutrient and sediment loading, intensive fishing and the rapid growth

of tourism in reef areas are having cumulative effects in many regions. Changing

sea-surface temperatures and carbonate chemistry along with a range of human

activities combine to change disturbance regimes and reduce the ability of coral

reefs to withstand perturbations without experiencing major shifts in ecosystem

structure and function (see 15.2.5).
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Chapter 11

Changing biodiversity

11.1 Extinctions

Some 1.7 million species have been identified, but these probably comprise less

than 15% of the total number of species thought to exist on Earth (Hammond,

1995). Of the major taxonomic groups, only in the case of plants and vertebrates

havemore than 80%of all the species been described and it is only for these groups

that any direct assessment of rates of extinction can be calculated on a percentage

basis. One of the few comparisons between regional extinction rates in birds,

plants and insects – in this case, butterflies in Britain – suggests that extinction

rates calculated for birds and plants may well be equally indicative of trends in

insect populations (Thomas et al., 2004). Although the comparisons made are for a

small area in global terms, and the populations and drivers of change involvedmay

not be representative of those in the wider world, the results still lend some support

to the view that groups of organisms for which data are sparse may be just as

threatened by extinction as those studied more comprehensively.

Figure 11.1 shows estimates of the percentage of species of birds, mammals, fish

and plants regarded as currently under threat of extinction (Pimm et al., 1995).

McCann (2000) states that one third of the plant and animal species in the United

States are at risk of extinction. Current estimates suggest that rates of extinction in

vertebrates and vascular plants have already increased by between 50 and 100 times

as a result of human activities (Pimm et al., 1995; Lawton and May, 1995). The

increase in the absolute rate of species loss due to human activity may be orders of

magnitude greater in tropical rainforests (Wilson, 1988; Vitousek et al., 1997).

Some authorities see this as evidence for regarding the currents trends as part of the

Earth’s sixthmajor extinction event, especially when the effects of human activities

are combined with those of projected climate change (Thomas et al., 2004).

Globally, the existing large-scale variations in biodiversity can be linked

statistically to relatively few environmental variables that include latitude and

available energy (Gaston, 2000). Refining the perspective, we see that high

biodiversity is concentrated in specific types of ecosystems and locations.

Around 44% of the known biodiversity of plants and 35% of all non-fish

vertebrates are endemic to 25 biodiversity ‘hotspots’ covering no more than
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12% of the Earth’s surface (Kitching, 2000; Myers et al., 2000; Figure 11.2).

Virtually all of these areas are seriously threatened through forest clearance and

other types of land-cover change. These are indeed the main drivers of bio-

diversity loss, especially in lower latitudes, though the growing impact of

climate change on high-latitude ecosystems (see 12.5) should also be borne in

mind as an increasingly important factor. Some of the consequences for global

change of the resulting loss of biodiversity may be inferred from Figure 11.3.

Loss of biodiversity through the extinction of species and landscape change is a

complex problem with many ramifications. The Swiss Biodiversity Forum (2003)

identifies a range of values associated with biodiversity. These include ethical

(right to exist), aesthetic (beauty), cultural (systems of high-conservation value

created and maintained by human activities), socio-economic (health products for

example) and ecological (ecosystem functioning and sustainability) values. Within
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the context of this book, the last will receive most attention, but all should be borne

inmind as they enrich human life in awide variety of ways. The ethical issue strikes

homemost forcibly in the case of primates close to our own species in evolutionary

terms. Of the 240 known species of primate almost half are listed as critically

endangered (19), endangered (46) or vulnerable (51) by the International Union for

the Conservation of Nature (Steffen et al., 2004). The aesthetic and cultural values

are extremely difficult to quantify but easily appreciated and never undervalued by

anyone whose life has been enhanced by the beauty and challenge of wild environ-

ments, the harmony of many landscapes created andmaintained over the long term

as sustainable embodiments of human effort, the order and symmetry of plants at all

scales from the tiniest flower to the living architecture of great forest trees, and the

wonderful and diverse functionality of animal movement. The socio-economic

value extends beyond the familiar link between many plant products and both

medicines and cosmetics. It includes the need to preserve the genetic diversity that

allows breeding for disease resistance in important commercial and subsistence

crops (Chapin et al., 2000a; 2000b).

11.2 Species diversity

Although it is becoming increasingly clear that declining biodiversity is an

important feature of aquatic ecosystems, both freshwater (e.g., Revenga et al.,
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2000) and marine, most of the research on the causes and effects of the loss of

biodiversity has been focused on terrestrial ecosystems. The review by Irigolen

et al. (2004) of diversity in marine-plankton populations suggests that at least

some of the general features of biodiversity patterns are common to both

terrestrial and marine ecosystems. For example, in both cases biodiversity

shows a unimodal distribution in relation to biological productivity, peaking at

intermediate levels and declining towards both high and low extremes.

Most authors concentrate on species biodiversity since it is the easiest to

quantify and the best documented, but it is important to realise that biodiversity

exists at a range of levels in the hierarchy of life, from the gene upwards. Genetic

diversity, already noted in an example above, refers to the total gene pool of a

particular region, ecosystem, species or group of species; techniques for studying

it effectively over large areas are rather new and few results are available. Petit

et al. (2003) use the diversity within the chloroplast DNA of each species at a

range of locations within Europe to explore within-species diversity for several

widely dispersed European trees and shrubs. They find that the areas of maximum

diversity lie not in the regions around the Mediterranean that are known to have

served as refugia during glacial times, but in more northerly regions where

populations from different refugia were able to interbreed. The primary aim of

their paper is to test the possible link between the location of glacial refugia and

the survival of genetic diversity, but this type of research could also have import-

ant implications for conservation in so far as it may point the way to retaining

maximum genetic diversity for the future within key species. Maintaining genetic

diversity within the surviving populations of any species threatened with extinc-

tion is of great significance for long-term survival (see, e.g., Harte et al., 2004).

Species diversity has been studied at a wide range of spatial scales. These have

been characterised in different ways by different authors. They are differentiated

as local, landscape and macro-scales by Whittaker et al. (2001). In some studies

the focus is on the distinctiveness of a particular flora or fauna, especially in

those situations where the main interest arises from trying to understand or

conserve species endemic to a particular locality or ecosystem. In many other

studies, the focus is on species richness – at its simplest, the number of species in

a given area. Diversity at the landscape scale is intimately linked with species

biodiversity, since it is only through the maintenance or establishment of a

mosaic of suitable habitats on appropriate scales and with necessary linkages,

both spatial and functional, that species diversity can be retained (Waldhardt,

2003).

11.3 Consequences for ecosystem function

The nature of any links that may exist between species diversity and ecosystem

function has been the subject of controversy for several decades (see, e.g.,

Bolger, 2001). The idea that increasing the number of species in an ecosystem
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increases its stability was first stated formally by MacArthur (1995), though the

basic idea goes back to Darwin (1859) and was also strongly favoured by Elton

(1958) as a result of his research on plant and animal invasions. From the 1970s

until recently the alternative view has held sway, largely as a result of model

simulations showing no clear correlation between the complexity of ecosystems

and their stability (May, 1973). There is now a growing literature dealing with

the role diversity may play in ecosystem functioning and resilience (the ability of

an ecosystem to withstand perturbations without undergoing major shifts in the

processes and structures required to maintain it). By now there are several

models of how species diversity may influence the stability of ecosystem

functioning (Peterson et al., 1998). The differences between models hinge

largely on the extent to which ecosystem functions are seen as determined purely

by historical contingency, by the way in which species may replace each other

functionally as species composition changes, or by a limited number of crucial

(‘driver’ or’ keystone’) species that control the functional relationships within

the whole ecosystem. These somewhat theoretical notions become highly rele-

vant when we examine the functional consequences of the loss of a given species

or group of species within a particular ecosystem. Are all equally essential? Is

there redundancy that may lead to the replacement of the functions performed by

one species by another with a similar role in the ecosystem? Are some species

both irreplaceable and vital to ecosystem resilience and eventual survival?

In the above debates, increasing emphasis has been given to the concept of

functional diversity rather than species diversity as such. Diaz and Cabindo

(2001) consider these issues in some detail.They show how the effects of

diversity on ecosystem processes depend not so much on species numbers but

on the functional characteristics of each species, the interactions between them

and the ways in which they affect each other’s environment. Species richness

and functional richness are not necessarily correlated. In order to explain the

notion of functional richness, the authors summarise the concept of plant-

functional types. These are ‘groups of plant species showing similar responses to

the abiotic and biotic environment and similar effects on ecosystem functioning’.

Functional types may be defined in terms of their response to the environment

(similar degrees of fire, or drought resistance for example), or in terms of their

effects on dominant ecosystem processes (nitrogen fixers or major primary

producers for example). Diaz and Cabindo (2001) show that functional diversity

is an important factor in ecosystem resilience. This arises in part through

redundancy, whereby the existence of several species within the same functional

type allows for mutual compensation under conditions of varying stress. The

notion of ‘insurance’ is also involved, for greater functional richness increases

the potential repertoire of responses to external perturbations. There seems to be

a growing consensus that diversity is important for ecosystem functioning and

resilience (McCann, 2000), but the theoretical basis for this is far from clear. It

harks back to fundamental questions about the origin and persistence of diversity
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per se. Tilman (2000) still poses the question: ‘why is the world so diverse?’.

Although most of the research cited above refers to terrestrial ecosystems,

similar links between functional diversity and resilience can be made for coral

reefs (Bellwood et al., 2004).

Chapin et al. (2000b) note some of the types of effect that changes in species

composition may have, especially through the spread of introduced species.

They may totally modify the energy and material fluxes within an ecosystem,

as with the case ofMyrica faya, a nitrogen-fixing tree introduced into Hawaii. Its

spread led to a five-fold increase in nitrogen availability in previously nitrogen-

limited ecosystems. The deep-rooted Tamarix species introduced into the arid

southwest of North America increased the availability of water and soil solutes,

with a resulting increase in productivity, but a decline in biodiversity as regen-

eration by native species was inhibited. Introduced species can also have a major

effect on disturbance regimes, notably fire. One extreme example is the spread

of the grass Bromus tectorum in western North America, where its introduction

has led to a greater than ten-fold increase in fire frequency over more than 40

million hectares. The costs attached to responding to introduced species with

major impacts on processes ranging from river flow and sediment storage to

human health are huge and rapidly rising. Furthermore, it seems inevitable that

the costs will increase non-linearly in some cases as feedbacks into the climate

system become more apparent. This is especially so where deforestation leads to

the replacement of forest by persistent grassland communities. Ozanne et al.

(2003) see this kind of transformation as a major factor in global change. They

point out that forest canopies form the functional interface between the bio-

sphere and atmosphere over more than 25% of the Earth’s land surface. They

play a key role in the carbon cycle, hydrological patterns and processes, atmo-

spheric chemistry, cloud formation and climate. This interplay becomes even

more complex and unpredictable as ecosystem responses to rising CO2 concen-

trations are taken into account (Diaz, 2001). Forest canopies, as well as being

among the most threatened habitats in the world, are also among the most

important from the perspective of biodiversity, since 22 of the 25 global bio-

diversity hotspots include forest habitats that ‘combine high levels of endemism

with the imminent threat of degradation’ (Ozanne et al., 2003).

Biodiversity is a multifaceted aspect of global change, interwoven with

virtually every other theme considered in the second half of this book. There is

no simple and universally applicable measure (Purvis and Hector, 2000).

Attempting to quantify biodiversity loss highlights key areas of ignorance, not

least those of taxonomy, where uncertainty about the total number of species in

many groups of organisms limits our understanding of the scale of the problem,

and phylogeny, which lies at the heart of the development of diversity and could

help to set priorities for its preservation (Mace et al., 2003). Some aspects of

the biodiversity theme are also relatively new foci for scientific enquiry. For

example, Tilman (2000) points to a publication as recent as that by Schulze and
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Mooney (1993) as the starting point for the current interest in the effects of

changing biodiversity on ecosystem processes.

One of the gaps in our knowledge of biodiversity arises from the partial and

biased nature of the fossil record. For most species, even within the geologically

recent temporal framework of the last four glacial cycles, it is not possible to

reconstruct their history and changing distribution with the degree of detail and

completeness required to understand all the factors that have contributed to their

survival. In the case of some aquatic taxa (diatoms for example) the fossil

remains represent the whole organism and provide the basis for identification

to species, in some cases even sub-species level. In this way, long histories of

speciation and survival are available from the sediment record in major lakes

like those of the African Rift Valley, or Lake Baikal (Cohen, 2003). In the case

of most terrestrial plants, the closest to a continuous fossil record is that

reconstructed from pollen and spore counts. From these, all too few species

are unambiguously identifiable and at all but a few sites world-wide the record is

temporally discontinuous and open to much controversy, especially in critical

regions like the Amazon Basin (Colinvaux et al., 2000;). Macrofossil remains

(seeds and fruit for example) allow recognition of species more readily in many

cases, but the record for these is even more discontinuous. At one time it seemed

likely that by identifying, from their pollen, for example, assemblages of species

or genera currently characteristic of particular plant communities or ecosystems,

it would be possible to trace the history of the biotic assemblages themselves.

This now seems a vain hope, as many studies have shown that despite the strong

interaction between species within an ecosystem at any one time, many behave

in the long term and under changing environmental stresses, in a rather indivi-

dualistic way, with, as a result, communities developing and transforming

themselves through time (Bennett, 1997).

One thing that can be gleaned from the fossil record is the importance of

particular habitats and niches. For temperate species, surviving the rigours of the

glacial periods depended on the ability of plants and animals to find favoured

refugia in lower latitudes, from which they were able to spread during inter-

glacial intervals (Taberlet and Cheddadi, 2002), though refugia were not neces-

sarily the areas within which biodiversity evolved (Knapp and Mallet, 2003;

Petit et al., 2003). For many temperate, montane species, surviving the max-

imum forest extent in the early–mid Holocene depended on the existence of

high-altitude habitats where continuous tree cover could not develop. During

periods of deforestation by human activity, one of the early and often enduring

corollaries was a higher level of biodiversity at landscape level, as new habitats

were created without entirely destroying earlier ones, and a rich mosaic of varied

ecological niches was created (Lotter, 1999). As an ongoing and virtually

ubiquitous process of considerable complexity, biodiversity loss not only raises

many questions about the past, it places an enormous burden on monitoring at all

scales now and in the future.
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Chapter 12

Detection and attribution

12.1 Introduction

Of all the changes resulting from human activities over the past two to three

centuries, the possible effects on climate have rightly received most attention

both in scientific literature and in the media. This chapter seeks to outline some

of the accumulating body of evidence for changes in climate that have occurred

over the last few decades. It also considers the question – to what extent can

these be attributed to human activities?

The analyses of northern-hemisphere temperatures over the last thousand years

summarised in Section 7.9 (Figure 7.11) have set the scene. They highlight

the outstandingly warm conditions during the 1990s, culminating in 1998, the

warmest year of the millennium, even when the uncertainties associated with

the proxy-based temperature reconstructions are taken into account. In all of the

reconstructions, aswell as in the globally integrated observations (Figure 12.1), the

strong warming trend begins in the mid nineteenth century, slows down, even

reverses, between c. 1946 and 1970, then resumes, continuing into the 1990s. As it

stands, all that this tells us is that unusually warm conditions have prevailed in

recent times. It does not answer the key question – does this reflect natural, low-

frequency variability (recovery from the ‘Little Ice Age’ perhaps) or is it, in whole

or part, a consequence of increased atmospheric concentrations of greenhouse gases?

12.2 Detection and attribution – context and distinctions

The authors of the IPCC TAR (2001) make the distinction between detection and

attribution in the following terms: ‘Detection (of climate change) is the process

of demonstrating that an observed change is significantly different (in a statis-

tical sense) than can be explained by natural internal variability. Attribution of

change to human activity requires showing that the observed change cannot be

explained by natural causes’. Detection is often based on statistical analysis of

long-term temperature reconstructions and long climate-model integrations

designed to characterise natural-climate variability. Attribution requires calcu-

lation or estimation of the effects of human inputs to the climate system, the
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incorporation of these in climate, or Earth-system models, and comparison

between the resulting simulations and observed behaviour. Confirming the

importance of anthropogenic forcing as an underlying cause of recent climate

change hinges on demonstrating that observed changes are unlikely to be the

result of internal variability alone, that they are consistent with responses

expected from combinations of forcings that include anthropogenic factors,

and that they are inconsistent with combinations that do not include anthro-

pogenic factors. This approach relies on using the observed changes to test the

extent to which the estimates of each type of forcing used in models actually

generates simulations that match observations. For those simulations that match

observations within prescribed statistical limits, the attributions arising from the

combination of forcings used serve as unfalsified hypotheses. They are also an

essential platform from which to launch simulations of future climate scenarios.

Given the urgency with which estimates of future climate change are required,

the patterns of attribution arising from the ‘successful’ model simulations of past

climate change become more than hypotheses; they form part of the basis from

which future policy responses must evolve.

Although from a purely logical standpoint detection and attribution can be

clearly separated, in practice they tend to merge. Given the short period of direct

observations, the current uncertainties in both long-term reconstructions and in

parameterisation, and the possible complicating effects of poorly quantified

feedbacks arising from processes such as land-cover change (Chase et al.,

2002), totally unambiguous attribution in any individual study is presently

unattainable. In consequence, evidence in support of attribution to human

causation has been accumulated through a wide variety of studies in which

consistency with anthropogenic forcing and/or inconsistency with naturally

forced variability has been claimed with varying degrees of confidence. In the

sections below, 12.3 considers some of the evidence that has been put forward in

support of the view that recent changes in the Earth system lie beyond those that

can be explained by natural variability alone. Section 12.4 examines the extent to
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which recent changes in global mean sea-level may be linked to climate change;

12.5 summarises some of the more notable ecosystem responses to recent

climate change; and 12.6 outlines some of the evidence for attributing recent

climate changes to anthropogenic forcing.

12.3 Detection – a warming world

12.3.1 High-latitude warming and ‘polar amplification’

One of the most robust outcomes of climate-model simulations forced by

increased atmospheric greenhouse gases is disproportionate warming at high

latitudes. Given the way in which the glacial to interglacial shifts in temperature

at high latitudes greatly exceed those in the tropics (see 5.5), this is hardly

surprising. Overpeck et al. (1997) were the first to carry out a systematic survey

of recent climate change at circum-Arctic sites, using a range of calibrated climate

proxies including summer-ice melt layers, tree rings, stable isotopes, lake-

sediment varve thickness and foraminiferal changes. They show that the Arctic

has warmed rapidly from the mid nineteenth century onwards. Taking the circum-

Arctic as a whole, the mid twentieth century saw peak temperatures, since when

the trend has been less consistent as a result of the spatial variability superimposed

on any global trend. The few instrumental records available for the region suggest

that during the twentieth century the overall pace and magnitude of warming

(some 0.6 8C) exceeded that for the northern hemisphere as a whole.

During the last two decades of the twentieth century, surface temperatures rose

largely as a result of warming in spring and summer (Wang and Key, 2003). Stone

et al. (2002) note that the date of final snowmelt in northern Alaska has advanced

by around eight days since the mid 1960s as a result of reduced winter snowfall

and warmer springs. This change, with its implied positive feedback to any

warming trend as a result of the change in albedo as the period of snow cover

declines, was partly offset by increased cloudiness during the same seasons aswell

as by declining winter temperatures. Both the temperature changes and the

changes in cloud cover appear to be strongly correlated with the Arctic oscillation

(AO) (see 7.7). These two features – a strongly seasonal character to the tempera-

ture trends and a strong link to a dominant natural mode of variability – are

reminders that mean annual trends do not tell the whole story of climate change

and that responses to anthropogenic forcing interact with and may even be, to a

large degree, expressed through changes in pre-existing modes of variability.

By now, there are many studies documenting the reality and the impact of

increasing temperatures in the circum-Arctic region. Peterson et al. (2002) show

that river discharge from the major Eurasian rivers flowing into the Arctic Ocean

increased by 7% between 1936 and 1999. The rate of increase averaged around

2.0 cubic kilometres per year, leading to a rate of discharge at the end of the

century some 128 cubic kilometres per year greater than at the beginning of the
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period of measurement. Deviations from the overall trend in discharge (i.e.,

variations from the mean, long-term trend) appear closely linked to the North

Atlantic oscillation (NAO) (see 7.7), as well as to global-temperature changes.

Although the overall increase is still an order of magnitude less than that

required in model simulations to trigger a break down in North Atlantic deep

water (NADW) formation (see 13.3), a continuation and especially any accel-

eration in the trend, set alongside any concomitant increases in precipitation and

ice melting, could clearly have important implications for ocean circulation,

hence global climate.

By using satellite data to reconstruct the minimum extent and areal coverage

of perennial sea-ice in the Arctic, Comiso (2002) shows that during the period

1978 to 2000, the area has declined at the rate of 9% per decade (Figure 12.2a).

If this trend were maintained during the present century, it could lead to the end

of perennial sea-ice cover. Along with evidence for a decrease in the spatial

extent of ice, Comiso also quotes evidence pointing to a thinning of sea ice, an

increase in the period of annual melting and an overall reduction in ice volume.

One of the processes involved, as in Antarctica, is fragmentation.

Extensive changes in sea-ice cover have a major impact on Arctic climate,

since a decline in ice cover reduces surface albedo – which in turn exerts

a positive feedback by accelerating the warming trend at the Earth’s surface.
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The associated changes in energy fluxes across the air–ocean boundary and on

the stratification of the Arctic Ocean could be dramatic, leading to major

changes in Arctic climate and marine productivity. The observed changes in

sea-ice cover are broadly consistent with those simulated by the Hadley Centre

HadCM3 atmosphere-ocean global climate model (AOGCM) (Gregory et al.,

2002), lending some credence to the conclusions based on the model, namely

that natural forcings and modes of variability alone are unlikely to have been

sufficient to generate the decrease, and that an ice-free Arctic Ocean in late

summer towards the end of this century is not out of the question.

There is a broad consensus that high-latitude warming is taking place at the

Earth’s surface and that this warming exceeds that at lower latitudes – the ‘polar

amplification’ consistent withmodel simulations. It is not yet certain to what extent

this polar amplification is unique to recent decades. Moreover, the precise extent to

which the observed changes have been the result of an enhanced greenhouse effect,

natural variations in external forcing, or changing internal dynamics, remains an

open question. As indicated above,model simulations, despite their limitations (see

Shindell, 2003), suggest that the first of these is playing a significant role.

Although some of the strongest evidence for recent warming comes from high

latitudes, there is evidence for perceptible trends from many other parts of the

world. For example, Kunkel et al. (2004) show that in the west of the United

States, growing season length has increased in two major steps by some 25 days

since 1910 (Figure 12.8a); half the increase has occurred since 1980. Saaroni

et al. (2003), using NCEP/NCAR reanalysis data for the period 1928–2002 from

the east Mediterranean region, show that there has been a long-term warming

trend of just over 0.01 8C per year. Superimposed on this are short-term fluctua-

tions, with the warmest period postdating the mid 1990s. Alongside the overall

trend they detect a significant increase in the range of extreme values, largely as

a result of an increase in maximum temperatures.

12.3.2 Thawing circum-Arctic permafrost

Many accounts highlight recent changes in surface processes in the circum-

Arctic regions and link them to rising temperatures. Among the most damaging

are the effects of thawing permafrost. Similar changes in the extent and persis-

tence of permafrost are occurring in temperate mountain regions. Schiermeier

(2003) quotes evidence for a temperature increase of 0.5 to 2.0 8C over the last

80 years in the regions of permafrost soils ranging from the mountains of the

Sierra Nevada in Spain to the arctic islands of Spitzbergen. In the Arctic region

of Alaska, the region of permafrost may have warmed by as much as 2–4 8C
(Lachenbruch and Marshall, 1986). Whereas complete thawing of the perma-

frost world-wide at present rates would take many centuries, perhaps even

millennia, negative consequences occur from the beginning of the process,

including not only damage to infrastructure, but also hydrological disruption
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and release of methane, as the ice in the uppermost layers begins to thaw

(Romanovsky et al., 2002).

12.3.3 Warming mountains; retreating glaciers

Using the NCEP/NCAR reanalysis data (see 4.1.1) and snow-cover data set for

the northern hemisphere, Diaz et al. (2003) present an analysis of changes in the

height of the freezing level and the extent of snow cover over the last 30 to 50

years. They find that all the major mountain chains have experienced an upward

shift in the height of the freezing level during this period and that the pattern

recorded compares well with spatial and temporal changes in snow cover. The

effects of this trend reached the headlines during 2003 as a result of the extreme

warmth at high altitude in the European Alps. Whereas ice above 3000m has

normally persisted throughout the year, with only a brief period of melting,

during 2003 sustained melting occurred up to 4600m, with dramatic conse-

quence for the stability of rock faces.

The decreases in tropical and temperate glacier ice from the mid nineteenth

century to the present day are virtually global, with few areas registering glaciers

with a positive mass balance. This theme is further considered below in relation

to sea-level change (12.4.1). An increasing number of remote sensing studies

have been able to quantify the current rate of glacier retreat for many parts of the

world. Paul’s (2002) analysis of glacier retreat and disappearance in the

Tyrolean Alps (Austria) is one example of this type of study. Percentage loss

is negatively correlated with area and ranges from 10 to 100% (see Figure 12.3).

Arendt et al. (2002) report similar changes, in this case of ice volume in Alaska.
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Their study calculates volume loss since the mid 1950s for 67 glaciers. They

show that the absolute decrease in thickness increases steeply towards the snout

of each glacier and that the mean values over all the glaciers studied is a net loss

of 0.52m per year. Since 1980 glacier retreat in the temperate glaciers in China,

many of themmonsoon-fed, has become virtually universal (He et al., (2003). In

east Africa the rate of ice retreat of the ice cap on Kilimanjaro points to its likely

disappearance within the next few decades.

12.3.4 The changing mass balance of polar ice sheets

Assessing the current mass balance (ice accumulation minus ice loss) of major

polar ice sheets is amuchmore complex issue. Part of the difficulty arises from the

realisation that the ice sheets in Antarctica are not in equilibrium with present-day

conditions (Ackert, 2003). The response of the east-Antarctic ice sheet, for

example, is thought to be lagged by up to 35 000 years and some parts of the

west-Antarctic ice sheet may still be melting in response to the warming at the

transition to the Holocene (Stone et al., 2003). This means that any observed,

contemporary mass wasting may reflect the continuation of long-term responses

to earlier events, rather than to the current environment. The key question then

becomes whether changes that we see at the present day are significantly different

from the long-term responses. To complicate matters even further, ice-core studies

from Greenland and Antarctica show that rapid warming during deglaciation was

accompanied by increases in ice accumulation at the sites sampled (see, e.g., Alley

et al., 1993) as precipitation increased. Gildor (2003) infers from this and other

lines of evidence that we cannot assume that global warming will necessarily lead

to a sustained, negative mass balance, and there are certainly well-documented

increases in snow accumulation linked to warming over the middle of the nine-

teenth century in some locations. The study by Moore et al. (2001) of Mount

Logan in the Yukon region of northwest Canada shows that the accelerating

increase in snow accumulation over this period parallels a warming trend over

northwestern North America as a whole and is also strongly coherent with decadal

modes of variability such as the Pacific decadal oscillation (see 7.7).

Despite uncertainties there is a growing consensus that, at least at the margins,

there is significant loss of ice mass in both Greenland and western Antarctica.

Rignot and Thomas (2002) use mainly mass-budget calculations and measure-

ments of elevation change to estimate changes in Greenland and Antarctica since

1978. They find evidence for a thinning of the Greenland ice in virtually all the

coastal areas studied, whether or not the glaciers have floating ice shelves. They

infer that surface warming may have increased lubrication of the basal layers of

the ice as more water has reached the bed of the glacier through crevasses and

moulins. Their analysis of Antarctica is less complete, but nevertheless includes

33 glaciers, including 25 of the 30 largest ice producers. Whereas the east

Antarctic ice sheet shows a positive balance overall, the west Antarctic ice sheet
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shows an even greater negative balance. This is most extreme in the case of the ice

flowing into the Amundsen Sea Embaymnent where ice loss is estimated as

72� 12km3 per year. The margins of the west Antarctic ice sheet have proved

to be capable of rapid changes in ice thickness, flow velocities and rates of melting

and disintegration. One of the most dramatic events in recent years was the

detachment of an ice berg some 48km by 17km from the floating tongue of

the Pine Island glacier in this region during 2001 (Bindschalder et al., 2002), after

the period analysed by Rignot and Thomas (2002). The longer-term implications

of these processes remain a subject of conjecture. Long et al. (2002) suggest that

the apparent increase in the number of Antarctic icebergs (including the largest

ever, B15, released from the Ross ice shelf in 2000 and measuring 295 km by

37km) is probably more a function of better observations than a climatically

linked trend. Periods of increased ice calving occur naturally. On the other hand,

ice shelf collapse can lead to subsequent glacier surging, as was the case when the

Larsen ice shelf collapsed in 1995 (de Angelis and Skvarca, 2003). These authors

point out that the disintegration of the Larsen B ice shelf in 2002 may well trigger

surging behaviour in the glaciers that formerly nourished it. Loss of ice shelves

may thus herald greater instability in the future. Whereas total mass balance in

Antarctica may be changing little and warming may even give rise to a more

positive balance through enhanced precipitation, peripheral instability seems to be

occurring now and may have serious consequences for global sea-level

(Raymond, 2002). There are similar indications from the Arctic. Since 2000,

a major ice shelf in arctic Canada has also broken up (Mueller et al., 2003).

Smith et al. (2003) show that melting of Arctic ice caps is occurring, with a 20%

increase in the intensity of summer surface melting during the 1990s.

12.3.5 Warming oceans

As with the atmosphere, so with the oceans: any trends observed over the last few

decades have to be evaluated in the context of natural modes of variability. Lau and

Weng (1999) identified a slow warming of global mean sea-surface temperatures

(SSTs) between 1955 and 1997 of about 0.1 8C per decade, with a steeper increase

of some 0.2 8C to 0.3 8C during the second half of the period. They regard the

acceleration as reflecting the warm phase of a decadal–interdecadal–oscillation.

Their reconstructed trends in SSTs vary from region to region and respond strongly

to EI Niño southern oscillation (ENSO) variability. Despite the inevitable interac-

tion between natural variability and any anthropogenically forced trends in recent

times, Banks and Wood (2002), using a coupled climate model, claim that SSTs,

especially in the Arctic, Atlantic, North Pacific and Southern oceans, are likely to

provide robust early indications of anthropogenic climate change. Levitus et al.

(2000) provide a general summary of the evidence for world ocean warming and

Barnett et al. (2001) note that the spatial and temporal characteristics of the

increased heat content of the oceans compares well with model simulations
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incorporating anthropogenic forcing. Their results give only a 5% probability that

the observed changes could have been produced by natural, internal forcing alone.

These results both broaden the support for attribution to human activities and, by

generating realistic values for ocean-heat uptake, they provide tighter constraints on

futuremodels (see, e.g., Knutti et al., 2003). Reichert et al. (2002) give independent

confirmation of the strong accord between observed ocean warming, both at the

surface and at depth, over the last five decades, and the results of global climate

model (GCM) simulations that include not only increased greenhouse-gas concen-

trations, but also the effects of changes in aerosols and ozone.

Alongside observations of ocean warming, the melting of Arctic sea ice and of

increasing freshwater discharges from rivers draining into the Arctic Ocean (see

12.3.1) have come parallel observations of a rapid freshening of the North Atlantic

(Dickson et al., 2002). These authors point to observations showing that the flow

of dense, cold water into the North Atlantic from the Arctic Ocean, via the

Denmark Strait and the Faroe Islands channel, has been slowing down. This

dense, descending water is a key element in the global thermohaline circulation.

Their results suggest that the slowdown has been accompanied by an enhanced

freshwater input into the North Atlantic that has already modified the descending

limb of the meridional overturning circulation in the Atlantic. High-latitude

climate change may already be translating into changes in the deep ocean. The

recorded changes are, however, strongly linked to the recent changes in the NAO.

Similar freshening over the past four decades has been recorded in the Ross Sea,

on the margins of Antarctica (Jacobs et al., 2002) and it is still not clear to what

extent this is the result of anthropogenic forcing. The authors attribute it to the

combined effects of increased precipitation, reduced sea-ice formation and the

accelerated melting of the west Antarctic ice sheet. Curry et al. (2003) compare

salinities along a transect from 508 S and 608 S in the Atlantic over the period from
the 1950s to the 1990s. They find the already noted decrease in salinities at high

latitudes, but at low latitudes salinities have increased over the past four decades.

This confirms that freshwater is being lost at low latitudes and gained at high

latitudes at a rate faster than can be compensated by ocean circulation. Curry et al.

(2003) infer that these changes are indicative of a global ocean response that they

tentatively link to global warming and associated changes in the hydrological

cycle. Nevertheless, some of the changes in ocean-water properties at lower

latitudes may be more strongly linked to persistent oscillations than to any recent

trend (Bryden et al., 2003).

12.4 Rising sea-level

12.4.1 The last 100 years

The last two sections above deal with processes that affect sea-level. The waxing

andwaning of ice sheets have provided themain control onwhat is termed eustatic
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sea-level, on Milankovitch timescales (see 3.4.1, 4.4.1 and 6.4.2). In addition,

changes in the temperature and, to a lesser extent, the salinity, hence density of the

upper layers of the ocean, lead to expansion and contraction (so-called volume

(steric) effects) that also contribute to changes in global sea-level. Measuring the

change in sea-level over the last two to three centuries has posed a major

challenge. Long tide-gauge records are sparse and some stations lack continuity.

In many cases, the range of variability within some decades is almost as great as

the total smoothed change over the last three centuries. Moreover, the most any

given station can record is relative sea-level, that is to say sea-level as measured

against a fixed and immediately adjacent land datum. It is therefore primarily a

local, not a global record. Each stretch of coast is subject to regional and local

influences reflecting tectonic processes as well as changes in coastal configura-

tion, wind-driven ocean circulation, changing atmospheric pressure, tidal range

and sediment supply. Tectonic effects include the response, in any given region, to

global isostatic adjustment, a complex process of recovery from the changing

distribution of loading on the Earth’s crust during the last glaciation. They may

also reflect more localised Earth movements. Despite the limitations attached to

any single tide-gauge record, careful evaluation and analysis of tide-gauge records

from around the world has led to the conclusion that global mean sea-level has

been rising for at least the last 100 years and perhaps longer (Figure 12.4).

Munk (2003) suggests a figure of 1.4mm yr�1 for the eustatic contribution and

0.55mm yr�1 (of which over 90% is attributable to temperature) for the steric

effect, giving a total of around 1.9mm yr�1 for the second half of the twentieth

century. Both the total figure and the relative importance of eustatic and steric

effects are matters of debate, since the tide-gauge measurements that provide the

framework for the above estimates give amuch higher figure for twentieth century
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sea-level rise than do calculations derived from estimating the two effects (Miller

and Douglas, 2004). These authors conclude, from their own analysis of the data,

that the tide-gauge-based estimates are likely to be reliable, that themass (eustatic)

effect exceeded the volume (steric) effect and that the twentieth century rate of

sea-level rise was probably between 1.5 and 2.0mm yr�1.

Leatherman et al. (2003) calculate the rise in mean sea-level directly from

Topex–Poseidon satellite data for the period 1993 to 2003 to be 2.39� 0.19mm

yr�1. Cazenave and Nerem (2004), using both Topex–Poseidon and Jason

altimeter measurements and correcting for postglacial rebound, arrive at a figure

of 3.1mm yr� 1 for the same period (Figure 12.5). One of the restraints on sea-

level rise, especially between 1960 and 1980, was the damming of rivers for

water storage on land (Sahagian, 2000). Although not fully quantified, this effect

may have exceeded 0.5mm yr�1. This possible restraint on sea-level rise would

be reduced in the event of a decline in the rate of dam construction in the future,

though, as Cazenave and Nerem show, it is one of several continental processes

that influences mean sea-level, and most are rather poorly quantified.

Arendt et al. (2002), using laser-altimetry-based measurements of changing ice

volume calculate that for Alaskan glaciers alone, the average contribution to rising

sea-level was 0.14� 0.04 mm yr�1 between 1950 and the mid 1990s. Thereafter,

the contribution may have been as high as 0.27� 0.10mm yr�1. Mitrovica et al.

(2001) estimate that melting of Greenland ice contributed around 0.06mm yr�1

over the last century whereas Rignot and Thomas (2002) estimate that the current

rate of loss is sufficient to raise sea level by 0.13mm yr�1. Overall, Antarctica

may have played a neutral role (Goodwin, 2003), with increased ice accumulation
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as a result of higher precipitation over the east Antarctic ice sheet balanced by

continued loss of ice over the west Antarctic ice sheet, which Rignot and Thomas

(2002) suggest may be contributing a net 0.2mm yr�1 to rising sea-level. Where

the latter is unstable and prone to glacier surges (De Angelis and Skvarca, 2003),

the potential exists for additional contributions.

In summary:

* The rate of sea-level rise over the last decade appears to have exceeded the mean rate

for previous decades during the twentieth century; by how much will remain in doubt

until the issue of the representivity of tide-gauge records is fully resolved.

* There are growing signs that both enhanced ocean warming and ice melting over the

last decade have contributed to this acceleration in sea-level rise, though a longer

period of direct observations will be needed to confirm this.

* The possibility that global warming is responsible for these changes cannot be excluded.

12.4.2 Longer-term perspectives

Since the period of documented sea-level rise spans most of the period during

which global temperatures have been rising, it would seem reasonable to link the

rise in sea-level to changing climate. However, the period for which tide-gauge

and temperature observation overlap is short, therefore, inferring a causal

relationship, howsoever plausible it may seem, on the basis of recent trends, is

risky. Before doing so, it is important to look more closely at the longer-term

relationship between climate and sea-level.

The link between climate, ice volume and sea-level on Milankovitch

timescales is well established, but in Greenland and Antarctica it is mediated

in part through processes that have long response times. For smaller glaciers

there are often delays of several decades between changes in local climate and

the response of the glacier. Even this is significant on the timescales under

consideration here (Goodwin, 2003). Is it possible, despite complex and varied

lag effects, to confirm climate–sea-level linkages on sub-millennial timescales

and if so, what are the main mechanisms?

Siddall et al. (2003) present a reconstruction of relative sea-level over the last

470 000 years using sediment records from the Red Sea. The authors combine

the record of oxygen-isotope ratio changes in foraminifera preserved in sediment

cores, with a model of the relevant geochemical and physical processes, to

calculate, for each sample, the sill depth at the point where the Red Sea

exchanges waters with the open ocean. From this, changes in sea-level can be

directly inferred. This study is of particular relevance as it is the first one to

provide a record of sea-level variability sufficiently well resolved to permit close

comparison with the record of isotopically inferred temperature variation in

polar ice cores. As well as showing the familiar sea-level maxima and minima

during MIS 5e and 2, respectively, it traces a sequence of changes between
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20 000 and 70 000 years BP that track rather closely the temperature record in

Antarctica. The indications are that even on centennial to millennial timescales,

and despite the complication of lagged responses, higher sea-levels and

Antarctic warming may be correlated, at least during the last glacial period.

Siddall et al. (2003) also provide a more detailed reconstruction of sea-level

changes since the last glacial maximum (LGM) (Figure 12.6a). Their data,

spanning the period of sea-level rise resulting from melting of the major ice

sheets, parallel those from coral-reef studies, but whereas the latter provide only

a very discontinuous record for the last 6000 years, the Red Sea record is detailed

and continuous. Of especial interest is the record spanning the last thousand

years, for it points to peak levels until around 700 years ago, with a decline

thereafter. To what extent may this trace be regarded as a record of sea-level
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change that can be compared directly with reconstructions of global temperature

over the same period? Clearly a record of relative sea-level from a single region

and one with large, but consistent errors on the calculated absolute heights is not,

on its own, sufficient.

Some broad parallel between sea-level and global temperature during the

second half of the Holocene, once sea-levels had fully recovered from glacial

levels, around 6000 BP, may be tentatively inferred from the evidence for sea-

levels 1–2m higher than now in the equatorial Pacific during the mid–late

Holocene (Grossman et al., 1998); however, it is only over the last thousand

years that changes in global climate have been reconstructed with sufficient

confidence to permit close comparison with sea-level data. Unfortunately,

detailed records of relative sea-level variations between the mid Holocene and

the beginning of tide-gauge records are very sparse indeed. For example, of the

1200-plus radiocarbon dates used in Shennan and Horton’s (2002) summary of

evidence for Holocene land- and sea-level variations in Great Britain, virtually

none lie within the last thousand years.

Goodwin (2003) presents a detailed evaluation of the evidence for links

between climate and sea-level over the last 2000 years, relying largely on

dated sequences from micro-atolls, and biological indicators of sea-level on

rocky coasts and saltmarshes. Figure 12.6b from Goodwin’s account, sum-

marises Nunn’s (1998) reconstruction of relative sea-level for much of the

southwest Pacific over the last 1300 years. Even when additional data are

added to accommodate statistical uncertainties, radiocarbon dates are calibrated

(Gehrels, 2001) and evidence from South Africa is taken into account (Compton,

2001), the sequence points to changes in relative sea-level of up to 2m during the

period, with a maximum before AD 1300, and a minimum around AD 1800.

A similar, but more detailed reconstruction is that by van de Plassche et al.

(1998), based on a salt-marsh sequence from the Connecticut coast. The parallels

with northern-hemisphere temperature changes are quite striking. Other data

from the east coast of North America reinforce the indication that sea-level has

risen by around 0.2–0.3m over the last 200 years, before which the full range of

evidence is more ambiguous. In particular, the reconstruction by Gehrels et al.

(2002), based on foraminiferal analysis of dated salt-marsh sequences from the

Gulf of Maine, also shows high sea-levels before c. AD 1300, followed by lower

levels until c. AD 1800 and a steep rise thereafter (Figure 12.7). van de Plassche

(2000) and van de Plassche et al. (2003) extend the record back to c. AD 500 and

claim correlations between at least some of the reconstructed fluctuations and

the isotopically inferred temperature record from central Greenland, as well as a

response to solar forcing. They suggest that the correlations proposed imply time

lags of up to a century between Greenland temperature and sea-level change, and

of around 125 years between solar forcing and sea-level. Goodwin (2003)

concludes that the evidence from both hemispheres favours the view that sea-

level between c. AD 1400 and 1850 was some 0.2–0.5m lower than during the
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late twentieth century. Evidence for higher sea-levels ( + 0.5–1.0m) between AD

1000 and 1300, and for detailed variability in parallel with temperature changes,

is less strong, though there are clear similarities between the trends in Nunn’s

(1998) reconstruction, those from the east coast of North America for that

period, and the record over most of the same time interval from the Red Sea

(Siddall et al., 2003 and Figures 12.6 and 12.7).

The date at which the ongoing increase in sea-level began is still not precisely

determined, but it must lie within the last 200 years. The possible parallels with

climate are tantalising and come from quite diverse sources, archives and areas,
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but a great deal more well-dated and tightly constrained records of sea-level

from many more coastal environments are required before the full record from

the last one to two thousand years can be used to improve quantitative estimates

of the complex links between current and future climate change, and sea-level

(see 13.2).

12.5 Ecosystem responses

The ecological consequences of the circum-Arctic warming noted above include

increased shrub abundance and a northern movement of the tree-line in many

areas. It is also probable that the tundra has changed from a net sink to a net

source of carbon dioxide (Serreze, et al., 2000). Jia et al. (2003), using satellite

data covering the last 21 years, confirm a significant increase in the greenness of

vegetation cover in the Alaskan tundra. This is associated with an increase in

above-ground plant biomass in at least some of the Arctic ecosystems involved.

Among the most commonly cited responses to recent global warming are

changes in phenology – the timing of seasonal processes in plants and animals.

In areas such as western Europe and much of North America, the onset of plant

growth in spring is highly correlated with temperature. Consequently, temporal

trends in its timing have become, for many observers, dramatic indicators of the

response of the terrestrial biosphere to climate change. Most studies show that

the dates of flowering and leaf unfolding in Europe and North America have

advanced over the last four to five decades, generally by between 1.2 and 3.8

days per decade on average (Menzel and Estrella, 2001; Menzel, 2002). At the

other end of the growing season, leaf colouring and leaf fall have, on average,

been delayed by between 0.3 and 1.6 days per decade, with a good deal of spatial

variabi lity. In the IPC C report (2001) , analysis of the results of over 4 0 stud ies

led the authors to conclude that a climatically induced response from a wide

range of biota could be confirmed with a high level of confidence, though for

some non-biologists the conclusion remains controversial (Jensen, 2003).

In a study covering more the 1700 species, Parmesan and Yohe (2003)

reanalysed the data upon which the IPCC based their conclusions. The responses

of 484 species were analysed in detail. This was done by sorting species into four

categories – those that responded in accordance with global-warming predic-

tions, those that did the opposite, those that failed to show any response and

those for which the response was apparently unrelated to global warming. They

concluded that 87% of the species behaved as predicted by models of global

warming. The changes they record include changes in biological communities,

in phenology and in spatial distributions. Their analyses indicate that range shifts

for species responsive to global warming have averaged 6.1 km per decade

polewards and roughly the same value upwards in metres. Their figure for the

recent advancement of spring events is some 2.3 days per decade – in quite good

agreement with the range given by Menzel (2002). They further claim that for
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279 of the species studied, the response to climate change was so diagnostic as to

constitute a fingerprint for twentieth-century warming.

These conclusions are further reinforced by Root et al. (2003) who analyse the

results of 143 studies, selected from amuch larger set, using rigorous criteria that

exclude, for example, those with a time span shorter than ten years and those

showing links to climate oscillations such as the NAO or ENSO, rather than to

sustained trends. Their study focuses on temperature effects while recognising

that other aspects of climate change, notably moisture availability, have a major

effect on physiology. They note four types of possible biotic response to rising

temperatures – changes in species density at a given location, in range, in

phenology, and in the genetic composition of populations. Their studies shows

that over 80% of the species analysed responded to global warming in the

expected way. Figure 12.8b (Root et al., 2003) shows the results of their analysis

of changing phenology in terms of rates of change per decade for all taxa and for

groups of organisms. Not only are different groups of organisms responding at
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different rates, the mean rates of response at high latitudes exceed those at lower

latitudes with a statistically significant difference.

Walther et al. (2002) point out that freeze-free periods in mid to high latitudes

are lengthening, partly because diurnal temperature ranges are decreasing –

diurnal minima are increasing about twice as fast as diurnal maxima. Moreover,

snow cover and ice extent in the northern hemisphere have decreased by some

10% since the late 1960s. The same authors provide further support for a coherent

response to global warming over the last century. Their evaluation includes the

effects of both temperature and precipitation changes, as well as the impacts that

modes of climate variability impose on longer-term trends. Nevertheless, they

conclude that many of the processes and spatial patterns of ecological change can

be linked to climate change over a wide range of species and biomes. Additional

detailed and diverse indications of phenological and ecotone responses to climate

change emerge from a growing number of studies at more local scales (e.g., Ye

et al., 2003; Krajick, 2004; Penuelas and Boada 2003).

Ecological responses to global warming are not confined to terrestrial biota.

Aquatic ecosystems record some of the clearest responses to high-latitude

warming since they record changes continuously as sediment accumulates, and

many of their included biological remains are of species highly sensitive to

changes in water temperature, seasonal ice cover and lake stratification. Using

diatom remains from five lakes in Finnish Lapland, Sorvari et al. (2002) show

that the first principle component of the overall diatom changes in each lake over

the last 200 years closely parallels the increase in spring temperatures in the

region.

As Livingstone (2003) notes, the recent warming of freshwater lakes is not

confined to high latitudes. O’Reilly et al. (2003) summarise evidence for

warming in Lake Tanganyika, which they link to climate change, despite doubts

raised by Eschenbach (2004). Lying between 38 S and 98 S, it is a large Rift

Valley lake in east Africa, over 1300m deep in both northern and southern

basins. Clear warming trends have been recorded in the upper part of the water

column since 1913, as well as, to a significantly lesser extent, in the deep water,

around 600m since 1938. Similar trends have been recorded in lakes Victoria,

Albert and Malawi. These trends are linked to well documented increases in

surface-air temperature in east Africa since 1910, and especially post-1970. The

changes in Lake Tanganyika have had amajor impact on the physical limnology.

The lake, like many deep lakes in the tropics, is permanently stratified. Aquatic

productivity depends largely on the extent to which wind-driven mixing can

generate upwelling at the southern end of the lake to provide a supply of

nutrients from deep in the water column, nutrients that would otherwise be lost

to the aquatic organisms living in the surface layers. Surface heating has

sharpened the density gradient within the lake (Verburg et al., 2003). This,

together with an overall decline in wind speed, has increased the stability of

the water column, thereby reducing the effectiveness of upwelling. The resulting
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decline in nutrient supply has seriously reduced aquatic productivity and fish

yields. The ensemble of evidence produced by these studies is summarised by

Verschuren (2003). The yields of sardine, the main commercial catch, have

declined by 30–50% since the late 1970s. Although some local over-fishing may

have occurred, there is a compelling case for ascribing the general decline in

productivity to climate change. Since fish from the lake form a major source of

protein for people over a wide area, the decline in productivity has serious

human consequences.

There are growing numbers of marine organisms and ecosystems recording

major impacts, among the most dramatic being the effects of elevated sea-surface

temperatures on coral reefs. Hoegh-Guldberg (1999) cite six periods of mass coral

bleaching since 1979, each linked to periods when summer temperatures in the

region have exceeded their long-term average values bymore than 1 8C for several

weeks. It is estimated that in 1998 some 16% of the world’s reef-building corals

died (Wilkinson, 2000). The most severe bleaching events can wipe out all corals

present; less-severe events are selective in their impact, affecting thin-tissued

species more than the massive ones.

Many other impacts of climate change on marine ecosystems are being

recognised, either as long-term trends or as fluctuations closely linked to chang-

ing modes of climate variability. Among the former are the effects of reduced

sea-ice formation on krill, hence on the food webs linked to their distribution and

abundance. Among the latter are the close links between fish populations and

modes of climate variability in both the North Atlantic and Pacific (Mantua

et al., 1997; Finney et al., 2000).

By now, the number of instances of inferred biological responses to climate

change could be multiplied almost endlessly. Several key points emerge from

this mix of global surveys, local studies, phenological analyses, ecosystem shifts

and growth trends:

* Despite the use of terms like ’fingerprints’, and no matter how well the changes map

onto measured climate change or onto anthropogenically forced simulations, the data

on ecological responses alone cannot be considered as conclusive evidence for

ascribing the warming trends and associated changes to anthropogenic forcing.

* That said, the consistency with which ecological responses to a global mean warming

of around 0.6 8C over the last century can be unambiguously identified gives some

indication of the likely scales and rates of response to the predicted magnitude of future

global warming.

* Given that in many environments recent ecological changes have already had signif-

icant resource implications for human populations, the potential resource implications

of future ecological responses give cause for serious concern in many parts of the

world (cf. the IPCC TAR, 2001).

* Many of the ecological responses already noted are also strongly affected by the range

of human impacts and environmental manipulations considered in Chapters 8 to 11.
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* Most of the changes noted above fall a long way short of identifying the functional

implications of the ecosystem changes that have been recorded. Even where changes

appear to be linearly related to the modest forcing so far observed, it is worth

remembering that past ecosystem responses to environmental change show a high

degree of non-linearity, with thresholds and hysteresis more the rule than the

exception.

* At least some of the ecosystem changes driven by the combination of human and

natural forcing will have serious future implications for biodiversity (Chapter 11),

which in turn will often lead to further modifications to ecosystem functioning.

* Changes in the structure and function of ecosystems, both terrestrial and aquatic, have

major implications for the exchange of energy and materials across the boundary layer

with the atmosphere. As the palaeo-record illustrates, the feedbacks resulting from

changes in properties such as land cover, soil moisture and albedo interact with

external forcing to generate disproportionate responses in the climate system.

Among the many interactions between changing climate and changing biomes,

the issue of carbon sequestration and release calls for special attention. Nemani

et al. (2003) suggest that over the 18 years from 1982 to 1999, global net

terrestrial primary production increased by around 6%, with over 40% of the

increase accounted for by Amazonian rainforests. However, this is only part of

the terrestrial biosphere–atmosphere carbon-exchange equation. One indirect

inference from their results is that simultaneous changes in respiration are also of

considerable significance. Oechel et al. (2000) have attempted to summarise

ecosystem responses to warming in the Alaskan Arctic. Until recently the

ecosystems of the region were long-term sinks for atmospheric CO2 as a result

of the slow rates of decomposition in the perennially cold, wet soils. The authors

show that the previously persistent long-term sequestration of carbon in the

tundra areas was reversed in the early 1980s as a result of the warming and

drying of the climate. As soils dried out, rates of plant and soil respiration

increased more rapidly than net primary productivity. This led to an initial

major loss of terrestrial carbon, only partly offset by recent adjustments includ-

ing the development of a net carbon sink in summer. Overall, the Arctic

ecosystems of the region remain a net source due to the release of CO2 in winter.

There is an urgent need for more studies of this kind in other major world

biomes. Chapin et al. (2000b) consider both Arctic and boreal ecosystems.

They highlight the importance of shifts in albedo as conifer forests replace

tundra and as deciduous -forest trees replace coni fers (cf. 7.3 ). One of the key

factors in changing the proportions of coniferous and deciduous species is fire

frequency, which has already begun to increase in boreal forests in North

America. The analysis by Chapin et al., of the current CO2 budget in boreal

and Arctic ecosystems fails to resolve with certainty whether or not high-latitude

ecosystems form a net source or sink at the present day since measurements

indicate the former, modelling studies the latter. It is important to remember that
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short-term measurements of current carbon budgets can be very misleading,

especially in ecosystems where the main carbon stores are linked to the

dynamics of long-lived species, the population structure of which has been

affected by land-use changes and other past human impacts. This is well

illustrated by the case of the forests of the eastern United States where the

current carbon sink largely reflects the age structure of the stands, not their

long-te rm behaviour (Foster et al., 2002a ; 2002b ; Hall et al., 2002 ).

12.6 Attribution

12.6.1 Trends and forcings

The studies cited above, taken together, constitute strong, varied and often

mutually independent lines of evidence for global warming and other associated

climate changes that are often exceptional in the context of natural variability

during the late Holocene. They nevertheless fall short of conclusively attributing

the changes to anthropogenic forcing. This is well illustrated by the analysis of

Overland et al. (2004) of some 86 time-series of physical and biotic change

scattered across the whole circum-Arctic region. Their multivariate statistical

analysis reveals that over half of the full range of changes can be resolved into

three dominant temporal patterns, the most important of which appears as a

major regime shift c. 1989. In the view of the authors, this could be the result of

greenhouse-gas forcing, internal processes, or the coincidence of decadal and

longer-term cycles of variability. Only longer-term observations can resolve the

question. The second most significant pattern is one of inter-decadal variability

and the third is a linear trend over the past 30 years. In the authors’ view, the case

for coherent change is strong, but the evidence for conclusive attribution is still

lacking.

This and the next section consider some of the main lines of evidence that

have been used in the attribution of recent warming to specific causes. To begin

with, we consider evidence that hinges on apportioning changes in climate,

mainly temperature, over the last few centuries, to currently recognised forcing

and feedback mechanisms. This type of research serves an additional purpose,

for not only does it make a major contribution to resolving the issue of attribu-

tion, it forms a vital stepping-stone to modelling future climate change. If

a model using a particular combination of external forcing, climate sensitivity

and atmosphere–biosphere–ocean interactions can generate simulations of

recent climate change that match observations, it is much more likely to be a

realistic guide to future climate change than one that fails this essential test. One

of the assumptions upon which this approach to attribution relies is that the

responses of temperature to each type of anthropogenic forcing (greenhouse

gases and sulphate aerosols, for example) are linearly additive once the forcings

are combined. In view of all that has been said earlier about non-linear changes
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in the Earth system, it is perhaps rather surprising that this assumption appears to

be justified with regard to the way in which the responses combine in simulations

using the HadCM2 model (Gillett et al., 2004).

In a precursor to their 1999 paper, Mann et al. (1998) considered only the

period since AD 1400. They broached the issue of attribution by subdividing the

last six centuries into 50-year sliding windows. For each of these, they assessed

the degree to which the temporal changes in northern-hemisphere temperatures

correlated with each of the three main forcing factors – solar variability, explo-

sive volcanicity and atmospheric greenhouse-gas concentrations. Although this

was a test of correlation and temporal coherence rather than attribution, their

results were nevertheless indicative. They concluded that the strongest correla-

tions for the changes in temperature before c. 1920 were with solar and volcanic

variability, whereas after that date there was an increasing tendency for the

changes to correlate with rising greenhouse-gas concentrations.

Subsequent studies have gone beyond this type of approach and compared

hemispheric or global temperature series with model simulations forced by the

main natural and anthropogenic processes (Figure 12.9). In most cases, the

comparisons between simulations and observational data are focused on

the last 150 years, for which detailed instrumental series are available. Tett

et al. (1999) compare the output from the UK Hadley Centre HadCM2 coupled

AOGCM with 50-year sequences of decadal near-surface mean temperatures

from 1906 onwards. Their model includes forcing by solar and volcanic varia-

bility, greenhouse gases and sulphate aerosols. Ensemble averages were com-

puted using four simulations, each with different initial conditions. They

conclude that the sequence of changes in twentieth-century temperatures cannot

be explained by any combination of natural forcing processes. For the period of

twentieth-century warming prior to 1946, their results suggest that the trend is

best explained by a combination of greenhouse-gas forcing and natural varia-

bility, with some significant uncertainty regarding the degree to which changes

in solar irradiation may have been responsible for the observed changes. The

lack of any significant warming between 1946 and 1970 they ascribe to the

countervailing effects of greenhouse gases and aerosols. From 1970 onwards,

their results agree with other studies in ascribing a dominant role to greenhouse-

gas forcing, partly attenuated by aerosol influences.

In a later study, Stott et al. (2001) use a technique of ‘optimal detection’

applied to both annual and seasonal near-surface-temperature variations. This

involves first using the HadCM2 model to estimate the response of the climate

systems to each of the four main forcing processes considered by Tett et al.

(1999), as well as to characterise natural variability. This in turn allows an

analysis of the effects of any given combination of forcing, in terms of the

ability of the combination to generate changes consistent with the observational

record. As a further refinement, Stott et al. (2001) reject combinations where the

comparison between simulation and observations yields residuals that that are
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inconsistent with natural variability. By using two alternative reconstructions of

solar variability, by Lean et al. (1995) and by Hoyt and Schattén (1993), they

reinforce the earlier conclusions to the effect that post-1946 warming cannot be

explained by natural forcing alone, irrespective of the series used. The extent to

which solar variability can be shown to have contributed to changes in temperature

during the first half of the twentieth century depends on the choice of reconstruction

and on the way in which the effects of greenhouse-gas and aerosol forcing are

prescribed in the model. While stressing the robust nature of these conclusions,

they also point to the limitations of their study. The indirect effects on climate of

sulphate aerosols via cloud albedo are not included, nor are the possible effects

of other aerosols. Likewise, the possible effects of changes in land cover and

ozone have not been considered. All these, they claim, are likely to have been

much less significant than the forcing factors they consider. Gillett et al. (2004)

show that the consistency between the response of models forced by greenhouse

gases and sulphate aerosols, and instrumental observations is improved by using

an ensemble of five current climate models; once again, the results strongly

reinforce the main conclusions reached by Tett et al. (1999) regarding anthro-

pogenic forcing in the second half of the twentieth century.

Tett et al. (2002) also follow up the earlier study, this time using the HadCM3

AOGCM, an improved model that requires no flux adjustments and has a more

realistic representation of secondary aerosol effects. They conclude that prior to

1957 anthropogenic effects tended to be mutually compensating. They therefore

made only a negligible contribution to warming during that period. In ascribing

the warming trend during the first half of the twentieth century largely to natural

forcings, Tett et al. (2002) draw attention to its unusually rapid pace. The late

twentieth century warming over the last 30 to 50 years they ascribe to the

positive effects of greenhouse gases ( +0.9� 0.24 8C per century), offset in

part by volcanic and anthropogenic aerosols, which achieve a negative forcing

of � 0.4� 0.26 8C per century. They state that natural forcing made no net

contribution to warming during this period. Stott et al. (2003), in a study using

an improved method of ‘optimal’ fingerprinting, reinforce the main conclusions

of Tett et al. (2002) and others, but with the caveat that the models have probably

underestimated both the strength of solar forcing in the early part of the twentieth

century and that of anthropogenic effects, both greenhouse warming and

sulphate-aerosol cooling, during the later part.

The results of efforts to detect anthropogenic forcing in recent changes in

precipitation have proved less conclusive. Lambert et al. (2004), apply ‘optimal

fingerprinting’ to their comparison between simulated land precipitation using

HadCM3 and the observed changes during the twentieth century. They are able

to show that the observed changes are inconsistent with modelled natural

variability, but consistent with the combined effects of natural and anthropo-

genic forcing. They are, however, not able to detect a statistically significant

response to anthropogenic forcing in isolation.
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Returning to temperature, the only significant inconsistency in the analysis by

Tett et al. (2002) arises from the fact that the simulations overestimate the

increase in tropospheric temperatures by some 50% when compared with actual

observations. This issue is address by both Thorne et al. (2003) and Jones et al.

(2003). The first of these reinforces the view that the temperature changes in the

troposphere from 1960–1994 are probably the result of anthropogenic forcing.

The tendency for the model simulations to provide estimates of tropospheric

warming higher than the rates recorded by direct observation is not explained,

though the authors point out that uncertainties in the observations may be

sufficiently significant to allow overlap between the observed temperature

changes and those simulated with anthropogenic forcing. Jones et al. (2003)

present an attribution study in which both near-surface and free-atmosphere

temperature changes are used in combination for the period 1960 to 1999. Their

study allows confident detection of both a well-mixed greenhouse-gas signal

and a combined sulphate-aerosol and ozone signal. Use of the near-surface and

free-atmospheric change also allows them, for the first time, to detect both a

stratospheric volcanic-aerosol effect and, less securely, the subsidiary effects of

solar forcing over this period.

The tendency for models apparently to overestimate tropospheric warming

over the last two to three decades, relative to observations, has become one of the

areas of criticism used by sceptics of global warming. Lindzen and Giannitsis

(2002), for example, use the discrepancy to estimate a low value of less than 1 8C
for climate sensitivity to CO2 doubling. Vinnikov and Grody (2003) reconstruct

tropospheric warming from satellites for the period 1978–2002 and propose a rate

of from +0.22 to + 0.26 8C per decade. They regard this as entirely consistent

with the global warming trend of 0.17 8C per decade derived from surface

observations. The question of tropospheric warming, which is linked to an

increase in the height of the tropopause, remains controversial (Santer et al.,

2003; 2004; Pielke and Chase, 2004), though the latest study by Fu et al. (2004)

is viewed by some (Kerr, 2004; Schiermeier. 2004b) as resolving the issue. Fu

et al. show that by correcting satellite-measured tropospheric temperatures for the

effects of cooling in the stratosphere, the measured rate of warming becomes

entirely consistent with the surface trends. From this study, Kerr (2004) concludes

that ‘for now, satellite temperatures can no longer be used to portray a feeble

greenhouse effect’. This conclusion is consistent with that reached by Santer

et al. (2003), who consider the increase in the height of the tropopause – the

boundary between troposphere and stratosphere – that has been observed since

1979 an increase in line with reanalysis data and climate-model simulations.

They conclude that around 80% of the change can be ascribed to anthropogenic

influences. Two processes are involved – a cooling of the stratosphere and a

warming of the troposphere as a result of increased greenhouse gases. Their study

reinforces the view that recent warming of the lower atmosphere is real and can be

attributed largely to anthropogenic effects. De Laat and Maurellis (2004) claim,
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however, that their analysis of spatial variations in lower-tropospheric warming

correlates well with the spatial pattern of CO2 emissions. From this, and other

lines of evidence, they infer that local surface heating processes may have made

a significant contribution to recent warming. The debate about the disparity

between tropospheric and surface warming continues. Douglass et al. (2004)

claim that the disparity is real, but that it is mainly confined to tropical, oceanic

regions. Their results tend to downplay, though not entirely exclude the possible

effects of land-surface processes such as those invoked by Kalnay and Cai

(2003) and de Laat and Maurellis (2004). Instead, they propose that the disparity

arises from processes at the ocean–atmosphere interface.

All the above studies are concerned with temperature alone. Brocolli et al.

(2003), using the GFDL R30-coupled model, present simulations for the period

1865 to 1997 for both temperature and precipitation in which greenhouse gases,

anthropogenic sulphate aerosols, solar variability and volcanic aerosols in the

stratosphere are progressively added. Addition of the last two natural forcings

improves the comparison with observations, thus reinforcing the conclusions

reached by Jones et al. (2003). They point out that since the net effect of natural

forcing in the latter part of the twentieth century has been negative, the fact that

inclusion of natural forcing in the simulations improves thematchwith observations

for both temperature and precipitation (Fig 12.10), strengthens rather than

weakens the case for anthropogenically induced warming.

One of the challenges arising from the availability of millennium-long proxy-

based hemispheric and global temperature reconstructions (see 7.9) has been to

use these both as a test of model skill and as a contribution to attribution studies,

by placing the simulated effects of each forcing variable alongside evidence for

longer-term variability. Hegerl et al. (2003) do this by comparing the simula-

tions carried out using a energy balance model (see 2.3) with a range of proxy-

based reconstructions, including a modified version of the Crowley and Lowery

(2000) series and that of Briffa et al. (2001). Hegerl et al. find excellent

agreement between the first of these and the model simulations for the northern

hemisphere (Figure 12.11) and rather less good agreement between model

simulations and the second, which refers to northern-hemisphere growing-

season temperature. In the first comparison, anthropogenic, volcanic and solar

effects are all detected with high statistical significance; in the latter only the

first two. Analysis of the divergences between the simulations and observations

as well as between some of the observed series are especially interesting. On the

basis of these, the authors tentatively infer the influence of a fall in CO2

concentrations on cooling during the Maunder minimum as well as a possible

response to land-use change in the reconstruction by Mann et al. (1999). Their

results point to the detection of a CO2 response in most of the series used by the

middle of the twentieth century and in all by 1980. They also suggest a rather

modest and intermittent impact of solar forcing on multi-decadal changes in

hemispherically averaged temperatures.
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The effects on climate of land-cover changes have generally been neglected in

the simulations referred to so far. Bauer et al. (2003) are at pains to include this in

their assessment of climate forcing over the last thousand years, using the

CLIMBER intermediate-complexity model. In general, their results reinforce

those in the studies already summarised above, but they infer, in addition, a

cooling effect from deforestation. To this they attribute a significant part of the

cooling during the second half of the nineteenth century. Matthews et al. (2004),

using a dynamic vegetation model coupled to an intermediate-complexity Earth-

system climate model, also accept that the biogeophysical effects of land clearance
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since AD 1700 have led to a net cooling, but they further claim that this has been

more than offset by the effects of land-cover change on increases in atmospheric

carbon dioxide. Overall, they claim that the net effect of land-cover change has

been a small increase in global temperature, of around 0.15 8C. Mann and Jones

(2003) present a synthesis of several of studies in which model-based temperature

series are compared with observations and with their own reconstructed values for

the last 1800 years (Figure 12.12). The level of agreement between most of the

modelled and reconstructed temperature changes is impressive.

One of the problems in using the above approach to attribution arises from the

huge computing power needed to provide ensembles of simulations that include

all the likely forcing terms and their associated uncertainties (see 2.3). Knutti

et al. (2003) have partly overcome this problem by using neural networks.

This approach, they claim, increases the efficiency of large climate model
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ensembles by at least an order of magnitude. The main purpose of their paper is

to improve climate-change projections; it is therefore considered in more detail

in Sections 13.1.3 and 13.2. Here, it suffices to confirm that their exhaustive

treatment of uncertainties in every aspect of model development, together with a

rigorous comparison between their model simulations and the observed tempera-

ture changes between 1750 and 2000, lead them to propose that the dominant

forcing responsible for the difference is increased atmospheric greenhouse gases –

CO2, CH4, N2O, SF6 and halocarbons. According to their best estimates, these,

together with tropospheric ozone, contribute a positive forcing over eight times

greater than that ascribable to differences in solar forcing between the two dates.

12.6.2 Attribution – towards fingerprinting anthropogenic
influences

In this case, attribution relies on identifying characteristics in the current

processes and patterns that point to a particular combination of forcing –

essentially a diagnostic climate-system response or ‘fingerprint’ of those factors

responsible for the changes observed. At first sight, one may have expected

reanalysis data to provide one of the keys to characterising many diagnostic

aspects of the warming trend over the last 50 years. Bengtsson et al. (2004) show

that this is by nomeans straightforward, the main stumbling block being changes

through time in the observing systems. Results are also dependent on the

assimilation system used. Reanalysis data have been developed largely for

weather forecasting where these considerations are less important than they

are in analysing long climate series. Although the analysis by Bengtsson et al.

points to increases in lower-troposphere temperature and integrated atmospheric

water-vapour content that are, once corrected, consistent with other measurements

and with theory, their main conclusion is that more work is needed to make it

possible to extract secure information on trends from reanalysis data.

Many attribution studies involve comparing a single, simulated spatial, ver-

tical or temporal (diurnal or seasonal) pattern of change to the pattern recorded in

observations. A wide range of studies is summarised by Mitchell et al. (2001),

and the authors conclude from these that: ‘All new single-pattern studies pub-

lished since the second IPCC report in 1996 detect anthropogenic fingerprints in

the global temperature observations, both at the surface and aloft’. Inclusion of

both greenhouse gases and aerosols in models has led to simulations that corres-

pond well with observed surface-temperature changes. The same applies to the

‘free atmosphere’ once the effects of ozone are also taken into account. Mitchell

et al. (2001) also consider a range of more complex multiple-fingerprint studies,

some using a combination of spatial and temporal patterns, others space-

frequency combinations. These too reinforce the conclusions already stated

above. Moreover, they help to refine estimates of the magnitude of anthropo-

genic forcing. Although the overall conclusions of Mitchell et al. echo all those
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proposed by the studies already referred to, they also stress the persistence of

several uncertainties. These include those arising from discrepancies in model

simulations of the difference between surface and free-air temperatures.

Estimating internal climate variability for the pre-industrial period and calculating

natural forcing for all but the last two decades also pose significant challenges.

Doubts still surround the indirect effects of aerosols and most models have

neglected the impact of processes such as biomass burning and land-cover

change. Mitchell et al. also point out that the studies they summarise still

leave open quite a wide range of possibilities for the sensitivity of climate to

major increases in atmospheric CO2 – a point that becomes of central importance

in Section 13.1.3 where the issue of future warming is considered.

Braganza et al. (2004) present an analysis of attribution that links the concept of

fingerprinting to the evaluation of recent trends. They do this by investigating the

temporal evolution of several indices that they regard as spatial fingerprints. These

include land–ocean temperature contrasts, the annual cycle of change in surface

temperatures, the meridional temperature gradient in the northern hemisphere and

the temperature contrast between hemispheres. For the period 1950 to 1999, the

trends in all but the last index are inconsistent with natural forcing, but entirely

consistent with forcing due to anthropogenic effects, including those of both green-

house gases and sulphate aerosols. Their conclusion, once more, is that anthropo-

genic effects are responsible for almost all the changes in surface temperature

observed since 1945, but that changes in the first half of the twentieth century were

best explained by a combination of natural and anthropogenic forcing.

Further support for recent anthropogenic forcing comes from a remarkable

study by Philipona et al. (2004). For the first time, they calculate and apportion

cloud-free, long-wave, downward radiation to each contributing process for the

period from 1997 to 2002 at eight sites in the Alps of central Europe. They

conclude from their analysis of all the factors involved that an increase of

þ1.8� 0.8W m�2 over the period can be confidently ascribed to enhanced

greenhouse gases and associated water-vapour feedback. They regard their

results as proof of greenhouse-gas warming by means of direct observations.

12.7 Concluding comments

This chapter has concentrated on recent climate change, its ecological conse-

quences and its ascription to particular combinations of forcings and feedbacks,

because these topics lie at the heart of the debate on global change. Not only do

they form the basis for evaluating what is currently being experienced, they are a

crucial platform from which to launch future projections. But whereas all

projections will always be subject to unquantifiable uncertainty until experience

tests them as the future unfolds, the evidence and data–model comparisons upon

which much of the crucial science rests can be evaluated in more realistic ways.

Wherever possible, in this chapter, the emphasis has been on evidence presented
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over the las t thr ee years. This is becau se the IPCC TAR , publishe d in 2001, sets

out a carefully qualified range of possible projections of future global warming

and it is vital to understand to what extent all the evidence published in the wake

of that reinforces or undermines the main conclusions. A wide range of indivi-

dual studies has been briefly described before drawing together any conclusions.

On the basis of the evidence considered so far:

* There have been virtually no soundly based challenges to the reconstructions of past

and current processes and changes upon which future global temperature projections

are built.

* The most recent analyses of both surface and tropospheric temperature changes over

the last 30 to 50 years include unambiguous evidence that they cannot be explained

without recourse to the increasing influence of rising greenhouse-gas concentrations in

the atmosphere. This conclusion holds good irrespective of the time-frame, models, or

approaches to attribution used.

* Comparison of model simulations with instrumental, reanalysis and palaeo-records is

providing essential constraints on the numbers used to quantify forcings and

sensitivities in simulations of future climate change, though uncertainties still remain.

* There are strong indications that a significant oceanic response to this forcing is now

under way, though its long-term consequences may be hard to predict.

* Although the natural forcings that probably dominated the record of global (and

northern-hemispheric temperature change over most of the last millennium have

continued to influence climate to the present day, their relative importance has

declined over the last few decades, except in so far as they have probably served to

counter, in part, the effects of greenhouse gases.

* The complex role of aerosols in ongoing climate change is still a matter of debate,

though the main overall conclusion, that they have a net negative forcing effect, is not

seriously in doubt.

* There are some indications that data–model comparisons spanning the last millennium

are improved when the effects of land-cover changes are taken into account. More

simulations need to be carried out with these effects included.

* Evidence spanning multi-decadal and longer timescales tends to support the view that

changes in late-Holocene global mean sea-level have been related to changing climate,

though more studies are needed before this can be confirmed unambiguously.

* The tide-gauge record of global mean sea-level increases of around 1.5–2.0mm yr�1

over the last century seems likely to be reliable, with the major factor being ice melt

rather than steric effects. An acceleration of this trend to c. 3mm yr�1 has probably

occurred since 1990.

Virtually all of the attempts to detect a fingerprint of anthropogenic forcing in

the most recent climate trends and climate-system characteristics point to the

conclusion that free-air and surface warming, through increased atmospheric

greenhouse-gas concentrations, is already significant.
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Chapter 13

Future global mean temperatures
and sea-level

Just as for the past, so for the future it is necessary to define the main timeframe

of concern. This is, to some degree, predetermined by the approach used in the

IPCC TAR (2001), the results of which provide points of reference and departure

for much that follows in this and subsequent chapters. Most of the effort

involved in that exercise has gone into establishing scenarios and projections

through to 2100. A firm cut-off is, however, unrealistic, for what happens

between now and then will have a huge influence on the subsequent course of

events.

13.1 Future changes in global mean temperature

13.1.1 Dealing with uncertainties

Schneider (2002) points out that uncertainties, including both statistical and

intrinsic uncertainties, cascade throughmultiplication into ever-widening ranges

(Figure 13.1). Nevertheless, he strongly favours strenuous attempts to attach

probabilities to alternative future scenarios. One of his key points counters the

distinction made between biophysical and social systems by Grubler and

Nakicenovic (2001). Schneider claims that in considerations of uncertainty

there is no essential difference between ‘natural’ and ‘social’ systems in that

they both include feedbacks and are to a greater or lesser extent path-dependent.

He acknowledges, however, that social systems are harder to predict. Perhaps the

best solution is to accept that there is a spectrum of predictability. At one

extreme are systems characterised by such contingency-linked indeterminacy

that probabilistic statements must remain entirely judgement-based and subjective.

At the other extreme are systems with a sufficient degree of temporal and

structural consistency as to allow the attachment of statistically determined

probabilities. The cascade of uncertainties portrayed in Figure 13.1 includes

and links both types. It begins with emission scenarios and these lie towards the

less quantifiable end of the probability spectrum. The failure of the IPCC TAR

(2001) to attach probabilities to their future-emission scenarios has been one of

the triggers for the papers by Schneider already noted above.
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13.1.2 Future-emission scenarios

The starting point for the critical cascade of uncertainties is the Special Report

on Emission Scenarios (SRES) by Nakicenovic and Swart, (2001). The authors

develop 35 scenarios, each claimed to be internally consistent and plausible.

These fall into four families of scenarios, or storylines, out of which emerge six

actual scenarios used to drive the succeeding steps in the cascade. The scenario

families reflect a simple matrix expressing antitheses between high economic

growth and environmental sustainability in one dimension, and between global

equalisation and regional differentiation in the other. Scenario family A1

emphasises rapid economic growth, with population increasing to the middle

of this century, then declining. Implicit in this group of scenarios is the theme of

rapid technology transfer and upward convergence between economies, leading

to generally higher per capita incomes over the world as a whole and less

differentiation into ‘haves’ and ‘have-nots’. It is the most optimistic family in

terms of conventionally defined global economic growth and material prosperity.

Within the family, three scenarios are proposed, one with heavy dependence on

fossil fuel (A1FI), one with rapid expansion of non-fossil-fuel use (A1T) and one

with a balance between the two (A1B). The single A2 storyline envisages a more

fragmented world with little convergence and great regional differentiation.

Fertility patterns remain divergent between regions and global population

growth continues. The single B1 scenario is comparable to A1 in terms of

demography, but social, economic and technological changes lead to a much

greater emphasis on reducing dependence on materials, improving efficiency

of resource use and promoting environmental sustainability. In B2, the final

scenario, the themes that characterise B1 are retained, but with a much higher

level of regional differentiation and continued population growth, though at
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Figure 13.1 The cascade of

uncertainties involved in

linking emission scenarios

to the impacts of climate

change at regional scale.

Continuous bars relate

mainly to Chapter 13, the

dashed bar to Chapter 14

and the dot-dashed bar to

Chapter 15. (Modified

from Schneider, 2002.)
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a slower rate than in A2. Figure 13.2 gives a schematic guide to the various

scenarios referred in this and succeeding chapters.

Each socio-economic/demographic/technological scenario is translated into

evolving emissions until the year 2100 for CO2, CH4, N2O and SO4. Figure 13.2

shows the results for all six scenarios, as well as the emission figures used in the

1992 equivalent of SRES for CO2 and SO4. The main change since 1992 has

been the projections of a large but variable downturn in SO2 from the middle of

the century onwards. Some divergence between the SRES emission scenarios is
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apparent from the beginning of the projections, but becomes greatly emphasised

from around 2030 onwards.

All the scientific evidence considered in this book has very little bearing on

the question of which among these scenarios is more or less likely. Present-day

demographic, socio-economic, geopolitical and technological trends suggest

that, barring a major reversal of current economic and demographic forces,

or some major discontinuities in the form of global war, famine or disease, the

mid- to higher-range emission scenarios, with strong rather than reduced regio-

nal differentiation, are the more probable. Put another way, there is as yet no

reason for projecting a future in which emission scenarios A1T, B1 or B2 will

prevail, without huge efforts, coordinated on a global scale and effective for

curbing energy-rich life styles and fossil-fuel use in the richest nations. The

Kyoto agreement (Bolin, 1998; Grubb et al., 1999) was designed to take a

decisive first step in this direction, but it has had limited success. Notable is

the refusal of the United States to subscribe, despite having signed the United

Nations Framework Convention on Climate Change (UNFCCC), with its stated

objective to stabilise greenhouse-gas concentrations at a level that prevents

dangerous interference with the climate system. There is no justification for

ignoring the higher-emission scenarios and their possible future consequences.

At the same time, it may be unrealistic to opt for the A1F scenario without some

qualifications, in view of (1) the widespread, albeit modest development of

alternative-energy sources in a growing number of developed countries including

the United Kingdom (Batchold, 2003), (2) the recent, but perhaps only temporary,

emission reductions in at least one major developing country, China (Streets

et al., 2001) and (3) the five-fold or even greater acceleration in the rate of

increase in atmospheric CO2 concentrations that would be involved were the

A1F scenario to unfold. If all the currently known fossil-fuel reserves were to be

exhausted, with no additional attempts to capture and store emissions, CO2

would eventually reach around 1000 ppmv, according to Lenton and Cannell

(2002), a figure only slightly in excess of the A1F projection for 2100. One

further point to bear in mind is that ongoing land-use change could significantly

add to atmospheric CO2 concentrations. In the model-based study of Gitz and

Ciais (2003) replacement of forest by cultivated land tends to increase the atmo-

spheric burden in both the short and longer term. The short-term loss arises from

the release of carbon during deforestation; in the longer term there is a reduction in

the turn-over time of carbon in biomass and soil, leading to shorter periods of

sequestration, after deforestation. The likely size of this effect is impossible to

predict in view of the degree to which it is strongly scenario and model dependent.

13.1.3 Deriving future global temperature projections

For each emission scenario, the figures for emission have to be translated into

changing atmospheric concentrations through time (Figure 13.2). This involves
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taking full account of all that is known about the atmospheric residence times,

sources, sinks and interactions of each of the chemical species involved. For

each of these, as well as for other agents implicated in forcing and feedback

processes within the Earth system, models designed to develop future trajectories

must also incorporate soundly based estimates of the sensitivity of the climate to

each of the processes and their interactions (Figure 13.3). The IPCC TAR first

calculates and presents the net-radiative forcing estimated for each scenario,

then aggregates all these effects into a series of global temperature trajectories

based on model ensembles for each emission storyline (Figure 13.4). These

projections are arrived at by means of a simple energy-balance climate model

calibrated using the results from seven coupled atmosphere – ocean global climate

models (AOGCMs) (see 2.3). Bars are added on the right hand side of the graph to

encompass the full spread of temperatures simulated for 2100.

Translating emissions into atmospheric concentrations involves modelling

for the future a range of processes about which there is significant uncertainty

both in the past and at the present day. It is worth noting that despite these

uncertainties, and setting aside, for the reasons outlined above, the three most

optimistic storylines and the most fossil-fuel intensive, the range of concentra-

tions of atmospheric CO2 projected by the IPCC are virtually identical for the

remaining scenarios right up to 2060, and methane concentrations only begin

to diverge significantly after 2050. The projected increases in N2O are more

modest and less important from the standpoint of future radiative forcing. Values

for sulphate aerosols have been revised downwards between 1992 and 2001, so

that the later scenarios carry with them the implication of a reduced indirect

aerosol effect.
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The direct radiative effects of each of the greenhouse gases in Wm� 2 can be

calculated theoretically from their physico-chemical properties, but there is still

considerable doubt concerning their aggregate and indirect effects, especially in

view of the problems involved in quantifying the role of future changes in water

vapour and clouds. According to some authorities, water vapour should almost

double the sensitivity of climate to increased greenhouse-gas concentrations.

Inferred warmingmainly occurs because warming increases the potential absolute

humidity of the atmosphere and is also likely to force moist air to higher, colder

altitudes from which less heat is radiated into space (Del Genio, 2002). The

magnitude and even the sign of this effect have nevertheless generated a good

deal of controversy.

From a comparison between model simulations and direct observations of the

cooling and drying of the atmosphere that took place as a result of the Mount

Pinatubo eruption in 1991, Soden et al. (2002) and Forster and Collins (2004)

show that water-vapour feedback reinforced the cooling effect after the eruption.

Positive feedback with warming is a logical corollary of this. They further

suggest that global climate model (GCM) simulations are able to provide

a realistic representation of this feedback. Because the forcing involved in the

eruption was different from that involved in any future global warming, these

results are not a perfect test in relation to future scenarios. They do, nevertheless,

clearly reinforce the view that water vapour will have a positive feedback in

a warming world and that models are capable of capturing this.

As Figure 13.4 shows, the final step in the global calculation is subject to the

various uncertainties arising from, for example, the difficulty in quantifying the

sensitivity of the climate system to changes in net radiative forcing, and from

differences between models. According to the IPCC projections, the mean global
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temperature change is likely to be between 1 8C and 2 8C by the middle of this

century and at least twice this by the end. The range of values for 2100, taking into

account the full envelope of model projections, is between 1.4 8C and 5.8 8C. The
upper value is significantly higher than the 3.5 8C estimated in the previous IPCC

report (IPCC, 1996), partly because of the reduction in projected sulphate con-

centrations, partly because of the incorporation of feedbacks from the carbon

cycle, improved treatment of greenhouse-gas forcing, including the effects of

methane and tropospheric ozone, the direct use of AOGCM results, and different

assumptions about the rate of change in thermohaline circulation (Wigley and

Raper, 2001). The implied rate of warming is between two and ten times that

recorded during the twentieth century (Pittock, 2002). Further projections follow,

notably for sea-level, annual run-off, hence potential water availability, the

likely future amplitude and frequency of extreme events, and the probable

regional implications of the spatial patterns of change.

Of all the climate properties available for study, global mean temperature is

the one most frequently quoted. It is also the onemost extensively and rigorously

quantified for the past, hence the one for which past values most effectively

constrain future projections. For this reason alone, the recent IPCC TAR and

subsequent global mean temperature projections call for detailed examination.

Each IPCC report sets a new and higher standard for estimating future global

warming, but it is inevitable that many questions arise that merit further

consideration. For example:

* Do the IPCC estimates encompass the full range of uncertainty?

* If we accept any given scenario as a starting point without an attached probability,

how close can we get to attaching probability distributions to the temperature

implications of that scenario?

* How robust are the climate sensitivities to greenhouse-gas forcing used by the IPCC?

* Is it possible to incorporate a wider range of forcings and feedbacks into the

projections?

* Are the interactions and feedbacks between the climate system and biogeochemical

changes fully considered and, if not, what difference might they make?

Some of these issues are considered briefly below.

One source of uncertainty arises from the failure of the IPCC TAR to include

explicitly a full representation of the likely effects of land-cover change. The

only feedback considered is the overall negative effect of albedo changes,

estimated to have been between 0 and� 0.4Wm� 2 since AD 1750. Pielke

(2002) claims that the range of forcings that should have been considered

includes reflectivity, evapotranspiration and hydrology. MacCracken (2002),

however, argues that the increasing tendency for the most advanced models to

include at least some of these processes as feedbacks may make Pielke’s claim

less valid. He further points out that the overall range of climate sensitivity

to CO2 even in earlier reports (1.5 to 4.5 8C for a doubling of atmospheric
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concentrations) is consistent with historical and palaeoclimatic evidence. This,

he claims, suggests that the net forcing was not so far out even if all the

contributory processes had not been explicitly included. The role of land-cover

change as a driver of climate change past and present remains a controversial

issue. Bergengren et al. (2001), by means of equilibrium vegetation models

coupled interactively with a GCM, suggest that land-cover change would play an

important role under conditions of doubled CO2, with strong positive feedbacks

especially where poleward migrating forests replace tundra. The resulting

changes in albedo have consequences similar those described in Section 7.3 as

the ‘biome paradox’. Renssen et al. (2003) model the opposite effect by assuming

global deforestation. In their 1750-year-long simulation the resulting increase in

albedo leads to an expansion of sea-ice and eventually a strong non-linear ocean

response, including weakening of thermohaline circulation and of northward

heat transport in the Atlantic. Both studies suggest that extensive land-cover

changes could have important impacts on the Earth system.

Historical data on global-temperature change play a key role in the IPCC

process (see Chapter 12). In the IPCC TAR, models are included in the set used

only if they adequately replicate the temporal pattern of changing temperatures

during the twentieth century (see 12.6.1). The record of past temperature

changes has also been used independently to calculate probability distributions

of future global temperatures under given emission scenarios (Stott and

Kettleborough, 2002). In their analysis they use the UK Hadley Centre model,

HadCM3. The four SRES scenarios they use are A1F1, A2, B1 and B2. These

together span pretty well the full range of emission sequences considered by the

IPCC. Stott and Kettleborough carry out alternative ensembles of simulations,

some with the full range of forcings included in the model and some with only

well-mixed greenhouse gases. They also constrain the models by ensuring that

they replicate the range of natural variability recorded over the last 140 years.

One outcome of their analysis is the suggestion that up until 2030, global

temperature is relatively insensitive to which of the SRES scenarios is chosen

and the predicted increase lies between 0.9 and 1.9 8C. By the end of the century,
the different scenarios lead to strongly divergent results, with, at the two

extremes, A1F1 generating an increase of between 3.6 and 7.5 8C and B1,

between 1.9 and 4.0 8C. They then ascribe probability density functions to the

values for each projection (Figure 13.5). They make the general point that until

c. 2040 uncertainties are dominated by uncertainties in climate response, not

by differences in emission scenarios. This is partly the effect of increases in

atmospheric CO2 that have already taken place, but also partly because there is

an element of self-cancelling between the differences in greenhouse-gas

and aerosol emissions in each emission scenario. It is worth noting that the

increase in global mean temperature of between 3.6 and 7.5 8C associated with

the fossil-fuel-rich scenario was generated by one of the most sophisticated

models available in terms of the range of forcings and feedbacks included.
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Wigley and Raper (2001) adopt a somewhat different approach to estimating

probabilities. They begin by identifying the main sources of uncertainty, including

the full range of SRES emission scenarios. They then represent each of these as

probability density functions (PDFs) from which they select values to drive a

climate model. Finally, the range of climate-model results is expressed as output

PDFs. For this procedure to work realistically, it is necessary to select realistic

values for the PDFs of many uncertain factors that have a bearing on future

warming. The results of their analysis are shown in Figure 13.6. Like both the

IPCC TAR (2001) and Stott and Kettleborough (2002), Wigley and Raper

suggest that the calculations lead to only a very narrow band of uncertainty for

global mean temperature by 2030. Their 90% probability range for the increase

from 2000 to 2030 is between 0.5 and 1.2 8C, at the low end of the range indicated

by previous authors. The spread of the 90% probability range for 2100 is

between 1.7 and 4.9 8C. Both values lie within the IPCC TAR range, but their

probability distribution suggests that both the highest and lowest IPCC TAR

values are unlikely. Even so, their median warming rate from 1990 to 2100 is

0.28 8C per decade, around five times the rate over the past 100 years.

A third approach is that of Knutti et al. (2002, 2003). In both papers they use

a model of reduced complexity (see 2.3) to provide independent constraints

on radiative forcing and ultimately, future global mean temperatures. The

first paper concentrates on estimating climate sensitivity to radiative forcing.

The simulations from which the range of acceptable values are derived are

constrained by the requirement that they match observed recent changes in

surface warming and ocean heat uptake. Probabilities are then attached to

the values obtained for total radiative forcing and indirect aerosol forcing.
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Using two contrasting scenarios from the SRES set (B1 and A2), they then derive

probabilistic warming projections. The results suggest that there is a much

stronger probability of temperatures exceeding the IPCC range (40%) for

the two scenarios modelled, than for them falling below the IPCC range (5%).

The issue of climate sensitivity to radiative forcing remains a key source of

uncertainty, partly because it depends on the balance between positive ‘green-

house’ forcing and likely negative aerosol forcing. Since they are mutually

compensating, persisting uncertainties about the latter leave open the possibility

of a wider range of values for the former. Uncertainties about sensitivity appear

to have relatively little effect on projections for the first few decades, but become

increasingly important towards the end of the century.

In the second paper, Knutti et al. (2003) use the same constraints on their

model but greatly enhance the efficiency of their model ensembles by using

neural networks. This approach allows for more comprehensive treatment of

climate sensitivity, of each of the sources of uncertainty and of ocean and

terrestrial-biosphere feedbacks through changes in the carbon cycle. It also

significantly increases the rigour with which statistical analysis can be applied

to the modelling results. First, the model is once more constrained by observa-

tional data on recent atmospheric and ocean warming. The calculations used
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to convert emissions to atmospheric concentrations include feedbacks from the

carbon cycle in the form of reductions in ocean uptake as warmer conditions

decrease CO2 solubility, and reduced uptake by the terrestrial biosphere as a

result of increased soil respiration and forest die-back. Albedo changes due to

land-cover change and the effects of dust are not considered. Probability density

functions are calculated for all ensembles that are consistent with recent obser-

vations and the ensemble size is increased until the PDF is stationary. As in the

earlier paper, Knutti et al. (2003) use SRES scenarios A2 and B1 as the basis for

translating their model output into future global mean temperature estimates to

which PDFs are attached (Figure 13.7). As with the previously summarised

projections, the differences generated by the two contrasting emission scenarios

are negligible for the first 20–30 years, but begin to diverge significantly there-

after. Overall, the values suggested for the increase in temperature by 2100 are

higher than those given in the IPCC TAR. The best-guess values are greater by

20 to 30%, the upper limits of the uncertainty range, by 50 to 70%. The higher

values cannot be excluded, largely because higher climate sensitivities remain

a possibility for as long as aerosol forcing is poorly constrained by the observa-

tional data.

Haung (2004) offers a quite different approach to constraining future anthro-

pogenically driven global warming. First, he merges data from both a surface-

observation series and those from borehole temperatures. He claims that this

greatly improves the match between reconstructed temperatures and the history

of radiative forcing by greenhouse gases, anthropogenic aerosols, volcanism and

solar variability. From the merged data, validated in this way, he estimates that

the transient response of global temperatures to forcing is 0.4–0.7 8C per Wm� 2 .

From this it is possible to estimate the global temperature increase associated with

the forcing implied by each of the IPCC scenarios. For an IPCC TAR mid-range

increase in radiative forcing of 2.5Wm� 2 up to 2050, this suggests an increase in

temperature of 1.0 to 1.8 8C by the middle of the century – a range broadly

consistent with that proposed by the IPCC TAR.

For the present, the conclusions to be drawn from the IPCC TAR and

subsequent studies rest on quite a strong measure of agreement regarding a

likely increase of around 1 8C in global mean temperatures over the next 30

years or so, irrespective of the emission scenario used. Thereafter, different

scenarios and different sensitivities give rise to significant divergences. Several

post-IPCC TAR analyses tend to indicate that the IPCC estimates are more likely

to be low than high for any given scenario. Although global mean temperature

per se is not the main cause of concern in future climate change, it comes closest

to being testable against past evidence. The projections made by models

generating simulations that are consistent with this evidence therefore become,

in most cases, the ones used as a basis for projecting other facets of future

climate change and their likely effects.
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13.2 Future global mean sea-level

Although the precise links between global mean temperature and sea-level

during the late Holocene are still open to a good deal of uncertainty, none of

the evidence available seriously counters the view that warmer temperatures in

the future will be associated with higher sea-levels. All the factors considered in

the discussion of recent sea-level changes in Section 12.4 are considered in the

IPCC estimates in addition to possible changes in ground-water storage (Church

and Gregory, 2001). The projected rise by 2100 is estimated to be between 0.09
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and 0.88m for the full range of scenarios, with a mean value of 0.48m. For each

projected increase, about half is ascribed to the effect of thermal expansion,

a process that will continue for several hundred years irrespective of the trend in

future greenhouse-gas emissions, because of the slow mixing of heat in the

ocean s. As can be seen from Figure 13. 8a the wide spread of possi ble valu es for

each emission scenario greatly exceeds the difference between their mean

values. This reflects the fact that there are large uncertainties additional to

those arising from the temperature projections alone, notably uncertainties
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concerning the response of major glaciers and polar ice caps. Knutti et al. (2003)

also calculated the projected sea-level rise by applying their simulations to

SRES scenarios B1 and A2. Their median values of 0.48m and 0.62m respec-

tively are significantly higher than those projected by the IPCC TAR (Figure

13.8 b). Not all authorities agre e. Mö rner ( 2004 ), for exampl e, takes a strongl y

opposed minority view. His analysis focuses mainly on observational records

over the last 100 years and stresses the claim that between 1930 and 1950 mean

sea-level fell. He also claims that the rate of sea-level rise in the late twentieth

century failed to increase (but see 12.4.1). His projections for 2100 give values

ofþ10� 10 cm, orþ5� 15 cm.

13.3 The longer term – are there ‘surprises’ round the corner?

All the above projections strongly suggest that the trends in global mean

temperature and sea-level from around the middle of the twenty-first century

onwards will depend in part on the emission storyline actually followed. Looking

further ahead, this becomes even more true, although few fully articulated

projections have been presented. Even if an optimistic view is taken and CO2

emissions are projected as declining at some point within the next 100 years, the

projections presented in generic form in the IPCC TAR show that atmospheric

concentrations will continue to rise and remain stable probably for centuries.

All the models referred to above would translate this into a temperature increase

continuing for several centuries before stabilising at a higher level. Sea-level

would continue to rise for several millennia due both to ice melt and steric

effects (Figure 13.9). In this formulation, the absolute values for sea-level and

temperature depend largely on the level at which emissions peak. For any given

long-term scenario, the uncertainties in temperature and sea-level projections

widen even beyond the limits attached to the 2100 projections.

One of the frequently cited potential ‘surprises’ is a partial or even complete

shutdown of the meridional overturning circulation in the Atlantic, as a
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consequence of increased freshening of the North Atlantic and inhibition of

North Atlantic deep water (NADW) formation (Manabe and Stouffer, 1995,

2000; Stocker and Schmittner, 1997; Rahmstorf and Ganapolski, 1999).

Although the degree of freshening at the present day is still probably an order

of magnitude less than that required for a complete shutdown, the continuation

of current trends could eventually lead to the transgression of some critical, but

as yet poorly quantified threshold. Vellinga and Wood (2002) use the HadCM3

model to estimate some of the likely consequences of such a shutdown. In their

simulation using instantaneous freshening, overturning circulation collapses in

ten years. This leads to a reduction in annual mean temperatures of 1–3 8C over

Europe within a matter of 20–30 years. The simulated 3 8C cooling over Britain

could bring mean annual temperatures closer to those characteristic of the

Younger Dryas than to those prevailing during the coldest decade of the Little

Ice Age.

The probability of a cessation in NADW formation and consequent complete

shutdown in thermohaline circulation during this century is now deemed low by

most authorities (see summary in Knutti et al., 2003), but there are wide

variations in the projected percentage reduction in Atlantic meridional over-

turning circulation (MOC) for any time in the future. Variations arise from the

difficulty in simulating many of the factors upon which its stability depends.

These include the response of the hydrological cycle to increased global

temperatures, especially in the high-latitude regions surrounding the North

Atlantic and draining into the Arctic ocean. Ocean-mixing processes have also

proved difficult to parameterise, as has the initial strength of the MOC. All these

generate uncertainties additional to those intrinsic to the global-temperature

projections themselves. There is also the possibility that the MOC might

be stabilised by increased wind-driven evaporation leading to increased surface

salinity (Delworth and Dixon, 2000), as well as by changes in El Niño southern

oscillation (ENSO) (Latif et al., 2000; Schmittner et al., 2000). Knutti et al.

(2003) present an analysis based on their neural-network study applied

to emission scenario B1, the more optimistic of the two they consider. In

their analysis the projected strength of Atlantic overturning relative to the pre-

industrial state shows a wide range of possible values, with the 5 to 95%

probability range for 2100 lying between 15 and 85% of its current strength.

At the very least, their results provide no grounds for complacency. Nor do those

of Schaeffer et al. (2002). They use a model in which a rather advanced ocean

component is linked to an ‘intermediate-complexity’ atmosphere. The IPCC

SRES scenarios A1B, B1 and a modification of the latter were quantified in

terms of atmospheric CO2 concentrations using the IMAGE model (IMAGE-

team, 2001). The resulting CO2-equivalent concentrations ranged from 580

to 1050 ppmv for 2100. For the A1B scenario, all the simulations generate a

sharp transition, at some time between 2040 and 2080, to conditions in which

a collapse of convection occurs in the ocean around Spitzbergen. The resulting
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feedbacks are quite complex. The export of NADW is reduced, but only by some

12%. Reductions in surface-air temperature also occur, especially in Greenland

and Scandinavia. In all the simulations generated by the scenario with the lowest

increase in CO2-equivalent concentrations, (which depends on urgent and

successful mitigation), no transition occurs, whilst in the intermediate case

(B1), only a third of the simulations carried out generated a transition before

2100 and the changes are more gradual. The timing of transitions within each

ensemble of simulations is strongly dependent on small perturbations of the kind

resulting from natural variability. There are several important conclusions. Even

with a transition to a muchmore spatially confined collapse of ocean convection,

rather than a complete shutdown in NADW formation, there are likely to be

significant consequences for surface temperatures at a regional scale. The like-

lihood of such a transition is strongly scenario dependent, with only the most

mitigation-oriented scenario avoiding all indications of collapse before 2100.

The strong sensitivity to small perturbations as the transition threshold is

approached makes it all the more important to understand the likely future

interactions between warming trends and natural variability. It also seriously

limits predictability. One response to this problem is to identify diagnostic

properties, changes in which can be detected readily during routine monitoring.

Vellinga and Wood (2004) propose up to 15 observations that, on the basis of

their simulations using the HadCM3 model, are likely, when used together, to

lead to improved detection of changes in MOC. If simulations using other

AOGCMs reinforce these conclusions, the probability of early detection may

be significantly improved.

A second major ‘surprise’ anticipated by some authorities is the rapid collapse

of the west Greenland ice sheet. Recent evidence for marginal instability over the

last decade has been noted in Section 12.3.4. Oppenheimer’s (1998) analysis of

the likelihood of a collapse leading to rapid sea-level rise tends to downplays the

probability of such an event within the present century. Rather, he favours a

scenario in which collapse takes place gradually over 500 to 700 years, with

basal melting and thinning of ice streams contributing 60 to 120 cm to sea-level

rise towards the end of the time. More catastrophic scenarios leading to rapid

collapse on shorter timescales are mapped out as possibilities and not entirely

precluded. Should the maximum volume of ice loss envisaged by Oppenheimer

eventually occur, the resulting sea-level rise would be of the order of 4–6m. In a

more recent analysis, Oppenheimer and Alley (2004) point out that one of the

main processes that could lead to rapid melt – marginal ice-stream dynamics –

has never been accurately modelled. If the recent, rapid disintegration of the

Larsen ice sheet proved to be the precursor of widespread disintegration, there

would be serious consequences for global sea-level. The authors estimate that

a doubling in atmospheric CO2 concentrations might be sufficient to produce

the rise in temperature required to increase the risk of widespread melting

and potential instability beyond acceptable levels. In addition, warming of
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circum-polar water could lead to thinning and ice-shelf loss with a smaller

increase in air temperatures. There are indications that this is already occurring

and leading to loss of grounded ice. Their conclusions include a note of warning

as well as a call to quantify better the various lines of inference used in their

evaluation.

Fear of catastrophic rise in sea-level has focused attention on Antarctica, but

Schiermeier (2004c) and Gregory et al. (2004) summarise evidence suggesting

that melting of the Greenland ice cap is also likely to contribute to rising sea-

level in the future by up to 7m over the next 1000 years. Such a scenario would

depend mainly on the degree of warming in summer, since this largely deter-

mines the extent to which enhanced snowfall is exceeded by melting. In the

projections by Gregory et al., using a range of AOGCMs, melting exceeds

snowfall once annual average warming exceeds 2.7 8C. In almost 70% of the

combinations of AOGCM simulations and emission scenarios this figure is

exceeded. Although the most extreme outcomes may be unlikely, even the

simulations based on rather conservative projections imply a slow but highly

significant long-term rise in sea-level in the absence of any substantial reduction

in emissions.

13.4 Concluding comments and questions arising

From the present chapter we can draw some tentative conclusions about the

likely future behaviour of global mean temperature, sea-level, large-scale ocean

circulation and the least stable parts of the Antarctic and Greenland ice sheets.

Pending a review of the most sceptical views (16.2), we may conclude that:

* Although the IPCC TAR and subsequent studies all make projections tied to the SRES

emissions scenarios, the way in which these scenarios are treated in post-IPCC

modelling exercises introduces a strong element of independent evaluation.

* Over the next 30 years or so global mean temperature is likely to rise by around 1 8C.

This appears to be a robust conclusion irrespective of the kind of climate/Earth-system

model used and also to be rather insensitive to the trajectory actually taken by

emissions of greenhouse gases and sulphate aerosols.

* In the analyses reviewed here, there is no strong disagreement with the IPCC TAR

projections that by the end of the century, global mean temperature will probably have

risen by between about 1.4 and 5.8 8C.
* Such divergences with the IPCC TAR as have been revealed by the subsequent studies

reported here mostly favour the view that for any given emission scenario, the IPCC

TAR projections are more likely to be low than high, though generally the most

extreme values are given a rather low probability.

* The rate of global mean temperature rise during the present century is therefore likely

to be between two and ten times that which occurred during the twentieth century and

probably at least five times.
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* Although there are many areas of uncertainty, narrowing the range of temperature

projections beyond c. 2030 will depend above all on narrowing the range of emission

scenarios and refining estimates of the sensitivity of the climate system.

* The course of emissions during this century will have a major effect on the evolution

of global mean temperatures in the centuries beyond 2100.

* Although it is acknowledged that future sea-level rise is already ‘built in’ by virtue

of the slow rate of thermal mixing in the oceans, estimates of the rate of rise are still

subject to major uncertainties additional to those linked to temperature projections.

* At least one post-IPCC TAR projection of sea-level rise suggests that the IPCC TAR

range (0.09 and 0.88m for the full range of scenarios, with a median value of 0.48m)

may be on the low side.

* The likelihood of either a shutdown of the thermohaline circulation or a collapse of the

west Antarctic ice sheet during the present century is probably low, but neither

possibility can be precluded, especially during subsequent centuries, if there is no early

curb to the increase in greenhouse-gas emissions.

* Opinions differ as to the wisdom of attaching probabilities to emission scenarios,

though there is a growing tendency to attach probability density functions to the

projections of global mean temperature and sea-level that each scenario generates.

These are important conclusions regarding the future functioning of the Earth

system, but what do they tell us about the likely consequences for human

populations? How will these projected changes interact with the myriad other

effects human activities are having in almost every corner of the planet?

To explore these questions, we have to look beyond global mean temperature

and sea-level. The former is of much less significance for human populations

than are major changes in hydrological regimes at regional scales. The latter, for

any given stretch of coast, needs to be translated into local impacts that reflect

many factors other than global mean levels. Having established some tentative

conclusions that lie at the heart of much of the global-change debate, we are

still far from answering many of the key questions from the standpoint of

ecosystem functioning, environmental sustainability and human vulnerability.
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Chapter 14

From the global to the specific

14.1 Introduction

Global mean temperatures, whether for times in the past or the future, have

become a touchstone for ‘global change’. As the previous chapter has shown, the

fact that they have been reconstructed for the past and modelled in a reasonably

well-constrained, probabilistic way for the future gives them special value. As

with temperature, so with sea-level; the global picture makes a realistic point of

departure for further analyses. Once we move beyond global temperature and

sea-level and seek either spatially to disaggregate global values or consider

aspects of climate other than temperature, everything becomes much more

complicated and even more uncertain.

This chapter looks at the ways in which future projections of climate change

may be resolved zonally and regionally, paying particular attention to the likely

implications of future climate change for the hydrological cycle. Ideally, down-

scaling future climate scenarios to the regional level should involve a logical

sequence of inferences that include the testing and calibration of regional models

against the instrumental record from the recent past at the very least. Model

projections might then be developed for any chosen emission scenario, with

attached probabilities, for target times and places. These steps would pave the

way for a closer look at the future interactions between climate and the full range

of human activities. They are, however, far from simple and they continue to

provide formidable challenges in an area where, despite impressive progress,

there is still a very long way to go.

Approaches to developing regional projections of future climate have been

quite diverse (Gyalistras et al., 1998) The purely empirical/historical approach

builds on the possibility that the record from the past, both instrumental and

proxy-based, may contain analogues for future conditions. Bauer et al. (2003)

examine this possibility in relation to the future climate and vegetation of the

Sahara where the early-Holocene period of greater moisture availability, extensive

lakes and abunda nt vegetat ion (see 7.4 ) has been regarded by some as a possi ble

analogue for conditions under future global warming. Their Earth-system models

of intermediate complexity (EMIC) simulations for the early–mid Holocene
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(Figure 2.3) and for the future, under a range of atmospheric CO2 concentra-

tions show that the past is likely to be a poor analogue because the global pattern

of climate change is quite different, as are the combinations of forcings and

feedbacks involved at regional level. Spatial analogues have also been used on

the assumption that the climate of another region may be used as a template for

the future climate in the region of interest. These types of analogue approach

have been used with varying degrees of sophistication and, in some cases,

combined with modelling in an effort to improve the process of downscaling

to regional level for example. Increasingly, the modelling approach, constrained

by recent climate observations, has come to dominate the field. Gyalistras et al.

(1998) compare the projections generated for the region of the Alps using a wide

range of approaches, but with no firm conclusions as to the relative merits of

each. In the present account, the focus is on modelling approaches and mainly

on the most recent examples, since the field is developing so rapidly, as

computing power increases, global climate models become more comprehensive

and detailed, and the need to develop regional scenarios becomes ever more

urgent.

We begin by looking at the results of some of the most recent attempts to test

simulations of rainfall and evaporation and to develop future scenarios for major

climate regimes like the southeast Asian monsoon and for regional climates

elsewhere.

14.2 Future precipitation, evaporation and runoff

The IPCC TAR envisages a modest increase in global mean precipitation and

evaporation during the present century, but with strong regional differences. The

projected overall increase is in line with the sequence of processes outlined in

Figure 14.1. This does not imply that precipitation can be modelled with any

high degree of reliability. Climate models still fail to reproduce the present-day

diurnal distribution of rainfall. Allen and Ingram (2002) show that even at the

level of mean annual precipitation over land on a global basis, without any

differentiation into regions or seasons, models provide only a rough approximation

of the observed variability over the last 55 years (Figure 14.2 ). They point out

that the changes in precipitation over this period do not follow the temperature

trend but are more closely linked to natural variability than to greenhouse-gas

forcing. They infer that, Figure 14.1 notwithstanding, the anthropogenic influence

on precipitation is still relatively weak (or at least difficult to detect at a global

level). One of their most important conclusions is that uncertainty ranges derived

from inter-model comparisons as applied to future precipitation projections

are likely seriously to underestimate true uncertainty. This cautious view is

reinforced by Lambert et al. (2004) who conclude from their detection and

attribution study that ‘Predictions of twenty-first-century hydrology based on

sensitivity to twentieth-century temperature changes are likely to be inaccurate’.
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Despite differences between the results generated by the various models used

in projections of future precipitation, there are significant areas of agreement,

especially on a simple zonal basis, with areas of currently high precipitation

expected to experience increases and areas of high evaporation (for example

continental interiors) decreases. Precipitation is expected to increase in northern

mid- to high-latitudes, as well as in Antarctica, during winter months.

The pattern in lower latitudes is spatially somewhat less coherent. By using

climate-model projections as input to a hydrological model, the IPCC TAR

presents a partial picture of the balance between precipitation and evaporation

as expressed through runoff. Among the more robust results of this exercise,

based on two versions of the UK Hadley Centre atmosphere–ocean global

climate model (AOGCM), are projected increases in runoff in high latitudes
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and southeast Asia, alongside decreases in central Asia, around the

Mediterranean, southern Africa and Australia. The results for other parts of the

world are much more scenario- and model-dependent.

The above indications are, in so far as they may be reliable, much more

significant for human populations than are estimates of global mean temperature.

We therefore need to explore their reliability in light of the most recent compar-

isons between model output and climate observations. Harvey (2003) compares

the output from eight AOGCMs, with observed precipitation for the period

1979–99, compiled from rain-gauge measurements, satellite data and NCAR-

NCEP reanalysis. All but two of the models have flux adjustments and they vary

by a factor of four in overall spatial resolution. The models vary greatly in the

skill with which they reproduce the observation-based precipitation climatology,

especially in the tropical and southern Pacific. Three out of eight fail to simulate

the precipitation maximum associated with the ICTZ (inter-tropical convergence

zone) and four represent poorly the major band of precipitation associated with

convergence in the southern Pacific region. Only three models do well in

simulating both these areas of heavy precipitation. The non-flux-adjusted models

generate two zones of ICTZ-linked precipitation maxima rather than one.

In other respects, the models simulate precipitation correctly if often crudely.

The pattern correlations (R2) between each model and the observed values range

from 0.56 to 0.85 for annual, 0.56 to 0.82 for December/January/February and

0.49 to 0.75 for June/Jul y/Augus t prec ipitation. Figur e 14.3 a compares the

variations of mean daily precipitation with latitude for each model against the

maximum and minimum observed mean daily values for the period.
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A more sophisticated basis for comparison uses empirical orthogonal func-

tions (EOFs) (a modified form of principle-component analysis applicable to

spatio-temporal variability) as a basis for evaluating the differences between

models and the observations. Taking both the annual and seasonal results as a
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whole, correlations (R2) betweenmodels and observations for EOF1 (linked to El

Niño southern Oscillation, ENSO) range from 0.012 to 0.61. Figure 14.3b

expresses this scatter of model simulations relative to observations as zonally

averaged values. Overall, the results are mixed and the author concludes that

much needs to be done to improve model climatology. It is important to measure

the relative success of the model against the kind of key issue that future

projections of precipitation need to be able to project realistically. The future

of the Amazon rainforest is of vital importance frommany perspectives, including

biodiversity, feedbacks into carbon cycle and regional if not global climatology.

Harvey points out that whereas in the simulations using the flux-adjusted

HadCM2model, the rainforest survives to 2100, albeit with reduced productivity,

with the non-flux-adjusted HadCM3 model it is replaced by semi-desert.

14.3 Modelling monsoons and ENSO

One of the key issues for the future is the likely behaviour of the monsoon systems

that are responsible for delivering water to a large proportion of the human popula-

tion. Walliser et al. (2003) present the results of a monsoon global climate model

(GCM) intercomparison project involving ten groups, each of which carried out a

set of ten ensemble simulations for the two-year period from 1 September 1996,

using identical prescribed sea-surface temperatures (SSTs) but different initial

conditions. The study focuses on within-season rainfall variability and the skill

with which the models are able to simulate spatial and temporal changes during a

monsoon season. A major goal of the study was to assess the degree to which the

spatial propagation of the monsoon system through the season, and associated

precipitation patterns, may be predictable using state of the art models. The authors

conclude that ‘of the ten models, only a few exhibit a somewhat realistic north-

eastward propagating character’ and that ‘none of the models demonstrate a great

amount of fidelity in simulating all or most of the details of the spatio-temporal

patternwell’. Teleconnections beyond the regionsmost affected by themonsoon are

poorly represented, as indeed is mean annual rainfall in the equatorial IndianOcean.

Clearly, current models fail to capture adequately the complex processes driving

major systems like the southeast Asianmonsoon even over a short period within the

span of instrumental observations.Whenwe consider the greater range of variability

such systems have exhibited on century to millennial timescales, the problem

becomes compounded. Nevertheless, there may be some rather robust, albeit rather

generalised and qualitative conclusions to be drawn from future projections of south

Asian monsoon behaviour. In the ensemble simulations with two and four times the

current CO2 atmospheric concentrations carried out byMeehl and Arblaster (2003),

using a coupled model run with a range of SST values, meanmonsoon precipitation

is increased. This is due largely to warmer Indian Ocean SSTs providing an

enhanced moisture source. Inter-annual variability in precipitation also increases

at higher CO2 levels, mainly as a result of warmer Pacific Ocean SSTs giving rise to
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greater variability in evaporation. In conclusion, although such broad scale projec-

tions may be possible with reasonable confidence, current models are still a long

way from being able to translate these into credible projections for particular regions

in terms of timing, quantities and inter-annual variability.

Maynard et al. (2002) in their study of the west African summer monsoon use

a coupled ocean/sea-ice/land-surface/atmosphere model, which is generally

quite well constrained by comparison with reanalysis data over a 30-year control

period (Figure 14.4). Their future scenario is for 2070–2100 and is based on
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SRES B2 with a storyline intermediate in terms of emissions, and regionally

diverse in terms of demographic and technological change. Several of their

future projections echo those proposed in earlier studies – greater warming

over land than over the sea, an enhanced hydrological cycle, higher monsoon

precipitation over west Africa and a poleward shift in the monsoon regime.

As the authors point out, however, the results are ‘not sufficient to assess the

regional impacts of global warming’. As in the previous cases, the simulations

fail to resolve changes at regional level, partly because the spatial resolution of

the model used is too coarse to allow inclusion of geographical variations in

land-surface feedbacks. Moreover, although the authors state that the increase

in atmospheric-water content exceeds inter-annual variability in rainy-season

precipitation, their timeframe for such a claim, as in all the cases considered in

this chapter, may be far too short to encompass the full range of variability

experienced during the late Holocene.

Timmerman et al. (1999), using a GCM that simulates ENSO-like variability

reasonably well, claim that the warmer climate simulated for future decades may

lead to more persistent El Niño-like conditions, with increased inter-annual

variability and the likelihood of increased drought incidence. This view is

reinforced by Boer et al. (2004), on the basis of both model simulations and

comparisons between ENSO in recent times and at the LGM. The analysis by

Boer et al., however, neglects all the evidence for El Niño events during the first

half of the Holocene (Moy et al., 2002; Gagan et al., 2004; McGregor and

Gagan, 2004), as well as the indications of volcanic forcing noted by Adams

et al. (2003). These considerations, along with the inferred non-linearity of the

atmospheric responses to SST variability during the Holocene (McGregor and

Gagan, 2004) add to the challenge of linking probabilities to projections for the

vast area in which climate is partly controlled by ENSO variability.

14.4 Circum-Arctic climates

One of the most likely outcomes of any future climate change is strong warming

over the northern polar regions. Models differ, however, in the projected strength

of any future ‘polar amplification’ and its regional expression. As we have seen

in Sections 12.3.1 and 12.5, there is already strong evidence for widespread

changes in sea-ice and in arctic ecosystems, supporting the view that responses

to warming are already under way. Less sure is the extent to which these changes

reflect the effects of anthropogenic greenhouse gases or changes in the phase

of the closely linked North Atlantic and Arctic oscillations (NAO and AO,

respectively) described in Section 7.7. Dorn et al. (2003) explore this question

using a downscaled regional climate model linked to an AOGCM for both

control and future simulations. The control simulations are broadly comparable

to the observed record for both the NAO and AO, so some confidence may be

attached to the regionalised scenarios they generate.
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For future projections Dorn et al. use the HadCM2 and ECHAM4 models

and they present the simulated future climates up to 2050, then select, for

downscaling to regional level, time intervals in which the effects of elevated

CO2 coincide with extreme opposite phases of the modes of variability. They

simulate temperature, precipitation and sea-level pressure at regional scale for

what are hypothetical future climates in which either high or low NAO/AO

indices coincide with the effects of elevated CO2. Among the several points they

make based on the results of their simulations is the suggestion that for some

circum-Arctic regions the amplitude of NAO/AO variability during the first half

of the present century may be at least comparable to, and perhaps exceed, the

effects of any ‘greenhouse warming’. They find no evidence for an increasing

trend in the NAO index, but their simulations show that the results are highly

model dependent as well as very sensitive to the initial conditions used in the

simulation. This latter point suggests that the modes of variability may respond

non-linearly to small variations in the mean climate. In some regions the

simulated changes exceed any possible linear response to global atmospheric

composition. None of these suggestions constitutes a prediction about the future

climate of any circum-polar region. They are credible simulations for particular

combinations of atmospheric composition and variability index. Nevertheless,

they provide interesting indications of the possible future interaction between

global mean temperature trends and one of the dominant modes of climate

variability.

14.5 High-resolution simulations

Moving from global to regional values for future climate projections calls for

higher spatial (horizontal) resolution, either through decreasing the grid-cell size

of the global model or downscaling the results for a nested set of grid cells. Duffy

et al. (2003) use an AGCM, the Canadian Climate Center Model CCM3, at a

range of spatial resolutions to explore the extent to which higher spatial resolution

leads to improved simulations at regional level. Increasing resolution carries

with it the need to adjust parameters for a wide range of sub-grid-scale processes,

such as convection, cloudiness or precipitation. This and other limitations mean

that higher resolution does not necessarily lead to enhanced performance. Their

simulations, using forcings and boundary conditions designed to allow comparison

with the annual climate of the year 1998, clearly show that increasing spatial

resolution coupled with retuning improves the degree to which simulations

capture almost all the features of observed regional climate, including precipi-

tation. On the scale of the USA, the spatial pattern and the intensity of extreme

events are more realistic in the high-resolution simulations. Simulations of

tropical variability are much less successful at all scales of resolution. The

final conclusion is that the results obtained may be strongly model dependent,

implying that the effects of changing resolution may vary from model to model.
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In a follow-up paper, Govindaswamy et al. (2003) proceed to apply CCM3

model simulations at different resolutions to the future climate at 2100. Only a

single model is used and SSTs are prescribed. The exercise is designed to

explore differences between simulations at different resolutions rather than

to provide future projections, the specific characteristics of which have been

tested for their likely reliability. The conclusions are thus limited and include

the demonstration that higher-resolution simulations make little difference to

the representation of large-scale patterns and climate sensitivity, but capture

regional, orographic effects more effectively. One of the most intransigent

problems in regional dowscaling arises from the fact that any biases in the global

model are inherited through the nesting process by which the regional model is

developed.

Raisanen et al. (2003) come closer to providing probabilistic, regional projec-

tions in that their study uses two contrasted emission scenarios (A2 and B2) and

a regional climate model (RCM, with a grid scale of 49 km) developed by the

Rossby Centre in Sweden and driven by two global models, HadAM3H and

ECHAM4/OPYC3. The control runs span 30 years (1961–1990), as do the

projected scenario runs (2071–2100). Their research strategy therefore generates

four scenarios of possible future regional climate. These lie within the mid-range

of the total range projected by the IPCC TAR (Cubasch et al., 2001), with

the two global driving models used giving a temperature increase between

the control and the future-scenario time windows of 3.2–3.4 8C for A2, and

2.3–2.6 8C for B2.

In the control runs, both models simulate mean surface air temperature rather

well for 1961–1990, but with a warm bias averaging c. 1 8C that is strongest in

the summer simulations for southeastern Europe, and for winter simulations

in northern Scandinavia. Cloudiness and precipitation are less well simulated,

with an underestimate of summer precipitation in southern Europe. There is also

a tendency for the models to generate unrealistically high levels of cloudiness in

northern Europe and the converse in the south. The diurnal temperature range

in northern Europe is underestimated and extreme rainfall events and wind

speeds are not well simulated, perhaps because the grid scale is till too coarse

at 49 km2. Despite some limitations of the control simulations, they provide one

of the best bases available so far for exploring the effects of different emission

scenarios, and alternative models. They constitute an important, albeit still

tentative step towards developing future climate scenarios for Europe at a

regional scale. In their simulations, precipitation generally increases in northern

Europe, especially in winter, but decreases in central and southern Europe in

summer, though the quantities and spatial patterns involved are strongly model

dependent, partly as a result of model-generated differences in atmospheric

circulation. Projected extreme-temperature values are in proportion to the

mean-temperature increases, except in the case of increased summer maxima

in the south and higher winter minima over much of the rest of continent. In both
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cases, the extremes show greater divergence from the control values than do the

mean annual temperatures. Extreme daily precipitation increases over almost

the whole area, which implies that in the south reduced precipitation is linked to

fewer rainy days rather than reduced rainfall intensity. The results include some

that are robust across both scenarios and both models. In northern Europe,

the strongest warming is in winter or late autumn, but in central and southern

Europe, peak warming occurs in summer, when local increases can range

between 6 8C and 10 8C, depending on the chosen combination of scenario and

model. Recent temperature trends around the Mediterranean may be a first

expression of such a change (Saaroni et al., 2003), as may the extreme summer

temperatures in much of Europe in 2003, if the model-based analysis by Schär

et al. (2004) of their statistical probability under different conditions of forcing is

reliable. This view is further reinforced by Pal et al. (2004), who find that there is

a high degree of consistency between the model-based projections of future

summer atmospheric-circulation and precipitation regimes in Europe, and the

observed changes over the last 25 years, culminating in the summers of 2002 and

2003. On the basis of their analysis, they suggest that the central Mediterranean

and central/western Europe are likely to be especially vulnerable to both summer

droughts and floods in future.

The UKCIP (2002) climate-change scenarios generated for the UK are

broadly comparable to the Raisanen et al. (2003) study in that they use a

downscaling procedure and a regional climate model to generate interpretable

projections at 50 km resolution. They use output from only one global model,

(HadCM3) to drive a high-resolution model (HadAM3H) which in turn provides

the boundary conditions for a regional climate model. The model drives the

simulations with four emission scenarios and is even capable of providing

descriptions of projected future climate at 5 km resolution. This particular

approach to future climate scenarios is considered further in Section 16.6.

Mearns et al. (2003) present a rather less developed set of scenarios for the

southeastern USA, using a model nested in only a single GCM and two times the

current CO2 concentrations. Having demonstrated in their study that the nested

regional model matches observations for the region more effectively than does

the driving GCM, they outline a series of changes under two times the CO2

concentrations that are common to both scales of resolution. These include large

decreases in summer and increases in spring rainfall. Other changes are more

spatially and seasonally differentiated in the scenarios generated by the regional

model as compared with those using the GCM.

Benestad (2003) presents a careful evaluation of model simulations of past

and projected future regional climate change in southwest Scandinavia. He

contrasts the poor performance of single-model derived scenarios with the

much more reliable performance of multi-model ensembles when compared

with temperature data for Oslo from 1890 to 1999. The scenarios are derived

from downscaling seven GCMs. On the basis of the good performance by the
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multi-model ensemble, he concludes that the results ‘suggest that multi-model

ensembles are capable of predicting most of the local climate changes related to

an enhanced greenhouse effect’.

14.6 Floods in the future

By now, the need to develop projections of the changing magnitude and

frequency of climate extremes, in addition to mean values, has been widely

acknowledged. In their consideration of extreme-precipitation events, Allen and

Ingram (2002) suggest that one of the most significant changes is likely to be an

increase in the frequency of the heaviest rainfall events as absolute humidity

increases along with temperatures. Even if such increases were to remain quite

modest, they could nevertheless substantially shorten the return period of

extreme events.

Walsh et al. (2003) have attempted an analysis of this effect for cyclones and

tropical storms over eastern Australia. Using a model with 30 km horizontal

resolution, they first simulate cyclone and storm occurrence for a 30-year period,

beginning in 1967. Although their model tends to overestimate occurrence during

the control period, it provides a reasonable basis for attempting to estimate the

direction and scale of possible future changes. Using a scenario with three times the

current CO2 concentrations the authors find little indication of a significant change

in cyclone occurrence, but a potentially large increase in the incidence of tropical

storms. The projections are very sensitive to the thresholds, criteria and spatial

resolution used and no probabilities are attached to the results. Rather similar

conclusions with regard to future trends in hurricane and storm activity under

global warming are reached for the coastal United States by Bengtsson (2001).

Palmer and Raisanen (2002) and Milly et al. (2002) provide two pioneering

studies that include estimates of statistical probability. Palmer and Raisanen use,

as their starting point, 80-year integrations from a multi-model ensemble of

19 coupled models. Their control-ensemble run is based on constant atmospheric

CO2 concentrations of 330 ppmv; the ‘greenhouse’ projection is driven by

a transient increase of 1% per year. This gives rise to a doubling of atmospheric

CO2 concentrations in 70 years, which is in the mid-range of the IPCC TAR

projections. Probabilities of events of a given magnitude and frequency were

established for the control run and for the years 61–80 of the ‘greenhouse’ run.

The resulting calculations point to a five-fold increase in the probability of

exceptionally wet winters (two standard deviations above the mean) in the UK

over the next 50–100 years. Higher probabilities of similarly exceptional summer-

monsoon precipitation in the catchment basins of the Brahmaputra, Ganges and

Meghna rivers are also envisaged, pointing to a likely increase in the risk

of flooding in Bangladesh.

Milly et al. (2002) couple their climate simulations to a hydrological model

applied to river basins greater than 200 000 km2 in extent, a scale appropriate to
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the resolution of the climate model used. As a first step, they assess the prob-

ability that the observed increase in the frequency of 100-year floods (i.e., those

with a probability of 0.01 in any given year) over the last few decades has been

entirely random. For the world as a whole, they show that the distribution of

events through time has only a 1.3% probability of being random. For extra-

tropical regions, the probability is 3.5%. This they regard as strong evidence for

the increasing incidence of major floods over the last few decades. The authors

then develop future projections based on a 1% increase in atmospheric CO2

concentrations for 140 years, followed by stable concentrations at a level four

times the control values. In all but one of the major river basins considered, the

projections indicate an increased frequency for the ‘100-year’ flood. In half of the

basins, the increase is eight-fold or more, implying a decrease in return period

from 100 years to less than 12.5. The conclusions as regards both the recent trend

and future projections are tentative, especially since the modelled climate lacks

any representation of many of the forcings and feedbacks that are likely to affect

climate. In Clarke’s (2003) view, most future projections of extreme events using

extrapolation from current hydrological regimes become extremely hazardous

when the statistical stationarity of magnitude/frequency relations is called into

question, and once changes in both climate and land use are involved.

The likelihood of a significant increase in flood magnitude or frequency in the

lower valleys of the Brahmaputra, Ganges and Meghna rivers is signalled in both

the above papers. Mirza et al. (2003) give this possibility further consideration. By

linking empirical river discharge and hydrodynamic models to four GCMs, they

seek to characterise likely changes in the peak discharge of the three rivers, in order

to assess the extent to which the projections are model dependent, and to translate

the projected changes into impacts on flood regimes in Bangladesh. They consider

the cases for global mean temperature increases of 2, 4 and 6 8C using each of the

four models. The authors translate these results into changes in inundated area in

several categories based on topography and current inundation characteristics.

They conclude by reinforcing the view that the higher peak discharges projected

for the future may indeed lead to more serious flooding in Bangladesh, with

consequent increased vulnerability for human populations. The possibility that

the situation may be further exacerbated by rising sea-level is not considered.

Taking the above studies as a whole, one thing that emerges is the difference

between developing probabilistic models proposing likely changes relative to a

modelled control period, and generating simulations that may provide absolute

estimates of consequences in terms of flood hazard and human risk. So far,

attaching probabilities to the latter seems to be proving elusive.

14.7 Future droughts

The various sections of text above bring us closer to a consideration of future

climate change in relation to human welfare. This is the main focus of the next
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chapter. This section, by briefly considering water scarcity, begins to build a

bridge towards a more rounded view of the future impacts of all aspects of global

change. It is important to bear in mind distinctions between meteorological

(deficit of precipitation), agricultural (largely soil-moisture deficit) and hydro-

logical (low lake-levels and river flow) definitions of drought (Trenberth et al.,

2004), as well as to recall that a warming atmosphere (by increasing

both evaporation and absolute humidity) can increase the chances of both

drought and floods in the same, or neighbouring regions.

The record of past human migrations (Dillehay, 2002), welfare and societal

collapse is rich in examples of economic and cultural decline coinciding with

prolonged drought (Haberle and Lusty, 2000).While always acknowledging that

the effects of environmental stresses on human populations are mediated by a

whole complex of interacting social factors, and that it is therefore unacceptable

to invoke climate alone as the cause of civlisation collapse (Rosen and Rosen,

2001; Dahlin, B. H., 2002; Shennan, 2003; Dillehay et al., 2004), the coincides

are still impressive, confirming that in many situations drought has been one of

the factors contributing to major declines in civilisations as diverse as the Maya

(Hodel l, 1995 ; Haug et al ., 2003 ), Anasazi (Lar son et al ., 1996 ), Hohokam

(Nials et al ., 1989 ), Tiwanak u (Chepstow -Lusty et al ., 1997 ) and prehi storic

cultures in the Atacama and Andean Altiplano (Nunez et al., 2002) in the New

World; likewise the Akkadian (Weiss et al., 1997;Weiss and Bradley, 2001) and

Harrapan empires (Singh et al., 1990; Staubwasser et al., 2003), and groups in

the east Mediterranean (Rosen, 1995), the Sahara (Hoelzmann et al., 2001;

Nicoll, 2004), South Africa (Tyson et al., 2002) and China (Huang et al.,

2003) in the Old. Continuous records of recurrent drought linked to periodic

cultural decline (and vice versa) come from east Africa (Verschuren, 2000).

At the present day, much of the world’s population suffers from serious water

stress in some form or other and over the next two decades, rising-water

demands linked to population growth and economic development will play a

much greater role than climate change in defining the status of water resources

(Vörösmarty et al., 2000). All these considerations prompt a closer look at the

projected future availability of water in relation to human needs. Few authorities

doubt the size and urgency of the problem (see, e.g., Arnell, 1999; Parry et al.,

2001; Anon, 2003a), though signs that it is beginning to generate effective global

action, as distinct from further study, are all too sparse.

In view of the difficulties involved in modelling the spatial distribution of

precipitation for the present day, itself only one part of the challenge, it is hardly

surprising that the task of developing hydrological models that can be used for

projecting the potential availability of water resources in the future is fraught

with a multitude of uncertainties. Arnell’s (1999) analysis illustrates well the

problems involved when models generate widely different climate-change and

water-demand scenarios. Some progress has been made by applying improved

climate models to well characterised past drought events. Giannini et al.
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(2003) show that the major twentieth-century droughts in the North American

‘dust bowl’ and in the Sahel region can be simulated in atmospheric models by

specifying SSTs. In their analysis, ocean forcing is more important than

changes in land cover, though the latter may generate feedbacks that prolong

the drought.

Doll (2002) attempts to evaluate the impact of climate change and variability

on irrigation. She uses a global model to compute irrigation requirements under

a range of conditions. The research strategy is designed to make possible

comparisons between the effects of ‘climate change’ (in the future), and those

of ‘climate variability’ (in the recent past). The former is defined in terms of

differences between the ‘baseline’ climate (1961–1990) and decadal simulations

for the 2020s and 2070s. The latter is described in terms both of inter-annual

variability over the timespan 1901 to 1995, and long-term multi-decadal variabi-

lity, defined by comparing values for 1901–30 and 1931–60. The two GCMs

used, HadCM3 and ECHAM4 generate rather different future projections, with

the former indicating more extensive areas of reduced annual precipitation in

north Africa, around the Mediterranean and in the Middle East. Despite the

careful approach taken, uncertainties abound in addition to those already cited

for simulations of present-day precipitation. They span the whole range from

neglected processes in the climate models to uncertainties about future crops and

their growing seasons, and about the effects of increased atmospheric CO2 on

crop physiology. Moreover, only for the largest river basins is the horizontal

resolution of the models used appropriate. Tentative overall conclusions include

an indication that around two thirds of the area currently equipped for irrigation

may suffer from increased water requirements and that for up to half the total

area the negative impacts of ‘climate change’ are more significant than those

of climate’ variability’, as both are defined above. The latter observation is

somewhat conditional on how variability is defined. This is one of several papers

comparing ‘change’ with ‘variability’ (see, e.g., Hulme et al., 1999). The very

exercise highlights two limitations in much of the current research on future

climate change. First, variability, whether termed ‘natural’ or not, is defined

in terms of part or parts of the all too short instrumental record, much of which

lies within the period of growing anthropogenic impacts. As we have seen in

Section 7.8, proxy records for the late Holocene show that for many parts of the

world, especially when we consider rainfall, hydrology and drought incidence,

this short period fails to capture the full range of variability that has occurred,

both on inter-annual and, more especially, multi-decadal timescales. Furthermore,

change and variability should not be seen as competing concepts but rather

as complex interacting processes that may sometimes act in mutually compensat-

ing ways, but may also be mutually reinforcing to the point of driving future

changes over critical thresholds and generating strongly non-linear responses.
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Chapter 15

Impacts and vulnerability

15.1 Introduction

This chapter briefly considers some of the methods involved in and outcomes

arising from analyses of future environmental impacts and human vulnerability.

As we have seen in the two previous chapters, all projections of future climate

and climate impacts, whether at global or regional scale, are, in large measure,

contingent upon emission scenarios that are a function of human actions. So far,

we have largely side-stepped the issue of estimating the likely consequences for

human populations of any given scenario and the projections arising from it, but

it is at this level of evaluation, with all its additional uncertainties, that the

scientific research and the concerns of most policy makers meet at all spatial and

organisational scales from planetary to local. At one extreme, we have, for

example, concerns about the type and extent of intervention in global energy

fluxes or biogeochemistry that may be necessary and justified in mitigating the

effects of a long-term build up in atmospheric greenhouse gases. At the other

extreme, every human population, irrespective of its size or location, is faced

with the following questions.What kind of climate are we likely to experience in

the future? How different will it be from the recent past? What implications will

this have for our life support and welfare? Can we do anything to prepare for and

adapt to the likely changes if and when they can be confidently predicted? Those

who bear responsibility for designing policies to ensure the long-term conserv-

ation of particular sites or habitats must face similar questions. How should

the combination of future climate change and ongoing human impacts mould

conservation policy?What might be realistic conservation goals bearing in mind

past history and future projections? Which potential goals are realistic in both

ecological and economic terms? What needs to be done to achieve them?

Despite the huge uncertainties inherent in all attempts to answer such questions,

the urge to provide answers has led to the emergence of impact assessment as a

major field of research, building on the kinds of projection we have already

considered, but often integrating them into much more complex models that

include the socio-economic and technological process with which they will

interact.
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In Schneider’s (2002) scheme (Figure 13.1) the task of developing impact

assessments at any spatial or organisational scale involves a cascade (some

would say an explosion) of uncertainties. At the outset, it is useful to consider

more closely the nature of this cascade, for, as Van Asselt and Rotmans (2002)

point out, types and sources of uncertainty are quite diverse. In light of their own

analysis, they develop a modelling framework (TARGETS – Tool to Assess

Regional and Global Environmental and Health Targets) that recognises that

some aspects of uncertainty are more realistically explored through acknow-

ledging differing human perspectives, than through statistical analysis. They

develop a series of impact scenarios linked to alternative perspectives. This

approach acknowledges at the outset that the inputs to models that include many

of the types of uncertainty noted above cannot be value free. They therefore

include qualitative and subjective interpretations that are explicitly characterised

in the alternative perspectives they use.

The text that follows presents two types of impact assessment. In the first,

particular sectors of human concern – forestry or agriculture for example – are

considered separately. In the second, assessments that attempt to deal with a

much wider range of impacts in an integrated way are considered on spatial/

organisational scales ranging from global to regional. Following this, an

approach that begins by addressing issues of vulnerability for a given population

or region is briefly considered.

15.2 Sectoral impacts and impacts on ecosystems

The account below mainly follows the subheadings used in the IPCC TAR; it

summarises some of the conclusions of the report, and amplifies some of the

issues dealt with in subsequent papers.

15.2.1 Water resources

One of the most confidently stated projections envisages a continued retreat of

glaciers and a shift from snow to rainfall in many regions where winter climate is

marginal for snowfall. These changes would lead to a shift in stream flow from

spring to winter. This in turn may require changes in water-storage strategies

where populations depend on glaciers and snow pack for seasonal storage.

Although many other projected changes in rainfall and runoff are strongly

model dependent, the relative consistency with which models project future

reductions in runoff in southern Europe and many currently water-stressed semi-

arid areas is a major cause for concern. Even where mean annual rainfall is

projected to increase, the likely concomitant increase in flood magnitude and

frequency will probably lead to increased vulnerability in some densely popu-

lated regions. The IPCC TAR projects a three-fold increase by 2025 (from 1.7 to

5 billion people) in the number of people living in countries that are water
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stressed. Doll’s (2002) attempt to estimate future irrigation demand and the

likely impact of climate change on irrigation provision (see 14.7) illustrates the

difficulties involved in making such estimates on the basis of conflicting models

with inadequate spatial resolution, but it also reinforces the view that this aspect

of water demand is likely to exceed supply for an increasing number of people as

populations grow and runoff probably declines.

The study by Vörösmarty et al. (2000) embraces all aspects of future water

demand (domestic, industrial and agricultural) and places the projections in the

context of future climate simulations for the year 2025. The stresses arising from

increased human demand, driven by demography and economic development,

are much greater than those arising from projected climate change. Their

estimates of the number of people living under conditions of moderate or severe

water stress rise from 2.2 to 4.0 billion, an increase broadly in line with that

presented in the IPCC TAR. The projected increases are most severe in Africa,

Asia and South America. These kinds of projections are, in part, already ‘built

in’ by current demographic patterns and development trajectories. Beyond the

first few decades of the century, population growth is less certain and possible

climate changes are more likely to generate events, including droughts, falling

beyond the range recently experienced. Climate change may therefore become

an increasingly dominant controlling factor in determining the degrees and

distribution of water stress around the world.

For the west of the United States, changing climate is likely to play an

important role in future water supplies even during the first half of this century,

the period for which projected global mean warming is quite modest and not so

strongly scenario- or model-dependent. Barnett et al. (2004) use a coupled

ocean–atmosphere model to generate three projections of future global climate

change which are then downscaled to provide projections of impacts on climate-

sensitive environmental systems in the west of the USA. Their main results

include indications that:

* The Colorado River will not be able to meet all the demand placed on it.

* The Central Valley of California will experience serious depletion of freshwater

resources.

* The Sacramento Delta is likely to become more saline.

* Changes in seasonal flows linked to reduced snow-pack will impose difficult choices

on managers of resources in the Columbia River system.

* In smaller catchments in the northwest, even more extreme changes in seasonal flow

will reduce the availability of summer-irrigation water.

* Trends towards increased summer temperatures and reduced humidity are likely.

* In much of the region future changes are likely to extend the fire season and increase

fire danger.

In the above and all such studies, the likely effects remain conjectural until better

simulations of recent rainfall patterns and variability have been achieved, and
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models are available that can build on these simulations at much higher levels of

horizontal resolution than are currently possible.

Finally, it is worth reiterating that in many regions currently experiencing

severe water stress, the late-Holocene record of droughts includes some that are

much more severe and of longer duration than those captured in the instrumental

record and used in ‘validation’ exercises for climate models. Even without

‘global change’ as currently conceived, and in the absence of what seem to be

inevitable major increases in population, in many water-stressed areas there

would be cause for concern.

15.2.2 Terrestrial and freshwater ecosystems

Chapters 8 to 11 have outlined many of the already growing threats to ecosys-

tems as a result of human activities, and Section 12.5 includes several examples

of the changes already taking place in boreal ecosystems especially as a result

of recent warming. The combined impacts of future human activities and climate

change on terrestrial ecosystems are likely to be unprecedented. Two aspects

are of special concern: the implications for future changes in the carbon cycle

and the likely consequences for all aspects of ecosystem function and

biodiversity.

Overpeck et al. (2003) consider changes in terrestrial ecosystems in response

to past and future climate changes. One way of looking at the potential effects of

future climate change is to carry out equilibrium simulations of future biome and

species distributions once the models used have been tested against recorded

distributions under present- and past-climate conditions. Retrospective testing

brings out the importance of biosphere feedbacks. Without these feedbacks,

biome models forced by climate alone underestimate the response to climate

change. Even models that do not incorporate biosphere feedbacks project major

shifts in the future distribution of biomes, ecotones (the transitional regions

between biomes) and species. Overpeck et al. (2003) show examples of simula-

tions made by an equilibrium model, but these ignore the question of how and

how quickly, in this case, forest trees may achieve a distribution reflecting the

new climate space. Even if we accept only the lowest projected global mean

temperature increase by 2100, the rate of global climate change envisaged for the

twentieth century is remarkably rapid when compared with the mean rate of

global warming during the whole of the transition from full glacial to ‘peak’

interglacial conditions. During this period of around 9000 years, global tem-

perature rose by c. 5 8C – a mean rate of change between 20 and 30 times slower.

There were, however, periods (the opening of the Bølling Allerød and the

Holocene – see 6.1 and 7.1) when, at least for parts of the northern hemisphere,

including western Europe, the rate of temperature increase was more compar-

able to that expected in the coming decades. Close study of the responses of

plants and animals to climate change during these periods may be as near as we
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can get to gaining some impression of the way in which species and ecosystems

respond. Hughen et al. (2004), using biomarkers for tropical vegetation along-

side climate proxies in the high-resolution record from the Cariaco Basin, show

that the response of tropical ecosystems to climate change during the last

deglaciation lagged climate by only a few decades, and certainly by less than a

century. The evidence summarised by Amman (2000) suggests that the recovery

of birch woodland at the end of the Younger Dryas period in the Swiss Alps did

not lag behind the climate shift by more than thirty years. On the other hand, full

re-establishment of boreal forest in northern Sweden, in the region of Abisko,

appears to have taken around 2000 years (Barnekow, 2000). In the case of the

Swiss Alps, local survival of birch in favoured habitats was probably conducive

to rapid recolonisation. Moreover, re-establishment of birch woodland probably

did not signal the development of an ecosystem in equilibrium with climate. The

contrast between the two cases therefore probably reflects differences in topo-

graphy and the availability nearby of parent plants producing widely dispersed

seeds, as well as different criteria for assessing the ‘completeness’ of the

response of to climate change.

Rates of response depend on more than the rate of temperature change. Since

species tend to respond in individualistic ways to external forcing, climate change

is likely to lead to a re-sorting of assemblages and the development of newly

constituted ecosystems. Some sense of this can be gained from the analysis by

Pearson et al. (2002) aimed at assessing the impacts of climate change on species

distributions using a model (SPECIES) in which an artificial neural network is

coupled to a climate-hydrological process model. Their model simulates remark-

ably well the contemporary British distributions of most of the 32 species they

consider. Their conclusions regarding the high level of individuality in species

responses to future climate changes are therefore rather credible. Species can

migrate at widely differing rates, with, at one extreme, mobile vertebrates and

rapidly invasive ruderal plants, at the other, many forest trees.

In addition to rates of change and of migration, several other factors come into

play. For many species, successful migration into new areas will depend on the

creation of suitable habitats through disturbances such as fire, drought or storm

damage. Models designed to simulate future changes in distribution therefore

need to incorporate changing disturbance regimes. Even where there may be

partial analogues for rapid warming from the opening of the Holocene, for

example, the base state of the climate is now vastly different, as are soils and

existing biome distributions. In addition, anthropogenic impacts have trans-

formed the landscapes over which changes in distributions and interactions are

likely to take place. Many ecosystems with high levels of biodiversity or

endemicity, including several of the biodiversity hotspot identified by Myers

et al. (2000) are restricted in extent, separated by the effects of human activities

from areas that might be vital for the future survival of key constituent species,

and already subject to major environmental stresses from time to time. Midgley
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et al. (2002) consider one such biodiversity hotspot, the fynbos biome in the

Cape region of South Africa. This is a unique vegetation type dominated by

Proteaceae and Ericaceae many of which are endemic to the region. Using the

HadCM2 and CSM climate models to generate scenarios to 2050, they assess the

extent to which, for any given climate projection (and resulting reduction in

fynbos area), the future range of individual species would lie outside and beyond

their current range. Depending on the scenario used, the loss of the fynbos area is

projected to be between 51 and 65%. Around 10% of the Proteaceae studied

have ranges lying entirely within the ‘lost’ area. These the authors identify as the

most vulnerable species and the ones most likely to give early indications of

climate-change impacts.

Extreme fragmentation through human activities can exacerbate the problem

of maintaining or enhancing current levels of biodiversity. A further complicat-

ing factor is the possible effect of increasing atmospheric CO2 concentrations on

the competitive relations between species. Evidence for changes in overall

productivity arising from the possible fertilising effect of higher levels of CO2

is rather inconclusive. It is mostly based on controlled FACE (free air carbon

enrichment) experiments of limited extent and duration, with the results showing

a high level of dependence on the type of ecosystem, soil-nutrient status and a

range of other factors (Mooney et al., 1999). One rather robust conclusion,

however, is that elevated CO2 concentrations change the competitive relations

between species (Norby, 2004).

Just as future projections of species and biome distributions ultimately need to

simulate trajectories in addition to hypothetical equilibrium states, they also

need to include an awareness of past dynamics. Models designed to develop

projections of the effects of future climate change on ecosystems, whether or not

the models used take into account ongoing human impacts, often take the present

day as their baseline. But, since the state of an ecosystem is contingent on past

events and processes and all baselines are dynamic, this may seriously limit

future projections if no attempt is made to establish the antecedents of the

present-day ecosystems, and to identify the past events and processes that have

generated what we can observe and measure today. This is well illustrated by

several papers dealing with landscape and wildlife dynamics in the northeast of

the United States, where the status of present-day forest ecosystems is related

both to climatic gradients and to the history of recent human activities in the

region (Foster et al., 2002a ; 2002b ; Hall et al., 2002 ). The human history since

European settlement involved a period of much more extensive agriculture,

followed by farm abandonment and forest regrowth. Irrespective of the possible

impacts of changing climate, conservation policy for the future must build on the

legacy from the past in order to accommodate the dynamic nature of the

ecosystems to be conserved or promoted.

A simple but crucial example of the kind of errors that can occur if past history

and dynamics are ignored comes from estimates of the present and future carbon
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balance of forest ecosystems in the east of the United States. Upscaled, site-based

measurements made during the 1990s led to the assertion that these forests

served as major areas of net carbon sequestration, thereby holding out some

promise of serving as long-term sinks in any calculations of the overall carbon

budget of the country. This view had to be seriously qualified once it was

realised that the sites used were regrowth forests in which the carbon budget

reflected the early stage of development of the stands.

Many of the ecosystems of greatest concern are in mountain regions. Potential

impacts include those onwater resources, isolated ecosystems, biological diversity,

natural hazards, health issues and tourism (Beniston, 2003).Warming, by raising

the altitudinal boundaries of each vegetation belt, could seriously reduce or even

eliminate suitable habitats. In many temperate mountain regions the warmer

temperatures of the mid Holocene also led to increased stress for species and

biotic communities dependent on high light levels, hence absence of forest

cover. Tree lines reached higher altitudes and light-demanding taxa had to

survive in greatly restricted ‘refugia’ habitats. The message from the survivors

of these earlier periods of warmer climate must be to identify and protect these

kinds of ‘refugia’ habitats for mountain plants and animals in the future.

All the points made above should be set alongside the discussion of biodi-

versity in Ch apter 11 . Clearly, the combined stresses of climat e change,

habitat destruction and invasions by exotic species pose literally incalculable

threats to biodiversity. Loss of diversity at the species level is likely to be

compounded by reductions in diversity at the population level within species

(Harte et al. 2004). Both processes tend to reduce the degree of redundancy in

many ecosystems. As we have seen, this is believed to play a key role in

ecosystem resilience. In addition, one of the effects of future climate change

will almost certainly be to favour invasive taxa and opportunistic species

typical of early-successional stages in ecosystem development, at the expense

of late-successional species. Although it is already possible to outline the

threats to ecosystems and biodiversity at a rather general and qualitative level,

translating this into concrete, quantitative, probabilistic projections remains

contentious. Thomas et al. (2004) predict that on the basis of mid-range

climate warming scenarios for 2050, between 15 and 37% of the terrestrial

species in the regions they studied will be ‘committed to extinction’. They

claim that anthropogenic climate change may prove to be just as great a threat

to biodiversity as the trends in land use and habitat destruction considered in

Chapters 9 and 11, while acknowledging that the two drivers of change will

inevitably interact. Their analysis suggests that reducing the rate of global

warming would bring significant benefits in terms of extinction rates. Their

projections rely rather heavily on a putative link between extinction risk and

geographical-range size for any given species, and this is one of several

aspects of the study challenged by subsequent communications (Thuiller

et al., 2004; Buckley and Roughgarden, 2004).
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The potential impact of future climate change on freshwater ecosystems has

received much less attention. Warming is likely to exacerbate the effects of

eutrophication in many lakes. Any changes in effective moisture will have

effects on lake-levels, water residence times and water chemistry, especially in

areas of high evaporation. Changes in the thermal regime of lakes will impact

aquatic communities and species distributions, but some of the impacts may be

indirect and quite subtle. Temperature changes throughout the year largely

control the stratification of lakes. Quite small changes have the potential to

change the thermal structure of the water column at key times of the year and

replace stratification with the mixing of the whole water column and vice versa –

a simple and significant example of non-linear change once a critical threshold

has been transgressed. This in turn affects oxygen and nutrient supply, hence

trophic patterns within the aquatic ecosystem. Finally, it is important to remem-

ber that any significant changes that occur in the fluxes of nutrients, soils and

sediments within the terrestrial ecosystems forming the catchments of a lake will

in turn impact the lake ecosystem. Terrestrial and aquatic ecosystems are closely

coupled and the latter cannot be considered as functionally independent from the

former.

15.2.3 Food production

In this vital area of activity, future climate change will interact with a vast range

of other factors, some geochemical, like the possible fertilising effect of higher

levels of atmospheric CO2 and available nitrogen, some linked to changing

management regimes and technology, for example, improved water-use effi-

ciency, selective breeding and genetic engineering. The scope of the challenge

can be readily assessed by considering world-population growth. During the

second half of the twentieth century, the period of accelerating global change in

every sense, the world’s population grew from 2.5 to 6 billion. By 2025, it is

expected to reach 8 billion. During this period, the urban population in devel-

oping countries is expected to double. This implies a massive increase in the

demand for food. Since 1950, cereal production has kept pace with the rising

population, though persistent under-nourishment and large-scale famines have

not been avoided. Over the next two decades, cereal production will need to

increase by at least a further 35 to 70%, partly for direct human consumption,

partly for livestock (Dyson, 1996; Delgrado, 1999; Gregory and Ingram, 2000a).

Models designed to generate future projections, even at the smallest scale of

the individual plot or field, need to encompass much more than climatic

effects (Gregory and Ingram, 2000b). Soil properties such as nutrient- and water-

availability must be included, as well as biotic interactions involving the changing

effects of pests, diseases and weeds. Scaling up projections to regional or national

levels brings in a whole range of additional factors, cultural, economic and political.

Nevertheless, some assessment of all these interacting influences in the future will
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be necessary if theworst impacts on food security are to be avoided and the potential

for enhanced production in potentially favoured areas is to be realised. Gregory

et al. (2002) claim that there is now little scope for meeting the ever-increasing

global demand for food by extending food production to new areas, unless vast

swathes of tropical forest are cleared and farmed, with dire consequences for

biodiversity, greenhouse-gas emissions, regional climate and hydrology. The

only alternative is greater intensification, mainly by increasing yields and, to a

lesser extent, by increasing the number of crops grown during the year.

Intensification carries with it environmental consequences some of which ser-

iously threaten sustainability. These include soil erosion, the depletion of soil

nutrients and organic matter, reduced water-retention capacity and the increased

‘export’ of nutrients and pesticides in quantities that can damage aquatic eco-

systems downstream (see 10.2.1). Much depends on the type of intensification

adopted. Pilot projects summarised by Sanchez (2000) and by Pretty et al.

(2002), involving, for example, agroforestry, improved cropping practices,

pesticide-free pest control and greater water-use efficiency, suggest that some

of the necessary increases in yield can be achieved with minimal external inputs

and lead to reduced environmental degradation and enhanced sustainability;

however, Gregory et al. (2002) claim that intensification with low external

inputs of energy and materials is unlikely to deliver the increased yields that

will be required on a global scale. Future management policy, they claim, must

include high levels of external input, but focus on increasingly efficient and

environmentally benign use of technologies designed to maximise yields.

Projections are no more secure in the area of future food production in

pastures and rangelands (Campbell et al., 2000). Higher concentrations of atmo-

spheric CO2 are expected to lead to modest increases in overall grassland

productivity, especially in moisture-limited regions. Associated changes in

species composition and the possibility of shrub invasion in drier areas are

among the many factors that make it difficult to translate estimates of increased

biological productivity into projected changes in animal production. Campbell

et al. emphasise, above all, the many uncertainties still impeding any credible

projections in these aspects of food production, especially in regions that are

potentially subject to increased stress from higher temperatures, greater varia-

bility in precipitation and likely water shortages.

The global challenges involved in increasing food production to meet pro-

jected needs and outlined by Gregory et al. (2002) are immense even without

taking into account projected climate changes beyond the first two decades of

the present century. As for the likely effects of future climate change, it is

difficult to do more than identify, in broad terms, regions potentially advantaged

by the combination and others most probably not. Most of the former lie in

developed, cool temperate regions of the northern hemisphere. Many of the latter

lie in the tropics and sub-tropics and include mainly less developed countries

(Shah, 2002). The IPCC TAR consider that in much of Africa, many countries in
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Asia and much of Latin America, climate change is more likely to diminish than

to enhance the potential for food production. In all these cases, they also consider

the adaptive capacity of human systems to be low; in some countries, China

(Chameides et al., 1999) and Pakistan (Maggs et al., 1995), for example, there

are strong indications that regional haze and tropospheric ozone are already

giving rise to significant declines in crop yields. Model-based projections

indicate that the current gap in cereal production of around 10 million tonnes

for the 400 million people undernourished at the present day could increase by a

factor of 13 to 15 by 2080 (Steffen et al., 2004). No matter which emission

scenarios, climate models or projections of food production are used, the con-

trast between the populations most at risk and those responsible for the highest

levels of CO2 emissions over the last 50 years remains stark and troubling in a

world in which the concept of equity is gaining ground more in rhetoric than in

reality.

15.2.4 Forestry

The challenge of projecting future climate-change impacts on forestry is at an

early stage of development. On a global scale, problems arise from the hetero-

geneity of forests and forest-site conditions and the consequent diversity of

resources and uses to which they give rise. Effective impact assessment thus

needs to include a wide variety of inputs, ranging from biophysical disciplines to

conservation, management, wood-product development and resource econom-

ics. The long timespans over which forests develop, mature and undergo changes

in distribution, together with the unknown incidence and effects of future

disturbance regimes such as fire, storms and other weather extremes, pests and

diseases, each of which can have rapid impacts, pose special difficulties for

modelling forest behaviour under changed environmental conditions. On a

regional scale, studies aimed at testing forest-succession models against the past

record of climate variability and observed forest response include encouraging

case studies (e.g., Bugmann and Pfister, 2000; Cowling et al., 2001) that may

eventually increase confidence in more widely applicable future projections.

Further progress in this area is urgently needed, for managed forests not only

play diverse but often significant roles in regional and national economies, and

they may play an increasingly important role in modulating the global carbon

budget.

15.2.5 Coastal areas

Defining the coastal zone as land lying within 100 km of the coast and less than

100m above mean sea-level, Nicholls and Small (2002) estimate that 23% of the

world’s population live there and point to the relatively high population densities

over this part of the land surface. Almost 300 million people live within the
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limits of the 5 m contour and some 400 million below 10 m. Despite the high

densities, only a minority of coastal dwellers live in large, urban environments.

So far, most of the impacts of global change on the coastal zone have been the

result of human activities of the ‘cumulative’ kind – changes in sediment supply

as a result either of accelerated erosion or impoundments upstream, changes in

nutrient flux, residential and industrial developments, other types of construc-

tion, transformation of coastal ecosystems for exploitation. There is little sign

that these kinds of impact will be reduced in future, though the balance between

them may change with changing demography and shifting economic priorities.

The key question concerns the likely future impact of rising sea-level. If we

accept for the purpose of this discussion the majority view as summarised in the

IPCC TAR and Section 13.2, a modest sea-level rise during the present century

seems highly likely, with the strong prospect of a further rise beyond 2100. The

way any rise in global mean sea-level affects a given stretch of coast depends on

a vast range of additional factors some of which will be peculiar to the locality.

One of the simplest ways of approaching the problem is in terms of the link

between mean values and the magnitude and frequency of extreme events.

Figure 15.1, which can be applied to many other aspects of changing environ-

mental regimes in addition to sea-level (see, e.g., flood frequencies in 14.6),

presents an idealised scheme in which extreme events have a normal Gaussian

distribution irrespective of the mean value. It shows how the distribution shifts

and the frequency of extreme events increases as the mean value increases. Lowe

et al. (2001) carry out simulations of future changes in the occurrence of storm

surges in the UK. They include meteorological forcing, mean sea-level rise

(þ50 cm) and changes in storm propagation to derive the results shown in

Figure 15.2. The end result is a significant reduction in return period at most

coastal sites as sea-level rises.

The implication of these graphs is that modest rises in mean sea-level can have

important consequences for the incidence of extreme events, increasing both

their likely frequency and the probability that the most severe ones may exceed

the engineering specifications of sea defences. At any given location on the

coast, many other factors will influence this probability – movement of the land

itself (e.g., Shennan, 1989), coastal lithology and configuration, sediment supply

and transport (Zhang et al., 2003: Stive, 2003), tidal regime, wind and wave

conditions, atmospheric pressure and the phase of modes of climate variability

such as El Niño southern oscillation (ENSO). Depending on whether El Niño or

La Niña conditions prevail, sea-levels on either side of the equatorial Pacific can

vary by tens of centimetres, that is to say, over roughly the same range as the

projected mean sea-level rise (Goodwin, 2003). Although rising sea-level

clearly increases exposure to potential hazards for coastal populations, there is

no simple, generally applicable rule that can assess likely impact from region to

region. Specific knowledge, including detailed histories of past coastal change,

will always be required (Pilkey and Cooper, 2004).
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Much concern has been expressed about the future fate of low-lying island

states. Nurse and Sem (2001) paint a rather gloomy picture for small, low-lying

island states where the combined threats of sea-level rise, a higher incidence of

extreme weather events and a range of associated adverse impacts are seen as

potentially deleterious. Barnett and Adger (2003) focus their attention on atoll

states and present a sea-level-rise vulnerability index that takes into account

coastline length, demography and GDP as a simple proxy for adaptive capacity.

Although their analysis is highly simplified and fails to take into account some of

the key geomorphological factors that will affect coastal vulnerability, they

identify at least five states, including the Maldives, as highly vulnerable. By

contrast, and considering sea-level only, Mörner et al. (2004) present evidence to

suggest that the people of theMaldives have survived sea-levels around 50–60 cm
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unchanged variance. A
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added. (From IPCC TAR,

2001.)
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higher than present. Moreover, the data they present indicate that the islands are

not currently experiencing a rise in sea-level. Reconciling these contrasted

perspectives will require a stronger inferential framework for projecting future

sea-level on a regional basis, as well as a recognition that, as Barnett and Adger

(2003) suggest, sea-level, indeed the purely physical aspects of the Earth system

alone, may not be the only, or even the main threat to sustainability in such

situations.

15.2.6 Marine ecosystem: fisheries and coral reefs

Marine fisheries have been an increasingly important source of protein, espe-

cially for people in developing countries. Although human populations are set to

rise, fish catches have levelled off in recent years and there is a strong probability

that marine fisheries will fail to meet future requirements even without the

complicating effects of climate change (Steffen et al., 2004). Several of the

impacts on the coastal zone have an adverse effect on marine fisheries since they

involve loss of habitats and food supplies for exploited species. The various

threats to coral reefs already noted (see 10.4) also imply a likely depletion of fish

stocks in the areas affected, as coral reefs are also important habitats for fish

species. Bryant et al. (1998) estimate that coral reefs provide food for around a

billion people in Asia alone. The combined effects of regional bleaching and

over-exploitation are already severe. The future is likely to bring changes in
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ocean chemistry due to higher concentrations of CO2, as well as more frequent

severe tropical storms. Whereas coral reefs unstressed by human pressures tend

to recover from the latter, in recent times human impacts have tended to impair

their capacity to recover, leading, in extreme cases, to a shift in state from

dominance by corals to dominance by seaweed (Bellwood et al., 2004).

Hughes et al. (2003) conclude their review of the status and future of coral

reefs by suggesting that, at the global scale, reefs will undergo major changes in

structure and species composition, rather than total disappearance. Preserving

reefs under threat from the combination of climatic and anthropogenic stresses at

the regional scale will pose severe challenges to research and management, the

more so since what Bellwood et al. term ‘cryptic loss of resilience’ has often

occurred without its implications being either diagnosed or countered effectively.

The challenge is greatest in regions like the Caribbean where functional diversity

(see 11.3) is least (Bellwood et al., 2004).

In many parts of the world it is becoming apparent that climate and sea-

surface temperature variability play an important role in modulating the size and

location of fish populations in many environments. Until the future behaviour of

this and other modes of climate variability is captured more reliably in climate

models, it will remain impossible to say to what extent future climate change

will moderate or exacerbate what are already sources of concern and contention

at national and international level.

Increases in CO2 concentrations in the world’s oceans may well have con-

sequences well beyond those outlined above. Using the projections given by

Sabine et al. (2004), a doubling of atmospheric CO2 would imply a 30%

decrease in carbonate-ion concentrations in the world’s oceans and a 60%

increase in hydrogen-ion concentration. Such acidification would have major

impacts on marine ecosystems. Moreover, these and associated chemical

changes in the oceans would almost certainly have overall positive feedbacks

on atmospheric concentrations of CO2.

15.3 Impacts, risk and vulnerability assessment

As the previous section illustrates, most of the projected sectoral impacts that are

closely linked to humanwelfare are strongly differentiated on a regional basis. The

assessment of risk, environmental impacts and vulnerability in an integrated way,

spanning cultural and biophysical variables and their interactions, has quickly

burgeoned into a huge, multi-faceted field of study, with almost as many different

regionally, nationally or globally oriented projects and approaches as there are

research groups.

On of the most comprehensive and ambitious schemes on a global scale is the

IMAGE 2 (Integrated Model to Assess the Global Environment) modelling

framework (Leemans, 2003). The model IMAGES 2 provides a framework for

integrating socio-economic and energy-use scenarios with aggregated
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atmospheric and ocean-circulation model simulations and calculations of

changes in land use and terrestrial-carbon retention. Simulations are calibrated

against data for the period 1970 to1995. The integrated model includes a range of

realistic feedbacks such as CO2 fertilisation and land-use change resulting from

climate change. A modelling framework of this kind, within which ‘what if’

questions can be explored in a realistically complex and interactive context,

allows some assessment of the likely effects of alternative mitigation and

adaptation strategies. This approach goes beyond the IPCC TAR by including

feedback loops from processes such as changed land-use patterns, deforestation

rates and terrestrial-carbon fluxes.

Most integrated impact schemes seek to address questions on a smaller,

national or regional scale. Jones (2001) outlines an approach to climate-driven

risk assessment using climate scenarios of the kind developed by the IPCC as a

starting point. In his formulation, a major aim is to reduce risk by limiting the

probability of transgressing damaging thresholds. Risk involves two factors in

combination – the probability of an adverse event and its likely consequences.

The assessment process outlined acknowledges the cascade of uncertainties

already referred to in Section 13.1.1. While accepting that many of these reflect

inherent indeterminacy, the approach outlined seeks to develop response strate-

gies notwithstanding. To this end, potential impacts are expressed as conditional

probabilities; conditional because they depend ultimately on emission scenarios.

Conditional probabilities are attached both to the climate scenarios, and to the

likelihood of defined impact thresholds being exceeded. The latter are defined

using a suitable impact model. Finally, and in light of the evaluation, strategies

for mitigation or adaptation can be assessed and options defined. One of the key

questions in this type of approach hinges on the way in which human responses

to risk have tended to change the distribution curve of probabilities. As Fagan

(2004) states: ‘Like many civilisations before us, we’ve simply traded up in

scale, accepting vulnerability to the big, rare disaster in exchange for better

ability to handle the smaller, more common stresses such as short-term droughts

and exceptionally rainy years’. There is a case for applying more widely the

concept put forward by Messerli et al. (2000) of ‘trajectories of vulnerability’.

Harremoes and Turner (2001) identify two essential components of what has

become known as integrated assessment. The assessment must be integrated over

a range of relevant disciplines spanning the environmental sciences and policy

problems. It must also provide suitable information for policy making. Among the

core objectives that they list are the need to reduce risk, to mitigate the effects of

uncertainty, and to improve social inclusion and equity. Central to the strategy

they outline is the involvement of stakeholders (individuals and groups with a

vested interest in the outcomes) alongside experts throughout the whole process.

They then envisage a sequence of processes, proceeding from identifying the

issues involved, through structuring the issues, analysing the relationships

involved, data collection and monitoring, assessment of results and feedback.
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Much of the rapidly growing published literature on integrated assessment is

methodological and all the substantive rather than purely illustrative projections

are necessarily subject to the cascading uncertainties already characterised in

previous sections. The most comprehensive attempt to summarise the projected

regional impacts of future climate change within the context of credible poli-

tical, technological, cultural and socio-economic scenarios is the second volume

of the IPCC TAR (Watson et al., 2001) and it is not within the scope of this book

to summarise this account. Although it is debatable to what extent the value of

these assessments is reduced by the limited number of climate-model ensembles

used and the lack of any full appraisal of possible feedbacks between climate

change and societal responses at regional level, they provide a broadly based

consensus view that highlights the high levels of future vulnerability in many of

the economically poorer regions of the world where most aspects of global

change, howsoever defined, are probably set to compound the threats to sustain-

ability that already exist.

One approach to the problem is to target a particular group and a specified

range of activities, then try to assess possible outcomes depending on both

climatic and socio-economic variables. This is essentially what Steffen et al.

(2004) recommend when they refer to a ‘vulnerability oriented approach’. They

claim that this may provide more realistic estimates of future impacts. Rather

than focus on a single environmental stress, as is often the case in impact

assessment, vulnerability assessment (Turner et al., 2003) focuses on a target

group or unit of concern, whether it be a defined human population, economic

group, ecosystem or biome. It then seeks to identify those stresses most likely to

give rise to negative impacts and those factors likely to reduce the adaptive

capacity of the unit of concern. Key concepts in vulnerability assessment include

the following:

Exposure – the extent to which the unit of concern comes into contact with a
defined stress.

Sensitivity – the extent to which a given set of stresses impacts the unit.
Resilience – the capacity of the unit to withstand or recover from the adverse

effects imposed by the combination of stresses envisaged. This is quite a
complex concept involving the degree to which a unit may be prepared for
changing patterns of stress. It may also reflect the existence of reserves that
the unit may have; for example, capital or human resources, or in the case of
ecosystems, functional redundancy (see 11.3). Linked to this is the concept
of adaptive capacity, which is also seen as making an essential contribution
to resilience.

Several approaches are possible within the overall framework of vulnerability

assessment, including the use of indicators (e.g., Langeweg and Gutierrez-

Espeleta, 2001; Riley, 2001a; 2001b ), the concept of ‘tolerable windows’

(Bruckner et al., 1999) and analyses in terms of ‘syndromes’ (Petschel-Held,

2001). Clark and Dickson (2003) and Jäger, (2004) herald the emergence of what
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they describe as ‘sustainability science’. The former identify the challenge of

reconciling ‘society’s developmental goals with the planet’s environmental

limits over the long term’. They see this as calling for a closer partnership

between scholars and practitioners. Translating the goals of sustainability

science into achieving what they term a ‘sustainability transition’, Kates and

Parris (2003) outline the current trends in a wide range of indicators, biophysical,

cultural and technological. From this, they conclude that achieving such a

transition by the middle of the present millennium is unlikely. In a subsequent

paper (Parris and Kates, 2003) they identify a series of goals and quantitative

targets on the way to achieving such a transition.

One aspect of vulnerability often considered separately is the issue of future

global change and human health (see, e.g., Martens, 1998). Clearly, research in

this field must seek to link epidemiology (itself a complex field involving

multiple interactions between human and biophysical processes, each subject

to unknown future changes) to projections of changing climate at regional level.

As Jaenisch and Patz (2002) note, in summarising the outcome of a comparative

review: ‘a paucity of long-term data and complexity of relationships among

factors affecting climate variability and change and human health rendered

projections of current predictive models inadequate as the basis for policy

decisions.’ Until regional climate projections gain greater credibility, the field

remains speculative. Even where there is good agreement between climate-

model projections, the health impacts may still be contentious (see, e.g.,

Wilson, 2000). The situation is made even more complex by demonstrations

that links between current epidemiological trends and climate change are far

from easy to interpret (see, e.g., Hay et al., 2002).

The themes outlined in this chapter bring us to the point where we must try to

address the questions posed at the beginning of the book in the light of what has

been learned from evidence for past environmental changes, from present-day

observations and from future projections.
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Chapter 16

Sceptics, responses and partial answers

The yearning to believe in oracles has always been with us, but so too has scepticism

Holland (2003)

16.1 Introduction

Before attempting to bring all the research considered so far to bear on the

questions posed at the beginning of the book, we must first deal with the views

and assertions of those who are sceptical about the future projections outlined in

the last three chapters. Over the last decade, ‘global warming’ sceptics have

presented a variety of arguments challenging the claim that future climate

change is a major concern for human populations. Dismissing the claim often

carries with it the corollary of discharging the present generation from any

responsibility to take action designed to limit economic growth based on the

energy provided by fossil-fuel combustion.

There is no single sceptical viewpoint and sceptical responses to IPCC-based

policy proposals are quite varied. A crucial distinction is between those who

challenge the science (hence also all that flows from its projections) and those

who accept at least the more moderate research-based projections, but disagree

with pro-mitigation scientists and policy makers about the degree to which

future changes should be a cause for concern and urgent action. Von Storch

and Stehr (2000) express this view neatly: ‘We are convinced that greenhouse

gases are accumulating in the air and strongly believe that near-surface

temperatures are rising in response. But we are not convinced that present and

future climate change will have a significant impact on society and global

systems.’ At the more moderate end of the range are cautious suggestions that

more and harder evidence on key aspects of the climate system may be needed

before actions are taken that risk limiting the short-term rewards of economic

growth . At the other extrem e there are asse rtions that the IPC C-TAR (2001) rests

on ‘junk-science’, that policies based on it should be rejected and that its use by

leading governments should be suppressed. The text that follows can be no more

than a personal, inevitably value-loaded attempt to identify and deal with some

of the main points at issue. At the very least, those who are interested should be
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aware of viewpoints as contrasted as those outlined in Lomborg (2001) and in

Steffen et al. (2004).

Several points need to be made at the outset:

* The fact that the views summarised in the IPCC TAR (2001) and most subsequent

papers on the subject, and endorsed by the American Geophysical Union (AGU

Council, 2003) are majority views does not guarantee that they will turn out to be

correct. At least two concepts that are now central to Earth-system science were

minority views less than 50 years ago. Until it was demonstrated that the concept of

plate tectonics accounted for many previously puzzling aspects of structural geology,

the notion of ‘continental drift’ was regarded bymost authorities with great scepticism.

Equally, until the strong coherence between climate change and changes in the Earth’s

orbit was conclusively demonstrated, the ideas proposed byMilankovitch (1941), were

championed by only a minority of Quaternary scientists.

* Since future projections are not subject to proof, or even to rejection through rigorous

testing, they will always be vulnerable to criticism, until future experience establishes

the extent to which they were justified.

* Most of the scientists closely involved in climate or Earth-system modelling are

well aware of, and deal explicitly with, the limitations of their models and

available data. Piecemeal criticism of model simulations therefore does not necessarily

provide insights additional, or contrary to those expressed in the criticised

publications.

* Conversely, presenting the results of simulations second hand as though they were not

subject to significant uncertainties simply provokes misunderstanding, as well as

criticism.

* Also, as Broecker (2004) points out, exaggerated, or alarmist projections that are

weakly underpinned (see, e.g., Schwartz and Randall, 2004) play into the hands of

those sceptics with a personal or political agenda, who use every opportunity to

discredit even cautious and well-qualified projections that reinforce the need for

mitigation of any kind.

16.2 Some sceptical science-based arguments

Some of the issues raised by sceptics are considered below:

16.2.1 Allegedly incorrect representation and interpretation
of climate change over the last millennium

The representation byMann et al. (1999) of past climate change in particular has

come in for a succession of challenges. It has become caricatured as the ‘hockey

stick’ graph of global temperature change and attracted much criticism from

studies such as those of Soon and Baliunas (2003) and Soon et al. (2003), who

conclude from their analyses that the existing data are insufficient to permit any
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global reconstructions, that many regional reconstructions run counter to the

alleged global trends, and that twentieth-century temperatures were not excep-

tional relative to the peak warmth of the Medieval Warm Period (see 7.9). Their

approach and assertions are robustly refuted in a multi-authored article by Mann

et al. (2003).

McIntyre and McKitrick (2003) claim to have corrected the Mann et al.

(1999) paper and thereby demonstrated that theMedievalWarm Period included

multi-decadal periods warmer than the twentieth century. They state that the

original paper contains ‘collation errors, unjustifiable truncation or extrapolation

of source data, obsolete data, geographical-location errors, incorrect calculation

of principal components and other quality control defects’. Once more, these

serious allegations and ‘corrections’ are in the process of being strongly refuted

(see, e.g., www.realclimate.org). Several errors in the list of data used by Mann

et al. (1998) have been acknowledged, but have no effect on the published results

(Mann et al. 2004). McIntyre and McKitrick’s failure to attach realistic error

bars to their reconstruction, to set this alongside the measured temperature trend

over the last 30 years, and to address the period post 1970, rather than generalise

about the twentieth century as a whole, reduces the credibility of their assertions

and especially those of their followers who use statements like: ‘Hockey stick

slapped’ (Murray, 2003a). As Esper et al. (2004) show, there is some doubt

about the shape of the low-frequency changes in global mean temperature over

the last 1000 years, but these doubts do not add up to the kind of criticism made

by sceptics of late-twentieth-century warming. Indeed Huang’s (2004) integra-

tion of the published time series from both proxy-based surface reconstructions

and borehole records leads to a reaffirmation of anthropogenic forcing over the

last three decades, as well as to estimates of future global warming consistent

with those of the IPCC TAR.

16.2.2 Limitations in model-based representations of the
climates of the present day and recent past

One of the essential planks of successive IPCC assessments and the many projec-

tions of future climate that have been published over the last few years has been

the relative skill with which global, or hemispheric temperature trends during the

late nineteenth and twentieth centuries can be reproduced by climate models. The

openly avowed limitations of these models have been used to discredit them as

tools for developing future projections. This has mainly been done by focusing on

aspects of climate for which the model performance is still questionable (pre-

cipitation, for example), choosing areas and time intervals for which selected

global climate models (GCMs) make a relatively poor job of calculating past

climate, and claiming that where post hoc scenarios appear to match observation-

ally based reconstructions, mutually cancelling errors are involved.
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16.2.3 Casting doubt on the effects of feedbacks and the role
of greenhouse gases

This has been done by basing judgements on studies that may be interpreted as

questioning the role and magnitude of greenhouse warming (see, e.g., Lewis,

2003). This strategy includes:

* Claiming that the effects of urban heat islands and land-cover change have been

underestimated and provide an alternative explanation for recent warming (Kalnay and

Cai, 2003). This view has been challenged by Trenberth (2004) and by Vose et al.

(2004). Any suggestion that the effects Kalnay and Cai claim are responsible for

recent warming trends is difficult to sustain in light of all the arguments outlined in

Chapters 12 and 13, though some of the points raised in the analysis by de Laat and

Maurellis (2004) of the regional expression of recent temperature changes may require

further evaluation.

* Citing the recorded decrease in evaporation from standard-evaporation pans at many

sites during the second half of the twentieth century. At first sight one would expect

evaporation to increase if significant warming were occurring. This ‘pan evaporation

paradox’ is dealt with by Roderick et al. (2001) and Roderick and Farquhar (2004) and

shown to be a function of changes in sunlight, not temperature.

* Proposing that recent ocean-circulation changes are ‘natural’ and are acting as drivers

of recent climate change, rather than as responses or potential feedbacks (cf. Bratcher

and Giese, 2002), counter to most of the studies cited in section 12.3.5. Given the

complex interactive nature of the Earth system and the importance of internal feed-

backs it will always be possible to use simplistic cause–effect arguments as a basis for

proposing alternative patterns of interaction between driving processes and responses.

At least some changes, for example high-latitude freshening in the North Atlantic,

cannot easily be characterised simply as ocean-generated drivers of climate change.

* Recalculating future climate projections using different parameterisations for the

effects of aerosols, black carbon and water vapour and claiming a negative effect for

the latter via low-latitude cloud feedbacks. As noted in section 13.1.3, the analysis by

Soden et al. (2002) of the water-vapour feedback in the wake of the Mount Pinatubo

eruption, as well as the model–data comparisons of post-Pinatubo cooling by Forster

and Collins (2004), tend to counter this last point.

* Challenging the range of sensitivities used by the IPCC. Lindzen et al. (2001), for

example, on the basis of observations, infer a possible adaptive mechanism whereby

higher sea-surface temperatures (SSTs) reduce high-level cloudiness, thereby allowing

infrared cooling. This allows them to estimate sensitivity to CO2 doubling at between

0.64 and 1.6 8C, rather than between 1.5 and 4.5 8C. The independent, post-IPCC TAR

studies summarised in section 13.1.3 all tend either to support the IPCC sensitivity

range or lean towards the higher values.

* Pointing to the apparent discrepancy between the degree of recent warming in the

troposphere relative to that at the Earth’s surface. As a result of recent re-evaluation of

282 Sceptics, responses and partial answers



remotely sensed tropospheric and stratospheric temperature changes, this anomaly

may prove to be much less significant, though still worthy of much further research

(see 12.6.1).

* Highlighting what are seen as unrealistic assumptions, both in economic and biophy-

sical terms, underlying the more extreme of the Special Report on Emission Scenarios

(SRES) ‘storylines’, In so far as these latter involve steep increases in fossil-fuel use and

atmospheric concentrations, relative to current trends, these criticisms have some cred-

ibility. At the same time, the continuing emphasis on growth in all the world’s econo-

mies, the projected increases in population, and the strong posibility that the carbon sink

in the terrestrial biosphere may saturate during the present century must all be borne in

mind.

* Interpreting the changes in atmospheric greenhouse-gas concentrations during glacial –

interglacial transitions as entirely the consequence of other forcings and feedbacks, and

not as having any positive role to play in climate change. Although doubts remain as to

the precise phasing of greenhouse-gas increases at some transitions from glacial to

interglacial conditions (see 5.2, 6.4 and 6.5), this view runs counter to every analysis by

palaeo-scientists familiar with the full range of data from ice-core, marine and terrestrial

archives.

16.2.4 Stressing the supposed triviality of low levels of
global warming

In part, this is done by pointing out that the increase in temperature over the last

century is less than the inter-annual variability (Murray, 2003b). In this argu-

ment, no link is made between changing mean values and associated changes in

the magnitude and frequency of extreme events (see Figure 15.1). Nor does it

address the fact that even without greater extremes in terms of peak magnitude,

changes in the persistence or frequency of droughts, for example, can have

severe effects. Comparisons, such as those by Wigley and Raper (2001),

between the mean rate of change over the last century and that projected for

the next 30 to 50 years are ignored, as are all the many lines of evidence for the

significant impacts on ecosystems that are already occurring.

16.2.5 Ascribing most of the recent changes in stratospheric
ozone to natural variability rather than human
activities

This clearly simplifies and distorts the combination of factors currently respon-

sible for changing stratospheric-ozone concentrations (see 8.4). Using the argu-

ment is tempting for sceptics, for it appears to carry with it the corollary that

current and likely future changes will also be dominated by natural rather than

anthropogenic influences (Lieberman, 2003).
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16.2.6 Oversimplifying the causes of global sea-level
variation

This is done by focusing on ice caps and glaciers as the sole factor and claiming

that because some few selected glaciers are expanding, there is no global mean

trend. Murray (2003c) thereby implies that estimates of sea-level rise are

exaggerated and also concludes that ‘from the point of view of the world’s

need for more potable water, it might be regarded as a good thing that less

freshwater be locked up in glaciers’.

16.2.7 Ascribing the dominant role in all past and future
climate changes to solar variability

This argument hinges on the many examples of inferred links between past

climate changes and solar variability (see especially 7.11.1), the recently

proposed mechanisms for amplifying solar effects on the Earth’s climate,

and the possibility that uncertainties in estimates of the sensitivity of

climate to other processes may have led to an underestimate of the role

of solar variability. Solanki and Krivova’s (2002) analysis is one of several

papers effectively disposing of the proposition that solar variability is

responsible for global warming since 1970. They scale solar effects to

the maximum value statistically permitted by the record of temperature

changes for the period 1856 to 1970 and show that irrespective of the basis

for solar–climate linkages, solar variability alone cannot possibly account

for more than 30% of the post-1970 rise in temperature. Broccoli et al.

(2003), using a somewhat different approach, estimate a net solar forcing

of þ0.23 8C during the twentieth century and only þ0.15 8C for the period

1940–1997. The comparable figures for greenhouse gases are +0.94 8C and

þ1.37 8C, respectively. Only during the period 1900–1940 were the two

forcings of comparable inferred magnitude.

16.2.8 The normality of change and the resilience
of the Earth system

This view is exemplified by the writings of Philip Stott (see, e.g., www.probio-

tech.fsnet.co.uk/) whose brand of scepticism has been summarised in

numerous widely scattered publications. It stresses the perpetual nature of

climate change with or without anthropogenic impacts, and the importance of

maintaining ecological function rather than the integrity of human constructs

such as ‘tropical rainforest’. It emphasises the dangers of interfering with a

system as complex and non-linear as the Earth system, accepts the need for
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higher energy inputs to developing economies and sees enhancing adaptive

capacity as the appropriate response to any likely future changes.

16.3 Some non-scientific assertions

To the scientific and somewhat less scientific arguments illustrated above are

added a range of entirely non-scientific arguments. Many of these focus as

much on the IPCC process as on the outcomes, and seek to identify flaws at

each stage. Lomborg (2001) draws most of the arguments together and presents

them alongside a summary of many of the sceptical views outlined in the

previous section. Other sceptics have resorted to discrediting key scientists

involved in the IPCC climate reconstruction and climate modelling. The

Competitive Enterprise Institute, CEI (www.cei.org) in particular has pub-

lished articles in which key protagonists of global warming and their argu-

ments have been caricatured, their arguments over-simplified, or

misrepresented, and their motives called into question either directly, or by

subtle implication (Georgia, 2002a, b; Anon., 2003b; Murray, 2003a). These

attacks follow earlier ones on the lead authors of the second IPCC assessment

(IPCC, 1996).

Other lines of argument hinge on perceptions of energy use, growth econom-

ics, notions of freedom and particular world views. Many are expressed in the

publications of the CEI and the Capital Research Center, www.capitalresearch.

org (see especially Osorio, 2003). They include an emphasis on the need for

fossil-fuel-based economic development world-wide; the inappropriateness of

any attempt to curtail energy-based growth nationally or internationally, by

treaty, legislation, trade credits or tax incentives; the dismissal of all equity-

based concepts save those that can be ‘cured’ by energy-linked economic

growth; the promotion of large automobiles on the basis of greater road safety;

the characterisation of third-world poverty as owingmore to corrupt regimes and

overpopulation than to any other factors, environmental , fiscal or political, and a

visceral antipathy to all the United Nations-linked non-governmental organisa-

tions (NGOs) with any concern for environmental protection. These points of

view are generally held alongside the belief that, ‘as in the past’, technological

solutions can be found for any problems that the environment throws up (as well

as any that the technological solutions themselves may generate). All these

arguments are presented with varying degrees of coherence and balance.

Lomborg (2001) presents a comprehensive case, underpinned by a wealth of

statistical information, in support of the view that, given continued access to

widely available energy, the world will only get better overall. He sees the

‘environmentalist’ arguments for caution, reduced energy use and mitigation

as fundamentally flawed.
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16.4 Key questions and some tentative responses

16.4.1 What will be the amplitude and rate of global climate
changes and the likely response of sea-level over the
next century?

Such consensus as there is among all but the most extreme sceptics would accept

projections of global mean temperatures some 1 to 1.5 8C above current levels by

the middle of this century. The range of increase by the end of the century is most

unlikely to be less than 1.5 8C, unless virtually all the essential components of

current state of the art atmosphere–ocean global climate models are seriously

wrong, or currently unverified processes contrive to generate massive negative

feedbacks. The possibility of an increase significantly in excess of 5 8C cannot

be precluded, but on the basis of current understanding one or more of the

following would probably be required: a serious underestimate of the sensitivity

of climate to greenhouse-gas forcing; conversion of current terrestrial and

marine sinks of carbon into major sources; an acceleration in the annual rate

of increase of atmospheric greenhouse-gas concentrations; virtual exhaustion of

all known fossil-fuel reserves by the end of the century.

Projections of global precipitation and precipitation/evaporation are much less

secure. In so far as global generalisations are possible, higher total precipitation,

earlier snow-melt, greater extremes and a higher level of variability seem likely.

To the extent to which there is any convergence between model projections, they

would suggest moister conditions in higher northern latitudes, a greater likelihood

of droughts in sub-tropical semi-arid regions, but more chance of higher levels of

precipitation and potential flooding in some regions affected by summer-monsoon

rainfall. The coexistence of higher risks of both drought and floods may be partly

explained by the kind of mechanism outlined by Neelin et al. (2003). Using a

climate model of intermediate complexity they show that as surface warming

increases, regional reductions in precipitation occur around the margins of convec-

tion zones. This is because the higher temperatures in the troposphere increase the

amount of moisture needed in the surface-boundary layer for convection to occur.

Where enough moisture is present, precipitation is maintained, but one conse-

quence of this is less moisture in surrounding regions of air subsidence. Regions

affected by this subsiding air suffer reduced rainfall. The authors claim that this is a

major factor in the simulation of future low-latitude droughts in global-warming

scenarios, as well as one of the dominant causes of drought during El Niño events.

In the present state of knowledge, it is unrealistic to venture far beyond such

spatially non-specific generalisations without a better sense of the ways in

which current modes of climate variability are likely to interact with anthropogenic

forcings. More confidence is needed in the ability of climate models to be able to

generate simulations that can, at the very least, effectively replicate the key aspects

of both present- and past-climate variability at sub-global level.
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The impact of future climate change on global sea-level has proved extremely

difficult to quantify and the range given in the IPCC TAR (9–88 cm by 2100,

relative to 1990) accommodates most of the estimates given by all but the most

conservative projections. Several post-IPCC TAR studies suggest that the IPCC

projections for any given emission scenario are more likely to be under- than over-

estimates. Virtually all longer-term projections beyond 2100 have sea-level con-

tinuing to rise. Those based on higher-emission scenarios project sea-level rises that

would be catastrophic in human terms. Even the modest rises projected for the next

few decades require careful evaluation for any given coastline before they can be

translated into the full range of implications for human populations and coastal

ecosystems.

16.4.2 How will the changes in global mean climate be
expressed in terms of extremes (droughts and floods
for example) at continental, national and regional level?

All these questions depend on secure climate projections at sub-global level and

these, for the most part, are simply not available with either the degree of

confidence, or the attachment of sufficiently narrow probability ranges, to be

of practical use as guides to the direction and degree of impact on ecosystems,

human welfare and human activities. This is not simply a personal view.

Schiermeier (2004a), in summarising the outcomes of a meeting of regional

climate modellers, quotes one of the senior participants as saying: ‘We’re not yet

at the promised level where regional climate models can really influence policy

making.’ Although this may come as no surprise to readers of Chapter 14, it

would be too pessimistic to conclude that no guidance can be offered towards

identifying which measures for protection or adaptation should be considered in

the light of a plausible range of scenarios. In this connection it is important to

remember lessons from the past about greater extremes even under natural

forcing, to take careful note of many of the more consensus-based generic

statements about likely future extremes that do not depend on regional models,

and to be aware of the progress towards developing credible sub-global models

that has already been made over the last decade.

16.4.3 What are the future implications of other ongoing
processes resulting from human activities as they
proceed alongside climate change, e.g., loss of
biodiversity, changes in ecosystem functioning, soil
degradation, deforestation?

In the preceding chapters, and in much of the literature on future environ-

mental change, climate has been dealt with largely in isolation from the many

cumulative impacts of human activities, many of which feed back into climate
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change. This is unrealistic. It reflects the intellectual and pedagogic need to

separate and explain, not the reality of interwoven processes, effects and

multiple feedbacks. The most urgent need is to define those interactions and

synergies that carry maximum risk, always remembering that risk reflects both

probability and potential consequences. Schellnhuber (2002) seeks to do this

by defining ‘switch’ or ‘choke’ points that represent key locations and func-

tions modification of which would have major significance for the Earth

system as a whole. One of the key points he defines is Amazonia, since

model simulations suggest that complete loss of forest cover could have

massive consequences for climate over a wide area. He also identifies bio-

physical processes that are linked to human activities mainly through the

impacts of the latter on climate. This ignores those situations where the

complex of interacting biophysical and human processes pose increasing

threats to ecosystems, irrespective of future changes in climate. For the most

part, these must be considered on a case-by-case basis. The limitations of

regional climate projections, alongside the indeterminacy inherent in human

affairs, make all such studies subject to huge uncertainties. To attempt a

comprehensive survey of these would be to repeat too much of what is

presented in Watson et al. (2001) and illustrated by a wide range of examples

in Steffen et al. (2004).

16.4.4 How will the interacting complex of changes
encompassed in all the above affect key issues of
vulnerability and sustainability for humanpopulations
and the resources upon which they depend?

The ever-growing industry of impact assessment deals with these kinds of

question, but the claim made here is that the most such activities can lead to is

a better sense of the range of possible futures to which adaptive capacity may

be oriented. Building adaptive capacity through characterising the range of

future possibilities, and strengthening those aspects of societies that can serve

to enhance adaptive capacity at all levels of social and political organisation,

seems wise and necessary. Pretending, in our present state of knowledge, that by

combining regional climate models with, for example, models of ecological or

agronomic responses, and others for human decision making, it is possible to

produce a concrete basis for choosing a narrowly defined direction of adaptation

is trusting to an illusion. It seems more likely to limit adaptive capacity than to

enhance it. Should any nexus develop within which unrealistic expectations on

the part of policy makers are ‘satisfied’ by unjustified or spurious predictions on

the part of researchers, the results would be an affront to science and a betrayal of

the public at large. Even if it were possible to downscale global climate models

more effectively, several key stumbling blocks would remain, notably those

288 Sceptics, responses and partial answers



arising from our inability either to predict the behaviour of complex, interactive,

non-linear systems or to overcome the inherent indeterminacy in human affairs.

The most realistic approach is to develop conditional scenarios and use these to

explore system resilience and vulnerability in linked model studies that incor-

porate feedbacks between all aspects of the biophysical–human complex. In this

context, systems may be ecosystems, schemes for water management or flood

protection, or indeed any coherent attempt to define management options for an

uncertain future.

16.4.5 What is the likelihood that future changes will include
major perturbations of the Earth system such as a
reorganisation of ocean circulation patterns or a
collapse of the west Antarctic ice sheet?

Section 4 of Chapter 13 suggests that, in all probability, the issue of major

perturbations of the kind implied may be not so much a question of ‘if ’, but

rather of ‘how soon, how sudden and how dramatic?’ To answer these questions

calls for much more effective modelling that incorporates well-constrained

representations of many processes currently only crudely parameterised.

Meanwhile, especially for anyone inclined to take seriously the possible con-

sequences of present and near-future actions on the societies of the twenty-

second century and beyond, there is no cause for complacency.

16.5 A personal perspective on mitigation and adaptation

From the necessarily personal responses outlined above, and the summary of the

science that underpins them in previous chapters, comes a conviction that the

outcomes of all but the most conservative future emission scenarios are likely to

include serious implications for many human populations on decade-to-century

timescales. This is consistent with the December 2003 ‘position statement’ made

by the Council of the American Geophysical Union (AGU, 2003), which

includes the following: ‘The global climate is changing and human activities

are contributing to that change’. Even those who minimise the implications of

global change over the next few decades would be well advised to consider the

longer term. They might also contemplate the disturbing paradox that those who

are most dismissive are those who are recommending a pathway that may turn

out to maximise the likelihood of worst-case outcomes.

It follows that proposals to rule out all mitigation strategies are in conflict with

the scientific evidence and its likely future implications. This book is not about

proposing, outlining or evaluating mitigation strategies, but several points seem

self-evident:
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* The degree of global coordination, shared will and commonality of purpose required to

promulgate and sustain a policy designed tominimise future greenhouse-gas emissions

world-wide is neither attainable, nor, given the degree of central direction (and hubris)

it would require, or the damaging human consequences it could entail, politically or

ethically desirable. This is not to deny the importance of efforts to negotiate consensus-

based protocols for emission reduction.

* The conflict between emission reduction and the demand for energy-based growth is

most unlikely to be resolved in favour of the former on a global scale in the foreseeable

future. The most one may hope for is a growing recognition of the need to respect the

precautionary principle and to develop ‘guardrails’ against the most damaging future

outcomes (WGBU, 1996). This implies a willingness to act decisively as future

projections come closer to identifying the levels and rates of increase in emissions

most likely to threaten existing human populations, infrastructure and life-support

systems. In this connection, identifying indicators that can be used to diagnose the

onset of damaging changes in Earth-system function (see, e.g., Vellinga and Wood,

2004) may prove to be especially important.

* Pro-energy sceptics often equate future growth in energy use with future growth in

welfare, without any differentiation on the basis of the huge contrasts in levels of

economic development and human welfare that actually exist across the world. This

leads to arguments that are both disingenuous and unrealistic. There is an urgent need

to reconcile welfare imperatives (and their implications in terms of higher-energy

demands) for currently impoverished human populations, with emission controls,

constraints on wasteful energy use, especially in the developed world, and acceptable

mitigation strategies.

* Only under the most extreme and as yet highly unlikely circumstances would accept-

able mitigation strategies include the types of strongly interventionist geo-engineering

schemes outlined by Keith (2001 ) and Schneider ( 2001b). There is clearly scope for

major improvements in sequestration technology (Lackner, 2003). Additional initiat-

ives that go much beyond improved emission controls, and increased carbon seques-

tration in the terrestrial biomass through tree planting, as a temporary palliative, would

probably be either ineffective, as in the case of iron fertilisation of areas of the ocean,

or incalculably dangerous, as in the case of various schemes to modify the energy

balance of the atmosphere. Even temporary sequestration through afforestation is far

from straightforward. As Körner (2003) shows, net sequestration involves a delicate

balance between slow gains through growth, and rapid losses through fire and other

types of disturbance.Where afforestation increases vulnerability to the latter, the result

may be a net loss of carbon.

All the above points should be viewed in the light of two further observations:

1. What is in question is not the survival of the Earth system, nor indeed the human

species, but rather the future welfare of a significant proportion of the human

population and the resource systems upon which it depends.
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2. The combined effects of the processes linked to human-population growth, aspirations

and demands on the one hand, and those arising from likely climate change on the

other, make the problems to be faced in the future quite unique.

The former point disposes of the view that the demonstrated past resilience of

the Earth system provides a basis for an essentially optimistic forward look; the

second point counters the view that human survival of past changes lends an air

of normality to the challenges posed by any changes that lie ahead.

Given the above rather pessimistic evaluation of the prospects for early and

effective mitigation, there is a clear need to examine the issue of adaptation very

seriously, yet the thrust of much of Chapters 14 and 15 is to doubt the wisdom of

prescribing specific actions to meet projected future impacts, no matter how

sophisticated or comprehensive the scheme of reasoning may be. The logic of

this is that the emphasis should not be on pre-emptive adaptation to a particular

set of scenarios, but on raising adaptive capacity in the face of future uncertainty.

Articulating and constraining that uncertainty through the development of a

realistic range of plausible scenarios seems valid and necessary. Alongside

this, there is also the need to apply models that explore the sensitivity of existing

systems to the range of scenarios generated. To go beyond this and adopt

narrowly defined responses linked to specific scenarios underpinned by projec-

tions that rest on the present state of scientific knowledge still seems unwise at

best. One of the most intransigent aspects of impact/vulnerability assessments

over the world as a whole is the degree to which many of the societies most at

risk from future global change are ones with only a limited repertoire of adaptive

options (Watson et al., 2001).

16.6 A final key issue

Schiermeier’s (2004a) quotation, casting doubt on the ability of existing regional

climate models to support policy making, raises challenging questions when one

considers the extent to which policy making in fields such as countryside

management, conservation, regional land-use planning, coastal and flood

defences and water-resource management require future climate scenarios

(UKCIP, 2002), and the fact that all impact assessments must include a future

climate element applicable at regional or national level. The contention here is

that several of the key questions posed at the beginning of the book can only be

given tentative and highly qualified answers, usually with many attached uncer-

tainties, some more or less quantifiable, some essentially indeterminate. Out of

the response to the key issues outlined in Chapter 1 emerges a further question of

outstanding importance: how may we best respond to the dilemma that arises

from this troubling gap between what can currently be underpinned by well-

validated science and what is urgently needed by policy makers?
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The UKCIP (2002) briefing report contains state of the art examples of

regional climate scenarios for time slices within the present century. It is

deliberately couched in clear and jargon-free language, but makes no secret of

the serious limitations in the projections provided. It lists the main uncertainties

associated with both the emission scenarios and the science involved at each

stage in the process; these include those associated with using only a single

global model, with additional uncertainties arising from downscaling to regional

level and from the use of a ‘pattern scaling’ procedure to generate scenarios for

time intervals between 1961–90 (the control period) and 2071–100, the future

time slice for which the regional model was run. In every section of the text, the

report cautions against using the present projections as predictions. In the

chapter on ‘Further Work and Developments in Research’ many pathways for

improving projections are outlined, including the provision of more detail,

higher resolution, a wider range of information and probabilistic predictions.

The main approach to validation seems to be through developing alternative

models and testing them against observations for a single, recent time slice, then

using the output from models that have been acceptably validated to generate

probability density functions. Most of the other future developments seem to lean

towards stake-holder requirements, rather than validation. Is this the best way

forwards?

One of the key demonstrations in the projection of future global climate is the

skill with which models that combine both natural and anthropogenic forcing can

replicate the sequence of changes in global temperature over the past 150 years.

Despite uncertainties arising from themutually compensating effects of forcing by

greenhouse gases and aerosols, this is one of the firmer planks upon which future

projections are built. It signals a competence in realistically simulating, to a good

first approximation, changes through time. Despite great progress in recent years,

nothing in the business of developing future scenarios at regional scale matches

this at present, yet the observational data are available, along with, for the last 60

years or so, the reanalysis data too. To someone looking in from outside the

regional-modelling community, there seems to be both a need and an opportunity

to try to get closer to more rigorous testing and temporal ‘calibration’. Even to

reach the point where a simulation of regional climate for a period early in the

instrumental series could be compared with one close to the present day would

surely be a useful advance, though there is also scope for testing against spatially

well-resolved proxy-based reconstructions too (see, e.g., Luterbacher et al., 2004).

It might test the skill with which regional models can measure change, rather than

replicate observations for a single time slice. It might also give a better idea of how

well or otherwise downscaling can cope with changes in natural forcing (solar and

volcanic), which are currently discounted in the procedures used. In the tension

between underpinning the science as securely as possible and responding to stake-

holder requirements, where, within a finite budget, does the best balance lie? As

Covey (2000) states, in relation to climate scenarios: ‘Such an exercise cannot
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prove models correct but can prove them incorrect if they fail to reproduce the

observations while keeping adjustable parameters within acceptable bounds’. We

are obliged to accept that more rigorous testing will not guarantee reliability, but it

should at least help to detect the basis for, quantify, or even reduce uncertainty.

Applied to the wider realms of environmental change, involving ecological

processes and human decisions, Covey’s statement, with strong Popperian

echoes, hits against a distinction made neatly by Francis and Hare (1994).

They contrast two approaches to science, an ‘experimental-predictive’ and a

‘historical-descriptive’ approach. For us, the crucial characteristic of the former

is ‘that all times can be treated alike’. By contrast, in the latter mode of study,

what we record is ‘unique, i.e., dependent, or contingent upon everything that

came before’. As we have seen in section 1.2.2, contingency is one of the key

characteristics of many aspects of the Earth system, especially as human inter-

ventions become increasingly dominant. Somehow then, we have to find ways of

reconciling this with the need to create and evaluate future scenarios, despite the

fact that in many critical respects, all times cannot be treated alike. Harte (2002),

who makes a similar distinction to that made by Francis and Hare, nevertheless

believes that the impediments to generalisation imposed by contingency and

particularity can often be overcome without venturing beyond familiar concepts

of science. He cites scaling laws in ecology and nutrient mass-balance models as

examples. An additional, or alternative approach could involve the use of

cellular-automaton type models, as briefly outlined in section 2.4.3, since they

are able to incorporate ongoing feedback and hence replicate contingency,

through the introduction of simple rules.

Further questions arise concerning the extent towhich bridging the gap between

science and policy requirements constitutes a fundamental shift in the nature of

science. Haug and Kaupenjohann (2001) and Saloranta (2001), following

Funtowicz and Ravetz (1992, 1993), express the view that the only type of

research that is sufficiently responsive to the combination of urgency and uncer-

tainty provoked by fears of the consequence of global change is what they term

post-normal science. They highlight what they see as a discontinuity between the

traditional scientist role and the role in which scientists responsive to the demands

of future policy makers are cast. They envisage that science may split into an

‘academic branch’ and a ‘managerial, public-policy branch’; and that modelling

for science per se and modelling for decision making may diverge. Their analysis

thus disconnects future-oriented, hence policy-oriented science from traditional

science by stressing aspects that lie outside the traditional scientific realm.

The thrust of this book is against such a proposition. Moreover, the approach

exemplified by the UKCIP (2002) report is also counter to it, for the need for

scientific underpinning is never sidelined or neglected. My only questions are

about the nature of validation and the allocation of resources between competing

priorities. A future-oriented science is necessarily different in terms of research

strategies, methodologies, verifiability and application, but that only decouples it
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from themore traditional approaches to science if groups of practitioners within in

it dissociate themselves from the fundamental concepts of testing for consistency

and refining inferential schemes in the light of new results. In the context of

designing future scenarios at regional scale, one of the barriers to retaining the

union between science ‘proper’ and the provision of guidance to policy makers is

the likelihood that testing against what we know of past processes and interactions

is more likely to constrain scenario development and impair its fluency, than to

facilitate it. AsDiaz (2001) has noted, ‘Considerable optimism and a certain disdain

for all things past are distinctive characteristics of quickly developing fields of

science’. Indeed, Don DeLillo the novelist goes well beyond this with his bold

view of the future: ‘Computer power eliminates doubt. All doubt rises from

past experience. But past experience is disappearing. We used to know the past,

but not the future. This is changing.’ (Burn, 2003). Both of the latter two views

find many echoes in the burgeoning scientific and not so scientific literature about

the future.

Where the only criteria used to assess value are apparent credibility and

acceptance by users, testing against independently derived empirical data runs

the risk of becoming redundant. Whenever this happens, all ultimately lose out –

scientists for their lack of rigour and intellectual honesty; policy makers for the

flimsy basis underpinning their planning. Scenarios generated for policy makers

should be conditional, constrained and, in so far as possible, probabilistic;

conditional in the sense of depending, for example, on given emission scenarios;

constrained by tests against past observations using a strategy that focuses on

tests of the fidelity with which past change can be replicated; probabilistic at

least in relation to the statistical properties of the range of simulations generated.

Anything short of this falls into the category of coherent myth – useful perhaps,

but to a greater or lesser degree mythical nonetheless.

Anyone who has worked in the field of past environmental change for half a

century is familiar with the nature of coherentmyths, having in all probability both

shared and contributed to a succession of them. What redeems this activity is the

dogged skill with which the best practitioners test, refine, revise and transcend the

limitations of each successive interpretative scheme. My best hope is that by

developing an equal partnership between the empirical and the model-based,

between past changes and future scenarios and between biophysical and human

processes, the samemay be said for attempts to project the climates and the linked

human–environmental interactions of the future. Those who develop projections

of the future nature of the Earth system are in a line of business that has much in

common with macro-economic forecasting, but the lead times are longer and the

potential for non-linear responses and threshold-linked behaviour no less. The

longer lead times reduce the scope for observed behaviour to feed back into revised

projections. Thus, if, as is generally supposed, the likely changes over the next

30 years or so have largely been ‘built-in’ and will, in any case, be relatively

modest, that in itself constitutes a potential problem. It could easily encourage the
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view that there’s not much point in taking any action and that anyhow, things are

not changing so much. Yet the next 30 years will be critical for the longer term.

Much emphasis has been placed on the need to make science responsive to

future policy making. One of the corollaries of the foregoing analysis is that

there is an equal need for policy makers and the general public to whom they are

responsible to have a better grasp of what, in any given state of knowledge and

understanding, can actually be supported by sound research and what remains

largely unsubstantiated. I have already outlined the need to bridge three meth-

odological gaps, between contemporary and paleo-research, between empirical

and modelling approaches and between biophysical and socio-economic per-

spectives. As in the other three cases, bridging the fourth and final gap con-

sidered here – that between well-validated research and policy making – requires

understanding and respect from both sides.
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Island, north Queensland. Palaeogeography, Palaeoclimatology, Palaeoecology 168,

207–19.

Hays, J. D., Imbrie, J. and Shackleton, N. J. (1976). Variations in the Earth’s orbit: pacemaker

of the ice ages. Science 194, 1121–32.

He, Y., Zhang, Z., Theakstone, W. H. et al. (2003). Changing features of the climate and

glaciers in Chin’s monsoonal temperate glacier region. Journal of Geophysical Research

108, D17, 2067.

Hegerl, G. C., Crowley, T. J., Baum, S. K., Kim, K-Y. and Hyde, W. T. (2003). Detection of

volcanic and greenhouse gas signals in paleo-reconstructions of northern hemisphere

temperature. Geophysical Research Letters 30 (5), 46-1–46-4.
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Meybeck, M. and Vörösmarty, C. (2004). Human-driven changes to continental aquatic

systems. In Steffen, W., Sanderson, A., Tyson, P. et al. (eds.). Global Change and the Earth

System: A Planet Under Pressure. Berlin, Springer Verlag. pp. 112–113.

Mickley, L. J., Jacob, D. J., Field, B. D. and Rind, D. (2004). Climate response to the increase in

tropospheric ozone since preindustrial times: a comparison between ozone and equivalent

CO2 forcings. Journal of Geophysical Research 109, D05106.

Midgley, G. F., Hannah, L., Millar, D., Rutherford, M. C. and Powrie, L. W. (2002). Assessing

the vulnerability of species richness to anthropogenic climate change in a biodiversity

hotspot. Global Ecology and Biogeography 11, 445–51.

Mikolajewicz, U., Crowley, T. J., Schiller, A. and Voss, R. (1997). Modelling teleconnections

between the North Atlantic and North Pacific during the Younger Dryas. Nature 387,

384–7.

Milankovitch, M. M. (1941). Canon of insolation and the ice-age problem. Beograd:

Koninglich Serbische Akademie. [English translation by the Israel program for Scientific

Translations, published by the US Department of Commerce, and the National Science

Foundation, Washington DC (1969)].

Miller, L. and Douglas, B. C. (2004). Mass and volume contributions to twentieth-century

global sea-level rise. Nature 428, 406–9.

Milly, P. C. D., Wetherald, R. T., Dunne, K. A. and Delworth, T. L. (2002). Increasing risk of

floods in a changing climate. Nature 415, 514–7.

Mirza, M., Mirza, Q., Warrick, R. A. and Ericksen, N. J. (2003). The implications of climate

change on floods of the Ganges, Brahmaputra and Meghna Rivers in Bangladesh. Climatic

Change 57, 287–318.

Mitchell, J. F. B., Karoly, D. J., Hegerl, G. C. et al. In IPCC TAR (2001). Detection of Climate

Change and Attribution of Causes. Cambridge, Cambridge University Press, pp. 697–738.

Mitrovica, J. X., Tamisea, M. E., Davis, J. L. and Milne, G. A. (2001). Recent mass balance of

polar ice sheets inferred from patterns of global sea-level change. Nature 409, 1026–29.

Mitsuguchi, T., Matsumoto, E., Abe, O., Uechida, T. and Isdale, P. J. (1996). Mg/Ca thermo-

metry in coral skeletons. Science 274, 961–3.

Mix, A. C., Bard, E. and Schneider, R. (2001). Environmental processes of the ice age: land,

oceans, glaciers (EPILOG). Quaternary Science Reviews 20, 627–57.

Mock, C. J. (2002). Documentary records of past climate and tropical cyclones from the

southeastern United States. PAGES Newsletter 10 (3), 20–21.

Monnin, E., Indermühle, A., Dällenbach, A. et al. (2001). Atmospheric CO2 concentrations

over the last glacial termination. Science 291, 112– 114.

Mooney, H. A., Canadell, J., Chapin, F. S. III, et al. (1999). Ecosystem physiology responses to

global change. In Walker, B., Steffen, W. Canadell, J. and Ingram, J. (eds.). The terrestrial

biosphere and global change. Implications for Natural and Managed Ecosystems.

Cambridge, Cambridge University Press.

Moore, G. W. K., Holdsworth, G. and Alverson, K. (2001). Extra-tropical responses to ENSO

1736–1985 as expressed in an ice core from the Saint Elias Mountain range in northwestern

North America. Geophysical Research Letters 28, 3457–61.

References 325



Moore, G. W. K., Holdsworth, G. and Alverson, K. (2002). Climate change in the north Pacific

region over the past three centuries. Nature 420, 401–3.

Morgan, V., Delmotte, M., van Ommen, T. et al. (2002). Relative timing of deglacial climate

events in Antarctica and Greenland. Science 297, 1862–4.

Mörner, N. -A. (2004). Estimating future sea-level changes from past records. Global and

Planetary Change 40, 49–54.

Mörner, N. -A., Tooley, M. and Possnert, G. (2004). New perspectives for the future of the

Maldives. Global and Planetary Change 40, 177–182.

Morrill, C., Overpeck, J. T. and Cole, J. E. (2003). A synthesis of abrupt changes in the Asian

summer monsoon since the last glaciation. The Holocene 13, 465–76.

Mosier, A. R., Bleken, M. A., Chaiwanakupt, P. et al. (2002). Policy implications of

human-accelerated nitrogen cycling. Biogeochemistry 57–58, 477–516.

Moy, C. M., Seltzer, G. O., Rodbell, D. T. and Anderson, D. M. (2002). Variability of El Niño/

southern oscillation activity at millennial timescales during the Holocene epoch. Nature

420, 162–5.

Mueller, D. R., Vincent, W. F. and Jeffries, M. O. (2003). Break-up of the largest Arctic ice

shelf and associated loss of an epishelf lake. Geophysical Research Letters 30 (20), CRY

1-1–1-4.

Müller P. J., Kirst, G., Ruhland, G., von Storch, I. and Rosell-Mélé, A. (1998). Calibration of
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Selected websites with information on global change

Carbon Dioxide Information Center www.cdiac.esd.ornl.gov/trends/trends.htm

Department of Environment, Food and Rural Affairs, UK www.defra.gov.uk/environment/

climatechange/

Global Change Data and Information System/US Global Change Research Program Gateway

to Global Change Data and Information www.globalchange.gov/

Global Change Master Directory www.gcmd.gsfc.nasa.gov/

The National Academies – Global Change Website www.dels.nas.edu/ccgc/

UK Rivers www.ukrivers.net/climate.html

US Environmental Protection Agency www.epa.gov/globalwarming

US Global Change Research Information Office www.gcrio.org

US National Science Foundation – Global Change Research Programs www.geo.nsf.gov/egch/

WGBU German Advisory Council of Global Change www.wbgu.de/wbgu_home_engl.html

UK Climate Impacts Programme www.ukcip.org.uk/

Selected ‘sceptical’ websites

Capital Research Institute www.capitalresearch.org

Center for the Study of Carbon Dioxide and Global Change www.co2science.org

Competitive Enterprise Institute www.cei.org

Cooler Heads Coalition www.globalwarming.org/

George Marshall Institute www.marshall.org

Global Climate Coalition www.globalclimate.org/index.htm

Global Warming Information Center www.nationalcenter.org/Kyoto.html

John Daly www.johndaly.com/

Lavoisier Group www.lavoisier.com.au

Philip Stott www.probiotech.fsnet.co.uk/

Science and Environmental Policy Project (SEPP) www.sepp.org

Skepticism.net (with many links) www.skepticism.net/global_warming/

Skepticism.Net www.skepticism.net/faq/environment/global_warming/

Selected ‘sceptical’ websites 345



Index

Page numbers in italics refer to figures.

8200 year event 121, 124, 125

abandonment of upland farms 181
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desertification 173–8

deserts during Holocene 126 

detection/attribution synopsis 228

detection (of climate change) 197– 217

definition 197–9

deuterium ( � D) see stable isotopes, hydrogen

diatom blooms/productivity (marine) 113, 187

diatoms (sub-fossil) 180, 181, 182, 186, 19 6, 21 4

dielectric profiles (of ice cores) 63

dimethyl sulphide (DMS) 63, 79, 162

dinoflagellates 187

disturbance regimes 195, 290

importance for future species migration/

establishment 266

diurnal temperature range 214

DIVERSITAS 16

documentary records of environmental

change 52–4

Dome C (Concordia) 37

beryllium-10 ( 10Be) in 92

attenuation of gas-phase signals 63

chronology 104

dust record 105, 106

greenhouse gases 104, 116

MIS 11/12 87 , 97

phasing of changes 105

� D record 101, 104, 106, 116

downscaling effects (in climate models) 255–6

‘driver’ species 194

drought

future pojections 259–61, 283, 286, 287

incidence during late Holocene 137, 137–8,

265

linked to ENSO 132, 133

past impacts on human cultures 260

drylands 173

dung cakes 164

dust 7, 163

cation-rich dust deposition 183

changing flux to west Atlantic 126, 127

in Kilimanjaro ice core 127

past atmospheric concentrations/deposition

63–4

at the LGM 96, 112

during LGM–Holocene transition 103, 105,

106, 110

effects on net radiative forcing 112–13,

115

Holocene peaks 121, 142

role in nutrient delivery to oceans 79, 84,

112–13, 114

projected future effects 233

dust bowl, see North American dust bowl

dynamic global vegetation model 150

earth simulator 30

Earth system 2–9, 4, 290
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generic characteristics 8–9

key processes 3–8

non-linearity of Earth-system interactions 8,

269, 294

present no-analogue state 152, 291

Earth-system models of intermediate (reduced)

complexity (EMICs) 24, 30, 127,

223, 237

used to project future precipitation patterns 286

Earth-system science, definition of 3

Earth System Science Partnership 16

east Antarctic ice sheet 203

lagged response to climate changes 203

mass balance 203

Easter Island 177–8, 178

eccentricity cycles 37, 64, 76, 84, 119

ECHAM 4 climate model 255, 256, 261

ecosystem(s)

conservation 175

functional changes 11, 216

implications of biodiversity loss 192,

193–6

in future 265, 284, 287

functional ‘insurance’ 194

functional redundancy 194

goods and services 12

past dynamics 267

in northeast USA 267–8

population structure 217

projected responses to future global warming

freshwater ecosystems 265, 269

terrestrial ecosystems 265–8

resilience 194

responses to recent global warming 201,

212–17, 213

changes in genetic composition 213

community compositional changes 212

in aquatic environments/ecosystems

214–15

in marine ecosystems 215

range changes 212, 213

species density changes 213

responses to warming, LGM–Holocene 266

restoration 175

trajectories of degradation 175

ecotones 265

Ecuador 129, 131

Eemian interglacial 86 –8

Egari, Lake, Papua New Guinea 175

electrical conductivity measurements (ECM) in

ice cores 63, 101, 118

El Chichon 65

El Niñ o southern oscillation (ENSO) 53,

129– 34, 130, 163

effects on sea-level 272

influence of volcanic eruptions on 134, 254

possible future impact on meridional

overturning circulation 243

prediction of 134

projected future behaviour 254

spatial variability 132–3

impacts on Antarctic sea-ice 132 Atlantic

circulation 132, atmospheric CO2

concentrations 132, 157, 158, drought

in USA 132, 138

temporal variability 130, 131, 130–2, 204, 25 4

modelled 131, 132

emergent behaviour 8

emission scenarios, see future

empirical orthogonal functions (EOFs) 251, 251

endemicity 266

energy

fluxes in Earth system 3

redistribution in Earth system 5

energy balance models (EBMs) 28, 222, 233

energy-rich lifestyles 232

English Midlands, climate series 50, 51

sediment yields 175

ENSO, see El Niñ o southern oscillation

environmental determinism 177

Eocene thermal maximum 34

EPICA (European Project for Ice Coring in

Antarctica) 37, 87

equilibrium models 22

Europe

effects of NAO variability 135

past climate 99

eutrophication

cultural 179–81, 269

in coastal zone 186

in less developed countries 181

natural 179

evaporation 282

projected future 248–52, 249

evaporative enrichment (of stable isotope

ratios) 61

experimental-predictive science 293

experiments 14–15

extinction of

primates 192

species 152, 190–2, 191

vascular plants 190, 191

vertebrates 190, 191

extremes, see climate; also floods, cyclones and

droughts

FACE (Free Air Carbon Enrichment)

experiments 15, 267

FAO (Food and Agriculture Organization) 188

Faroe Islands 205
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feedback processes/mechanisms 6– 8, 79 –80,

111– 13, 146, 217

amplifying role in climate change 76, 78

during deglaciation 103–9

from

carbon cycle 239

changing ice-sheet elevation 88

growth of ice sheets 79, 103

sea-ice 88, 91, 103

terrestrial biosphere 123, 124, 21 6,

236, 26 5

importance during early Holocene 125, 127

role of negative feedback during

glacial–interglacial cycles 78

fertilisers

artificial 180

consumption of 153

fire 195

effects on changing proportions of deciduous/

coniferous species 216

global incidence during Holocene 148

links to drought incidence 138

recent impacts on amospheric CO2 157

fingerprinting anthropogenic impacts on

climate 226

by analysis of recent trends 227

uncertainties in 227

fisheries (in ocean)

expoitation of 153, 188, 189

future impact of global change on 274– 5

floods 53, 153

flood storage capacity 184, 184

past incidence (palaeofloods) in North

America 138, 177

past incidence in Britain 138

projected future 258–9, 263, 286, 287

flux adjustments 24

food production (future) 269–71

in pasture and rangelands 270

scope for increase

through extending cultivated area 270

through intensification 270

foraminifera 68, 208

benthic 67, 186, 187

forcing

external (of climate) 78, 103–9 , 143–6,

217, 219

linearly additive nature of climate forcing

(in models) 217

of climate models by

atmospheric greenhouses gases

218–22

solar variability 218

sulphate aerosols 218

volcanic activity 218 

recent 217–26, 219

variables 20–2

forest clearance, see deforestation

forest dieback 239

forest fires (Indonesia) 163, 290

forest succession models 271

fossil-fuel combustion 154, 158, 158, 162, 164,

169, 182

effects of solid carbon emissions on future

temperatures 233

fragmentation of habitats 267

Frains Lake, Michigan 175

freezing levels in mountain regions 202

freshwater inputs to North Atlantic 91

frost-free periods 214

fuel wood 164

functional diversity 194–5

functional types 194

future

impacts of global change ( see also impacts)

262–3

long-term projections 242

projections at sub/global regional scale

255–8, 287

Europe 256–7

Scandinavia 257–8

Southeast United States 257

United Kingdom 257

projections of

atmospheric greenhouse-gas

concentrations 232

biodiversity loss 268

cycones/tropical storms 258

droughts 259–61, 286, 287

evaporation 248–52

floods 258–9, 286, 287

exacerbated by sea-level rise 259

in Bangladesh 258, 259

global mean sea-level 229, 240–2, 241,

286, 287

beyond AD 2100 287

global mean temperature 229–40, 234, 237,

238, 240, 286

precipitation 248–52, 286

runoff 248, 249–50

scenarios 10

attachment of probabilities/probability

density functions (PDFs) 229, 235,

236–9, 237, 238, 240, 292

change through time 292–3

conditional 289

emissions (IPCCTAR) 230, 230–2, 231, 256

irrigation needs 261

water demand 260

water resources 263–5
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sceptics of future global change, see sceptical

viewpoints

‘surprises’ 13, 242–5, 289

future oriented science 293–4

Fynbos biome (South Africa) 267

Ganges, River (India/Bangladesh) 258, 259

GDP (gross domestic product) 153

general circulation models, see global climate

models

genetic diversity 192, 193

geo-engineering 290

Germany

erosion in southern loess region 176

Gerzensee (Switzerland) 72, 73

GFDL (Geophysical Fluid Dynamics

Laboratory) 8

AOGCM 222, 239

Gibraltar 134

GIS-based surveys 184

GISP (Greenland Ice Sheet Project) ice core

(GISP 2), see Greenland

Glacial–interglacial changes

sea-level 75, 208

relevance to present and future 117

glacial terminations 76

LGM–Holocene transition 97 –117

sea-level rise 98

temperature changes in polar regions 97 –9

glacier retreat 53, 202–3

temperate 202

tropical 202

global baseline surveys 15

global change 1–2

impacts 262–3 ( see also impacts)

global climate models (GCMs) 23, 24 , 29

global mean temperature (future), see future

projections

Global Sea-Level Observing Systems

(GLOSS) 14

Global Ocean Observing System (GOOS) 14

global warming

amplitude of future warming 286

evidence for 199–205

at high latitudes 197, 199–201

in mountain regions 202–3

future, see future projections

impacts on ecosystems ( see ecosystems,

reponses to global warming)

rate of future warming 286

rate of warming, LGM–early Holocene 265–6

ecosystem reponses 266

resource implication 215

sceptics of, see sceptical viewpoints

seasonal expression 199

troposphere (anomalous warming of) 221–2,

282

Gotland Basin (Baltic Sea) 187

Great Barrier Reef 132

Great Lakes (North America) 107, 109

Great Plains (North America) 138, 186

greenhouse gases

atmospheric concentrations 76

amplitude of glacial–intergalcial variations

76, 112–13

attenuation of ice-core signals 63

coherence glacial–intergalcial variations

with temperatures 76–8

direct observation of feedback effects 227

effects of pre-industrial Holocene variation

on climate, see Ruddiman hypothesis

feedback effects 7 , 79

future radiative effects 234

increased concentrations post

industrialisation 153–62, 154, 162

past versus present and projected future

values 1, 2

phasing relative to other Earth-system

changes 82–6, 109

rates of increase 1

reconstruction of past values 62– 3

role in forcing model simulations 218–22,

glacial inception 82–6, glacial

termination 82– 6, 103–5, 104, 109,

111, 116

bubbles in ice cores 62 , 82

effects of

convection 62, 82, delayed occlusion 62,

82, molecular diffusion 62 , 82

Greenland

central 63, 98, 105

late holocene temperature changes 210

GRIP/GISP ice cores 41
10Be in 92, Ca (dust) record 106, 118,

chronology 83, 90, 93, 97, 104, early

Holocene cooling event (8200 year)

124, ice/snow accumulation rates 101,

102, 102, 118, LGM–Holocene

transition, 98, 100, 101, 102, 104, 106,

116, 118, phasing relative to

Antarctica 92, �  18O record 58, 88, 89,

99, 100, 106, 116

coast (Holocene SSTs) 123

melting of coastal ice 203, 207

possible future melting of ice cap 234

GRIP (Greenland Ice Core Project) ice core,

see Greenland

groundwater 60, 183, 185–6

depletion of 185

salt-water intrusion 185
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groundwater (cont.)

use of fossil water 185, 185

growing season length 201, 213

‘guardrails’ concept 290

Gujarat (northwest India) 186

Gulf of Mexico 107, 109

eutrophication in 187

dead zone 187

Gulf States (of USA) 132

Haber–Bosch process 169

Hadley cell 6, 129, 145, 146

Hadley Centre, UK 201, 249

HadCM2 climate model 218, 252,

255, 267

HadCM3 climate model 201, 220, 236, 243,

244, 252, 257, 261

HadAM3H climate model 256, 257

halocarbons 226, 233

Harrapan empire, demise of 260

Hawaii 158, 195

Hawes Water (northwest England) 100

heavy metals 182, 188

Heinrich layers 89 , 91– 2, 98 , 98, 107,

109, 110

historical climatology 52–4

historical-descriptive science 293

‘hockey stick graph’ 280

Hohokum culture, demise of 260

Holocene

amplitude of variability MWP–LIA 141–2

climate ‘optimum’/‘hypsithermal’ 120, 128

climate extremes 137–9

distinction between early and late variability

118–19

early climate changes 122–5

evidence for synchroneity of climate changes

142–3

around 2650 BP 142, 144

mid 36, 121, 268

opening of 1 , 105, 107, 110, 118–19, 265

spatial patterns of climate change 119–21 ,

127–8

northern hemisphere / high latitude 120,

122, 123

tropical 121–2

SSTs in North Atlantic 123

variability in relation to glacial times 119

variability of late Holocene climate 128–46

special significance 128

in North Atlantic region 142

role of solar variability 138, 143–6, 144

sceptical interpretations 280–1

Holzmaar (west Germany) 176

Hong Hu Lake (China) 184, 184–5

Huascaran ice core (Peru) 105, 106

Hudson Bay 183

Hudson Strait 124

Hulu Cave (central China) 90

human activities

as part of Earth system 3

cumulative versus systemic impacts 12, 272

effects on pre-industrial

greenhouse-gas levels, see Ruddiman

hypothesis

future implications 11–12, 287–8

future priorities 9

impacts on coastal zone 186–8 , 186–7

impacts on ecosystems 71–3, 215, 267

impacts on marine ecosystems 186

role in transformation of biosphere 1, 152, 15 3

transforming land cover 173

human health in future 278

human populations 1, 148, 152, 153

coastal 271

exposure to future global change 277

future growth of 291

in relation to food supply 269, water

availability 264 resilience 277

sensitivity to future global change 277, 291

urban 153, 269

humidity (absolute) of atmosphere 234, 249

hurricanes 53

hydrogen-isotopic ratios ( 2H/ 1H; � D), see stable

isotopes

hydrological changes

during the Holocene 183–6

future 243, 249

models 260–1

hydrological variability in lower latitudes 74,

119, 121, 122, 125–8

hydroxyl radical (OH) 159, 160, 167

hypothesis testing 19–20, 35, 36

post hoc/retrospective 181–2

hysteresis 8, 174, 216

ice

accumulation rates 101, 102, 102, 118

in response to deglaciation 203

extent in northern hemiphere 214

global volume changes 67, 82, 83, 84–5,

103, 118

mass balance 10

of polar ice sheets 203, 204

summer melt layers 61, 120, 122, 123

icebergs 204

Iceland 134, 144

ice-rafted detritus (IRD) 91, 142

ice shelves 203

collapse 204
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IMAGE (integrated model to assess the global

environment) 243, 275–6

impact assessment (IA) 16, 33, 262, 263–75, 288

integrated IA 276–8

impacts of (future) global change on

aquatic ecosystems 265

biodiversity 268

food production 269–71

forestry 271–4

human health 278

human vulnerability 273–4

marine ecosystems 274–5

mountain ecosystems 268

on coastal areas 271–4

of future sea-level rise 272–4

terrestrial ecosystems 265–8

water availability 264

indeterminacy 288, 289

Indian Ocean 163

modelled precipitation in 252

projected future SSTs 252

Indian subcontinent 163

indicators (of impacts/sustainability/

vulnerability) 277

individualistic behaviour of species 196, 266

INDOEX (Indian Ocean Experiment) 163–4

Indonesia 163

Indo-Pacific warm pool (IPWP) 129, 132

insolation (solar radiation/irradiance; see also

solar forcing) 3, 118

effect of aerosols 162

past changes in solar irradiance 64– 5,

75, 76

role during

deglaciation 108

Holocene 119, 122, 123

MIS 5e 86–7

sub-orbital (sub-Milankovitch) changes in

solar variability 64–5

instrumental records of

climate change 51, 199

environmental change other than climate

51–2

Integrated Global Observing Strategy (IGOS) 14

integrated impact assessment models, see

impact assessment

inter-galactic dust 76

interglacials 75

Intergovernmental Panel on Climate Change

(IPCC) 13

Second Assment Report (compared with

TAR) 235

Third Assessment Report (TAR) 13, 160, 228,

229, 235, 237, 239

cultural/socio-economic scenarios 277

emission scenarios, see future scenarios,

emission

projections of

global mean sea-level 241

global mean temperatures 233

runoff 249–50

International Geosphere-Biosphere Programme

(IGBP) 16

International Human Dimensions Programme

(IHDP) 16

interstadials 88

intertropical convergence zone (ITCZ)

6, 143, 250

introduced species 195

invasive species 268

IPCC, see Intergovernmental Panel on Climate

Change

Irish Sea 103

iron

enrichment/fertilisation experiments 15,

113–15, 290

iron fertilization hypothesis 114

role in marine productivity 112

IRONEX (Iron Addition Experiment) 114

irrigation 173

projected future needs 261

isostatic adjustment (global) 206

Japan 102

Sea of 105

Jason altimeter measurements 207

kelp 188

key issues/questions in current and future

environmental change 9–13, 286–91,

291–5

knowledge gap for future policy makers

291–5

reponses to 286–91

‘keystone’ species 194

Kilimanjaro, Mount (Kenya) 121, 127, 142, 203

Kråkenes (Norway) 72

krill 215

Kyoto Protocol/Agreement 232

Labrador Sea 124

La Niña 129, 132, 133

lakes

level changes 61, 102, 126, 144

sediments 59–60

stratification of water column 179

water chemistry 179–83

cultural eutrophication 179–81

acidification of lakes/surface waters

181–3, 182
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land cover 71, 147, 150, 173, 191, 220, 227

change since AD 1700 171, 216

effects on climate 223–5, 236

through future changes in

albedo 235, 236

evapotranspiration 235

hydrology 235 reflectivity 235

land degradation 173–8

long-term palaeo-perspective 174–8

trajectories 175

land reclamation 184, 184

landscape diversity 193, 196

land subsidence 185

land-use change

effects on carbon budgets 217, 222, 225

in future 232

effects on climate in future 233

Lapland (Finnish) 214

Large Scale Biosphere Experiment in Amazonia

(LBA) 16

Larsen ice shelf (Antarctica) 204, 244

last glacial maximum (LGM) 36, 58 , 60 , 74 ,

94–6

dust deposition 96, 112

hydrological cycle 113

sea-level 95

temperature differences from present day 96

vegetation and soils 95, 113

Laurentide ice sheet 91, 123, 124, 125

Law Dome ice core (Antarctica) 99

LBA, see Large Scale Biosphere Experiment in

Amazonia

lead 167

Lead-210 (210Pb) dating 48, 181

Leysin (Switzerland) 100

Lilla Oresjøn (Sweden) 182

Little Ice Age 139–43, 140, 197

evidence from

documentary sources 141

glacier readvances 140

tree rings 141

Loch Dee (Scotland) 182

loess 79, 87

as archives of dust deposition 64, 103

Chinese 37, 87, 90, 105

paleoclimatic implications of palaeosols

62, 87

particle-size variations 63, 87

Logan, Mount. 203

Lough Neagh (Northern Ireland) 180

luminescence dating 43–4, 44

macro-economic forecasting 294

macrofossils 62 , 196

Madagascar 132

magnetic field (Earth’s) influence on solar

receipts 65

magnetic susceptibility (frequency dependent) 87

magnitude/frequency estimates 139, 258, 272,

273, 283

non-stationarity of 259

Maine, Gulf of 188, 210, 211

Malawi, Lake 214

Maldive Islands 273

Man and the Biosphere Programme (MAB) 16

mangroves 188

marine ecosystems

future global change impacts on 274–5

global warming impacts on 215

human impacts on 186–7, 188–9

marine isotope stages (MIS) 37– 40, 39 , 75

MIS 2 208

MIS 5e 86–8, 210

MIS 11 87, 98, 105, 107

MIS 12 98, 105

marine productivity, see biological productivity

in the ocean

Mauna Loa (Hawai) 158, 158

Maunder minimum 143, 146

Mayan civilisation, demise of 260

medieval period 186

Medieval Warm Period/Epoch (MWP/E)

139–42, 140, 141, 281

Mediterranean 135, 139, 140

east 201

demise of prehistoric cultures in 260

recent and projected future climate

trends 257

Meghna River (India/Bangladesh) 258, 259

melt-water pulses (MWP) 103, 107

meridional overturning circulation in Atlantic

(MOC) 5, 86, 88, 94, 124, 205

conceptual model of role during deglaciation

108

possible future collapse ( see also North

Atlantic deep water) 242–4

metabolic systems (in plants) 80, 95, 113

methane

atmospheric concentrations 63, 80, 85

effects on temperature 233

feedback effects 7, 79, 85–6, 103

glacial–interglacial variations 76, 83, 83

Holocene sources 147, 150

Holocene variations 71, 147, 148, 150

increased concentrations post

industrialisation 154, 159–60, 162

possible recent stabilisation 160

projected future values 2, 231

rate of increase post 1984 160

recent increase 1, 2
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release from clathrates 34, 157

role during LGM–Holocene transition

103–5, 104, 116, 160

role in atmosphere 159

seasonal cycle 160

sources 161

natural 159

anthropogenic 159

use in interhemispheric correlations

41 , 82, 90

variations during D/O oscillations 88, 110

hydrates (clathrates) 116, 160

release from thawing permafrost 202

methanosulphonic acid (MSA) 79

methanotrophic bacteria 159

methodologies 13–17

bridging gaps between 16 –17, 35

Mezzano, Lago di (central Italy) 176

micro-atolls (as sea-level indicators) 210

Middle East 135

Milankovitch 64 ( see also orbital changes)

Millennium Ecosystem Assessment Project 15

Mississippi, River 91, 138, 187

mitigation 289–91

MOC, see meridional overturning circulation

in Atlantic

models

box 28

cellular automaton-type 33, 293

complexity (variations in) 28– 30

constraints from palaeo-data 35

coupled Earth system 85

coupling 26

data assimilation 28

downscaling 27, 254, 255–6, 292

dynamic global vegetation 85

dynamic ocean 29

energy balance 28, 222, 233

ensembles 26, 218, 220, 233

multi-model 257, 258

equilibrium 265

flux adjustments 24, 220

forward (af aerosol effects) 164

initialisation 23

inverse (as distinct from forward) 28, 29,

156, 164

ocean 31–2

of Dansgaard/Oeschger (D/O) oscillations

92–3

of ENSO variability 131, 132

parameterisation 24, 282

process-based versus empirical/statistical 25

scales (temporal/spatial) 26–7

sensitivity 25, 233, 235

spin-up 23

statistical dynamic models (SDMs) 29

subsystem 30–3

time-steps 26

upscaling 27

model simulations ( see also future/scenarios)

as a basis for future projections 198

change through time 292–3

food production in future 269

high resolution/regional climate in future

255– 8

monsoon systems 252–4

recent precipitation variability 223, 250, 251

temperature over last millennium 224, 225

twentieth century warming 198

compared with reconstructed changes

217–22

west African summer monsoon 253, 253–4

modelling 15

criteria 19

impact of anthropogenic aerosols 164

LGM climate 96

LGM–Holocene transition 110–11

link to growth in computing power 20 , 21

pollen–land-cover relationships 150

present-day carbon cycle 156– 7

uncertainty in 27

modes of variability, see climate

moisture flux 80

monitoring 14

Monsoon GCM Intercomparison Project 252

monsoon systems 5

in Oman 61

influenced by land-cover changes 173

modelled behaviour 252–4

of summer monsoon in west Africa 253,

253–4

orbital control 83

projected precipitation intensity 258

recorded in loess sections 62 , 87

variability during Holocene 121, 122, 125–6 ,

132

Montreal Protocol 166

Moomi Cave (Socotra, Indian Ocean) 90

motor vehicles

growth in use of 153

mountain regions

global warming in 202–3

mountain taxa (survival of) 196

multi-proxy palaeoenvironmental

reconstructions 71, 72, 73

mutual climatic range 60

Myrica faya 195

NADW, see North Atlantic deep water

NAO, see North Atlantic oscillation
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N2O, see nitrous oxide

narrative reconstruction 35

Nasser, Lake (Egypt) 183

neural networks (use in climate modelling)

225– 6, 238, 266

New Zealand 101, 118

NGOs (Non-Governmental Organisations) 285

niches (ecological) 196

Nile, River 183, 184

floods 53

nitrogen (N)

anthropogenic impact on N cycle 169–70

benefits 170

cascade of effects 170

fixation 195

natural 169, 180

anthropogenic 153, 169–70

flux to coastal zone 153, 186, 187

in river water 184

role in eutrophication 180

saturation in soils 183

nitrous oxide (N2 O) 63, 79, 115, 160–2

Holocene atmospheric concentrations 147, 150

increased concentrations post

industrialisation 154, 156, 162, 169

projected future values 231

effects on temperature 233

‘no-analogue’ problem 56

noble-gas ratios 60

North American dust bowl 138, 261

North Atlantic

freshening of 205, 243, 282

North Atlantic deep water (NADW) formation

205

reduction/ collapse

affected by land-cover changes 86

during D/O oscillations 88, 91, early

Holocene 124, recent decades 200,

YD 107, 109–10

projected future 13, 25, 243–4

North Atlantic oscillation (NAO) 134–6, 135,

145, 200, 205, 254– 5

North east trade winds 101

Norway 101, 123

Norwegian Sea 34

nutrient cycles 169–71

obliquity cycles 37 , 64 , 83, 83, 84, 119

observational campaigns 14

oceans

alkalinity 80

as a carbon sink 155

chemistry 189

changes in reponse to CO2 enrichment 274

circulation 5, 7, 14, 135, 206, 282, 289

during LGM–Holocene transition 103,

105–9, late Holocene 147

effects of sea-ice 79

past changes 67–70, 126

projected future changes 13 , 289

recent/current changes 157, 200, 282

wind driven 214

heat content 204

stratification 79, 134

upwelling 129, 130, 157

ventilation 65, 110

vertical mixing 158

warming 204–5

Ogallala aquifer (North America) 186

OH, see hydroxyl radical

Ojibway, glacial Lake 124

Oklahoma 163

Oman 61

Gulf of 142

optimal detection (of climate change) 218

fingerprinting (of climate change) 220

orbital changes (Earth’s), see also eccentricity,

obliquity and precession cycles

as a pacemaker of glacial–interglacial cycles

37–40 , 84

during LGM–Holocene transition 97

effects on ENSO 134

effects on monsoon regimes 126

link to greenhouse-gas concentrations 148

role in solar radiation changes 64, 66, 75 , 78 ,

108, 143

use in tuning chronologies 83

overgrazing 173

oxygen-18 ( �  18O; 18O/16O), see stable isotopes

oxygen depletion 179, 186, 187, 188

oxygen/nitrogen ratios (O2/N2) in ice bubbles 83

oyster beds 188
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