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Geomorphology and Global Environmental Change

How will global environmental change affect our landscape and
the way we interact with it? The next 50 years will determine the
future of the environment in which we live, whether catastrophe or
reorganisation. Global climate change will potentially have a
profound effect on our landscape, but there are other important
drivers of landscape change, including relief, hydroclimate and
runoff, sea level change and human activity. This volume
summarises the state of the art concerning the landscape-scale
geomorphic implications of global environmental change.

It analyses the potential effects of environmental change on a
range of landscapes, including mountains, lakes, rivers, coasts,
reefs, rainforests, savannas, deserts, permafrost, and ice sheets and
ice caps.

Geomorphology and Global Environmental Change provides a
benchmark statement from some of the world’s leading
geomorphologists on the state of the environment and its likely
near-future change. It is invaluable as required reading in graduate
advanced courses on geomorphology and environmental science,
and as a reference for research scientists. It is highly
interdisciplinary in scope, with a primary audience of earth and
environmental scientists, geographers, geomorphologists and
ecologists, both practitioners and professionals. It will also have a
wider reach to those concerned with the social, economic and
political issues raised by global environmental change and be of
value to policy-makers and environmental managers.
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Praise for Geomorphology and Global Environmental Change:

‘Global change, whether due to global warming or other human

impacts, is one of the great issues of the day. In this volume some of

the world’s most distinguished geomorphologists give an expert

and wide-ranging analysis of its significance for the movement.’
ANDREW GOUDIE, University of Oxford and President of
the International Association of Geomorphologists

‘Geomorphology and Global Environmental Change, with
chapters by a truly global group of distinguished
geomorphologists, redresses the imbalance that has seen an
overemphasis on climate as the prime driver of landscape change.
This comprehensive book summarises the deepening complexity
of multiple drivers of change, recognising the role that relief plays
in influencing hydrological processes, that sea level exerts on
coastal environments, and the far-reaching impacts of human
activity in all the major biomes, in addition to climate. The lags and
thresholds, the changing supply to the sediment cascade, and the
influence of fire on vegetation ensure that uncertain near-future
process regimes will result in unforeseen landscape responses. The
potential collapse and reorganisation of landscapes provide fertile
research fields for a new generation of geomorphologists and this
book provides an authoritative synthesis of where we are today and
a basis for embarking on a more risk-based effort to forecast how
the landforms around us are likely to change in the future.’
COLON D. WOODROFFE, University of Wollongong

‘A robust future for geomorphology will inevitably have to be
founded on greater consideration of human impacts on the
landscape. An intellectual framework for this will necessarily have
environmental change as a central component. This volume
represents an important starting point. Coverage is comprehensive,
and a set of authoritative voices provide individual chapters serving
as both benchmarks and signposts for critical disciplinary topics.’
COLIN E. THORN, University of lllinois at
Urbana-Champaign

‘According to the World Resources Institute, 21 metric tons of
material, including materials not actually used in production (soil
erosion, over-burden, construction debris, etc.) are processed and
discharged as waste every year to provide the average Japanese
with goods and services. The figure for the US is an astonishing
86 tonnes per capita. The OECD says that in 2002, 50 billion
tonnes of resources were extracted from the ecosphere to satisfy
human needs and the number is headed toward 80 billion tonnes
per year by 2020. Most of this is associated with consumption by
just the richest 20% of humanity who take home 76% of global
income, so the human role in global mass movement and landscape
alteration may only be beginning. These data show unequivocally
that the human enterprise in an integral and growing component of
the ecosphere and one of the greatest geological forces affecting
the face of the earth. Remarkably, however, techno-industrial
society still thinks of itself as separate from “the environment”.
Certainly geomorphologists have historically considered human
activities as external to geosystems. This is about to change. In
Geomorphology and Global Environmental Change, Slaymaker,
Spencer and Embleton-Hamann provide a comprehensive
treatment of landscape degradation in geosystems ranging from
coral reefs to icecaps that considers humans as a major endogenous
forcing mechanism. This long-overdue integration of
geomorphology and human ecology greatly enriches the global
change debate. It should be a primary reference for all serious
students of contemporary geomorphology and the full range of
environmental sciences.’

WILLIAM E. REES, University of British Columbia;

co-author of Our Ecological Footprint; Founding Fellow of the

One Earth Initiative
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Preface

The catalyst for this book was the Presidential Address
delivered by Professor Andrew Goudie, Master of St Cross
College, Oxford, to the Sixth International Conference
on Geomorphology held in Zaragoza, Spain in September
2005. He identified the question of landform and landscape
response to global environmental change as one of the
five central challenges for geomorphology (the science of
landform and landscape systems). He called for the establish-
ment of an international Working Group to address this ques-
tion and the chapters of this volume constitute the first product
of that process. We applaud Professor Goudie’s vision and
trust that this first modest effort to respond to his call to
arms will be reinforced by further research contributions on
the topic. The book was written under the editorial guidance
of Professor Olav Slaymaker (The University of British
Columbia), Dr Thomas Spencer (University of Cambridge)
and Professor Christine Embleton-Hamann (University of
Vienna). The editors wish to pay tribute to three mentors,
Clifford Embleton, lan Douglas and Denys Brunsden, who, in
different ways, have been instrumental in stimulating their
enthusiasm for a global geomorphological perspective.

The editors and authors share a common professional
interest in landforms, landform systems and terrestrial land-
scapes. Love of landscape and anxiety over many of the
contemporary changes that are being imposed on landscape
by society are also driving emotions that unite the authors.
All authors perceive a heightened awareness of the critical
issue of global climate change in contemporary public
debate, but at the same time see a worrying neglect of
the role of landscape in that environmental problematique.
The two topics (climate change and landscape change) are
closely intertwined. This book certainly has no intention of
downplaying the importance of climate change but it does
attempt to counterbalance an overemphasis on climate as
the single driver of environmental change.

All the contributors strongly believe that a greater under-
standing of geomorphology will contribute to the sustain-
ability of our planet. It is our hope that this understanding
will be turned into practical policy. It is our gratitude for
the beauty and integrity of landscape that motivates us to
present this perspective on the crucial global environmen-
tal debate that involves us all.
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| Landscape and landscape-scale processes as
the unfilled niche in the global environmental
change debate: an introduction
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I.l1 The context

Whatever one’s views, it cannot be doubted that there is
a pressing need to respond to the social, economic and
intellectual challenges of global environmental change.
Much of the debate on these issues has been crystallised
around the activities of the IPCC (Intergovernmental Panel
on Climate Change). The IPCC process was set up in 1988,
a joint initiative between the World Meteorological
Organization and the United Nations Environment
Programme. The IPCC’s First Assessment Report was
published in 1990 and thereafter, the Second (1996), the
Third (2001) and the Fourth Assessment Report (2007)
have appeared at regular intervals. Each succeeding assess-
ment has become more confident in its conclusions.

The conclusions of the Fourth Assessment can be sum-
marised as follows:

(a) warming of the climate system is unequivocal;

(b) the globally averaged net effect of human activities
since AD 1750 has been one of warming (with high
level of confidence);

(c) palaeoclimate information supports the interpretation
that the warmth of the last half century is unusual in at
least the previous 1300 years;

(d) most of the observed increase in globally averaged
temperature since the mid twentieth century is very
likely due to the observed increase in anthropogenic
greenhouse gas concentrations; and

(e) continued greenhouse gas emissions at or above current
rates will cause further warming and induce many
changes in the global climate system during the twenty-
first century that would very likely be larger than those
observed in the twentieth century. Details of the meth-
odology used to reach these conclusions can be found
in Appendix 1.1.

The IPCC assessments have been complemented by a num-
ber of comparable large-scale exercises, such as the UNEP
GEO-4 Assessment (Appendix 1.2) and the Millennium
Ecosystem Assessment (Appendix 1.3) and, for example,
at a more focussed level, the Land Use and Land Cover
Change (LUCC) Project (Appendix 1.4) and the World
Heritage List (Appendix 1.5). There is no doubting the
effort, value and significance of these enormous research
programmes into global environmental change (Millennium
Ecosystem Assessment, 2005; Lambin and Geist, 2000).

[.1.1 Defining landscape and appropriate
temporal and spatial scales for the analysis of
landscape

It is important to establish an appropriate unit of study
against which to assess the impacts of global environmental
change in the twenty-first century and to identify those
scales, both temporal and spatial, over which meaningful,
measurable change takes place within such a unit. The unit
of study chosen here is that of the landscape. There are
strong historical precedents for such a choice. Alexander von
Humboldt’s definition of ‘Landschaft’ is the ‘Totalcharakter
einer Erdgegend’ (Humboldt, 1845-1862). Literally this
means the total character of a region of the Earth which
includes landforms, vegetation, fields and buildings.
Consistent with Humboldt’s discussion, we propose a
definition of landscape as ‘an intermediate scale region,
comprising landforms and landform assemblages, ecosys-
tems and anthropogenically modified land’.

The preferred range of spatial scales is 1-100 000 km?
(Fig. 1.1). Such a range, of six orders of magnitude, is
valuable in two main ways:

(a) individual landforms are thereby excluded from con-
sideration; and
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(b) landscape belts (Landschafigiirtel) and biomes, which
provide an organising framework for this volume, are
nevertheless so large that their response to environ-
mental disturbance is impossible to characterise at cen-
tury or shorter timescales.

The preferred range of timescales is decades—centuries
(Fig. 1.1). These are intermediate temporal scales that are
relevant to human life and livelihoods (and define timescales
required for mitigation and adaptive strategies in response
to environmental change). The determination of the future
trajectory of landscape change is unthinkable for projections
into a more distant future. Nevertheless, as is argued below,
an understanding of changes in landscapes and biomes over
the past 20000 years (i.e. since the time of maximum
continental ice sheet development over North America
and Eurasia) provides essential context for a proper under-
standing of current and near-future landscape dynamics.

[.1.2 The global human footprint and landscape
vulnerability

The human imprint on the landscape has become global
(Turner et al., 1990a; Messerli et al., 2000) and positive
feedbacks between climate, relief, sea level and human
activity are leading in the direction of critical system state
‘tipping points’. This is both the threat and the opportunity
of global environmental change. Some of the implications

of arriving at such a tipping point are that gradual change
may be overtaken by rapid change or there may even be a
reversal of previously ascertained trends. A few examples
of the most vulnerable landscapes, in which small environ-
mental changes, whether of relief, sea level, climate or land
use, can produce dramatic and even catastrophic response,
are listed here:

(a) Low-lying deltas in subsiding, cyclone-prone coasts
are highly vulnerable to changes in tropical storm mag-
nitude and/or frequency. It is clear that societal infra-
structure is poorly attuned to disaster response in such
heavily populated landscapes, in both developed
(e.g. Hurricane Katrina, Mississippi Delta, August
2005) and developing (Cyclone Nargis, Irrawaddy
Delta, May 2008) countries;

(b) Shifting sand dunes respond rapidly to changing tem-
perature and rainfall patterns. Dunes migrate rapidly
when vegetation is absent; the vast areas of central
North America, central Europe and northern China
underlain by loess (a mixture of fine sand and silt) are
highly vulnerable to erosion when poorly managed, but
are also an opportunity for continuing intensive agri-
cultural activity guided by the priority of the
ecosystem;

(c) Glacier extent and behaviour are highly sensitive to
changing temperatures and rising sea level. In most
parts of the world, glaciers are receding; in tropical
regions, glaciers are disappearing altogether, with seri-
ous implications for late summer water supply; in
Alaska, British Columbia, Iceland, Svalbard and the
Antarctic Peninsula glaciers are surging, leading to
catastrophic drainage of marginal lakes and down-
stream flooding. Transportation corridors and settle-
ments downstream from surging glaciers are highly
vulnerable to such dynamics;

(d) Permafrost is responding to rising temperatures in both
polar and alpine regions. In polar regions, landscape
impacts include collapse of terrain underlain by mas-
sive ice and a general expansion of wetlands. Human
settlements, such as Salluit in northern Quebec,
Canada, are highly vulnerable to such terrain instability
and adaptation strategies are required now to deal with
such changes; and

(e) In earthquake-prone, high-relief landscapes, the dam-
ming of streams in deeply dissected valleys by land-
slides has become a matter of intense concern. The 12
May 2008 disaster in Szechwan Province, China saw
the creation of over 30 ‘quake lakes’, one of which
reached a depth of 750 m before being successfully
drained via overspill channels. If one of these dams had
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been catastrophically breached, the lives of 1.5 million
downstream residents would have been endangered.
Although one example does not make a global environ-
mental concern, the quake lakes phenomenon is repre-
sentative of the natural hazards associated with densely
populated, tectonically active, high-relief landscapes.

I.1.3 Multiple drivers of environmental change

There is an imbalance in the contemporary debate on global
environmental change in that the main empbhasis is on only
one driver of environmental change, namely climate
(Dowlatabadi, 2002; Adger et al., 2005). In fact, environ-
mental change necessarily includes climate, relief, sea level
and the effects of land management/anthropogenic factors
and the interactions between them. It is important that a
rebalancing takes place now, to incorporate all these driv-
ers. Furthermore, the focus needs to be directed towards the
landscape scale, such that global environmental changes
can be assessed more realistically. Human safety and well-
being and the maintenance of Earth’s geodiversity will
depend on improved understanding of the reciprocal
relations between landscapes and the drivers of change.

In his book Catastrophe, for example, Diamond (2005)
has described a number of ways in which cultures and
civilisations have disappeared because, at least in part,
those civilisations have not understood their vulnerability
to one or more of the drivers of environmental change.
Montgomery (2007) has developed a similar thesis with a
stronger focus on the mismanagement of soils.

I.1.4 Systemic and cumulative global
environmental change

Global environmental change is here defined as environmental
change that consists of two components, namely systemic
and cumulative change (Turner et al., 1990b). Systemic
change refers to occurrences of global scale, physically
interconnected phenomena, whereas cumulative change
refers to unconnected, local- to intermediate-scale processes
which have a significant net effect on the global system.
In this volume, hydroclimate and sea level change are
viewed as drivers of systemic change (see Sections 1.6 and
1.7 of this chapter below). The atmosphere and ocean
systems are interconnected across the face of the globe
and the modelling of the coupled atmosphere—ocean system
(AOGCM) has become a standard procedure in application
of general circulation models (or GCMs). A GCM is a
mathematical representation of the processes that govern
global climate. At its core is the solution to a set of physical
equations that govern the transfer of mass, energy and

momentum in three spatial dimensions through time. The
horizontal atmospheric resolution of most global models is
between 1°-3° (~100-300 km). Processes operating at spa-
tial scales finer than this grid (such as cloud microphysics
and convection) are parameterised in the model. In the
vertical direction, global models typically divide the atmos-
phere into between 20 and 40 layers.

Topographic relief, and land cover and land use changes,
by contrast, are viewed as drivers of cumulative change (see
Sections 1.8 and 1.9). The patchiness of relief and land use
and difficulties of both definition and spatial resolution
make the incorporation of their effects into GCMs a con-
tinuing challenge. Nevertheless, developments in global
climate modelling over the past decade have seen the
improvement in land-surface modelling schemes in which
an explicit representation of soil moisture, runoff and river
flow routing has been incorporated into the modelling
framework (Milly et al., 2002). This trend, coupled with
the widespread implementation of dynamic vegetation
models (in which vegetation of different plant functional
types is allowed to grow according to prevailing environ-
mental conditions) has resulted in a generation of models
into which such a range of complex interacting processes
are embedded that they have become termed global envi-
ronmental models instead (Johns et al., 20006).

[.1.5 The role of gecomorphology

In these contexts, geomorphology (from the Greek geo
Earth and morphos form) has an important role to play; it
involves the description, classification and analysis of the
Earth’s landforms and landscapes and the forces that have
shaped them, over a wide range of time and space scales
(Fairbridge, 1968). In particular, geomorphology has the
obligation to inform society as to what level of disturbance
the Earth’s landforms and landscapes can absorb and over
what time periods the landscape will respond to and recover
from disturbance.

In this book, we have chosen to view geomorphology
(changing landforms, landform systems, landscapes and
landscape systems) as dependent on the four drivers of
environmental change, namely climate, relief, sea level
and human activity, but also as an independent variable
that has a strong effect on each of the drivers at different
time and space scales. The relationship in effect is a reflex-
ive one and it is important to avoid the implication of
unique deterministic relations.

Two important intellectual strands in geomorphology have
been so-called ‘climatic’ and ‘process’ geomorphology; they
have tended to focus on different spatio-temporal scales of

inquiry.
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1.2 Climatic geomorphology

Climate’s role in landscape change has long been of interest
to geomorphology. Indeed in the continental European
literature this was a theme that was already well developed
by the end of the nineteenth century (Beckinsale and Chorley,
1991). The greatest impetus to climatic geomorphology
came from the global climatic classification scheme of
Koppen (1901). A clear statement of the concept of climatic
geomorphology was made by de Martonne (1913) in which
he expressed the belief that significantly different landscapes
could be developed under at least six present climatic
regimes and drew particular attention to the fact that humidity
and aridity were, in general, more important as differentia-
tors of landscape than temperature. The identification of
morphoclimatic/morphogenetic regions and attempts to
identify global erosion patterns (Biidel in Germany, Tricart
in France and Strakhov in Russia) were also important
global-scale contributions. Strakhov’s map of global-scale
erosion patterns is reproduced here (Fig. 1.2) to illustrate
the style and scale of this research. He attempted to estimate
world denudation rates by extrapolating from sediment
yields for 60 river basins. His main conclusions were:

(a) arid regions of the world have distinctive landforms
and landscapes;

(b) the humid areas of the tropics and subtropics, which lie
between the +10°C mean annual isotherm of each
hemisphere, are characterised by high rates of denuda-
tion, reaching maximum values in southeastern Asia;

(c) the temperate moist belt, lying largely north of the
+10°C mean annual isotherm, experiences modest
denudation rates;

(d) the glaciated shield areas of the northern hemisphere,
largely dominated by tundra and taiga on permafrost
and lying north of the 0 °C mean annual isotherm, have
the lowest recorded rates of denudation; and

(e) mountain regions, which experience the highest rates
of denudation, are sufficiently variable that he was
forced to plot mountain denudation data separately in
graphical form.

The map is an example of climatic geomorphology in so
far as it demonstrates broad climatic controls but perhaps
the most important contribution of twentieth-century climatic
geomorphology was that it maintained a firm focus on the
landscape scale, the scale to which this volume is primarily
directed. The weakness of the approach is that regional and
zonal generalisations were made primarily on the basis of
form (in the case of arid regions) and an inadequate sampling
of river basin data. There was a lack of field measurements
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of contemporary process and no discussion of the scale
dependency of key rainfall, runoff and sediment relations.
Whilst one may be critical of these earlier attempts to deal
with landscape-scale geomorphology, now is a good time to
revisit the landscape scale, with a firmer grasp of the relief, sea
level and human activity drivers, for the following reasons:

(a) the development of plate tectonic theory and its geo-
morphological ramifications has given the study of
earth surface processes and landforms a firmer geo-
logical and topographic context;

(b) a better understanding of the magnitudes and rates of
geomorphological processes has been achieved not
only from contemporary process measurements but
also from the determination of more precise and
detailed records of global environmental change over
the last 20 000 years utilising improved chronologies
(largely ocean rather than terrestrially based) and ben-
efiting from the development of whole suites of radio-
metric dating techniques, covering a wide range of
half-lives and thus timescales; and

(c) the ability to provide, at a range of scales, quantitative
measurements of land surface topography and vegetation
characteristics from satellite and airborne remote sensing.

1.3 Process geomorphology

From the 1950s onwards an Anglo-American geomorphol-
ogy came to be reorientated towards quantitative research on
the functional relations between form, materials and earth
surface processes. These ‘process studies’, generally at the
scale of the small drainage basin or below, began to deter-
mine local and regional rates of surface lowering, or denu-
dation, material transport and deposition and their spatial
differentiation. The rates at which these processes take
place are dependent upon local relief and topography, the
materials (bedrock and soils) involved and, of course, cli-
mate, both directly and indirectly through the relations
between climate, vegetation characteristics and surface pro-
cesses. The emphasis on rates of operation of processes led
to a greater interest in the role of hydroclimate, runoff and
sediment transport both in fluvial and in coastal systems. The
role of vegetation in landscape change also assumed a new
importance for its role in protecting the soil surface, in
moderating the soil moisture and climate and in transforming
weathered bedrock into soil (Kennedy, 1991).

I.3.1 Process—response systems

One of the most influential papers in modern geomorphol-
ogy concerned the introduction of general systems thinking

\
Fluid motions Topography
(plus biophysical and
and geochemical .
processes) stratigraphy
a1
| Sediment transport |

FIGURE |.3. A simplified conceptual model of a process—response
system.

into geomorphology (Chorley, 1962). General systems
thinking provided the tool for geomorphologists to analyse
the critical impacts of changes in the environmental system
on the land surface, impacts of great importance for human
society and security. One kind of general system that has
proved to be most fruitful in providing explanations of
the land surface—environment interaction is the so-called
process—response system (Fig. 1.3). Such systems are
defined as comparatively small-scale geomorphic systems
in which deterministic relations between ‘process’ (mass
and energy flows) and ‘response’ (changes in elements of
landscape form) are analysed with mathematical precision
and attempted accuracy. There is a mutual co-adjustment of
form and process which is mediated through sediment
transport, a set of relations which has been termed ‘mor-
phodynamics’ and which has been found to be particularly
useful in coastal studies (e.g. Woodroffe, 2002).

Morphodynamics explains why, on the one hand, physi-
cally based models perform well at small spatial scales and
over a limited number of time steps but, on the other hand,
why model predictions often break down at ‘event’ and
particularly ‘engineering’ space-timescales. Unfortunately,
these are exactly the scales that are of greatest significance
in the context of predicting landscape responses to global
environmental change and the policy and management
decisions that flow from such responses.

[.3.2 The scale linkage problem

The issue of transferring knowledge between systems of
different magnitude is one of the most intransigent prob-
lems in geomorphology, both in terms of temporal scale and
spatial scale (Church, 1996).The problem of scale linkage
can be summarised by the observation that landscapes are
characterised by different properties at different scales of
investigation. Each level of the hierarchy includes the
cumulative effects of lower levels in addition to some
new considerations (called emergent properties in the tech-
nical literature) (Fig. 1.4).
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FIGURE 1.4. The scale linkage problem (modified from Phillips,
1999) illustrated in terms of a spatial hierarchy which contains new
and emergent properties at each successive spatial scale.
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At the landscape scale, here taken to be larger than the
large basin scale in Fig. 1.4, there are further emergent
properties which have to be considered such as regional
land use and hydrology.

Figure 1.5 combines a consideration of both temporal
and spatial scales. At one extreme of very small spatial
scale, such as the movement of individual sand grains
over very short timescales, the process—response model
works well. At the other extreme, large landscapes that
have evolved over millions of years owe their configuration
almost exclusively to past processes. Discontinuous sedi-
ment disturbances have a history of variable magnitude and
frequency of occurrence. The practical implication is that,
in general, the larger the landscape we wish to consider the

more we have to take into account past processes and the
slower will be the response of that landscape in its entirety
to sediment disturbance regimes. Coastal morphology and
drainage networks, which occupy the central part of
Fig. 1.5, exemplify the scales of interest in this volume.

1.4 Identification of disturbance regimes

Global environmental change has become a major concern
in geomorphology because it poses questions about the
magnitude, frequency and kinds of disturbance to which
geomorphic systems are exposed. What then are the major
drivers of that change? Discussions about the rhythm and
periodicity of geological change have spilled over into
geomorphology. In his discussion of thythmicity in terrestrial
landforms and deposits, Starkel (1985) directed attention to
the fact that the largest disturbance in the geologically
recent past is that of continental-scale glaciation (see
Plates 1 and 2). Periods of glaciation alternating with
warmer episodes define a disturbance regime characterised
by varying rates of soil formation and erosional and
depositional geomorphological processes during interglacial
and glacial stades (Fig. 1.6).

Some of the excitement in the current debate over global
environmental change concerns precisely the question of
the rate at which whole landscapes have responded to
past climate changes and disturbances introduced by tecton-
ism (e.g. volcanism, earthquakes and tsunamis) or human
activity.

I.4.1 Landscape response to disturbance

The periodicity of landscape response to disturbance in
Fig. 1.6 is controlled by the alternation of glacial and
interglacial stades. The magnitude and duration of this
response is a measure of the sensitivity and resilience of
the landscape. In the ecological and geomorphic literature,
this response is commonly called the system vulnerability.
Conventionally, human activity has been analysed outside
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the geosystem (and Fig. 1.6 contains no human imprint) but
the weakness of this approach is that it fails to recognise the
accelerating interdependence of humankind and the geo-
system. The IPCC usage of the term ‘vulnerability’, by
contrast, addresses the ability of society to adjust to dis-
turbances caused by environmental change. We therefore
follow, broadly, the IPCC approach in defining sensitivity,
adaptive capacity and vulnerability as follows. ‘Sensitivity’
is the degree to which a system is affected, either adversely
or beneficially, by environment-related stimuli; ‘adaptive
capacity’ is the ability of a system to adjust to environ-
mental change, to moderate potential damages, to take
advantage of new opportunities or to cope with the con-
sequences; and ‘vulnerability’ is the degree to which a
system is susceptible to, or unable to cope with, adverse
effects of environmental change. In sum, ‘vulnerability’ is a
function of the character, magnitude and rate of environ-
mental change and variation to which a system is exposed,
its sensitivity and its adaptive capacity (Box SPM-1 in
IPCC, 2001b, p. 6.).

In general, those systems that have the least capacity to
adapt are the most vulnerable. Geomorphology delivers a
serious and often unrecognised constraint to the feasible
ways of dealing with the environment in so far as it controls
vulnerability both in the ecological sense (in the absence of
direct human agency) and in the IPCC sense. A number of
unique landscapes and elements of landscapes are thought
to be more likely to experience harm than others following
a perturbation. There are seven criteria that have been used
to identify key vulnerabilities:

(a) magnitude of impacts;

(b) timing of impacts;

(c) persistence and reversibility of impacts;
(d) estimates of uncertainty of impacts;

(e) potential for adaptation;

(f) distributional aspects of impacts; and
(g) importance of the system at risk.

In the present context, such landscapes are recognised as
hotspots with respect to their vulnerability to changes in
climate, relief, sea level and human activities. We think
immediately for example of glaciers, permafrost, coral
reefs and atolls, boreal and tropical forests, wetlands, desert
margins and agricultural lands as being highly vulnerable.
Some landscapes will be especially sensitive because they
are located in zones where it is forecast that climate will
change to an above average degree. This is the case for
instance in the high arctic where the degree of warming
may be three to four times greater than the global mean. It
may also be the case with respect to some critical areas
where particularly substantial changes in precipitation may

occur. For example, the High Plains of the USA may
become markedly drier. Other landscapes will be especially
sensitive because certain landscape forming processes are
particularly closely controlled by thresholds, whether
climatic, hydrologic, relief, sea level or land use related. In
such cases, modest amounts of environmental change can
switch systems from one state to another (Goudie, 1996).

[.4.2 Azonal and zonal landscape change

The overarching problem of assessing probable landscape
change in the twenty-first century is approached here in two
main ways. A group of chapters which are ‘azonal’ in
character concern themselves with ways in which geomor-
phic processes are influenced by variations in mass, energy
and information flows, and this self-evidently includes
human activity. These azonal chapters deal with land systems
that are larger than individual slopes, stream reaches and
pocket beaches, but generally smaller than continental-
scale regions. By comparison, the zonal chapters use whole
biomes as their organising principle, similar to those used in
the Millennium Ecosystem Assessment (2003) (Plate 3). In
these chapters also, environmental change is driven, not
only by hydroclimate, relief and sea level but also by
human activity.

In addition to understanding the terrestrial distribution of
biomes, it is also important to recognise the broad limits to
coral reef and associated shallow water ecosystems, such
that the upper ocean’s vulnerability to global environmental
change can also be assessed (Fig. 1.7).
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The decision to structure the book chapters using a
bottom—up (azonal) and a top—down (zonal) approach
reflects the fact that both approaches have complementary
strengths.

1.5 Landscape change

Geomorphology emphasises landscape change under the
influence of climate, relief, sea level change and human
activity (Chorley et al., 1984) and does so at a range of space
and timescales. With respect to temporal scales, attention is
confined in this volume to the last complete glacial—
interglacial cycle and forward towards the end of the
twenty-first century (Fig. 1.8). The reasons for the selection
of these end points are that they include one complete
glacial-interglacial cycle (see Chapter 14), and thus the
widest range of climates and sea levels in recent Earth
history. This period includes the rise of Homo sapiens sapi-
ens; and extends forward to a time when future landscapes
can be modelled with some confidence and for which credi-
ble scenarios of landscape change can be constructed.

Included in this timescale are the closing stages of the
Pleistocene Epoch (150 000 to 10 000 years ago); the
Holocene Epoch (10 000 years BP until the present) and a
recent, more informally defined, Anthropocene, extending
from about 300 years ago when human impact on the
landscape became more evident, and into the near future.
The comprehensive ice core records from Greenland (GISP
and GRIP) and from Antarctica (Vostok and EPICA) (Petit
et al., 1999; EPICA, 2004) (Fig. 1.8); lake sediments from
southern Germany (Ammersee) (Burroughs, 2005) (Fig. 1.9)
and elsewhere; and a number of major reconstructions of
the climate of the last 20000 years using past scenarios
(Plates 1 and 2) provide a well-authenticated record of the
Earth’s recent climatic history.

The record of changing ice cover and biomes since the
Last Glacial Maximum (LGM) has been reconstructed by

Age, GRIP ice chronology (cal. years)
0 5000 10 000
T T

an international team of scientists working under the
general direction of the Commission for the Geological
Map of the World (Petit-Maire and Bouysse, 1999; Plates 1
and 2). The authors stress that the maps are tentative but
contain the best information that was available in 1999. The
maps depict the state of the globe during the two most
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FIGURE 1.8. Climate records from East Antarctica (Vostok ice
core) covering the last glacial-interglacial cycle (modified from
Petit et al., 1999). Note the rapid warming followed by a gentler,
stepped cooling process and also the close correlation of
temperature and CO,.

FIGURE 1.9. A comparison of the
record from Ammersee, in
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southern Germany, and the GRIP
ice core from Greenland showing
the close correlation between the
Younger Dryas cold event from
12.9 to | 1.6 ka BP at the two sites
(from von Grafenstein et al., 1999).
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Snow and Ice g -
——Sea surface temperature 20°C at 18ka BP (August)
- - - Present sea surface temperature 20°C (August)
[ Sea surface temperature cooler at 18 ka BP
Il Sea surface temperature warmer at 18 ka BP

FIGURE 1.10. Changing tropical ocean temperatures, LGM to present (modified from CLIMAP, 1976 and Spencer, |1990).

contrasted periods of the last 20ka. The LGM was the
coldest (c. 18 ka+2ka BP) and the Holocene Optimum
(HOP) was the warmest (c. 8 ka+1ka BP) period. These
periods were only 10 ka apart and yet there was a dramatic
reorganisation of the shorelines, ice cover, permafrost, arid
zones, surface hydrology and vegetation at the Earth’s sur-
face over that interval. Thus within a 10-ka time-span (in
many places less) the two vast ice sheets of Canada and
Eurasia, which reached a height of 4 km and covered about
25 million km?, disappeared; 20 million km? of continental
platform were submerged by the sea; biomes of continental
scale were transformed and replaced by new ones; and
humans could no longer walk from Asia to America nor
from New Guinea to Australia nor from France to England.

It is also interesting to compare these shifts in the terres-
trial landscape with change in sea surface temperatures over
the same period of time. In particular, in the tropical oceans,
these changes were relatively small — as illustrated by the
change in the 20 °C isotherm (which provides a broad limit
to coral growth) — with the greatest changes being in the
variable strength of the equatorial upwelling systems on the
eastern margins of the ocean basins (Fig. 1.10).

I.5.1 The Last Glacial Maximum

First of all, there needs to be a caveat with respect to the
timing of the LGM (Plate 1). There is strong evidence that
the maximum extent of ice was reached in different places
at different times. The ice distribution that is mapped

corresponds to the maximum extent during the time interval
22 kato 14 ka years BP, which covers the global range within
which the maximum is believed to have occurred. During
the LGM, mean global temperature was at least 4.5 °C colder
than present. Permafrost extended southwards to latitudes of
40-44°N in the northern hemisphere (although in the south,
only Patagonia and the South Island of New Zealand expe-
rienced permafrost). Mean sea level was approximately
125m lower than at present. Large areas of continental
shelf were above sea level and colonised by terrestrial vege-
tation, particularly off eastern Siberia and Alaska, Argentina,
and eastern and southern Asia. New Guinea was connected
to Australia, the Persian Gulf dried up and the Black Sea,
cut off from the Mediterranean Sea, became a lake.

There was a general decrease in rainfall near the tropics.
Loess was widespread in periglacial areas and dunes in
semi-arid and arid regions. All desert areas were larger
than today but in the Sahara there was the greatest south-
ward extension of about 300—400 km. Surface hydrology
reflected this global aridity except in areas that received
meltwaters from major ice caps, such as the Caspian and
Aral seas. Grasslands, steppes and savannas expanded at
the expense of forests.

[.5.2 The record from the ice caps and lake
sediments

The transition between the LGM and the Holocene was
marked by a partial collapse of the Laurentide/Eurasian ice
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sheets. This led to a surge of icebergs, recorded in the
sediments of the North Atlantic by the last of the so-called
Heinrich events (thick accumulations of ice-rafted sediments)
around 16.5 ka. There followed a profound warming around
14.5ka (Fig. 1.9) which coincided with a rapid rise in sea
level (see Section 1.7), presumably associated with the
break-up of part of the Antarctic ice sheet (Burroughs, 2005).

Between 14.5 and 12 ka BP the mean annual temperature
oscillated violently and between 12.9 and 11.6 ka the last
great cooling of the ice age (known as the Younger Dryas
stade) occurred. Rapid warming continued until around
10 ka but thereafter, the climate seems to have settled into
what looks like an extraordinarily quiet phase when com-
pared with the earlier upheavals. The Holocene Epoch is
conventionally said to start around 10 ka because the bulk
of the ice sheet melt had occurred by that time, but the
Laurentide ice sheet, for example, did not disappear until
6ka BP.

Although climatic fluctuations during the Holocene have
been much more modest than those which occurred during
the previous 10 ka, there have been fluctuations which have
affected glacier distribution in the mountains, treeline limits
in the mountains and in the polar regions, and desiccation of
the Sahara. The CASTINE project (Climatic Assessment of
Transient Instabilities in the Natural Environment) has
identified at least four periods of rapid climate change
during the Holocene, namely 9-8 ka; 6-5ka; 3.5-2.5ka
and since 0.6 ka. In terms of landscape history, it is also
important to recognise that the mean global temperature
may not be the most significant factor in landscape change.
Precipitation amounts and soil moisture availability and
their variability of occurrence and intensity over space
and through time have had a strong influence on regional
and local landscape evolution.

[.5.3 The Holocene Optimum

A caveat also needs to be applied with respect to the timing
of the HOP (Plate 2). The maximum values of the signals
for each of the various indicators of environmental change
are far from being coeval. During the HOP, the mean global
temperature was about 2 °C warmer than today. By 6 ka BP,
mean relative land and sea level was close to that of the
present day except in two kinds of environments:

(a) the Canadian Arctic and the Baltic Sea where isostatic
(land level rebound after ice sheet load removal) adjust-
ments were at a maximum,;

(b) deltas of large rivers, such as the Mississippi, Amazon,
Euphrates—Tigris and Yangtze, had not reached their
present extent.

The glacier and ice sheet cover cannot be distinguished
from that of today at this global scale. Permafrost, both
continuous and discontinuous, was within the present
boundary of continuous permafrost in the northern hemi-
sphere. Significantly wetter conditions were experienced in
the Sahara, the Arabian Peninsula, Rajasthan, Natal, China
and Australia, where many lakes that have subsequently
disappeared were formed. In Canada the Great Lakes were
formed following the melting of the ice sheet and the
isostatic readjustment of the land. Rainforest had recolon-
ised extensive areas and the taiga and boreal forest had
replaced a large part of the tundra and areas previously
covered by ice sheets (Petit-Maire, 1999).

This time-span of 20 000 years has been selected in order
to encapsulate the extremes of mean global cold and
warmth experienced between the LGM and the HOP, a
range that one might expect to contain most of the reason-
able scenarios of environmental change over the next 100
years. Certainly, this range defines the ‘natural’ variability
of Earth’s landscapes but, notably, little distinctive human
impact was discernible at this global scale of analysis.

Recently, however, Ruddiman (2005) has claimed to
recognise the effects of human activity in reversing the
trends of CO, and methane concentrations around 8-5 ka
BP. His hypothesis is that clearing of the land for agricul-
ture and intensification of land use during the Holocene has
so altered the climate as to delay the arrival of the next
glacial episode. This is a controversial hypothesis which
requires further testing. If the hypothesis is supported, it
emphasises the importance of the warning issued by Steffen
et al. (2004) against the use of Pleistocene and Holocene
analogues to interpret the Anthropocene, the contemporary
epoch which is increasingly dominated by human activity
and is therefore a ‘no analogue’ situation.

1.6 Systemic drivers of global
environmental change (I): hydroclimate
and runoff

|.6.1 Introduction

Water plays a key role in the transfer of mass and energy

within the Earth system. Incoming solar radiation drives the

! of water

1

evaporation of approximately 425 x 10°km> a~
from the ocean surface and approximately 71 x 10° km®a~
from the land surface; precipitation delivers about 385 x 10°
km® a~ ! of water to the ocean and 111 x 10* km® a” ' to the
land surface. The balance is redressed through the flow of
40 % 10°km® a ! of water from the land to the oceans in
rivers (Berner and Berner, 1996). Global environmental
change affecting any one of these water transfers will lead
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to changes in runoff and river flows. However, the prediction
of changes may not be simple because the role of hydro-
logical processes in the land surface system is complex and
involves interactions and feedbacks between the atmos-
phere, lithosphere and vegetation.

The hydrological cycle is affected by changes in global
climate, but also by changes that typically occur on a
smaller, regional scale, such as changes in vegetation type
and land use (for example the change from forest to agri-
cultural pasture land) and changes in land management.
These latter changes may also include reservoir construc-
tion, abstractions of water for human use, and discharges of
water into river courses and the ocean.

Increasing atmospheric carbon dioxide levels and tem-
perature are intensifying the global hydrological cycle,
leading to a net increase in rainfall, runoff and evapotrans-
piration (Huntingdon, 2006). Changes are projected to
occur not only to mean precipitation and runoff, but also
to their spatial patterns. Within the tropics, precipitation rates
increased between 1900 and 1950 but have declined since
1970. In contrast, mid-latitude regions have seen a more
consistent increase in precipitation since 1900 (IPCC, 2007a).

The intensification of the hydrological cycle is likely to
mean an increase in hydrological extremes (IPCC, 2001a).
Changes to the frequency distribution of rainfalls and flows
of different magnitude can have a disproportionately large
effect on environmental systems such as river basins, veg-
etation and aquatic habitats. The reason for this dispropor-
tionality is because extreme flows provoke changes when
certain thresholds in magnitude or in the duration of runoff
are exceeded. There are suggestions that interannual varia-
bility will increase, with an intensification of the natural El
Nifio and North Atlantic Oscillation (NAO) cycles, leading
to more droughts and large-scale flooding events. Key
questions that this section will address include:

(a) what changes in precipitation, evaporation and conse-
quent runoff have been observed over the historical
period; and

(b) what changes are projected under future climate and
land use scenarios.

1.6.2 Observed changes in precipitation,
evaporation, runoff and streamflow

Surface temperatures

Global mean surface temperatures have increased by
0.74°C+0.18°C over the period 19062005, although the
rate of warming in the last 50 years of that period has been
almost double that over the last 100 years (IPCC, 2007a).
With this change in surface temperature comes the

theoretical projection that warming will stimulate evapora-
tion and in turn precipitation, leading to an intensified hydro-
logical cycle. In the earliest known theoretical work on the
subject, Arrhenius (1896) showed that specific humidity
would increase roughly exponentially with air temperature
according to the Clausius—Clapeyron relation. Numerical
modelling studies have since indicated that changes in the
overall intensity of the hydrological cycle are controlled not
only by the availability of moisture but also by the ability of
the troposphere to radiate away latent heat released by
precipitation. An increase in temperature of 1Kelvin
would lead to an increase in the moisture-holding capacity
of the atmosphere by approximately 3.4% (Allen and
Ingram, 2002). The convergence of increased moisture in
weather systems leads to more intense precipitation; how-
ever the frequency or duration of intense precipitation
events must decrease because the overall amount of water
does not change a great deal (IPCC, 2007a).

Pollutant aerosols

In addition to the effects of temperature increases, the
effects of pollutant aerosols can be significant. Increases
in sulphate, mineral dust and black carbon can suppress
rainfall in polluted areas by increasing the number of cloud
condensation nuclei. This leads to a reduction in the mean
size of cloud droplets and reduces the efficiency of the
process whereby cloud droplets coalesce into raindrops
(Ramanathan et al.,2001). An additional effect of increased
atmospheric aerosol loading is a reduction in the amount of
solar radiation that reaches the land surface; this may affect
the amount of evaporation and therefore precipitation. The
effects of aerosol loading are expected to be highest in
highly polluted areas such as China and India and evidence
is emerging that aerosol loading may explain the recent
tendency towards increased summer flooding in southern
China and increased drought in northern China (Menon
et al., 2002). Recent analyses indicate that aerosol loading
led to a reduction in solar radiation reaching the land sur-
face of 6-9 W m 2 (4—6%) between the start of measure-
ments in 1960 and 1990 (Wild et al., 2005). However,
between 1991 and 2002, the same authors estimate that
the amount of solar radiation reaching the Earth’s surface
increased by approximately 6 W m 2. This observed shift
from dimming to brightening, has prompted Andreae et al.
(2005) to suggest that the decline of aerosol forcing relative
to greenhouse forcing may lead to atmospheric warming at
a much higher rate than previously predicted.

Precipitation
Precipitation trends are harder to detect than temperature
trends, because the processes that cause precipitation are
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more highly variable in time and space. Nevertheless,
global mean precipitation rates have increased by about
2% over the twentieth century (Hulme et al., 1998). The
spatial pattern of trends has been uneven, with much of the
increase focussed between 30° N and 85° N. Evidence for a
change in the nature of precipitation is reported by Brown
(2000), who finds a shift in the amount of snowfall in
western North America between 1915 and 1997. Zhang
et al. (2007) used an ensemble of fourteen climate models
to show that the observed changes in the spatial patterns of
precipitation between 1925 and 1999 cannot be explained
by internal climate variability or natural forcing, but instead
are consistent with model projections in which anthropo-
genic forcing was included.

Runoff

Rates of surface and subsurface runoff depend not just on
trends in precipitation, because the water balance for any
soil column dictates that runoff is the difference between
precipitation and evaporation. When an unlimited amount
of water is available at the surface, the rate of evaporation is
controlled by the amount of energy available and the water
vapour pressure deficit (i.e. the difference between the
actual vapour pressure and the vapour pressure at satura-
tion) in the overlying air (Penman, 1948). The amount of
energy available depends on the net solar radiation received
at the surface. The water vapour pressure deficit depends on
the temperature of the air and its specific humidity. The rate
of transport of air across the surface exerts a key control on
the potential evaporation rate because it determines how
readily saturated air is refreshed so that further evaporation
can occur. In practice, an unlimited amount of water is
available only over persistent open water in oceans, lakes
and rivers. Over the land surface, the rate of actual evapo-
ration depends not only on meteorological variables but
also on the nature of the vegetation and on the amount of
available soil moisture.

Evapotranspiration

Only limited observations of evaporation are available.
Sparse records of potential evaporation from evaporation
pans show a generally decreasing trend in many regions,
including Australia, China, India and the USA (IPCC,
2007a). Roderick and Farquar (2002) demonstrate that the
decreasing trends in pan evaporation are likely to be a result
of a decrease in surface solar radiation that may be related
to increases in atmospheric aerosol pollution. On the other
hand, Brutsaert and Parlange (1998) have pointed out that
pan evaporation does not represent actual evaporation and
that in regions where soil moisture exerts a strong control
on actual evaporation any increase in precipitation which

drives an increase in soil moisture will also lead to higher
rates of actual evaporation.

In any case, at the scale of a river basin, vegetation
controls the amount of evaporation from the land surface
through its effects on interception and transpiration. A
significant fraction of precipitation falling on land can be
intercepted by vegetation and subsequently evaporated.
The rate of evaporation from intercepted water depends
on the vegetation type and structure of the plant canopys; it
is normally higher for forest canopies than for grassland. In
contrast, transpiration occurs through the evaporation of
water through plant stomata. The rate of transpiration
depends on available energy and vapour pressure deficit
but also on stomatal conductance: the ease with which the
stomata of a particular plant species permit evaporation
under given environmental conditions. Stomatal conduc-
tance depends on light intensity, CO, concentration, the
difference in vapour pressure between leaf and air, leaf
temperature and leaf water content. All of these properties
change over timescales relevant to global change, but the
most significant variant may be CO, concentration (Arnell,
2002).

Increased CO, concentration stimulates photosynthesis
and may encourage plant growth in some plant species that
use the C3 photosynthesis pathway, which includes all trees
and most temperate and high-latitude grasses (Arnell,
2002). Carbon dioxide enrichment has the additional effect
of reducing stomatal conductance by approximately 20—
30% for a doubling of the CO, concentration. Thus, for a
given set of meteorological conditions, the water use effi-
ciency of plants increases. Considerable uncertainty exists
over whether this leaf-scale process can be extrapolated to
the catchment scale; in many cases the decreased transpira-
tion caused by CO,-induced stomatal closure is likely to be
offset by additional plant growth (Arnell, 2002).

Trends in streamflow
Only patchy historical data are available to assess global
patterns of streamflow. Dai and Trenberth (2002) estimate
that only about two-thirds of the land surface has ever been
gauged and the length and availability of observed records
are highly variable. Detecting trends in streamflow is prob-
lematic too, because runoft is a spatially integrated variable
which does not easily permit discrimination between
changes caused by any of its driving factors. Streamflow
and groundwater recharge exhibit a wide range of natural
variability and are open to a host of other human or natural
influences.

In an analysis of world trends in continental runoff,
Probst and Tardy (1987) found an increase of approxi-
mately 3% between 1910 and 1975. This trend has been
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confirmed in a reanalysis of data between 1920 and 1995 by
Labat et al. (2004). In areas where precipitation has
increased over the latter half of the twentieth century, runoff
has also increased. This is particularly true over many parts
of the USA (Groisman et al., 2004). Streamflow records
exhibit a wide range of variability on timescales ranging
from inter-annual to multi-decadal and for most rivers,
secular trends are often small. There is evidence that flood
peaks have increased in the USA because increases in sur-
face air temperature have hastened the onset of snowmelt
(Hodgkins et al., 2003). In many rivers in the Canadian
Arctic, earlier break-up of river ice has been observed
(Zhang et al., 2001).

Caution must be exercised in the interpretation of long-
term hydrological trends. Using flow observations made
during the last 80—150 years, Mudelsee ez al. (2003) found
a decrease in winter flooding in the Elbe and Oder rivers in
Eastern Europe, but no trend in summer flooding. They
concluded that the construction of reservoirs and defores-
tation may have had minor effects on flood frequency.
Svensson et al. (2006) showed that, in a study of long
time series of annual maximum river flows at 195 gauging
stations worldwide, there is no statistically significant trend
at over 70% of sites. They attributed the lack of a clear
signal to the wide ranging natural variability of river flow
across multiple time and space scales. Hannaford and
Marsh (2006) described a set of benchmark UK catchments
defined to represent flow regimes that are relatively undis-
turbed by anthropogenic influences. Over the past 30—40
years they found a significant trend towards more pro-
tracted periods of high flow in the north and west of the
UK, although trends in flood magnitude were weaker.
However, they pointed out that much of the trend is a result
of a shift towards a more positive NAO index since the
1960s. The NAO is a climatic phenomenon in the North
Atlantic Ocean and is measured by the difference in sea
level pressure between the Icelandic Low and the Azores
High. This difference controls the strength and direction of
westerly winds and storm tracks across the North Atlantic.

Some component of many observed runoff trends can be
explained by changes to environmental properties other
than climate. Increases in runoff have resulted from land
use change, particularly from the conversion of forest to
grassland or agricultural land (Vorosmarty and Sahagian,
2000). The most significant effect of removing trees is the
reduction in canopy evaporation; that is, evaporation from
water intercepted by the tree canopy and stored on leaves.
In the Plynlimon experimental catchments in upland Wales,
United Kingdom, Roberts and Crane (1997) found that
clearcutting of ~30% of the coniferous forest cover led to
an increase in runoff of 6-8%. In snow-dominated

catchments, the effects of deforestation are more significant
because a large amount of snow is permitted to accumulate
if forest is cleared (Troendle and Reuss, 1997). Conversely,
abandonment of agricultural land and upland afforestation
can reduce the volume of runoff. In the Plynlimon catch-
ments experiment, annual evaporation losses (estimated as
the difference between annual precipitation and annual run-
off) in the forested Severn catchment were ~200mm
greater than in the grassland Wye catchment. This repre-
sents a 15% reduction in the flow (Robinson et al., 2000).
Most studies of the effects of land cover on the water
balance have involved catchment-scale measurements and
it is, at present, uncertain whether these findings can be
extrapolated to regional and planetary scales.

1.6.3 Projections for future changes

An assessment of the potential impacts of future climate
change on precipitation, evaporation, and therefore runoff
is a fundamental influence on the strategies adopted by land
and river managers. It is impossible to make a reliable
prediction of the weather more than about a week in advance,
but projections of the statistical properties of future climate
can be obtained by using general circulation models
(GCMs) to construct climate scenarios (see Section 1.1.4).

Models that encompass an ever-wider range of environ-
mental processes have led to a shift in the goals of climate
modelling. Instead of simply providing projections of
future average weather, current environmental models pro-
vide a powerful tool to examine numerically the complex
feedbacks that exist within the Earth system. They have
also fuelled studies that fall under the broad title of ‘detec-
tion and attribution’, in which historical observed changes
in measured environmental variables are partly explained
through understanding gained using climate simulations.
For example, Gedney et al. (2006) attempt to show that
statistically ~ significant continent-wide increases in
twentieth-century streamflow can be explained by the effect
of CO,-driven stomatal closure on continental-scale
transpiration.

In contrast to numerical weather prediction, which is an
initial-value problem where governing equations are solved
to find the time-evolution of the system given a set of initial
conditions, a typical GCM experiment corresponds to a
boundary-value problem in mathematics. In a boundary-
value problem, boundary conditions for the problem are
used to constrain solutions to the governing equations that
are consistent with the imposed conditions. For example,
the frequency distribution of rainfall magnitudes may be
required under different scenarios of atmospheric CO, con-
centration. The detailed trajectory of changes in CO, is
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highly dependent on socioeconomic factors which govern
the behaviour of human societies. The IPCC has published
a range of plausible alternatives in its Special Report on
Emissions Scenarios (SRES) in which the scenarios are
defined (Appendix 1.1).

Temperature and precipitation

Globally averaged mean water vapour, evaporation and
precipitation are projected to increase with global environ-
mental warming (IPCC, 2007a). Current models indicate
that future warming of 1.8-4.0 °C by 2100 (depending on
the scenario chosen) will drive increases in precipitation in
the tropics and at high latitudes; decreases in precipitation
are expected in the subtropics (Plate 4). The intensity of
individual precipitation events is predicted to increase,
especially in areas seeing greatest increases in mean pre-
cipitation, but also in areas where mean precipitation is
projected to fall. Summer drying of continental interiors is
a consistent feature of model projections (IPCC, 2007a).

Hydroclimate and runoff

Despite some consistent patterns, the spatial response of
precipitation to climate change is much more highly varia-
ble than that of temperature. Plate 5 shows the spatial
pattern of precipitation and other hydrologically related
changes projected for the A1B scenario (Appendix 1.1).
Runoff is expected to fall in southern Europe and increase
in Southeast Asia and at high latitudes. The impact of these
changes has been assessed by Nohara et al. (2006), who
find that in high latitudes river discharge is predicted to
increase but in much of Central America, Europe and the
Middle East, decreases in river flow are expected.

1.7 Systemic drivers of global
environmental change (Il): sea level

1.7.1 Introduction

Variations in sea level form part of a complex set of rela-
tions between atmosphere—ocean dynamics, ice sheets and
the solid Earth, all of which have different response time-
scales. Thus changes in sea level resulting from global
environmental change are, on the one hand, masked by
shorter-term variations in the elevation of the sea surface.
These fluctuations can be considerable: El Nifio—Southern
Oscillation (ENSO)-related inter-annual changes in ocean
level in the western Pacific Ocean are ~45 cm (Philander,
1990), of comparable magnitude to many estimates of the
magnitude of sea level rise to 2100. Furthermore, near-
future sea level changes will take place against a backdrop
of ongoing geological processes. The geographical variability

in Holocene sea level histories has been well established
(e.g. Pirazzoli, 1991) and geophysical models have identified
large-scale sea level zones, with typical sea level curves, for
the near- (Zone I), intermediate- (Zone II) and far-fields
(Zones 11I-VI) in relation to former ice sheets (Clark ez al.,
1978) (Fig. 1.11).

These differences have implications for future coastal
vulnerabilities. Some coasts (in Zones IV and V for exam-
ple) will have adjusted to coastal processes operating at
present, or close to present, sea level for at least 5000 years
whereas other regions (Zone II for example) will only have
experienced present sea level being reached within the last
1000 years.

At the inter-ocean basin scale, coral reef systems in the
Indo-Pacific Reef Province lie in the far-field, with near
present sea level being reached at ~6ka BP. Thereafter,
hydro-isostatic adjustments and meltwater migration back
to former ice margins, and in some cases local tectonics,
resulted in a mid-Holocene sea level high of ~ +1m,
followed by a gradual fall to present mean sea level
(Fig. 1.11). In the western Indian Ocean, sea level rose
rapidly (6mm a ') until 7.5ka BP then dramatically
slowed (to ~I mm a~ '), with near present sea level being
attained at 3.0-2.5 ka BP (Camoin et al., 2004); however, in
the central and eastern Indian Ocean a mid-Holocene high

Transition | I
zone L
I-1I

111 [ Eustatic
L sea level

rise
11 L
Q 1 \ L
v

v .
/’/—' L
v - 7—
v \_/ V i
6 4 2 0
111 v [v
’g 0 I —
= ; ;
(%] . -
o
O )
1000 a BP
FIGURE 1.1 1. Sea level regions and associated sea level curves,

6—0 ka BP, assuming no eustatic component after 5 ka BP. RSL,
relative sea level (modified from Clark et al., 1978).



Landscape-scale change: an introduction

stand of ~ +0.5m has been reported (Woodroffe, 2005;
P. Kench, personal communication, 2007). By contrast,
the reefs of the Atlantic Reef Province lie within the inter-
mediate field and experienced a decelerating rate of sea
level rise through the Holocene, with present sea level
being reached only within the last 1000 years (Toscano
and Macintyre, 2003) (Fig. 1.11). These different sea
level histories go some way to explaining the gross mor-
phological differences between reef provinces. Thus Indo-
Pacific reef margins are generally characterised by wide,
low-tide-emergent reef flats and, in some locations, by
supratidal conglomerates and raised reef deposits. By con-
trast, in the Atlantic reef province, emergent reef features
are lacking and relatively narrow reef crests are backed by
shallow backreef environments and lagoons. These differ-
ences are of importance: as sea level rises, near-future reef
responses will take place over these different topographies.

Finally, at the within-region scale, continuing adjust-
ments to the unloading of ice, reflooding of shallow shelf
seas and sedimentation in coastal lowlands in the British
Isles since the Last Glacial Maximum have resulted in
maximum rates of land uplift of ~1.5mm a” ' on coasts in
western Scotland but corresponding maximum subsidence
of —0.85mm a ' on the Essex coast of eastern England
(Shennan and Horton, 2002). In Scotland, therefore, sea
level rise will be partially offset by uplift whereas in south-
east England sea level rise will be additive to existing rates
of relative rise.

Long-term trends in coastal erosion — such as along the
eastern seaboard of the USA where 75% of the shoreline
removed from the influence of spits, tidal inlets, and engi-
neering structures is eroding (Zhang, 2004) and the eastern
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coastline of the UK where 67% of the shoreline length has
retreated landward of the low-water mark (Taylor et al.,
2004) — can be reasonably associated with sea level rise
over the last 100—150 years. The exact linkage, however, is
most probably more event-based. Komar and Allan (2007)
have identified increased ocean wave heights along the
eastern seaboard of the USA and related them to an inten-
sification of hurricane activity from the late 1990s; they
have also argued that increased erosion along the US west
coast since the 1970s has been associated with increasing
wave heights due to higher water levels and storm inten-
sities (Allan and Komar, 2006). In addition to sea level
change and its variability, coastal erosion is also driven by
other natural factors, including sediment supply and local
land subsidence. Anthropogenic activities can intensify
these controls on coastal change. Finally, the impact of
such processes depends upon the ability of coastal landforms
to migrate to new locations in the coastal zone and to
occupy the accommodation space that becomes available
(or not) to them (Fitzgerald ez al., 2008). These issues, and
many more, are dealt with in Chapters 5, 6 and 7.

1.7.2 Recent sea level rise

Global sea level has been rising at a rate of ~1.7-1.8 mm
a ' over the last century, with an acceleration of ~3 mma '
during the last decade (Church et al., 2004; Church and
White, 2006) (Fig. 1.12). The total twentieth-century rise
was 0.17+0.05m (IPCC, 2007a).

Observations since 1961 indicate that the oceans have
been absorbing 80% of the heat added to the climate

system, causing the expansion of seawater and perhaps
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TABLE I.1. Observed rate of sea level rise and estimated contributions
from different sources, 1961-2003 and 1993-2003

TABLE 1.2. Projected globally averaged surface warming and sea level
rise at the end of the twenty-first century

Rate of sea level rise (mma')”

Source of sea level rise 1961-2003 1993-2003
Thermal expansion 0.42+0.12 1.6+0.5
Glaciers and ice caps 0.50+0.18 0.77 £0.22
Greenland ice sheet 0.05+0.12 0.21+0.35
Antarctic ice sheet 0.14+0.41 0.21+0.35
Sum of individual climate 1.1+0.5 2.8+0.7
contributions to sea
level rise
Observed total sea level 1.8+0.5 3.1£0.7
rise
Difference (observed 0.7+0.7 0.3+1.0

minus sum of estimated
climate contributions)

“ Data prior to 1993 are from tide gauges and after 1993 are
from satellite altimetry.
Source: From IPCC (2007a).

explaining half the observed global sea level rise since 1993
(Table 1.1), although with considerable decadal variability
(IPCC, 2007a). Smaller component contributions are esti-
mated to have come from glacier and ice cap shrinkage and,
with less certainty, from the Greenland, and particularly, the
Antarctic ice sheets. There is, however, no consensus on
Antarctica. The balance of opinion appears to be for a
shrinking West Antarctic ice sheet and a growing East
Antarctic ice sheet, leading to a near-neutral effect (possibly
perturbed by ice shelf losses on the Antarctic Peninsula). It
should be noted, however, that the fit between estimated
and actual sea level rise over the much longer period 1961—
2003 is poor (Table 1.1).

This may partly be a function of the change in the
measurement base after 1993, to satellite altimetry and away
from tide gauge records. In the latter case, water level
records are complicated by local vertical land movements,
driven by glacial isostatic adjustments, neotectonics and/or
subsurface fluid withdrawal, which need to be subtracted
from the water level record. An additional uncertainty is
that knowledge of changes in the storage of water on land
(from extraction and increases in dams and reservoirs)
remains poor. However, it is also not clear to what extent
the sea level record reflects secular rise and to what extent it
is a measure of regional inter-annual to inter-decadal cli-
mate variability from phenomena such as ENSO, the NAO
and Pacific Decadal Oscillation (PDO) (Woodworth et al.,
2005) the effects of which are also strongly spatially

Temperature Sea level rise
change (°C at (m at 2090
2090-2099 relative 2099 relative to
to 1980-1999)" 1980-1999)

Model-based
range excluding

future rapid
dynamical
Best Likely  changes in ice
Case estimate range flow
Constant Year 2000 0.6 0.3-0.9 NA
concentrations”

B1 scenario 1.8 1.1-29 0.18-0.38
A1T scenario 24 1.4-3.8 0.20-0.45
B2 scenario 2.4 1.4-3.8 0.20-0.43
A1B scenario 2.8 1.744 0.21-048
A2 scenario 3.4 2.0-54 0.23-0.51
A1FI scenario 4.0 24-64 0.26-0.59

“These estimates are assessed from a hierarchy of models
that encompass a simple climate model, several Earth Models
of Intermediate Complexity (EMICs) and a large number of
Atmosphere—Ocean General Circulation Models (AOGCMs).
®Year 2000 constant composition is derived from
AOGCMs only.

Source: From IPCC (2007a).

variable (Church et al., 2004). Thus, for example, elevated
sea levels and anomalously high sea surface temperatures
in the Pacific Ocean were closely correlated during the
major 1997-1998 El Nifio event (Allan and Komar, 2006).
It appears likely that this variability also underpins the
relations between coastal and global sea level rise, with
faster coastal rise typical of the 1990s and around 1970 and
faster ocean rise during the late 1970s and late 1980s
(White et al., 2005).

1.7.3 Future sea level rise

The average rate of sea level rise throughout the twenty-
first century is likely to exceed the rate of 1.8mm a '
recorded over the period 1961-2003. For the period
2090-2099, the central estimate of the rate of sea level
rise is predicted to be 3.8mm a
(Appendix 1.1) (the scenario spread is in any case small:
Table 1.2), comparable to the observed rate of sea level rise

under scenario A1B

1993-2003, a period thought to contain strong positive
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FIGURE I.13. Changing estimates of the range of potential sea level
rise to 2100 (predictions in the period 1983-2001) or 2099 (data
from IPCC 2007a).

residuals within the long-term pattern of sea level variability.
Under the A1B scenario, by the mid-2090s sea level rises
by +0.22 to +0.44 m above 1990 levels, at a rate of 4 mm
a ', The thermal expansion term accounts for 70~75% of
the total rise, being equivalent to a sea level rise of
29+1.4mma !in the period 2080-2100 (IPCC, 2007a).

In terms of the history of sea level rise projections, the
IPCC Fourth Assessment predictions appear to suggest a
further reduction in the expected rate of sea level rise
(Fig. 1.13). However, these new projections do not allow
for a contribution from ice flow from the Greenland and
Antarctic ice sheets. Conservative estimates suggest that
accelerated ice flow rates might add +0.1 to +0.2 m to the
upper range of sea level rise (i.e. a sea level rise of up to
0.79 m under scenario A1FI: Appendix 1.1).

Non-model-based estimates of future sea level rise,
based upon a semi-empirical relationship connecting tem-
perature change and sea level rise through a proportionality
constant of 3.4mm a ' per °C, suggest a potential rise at
2100 of 0.5 to 1.4m (Rahmstorf, 2007), although this
methodology has been highly contested.

1.8 Cumulative drivers of global
environmental change (I): topographic
relief

1.8.1 Introduction

By contrast with hydroclimate and sea level changes, relief
and human activity (Section 1.9) are discontinuous both
over space and through time. The implications of this
simple fact are profound. Spatial discontinuities dictate
that certain parts of the landscape are more sensitive to
the drivers of change than others; temporal discontinuities

mean that very old and very young landscape elements can
exist side by side (Fig. 1.5). Global impact then becomes
the net effect of change at a large number of disparate sites.
A further implication is that the geomorphologist is best
suited to identify those aspects of the landscape which are
particularly sensitive to disturbance.

1.8.2 The sediment cascade

Continental-scale relief defines a pathway from the highest
mountains to the ocean; local-scale relief, with associated
sinks, defines a complex of pathways which can be best
described by the term ‘sediment cascade’. The type and rate
of weathering, erosion and denudation are profoundly
controlled by these pathways, which ultimately owe their
variety to relief at a wide range of scales.

Weathering is the alteration by atmospheric and biolog-
ical agents of rocks and minerals. The physical, minera-
logical and chemical characteristics of the materials are
modified so that these weathering products can be
removed by either mechanical or biochemical erosion.
Mechanical and biochemical erosion involves mobilisa-
tion, transport and export of rock and soil materials
(Fig. 1.14a). Surface and subsurface water is critical to
these processes. How much of these so-called ‘clastic’
sediments are broken up into their constituent chemical
elements, the extent to which these elements have become
combined with nutrients and the amount of comparatively
unchanged rocks and minerals depends on the type and
rate of weathering. The sediment which is exported is
engaged to a greater or lesser extent in exchange processes
between minerals, solutes and nutrients.

Primary sediment mobilisation can usefully be divided
into ‘normal regime’ processes that are more or less perva-
sive and occur regularly, and episodic or ‘catastrophic’
events which occur less frequently. The former include
soil creep, tree throw, surface disturbance by animals and
surface erosion from exposed soils; the latter include rock-
falls, rockslides, earthflows, landslides, debris avalanches
and debris flows.

Sediment transport requires both a supply of transport-
able sediment and runoff competent to entrain the sediment.
Sediments in suspension and bedload have the greatest
influence on river channel form, whereas solutes, nutrients
and pollutants are important indices of biogeochemical
cycling processes.

The sediment cascade involves inputs and outputs with
delays caused by: rates of rock breakdown, intermittent
sediment mobilising events, the limited capacity of the
flows to entrain sediment, and trapping points that occur
downstream, so that sediment is intercepted and
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FIGURE 1.14. (a) The sediment cascade system from biochemical
and mechanical weathering sources to export of sediment, solutes

and nutrients. (b) Relations between sediment mobilisation,
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km~2a” ' is exported from the basin (from Reid and Dunne, 1996).
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remobilised at a later time. Sediment in a drainage system
thus moves through a cascade of reservoirs (Fig. 1.14b).
This simple picture is distorted by the fact that sediment
transport is also a sorting process. Mixtures of sedimentary
particles of differing size and density segregate in the
cascade into subpopulations with different transit times
through the landscape. In the case of disturbance, there is
a spatial complication in that the sediments have diffuse
sources. The sedimentary signal originating in the upper-
most part of the basin may move through a reach subject to
similar disturbance and be reinforced. But at downstream
points, if the disturbance is of varying intensity, the rein-
forcement will vary spatially. Sediment on its way from
source to sink gets sidetracked in a number of ways, not
only into channel and floodplain storage but also into other

hillslope locations (Fig. 1.14b).
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FIGURE 1.15. Estimates of average natural erosion (denudation)
rates inferred from GTOPO30 area—elevation data and global
fluvial erosion—elevation relations from Summerfield and Hulton
(1994) (from Wilkinson and McElroy, 2007). Units are in metres of
denudation per million years.

1.8.3 Topographic relief and denudation

In spite of the variety of ways in which sediment is delayed
on its way to the ocean, there are extensive data sets that
demonstrate a close relationship between topographic relief
and rates of fluvial erosion. With the increasing availability
of digital elevation models, it has also become possible to
infer average natural erosion rates, as illustrated in Fig. 1.15
for the conterminous USA. The units used may be unfami-
liar as they are given in metres of denudation per million
years, but the main message of the map is that relief is a
strong driver of landscape change (see Chapter 2 for an
expansion of this theme and discussion of shortcomings of
this generalisation).

1.8.4 The sediment budget

In order to account for the sources, pathways of movement
and rates of delivery of sediments along coasts and through
river basins, a method of budgeting of sediments has been
developed. A river basin sediment budget is ‘an accounting
of the sources and disposition of sediment as it travels from
its point of origin to its eventual exit from a drainage basin’
(Reid and Dunne, 1996).

If the sediment budget is balanced, the residual will be
zero. Thus the sediment budget can be expressed as

I-0=AS (1.1)

where / is input, O is output and AS is change of storage
over the time period of measurement. This equation will
hold for any landform or landscape as long as the budget
cell can be unambiguously defined. In the case of the river
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basin, the budget cell defines itself. But Cowell er al.
(2003), for example, in working with the problem of deter-
mining an objective budget cell in coastal studies, have
coined the term ‘coastal tract’. They define the coastal tract
as the morphological composite comprising the lower
shoreface, upper shoreface and back barrier. They use this
framework in defining boundary conditions and internal
dynamics to separate low-order from higher-order coastal
behaviour (see Chapter 6 for further details).

The sediment budget is a mass-balance-based approach,
which necessarily, in principle, includes a consideration
of water, sediments, chemical elements and nutrients.
This accounting of sources, sinks and redistribution path-
ways of sediments in a unit region over unit time is a
complex exercise (Dietrich and Dunne, 1978). The pri-
mary application of sediment budgets to landscapes is
in the accounting of clastic sediment transfers because
clastic sediments provide the most direct indication of
changing surface form. The US Corps of Engineers work-
ing on the coasts of southern California and New Jersey
and geomorphologists working in the Swiss Alps and
northern Scandinavia were the first to employ this meth-
odology in coastal and river basin geomorphology in
the 1950s.

Sediment budget studies have become a fundamental
element of coastal, drainage basin and regional manage-
ment, but only when somewhat simplified (Reid and
Dunne, 1996). They can be formulated to aid in the design
of a project, characterise sediment transport patterns and
magnitudes and determine a project’s erosion or accretion-
ary impacts on adjacent beaches and inlets (Komar, 1998).
Although Trimble (1995) and Inman and Jenkins (1999)
have developed flexible models to discriminate the effects
of climate change and land use activities on sediment
budgets, their application is at an early stage.

In conclusion, the growing interest in global environ-
mental change has spurred interest in a variety of mass-
balance calculations that permit quantitative comparisons
from one region to another and from one time period to
another, with appropriate scaling. The biggest challenge in
the use of sediment budgets is in making the link between
intensively studied smaller-scale systems to the global scale
and in extrapolating from the short term to the longer term
and future changes.

1.8.5 Limitations of the sediment budget
approach in determining the role of relief

1. Summerfield and Hulton (1994) demonstrated that 60%
(but no more) of the spatial variation of global sediment
yield can be explained by relief and runoff.

2. The sediment budget approach often ignores the role
of tectonics. This is unfortunate because the uplift of
mountain ranges involves the input of new mass which
directly influences the mass balance of the geosystem.
When longer term studies of sediment flux are under-
taken, it is essential to incorporate the style and rate of
tectonic processes (see Chapter 15).

3. Global riverine changes such as chemical contamina-
tion, acidification, and eutrophication which are of great
interest in global environmental change are rarely
included in sediment budgets (see Chapter 3).

4. Order of magnitude effects produced by global-scale
river damming (Nilsson er al., 2005) and general
decrease of river flow due to irrigation (Meybeck and
Vorosmarty, 2005) scarcely require sediment budgeting
(see Chapter 4).

5. Recent studies of the Ob and Yenisei rivers in Russia
(Bobrovitskaya et al., 2003) and of the Huanghe River
in China (Wang ef al., 2007) suggest that the decline in
sediment load delivered to the sea in recent years is
caused primarily by soil conservation practices and res-
ervoir construction; relief and runoff have relatively
little influence.

6. These observations lead logically to an analysis of the
critical role of human activity.

1.9 Cumulative drivers of global
environmental change (Il): human activity

Global population growth and the attendant land cover and
land use changes pose serious challenges for management
and planning in the face of global environmental change
(Lambin and Geist, 2006). Wasson (1994) has emphasised
the value of mapping past land use and land cover
changes in attempting to interpret contemporary land-
scape change and degradation. De Moor et al. (2008)
have demonstrated that in the past 2000 years, the impact
of climate on river systems can be neglected when com-
pared with the human impact. They link the considerable
changes in hillslope processes induced by humans with
equivalent sediment supply to the river valleys of the
Netherlands. Factors that influence land cover and land
use change can be divided into indirect and direct
factors.

1.9.1 Indirect factors

Indirect factors include such broadly contextual factors as
demographic change, socioeconomic, cultural and religious
practices and global trade, which enhance the importance of
governance sensu lato. The indirect drivers are of critical
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importance when we come to discuss scenario building
(Appendix 1.1) in the sense that population level and
density, socioeconomic context, societal values and the
institutions available to implement change must all be
incorporated into any forward-looking thinking.

Population growth

The history of humans as geomorphic agents is now
becoming clear. Virtually all of Earth’s biomes have been
significantly transformed by human activity because of the
enormous growth of the world’s population during the
second half of the twentieth century and the even more
rapid growth in energy use (Turner et al., 1990a). Some
80% of humankind lives in developing countries in Asia,
Africa and South and Middle America and those countries
account for more than 90% of the more than 100 million
births each year. These populations are becoming increas-
ingly urbanised; thus whilst only 3% of the population of
less developed regions lived in cities larger than 100 000
inhabitants in 1920, this figure is set to rise to 56% by 2030.
By 2015, Asia is predicted to have 1.02 billion people in
urban centres of over 500 000 inhabitants. Many of these
populations are being squeezed into narrow coastal and
estuarine margins. Several of the fastest-growing cities,
with rates of increase of up to +4% per year and all pro-
jected to have populations in excess of 15 million by 2015,
have long histories of exposure to coastal hazards; they
include Shanghai, Kolkata, Dhaka and Jakarta (United
Nations Population Fund, 2007).

As a result, the biomes shown in Plate 3 are actually an
abstract depiction of the climax vegetation in the absence
of human intervention. Only in the areas unmodified by
agriculture, forestry and urbanisation do these biomes
correspond to the terrestrial ecosystems of today.

Socioeconomic context of soil degradation

If land loss continues at current rates, an additional 750 000—
1.8 million km? will go out of production because of soil
degradation between 2005 and 2020. There are 95 devel-
oping countries, each with less than 100 000 km? of arable
land, for which the loss of their most vulnerable lands will
mean either loss of economic growth potential or famine or
both (Scherr, 1999). The development of long-term pro-
grammes to protect and enhance the quality of soils in these
countries would seem to be a priority. Countries with large
areas of high quality agricultural land (Brazil, China, India,
Indonesia and Nigeria, for example) will probably focus on
the more immediate economic effects of soil degradation.
Because the poor are particularly dependent on agriculture,
on annual crops and on common property lands, the poor
tend to suffer more than the non-poor from soil degradation.

Countries or sub-regions that depend upon agriculture as the
engine of economic growth will probably suffer the most.
Furthermore, as growing populations in the developing
world become increasingly urbanised, the difficulties in
maintaining food supply chains between cities and their
rural hinterlands are likely to increase (Steel, 2008).

1.9.2 Direct factors

Direct factors include deliberate habitat change; physical
modification of rivers, water withdrawal from rivers, pollu-
tion, urban growth and suburban sprawl (Goudie, 1997).

Cultivated systems

The most significant change in the structure of biomes has
been the transformation of approximately one-quarter
(24%) of Earth’s terrestrial surface to cultivated systems.
More land was converted to cropland in the 30 years after
1950 than in the 150 years between 1700 and 1850. There is
a direct connection between soil erosion on the land (net
loss of agriculturally usable soil to reservoirs) and coastal
erosion resulting from a reduction in sediment delivery to
the coast. It is estimated that human activity affects directly
8.7 million km? of land globally; about 3.2 million km? are
potentially arable, of which a little less than a half is used to
grow crops. Soil quality on three-quarters of the world’s
agricultural land has been relatively stable since the middle
of the twentieth century, but the remaining 400 000 km? are
highly degraded and the overall rate of degradation has
been accelerating over the past 50 years. Almost 75% of
Central America’s agricultural land has been seriously
degraded, as has 20% of Africa’s and 11% of Asia’s.

In the United States, cropland is being eroded at 30 times
the rate of natural denudation (Figs. 1.15 and 1.16) and this
is creating two problems in addition to the obvious loss of
usable land in situ. First of all, there are large sediment
sinks being created on land, where the sink consists mostly
of clastic sediments and secondly, nutrient sinks are being
created offshore. Trimble and Crosson (2000) have com-
mented helpfully on the implications of the build-up of new
sediment stores in low-order basins.

It has become increasingly difficult to assess the future
impact of environmental changes on the sediment flux to the
coastal zone because of the complex impacts of human activ-
ities (Walling, 2006). Globally, soil erosion is accelerating
as a result of deforestation and some agricultural practices;
but at the same time, sediment flux to the coastal zone is
globally decelerating, because of dams and water diversion
schemes. A summary statement by Syvitski et al. (2005)
notes that human activities have simultaneously increased
the sediment transport by global rivers through soil erosion
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FIGURE I.16. Rates of cropland erosion derived from estimates by
the Natural Resources Conservation Service using the Universal
Soil Loss Equation, and scaled to a farmland mean of 600m Ma™"'.
(from Wilkinson and McElroy, 2007).

by2.3+0.6 Gta ', yet reduced the flux of sediment reaching
the world’s coasts by 1.4+ Gta ' because of retention within
reservoirs. Over 100 Gt of sediment and 1-3 Gt of carbon
are now sequestered in reservoirs constructed largely within
the last 50 years. Furthermore, the impact of dams on large
rivers is likely to continue to reduce the global sediment
load and will alter the patterns of sediment flux in many
coastal zones (Dearing and Jones, 2003).

Reduced sediment loads delivered to the coastal zone
result in accelerated coastal erosion and a decrease in habitat.
The reduction of the seasonal flood wave also means that the
sediment is dispersed over smaller areas of the continental
margin. Although this is a correct aggregate picture, it should
be borne in mind that tropical deforestation continues un-
abated while temperate forests are being enlarged. There are
therefore numerous individual unregulated basins within the
tropical world (e.g. Indonesia and Malaysia) where sedimen-
tation at the coast continues to be considerable.

Milliman and Syvitski (1992) concluded that mountain-
ous rivers, particularly in the island nations of Southeast
Asia, contribute the largest proportion of global sediment
flux. These regions have recent histories of severe defor-
estation and are dominated by low-order streams. It is
therefore probable that the most rapid increase in future
sediment flux to the ocean may well come from disturbed,
small-medium-size basins feeding directly to the coast.
This sediment is likely to contain enhanced loads of
adsorbed nutrients and surface pollutants, a phenomenon
which has already been documented in some detail from the
west coast of India (Naqvi ez al., 2000). The primary factor
responsible for increased nitrous oxide production is the
intensification of agriculture and the increasingly wide-
spread application of anthropogenic nitrate and its

subsequent denitrification. The western Indian continental
shelf and the Gulf of Mexico immediately to the south and
west of the Mississippi delta are well-documented hypoxic
zones; that is, the concentration of oxygen in the water is
less than 2 ppm. In the case of the Mississippi—-Missouri
drainage basin both phosphates (industrial) and nitrates
(agricultural) constitute diffuse sediment sources which
follow both surface and subsurface hydrological pathways
(Fig. 1.17) (Goolsby, 2000; Alexander et al., 2008). The
average extent of the hypoxic zone was 16700km?
between 2000 and 2007. The goal of reducing the extent
of the hypoxic zone to an average of 5000 km? by 2015
looks increasingly difficult as there has been no significant
reduction in nutrient loading (Turner et al., 2008).

Desertification

Desertification is defined by the UN Convention to Combat
Desertification as ‘land degradation in arid, semi-arid
and dry sub-humid areas resulting from various factors,
including climatic variation and human activities’. Land
degradation in turn is defined in that context as the reduc-
tion or loss of biological or economic productivity. From
the perspective of the global hydrological cycle the role of
vegetation in land surface response is critically important,
especially through vegetation—albedo—evaporation feed-
backs. Desertification is a global phenomenon in drylands,
which occupy 41% of Earth’s land area and are home to
more than 2 billion people. Some 10-20% of drylands
are already degraded. This estimate from the Deserti-
fication Synthesis of the Millennium Assessment is con-
sistent with the 15% global estimate of soils permanently
degraded. Excessive loss of soil, change in vegetation
composition, reduction in vegetative cover, deterioration
of water quality, reduction in available water quantity and
changes in the regional climate system are implicated.
Desertified areas are likely to increase and proactive land
and water management policies are needed (Reynolds
etal., 2007).

1.9.3 Conclusion

The fourth driver of global environmental change, namely
human activity, is the most rapidly changing driver. Land
use and land cover change, especially the transformation of
forest and grasslands to logged forests, agricultural lands
and urbanisation, have the most profound effect. The inten-
sification of human activity in the temperate and tropical
zones is especially effective in landscape change; by con-
trast, in polar latitudes, where population densities are low,
climate in particular, but also relief and sea level, continue
to be the more important drivers.
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FIGURE 1.17. (a) Diffuse sediment sources of phosphates and nitrates from the Mississippi—Missouri drainage basin. (b) The resultant

hypoxia in the Gulf of Mexico (modified from Goolsby, 2000).

1.10 Broader issues for geomorphology
in the global environmental change
debate

[.10.1 Putting the ‘geo’ into the ‘bio’ debates

Geodiversity is defined as a measure of the variety and
uniqueness of landforms, landscapes and geological forma-
tions (Goudie, 1990) in geosystems at all scales; biodiversity
is defined as the variation of life forms within a given

ecosystem, biome or the entire Earth. There are thus strong
parallels between the two concepts. The term natural heritage
is more easily understood by the general public and sums up
the totality of geodiversity and biodiversity. Geodiversity has
its own intrinsic value, independent of any role in sustaining
living things. The World Heritage Convention came into
force in 1972 and after 35 years the World Heritage List
now identifies, as 0f2007, 851 sites of ‘outstanding universal
value’ (http://whc.unesco.org/en/list/). Of these, 191 are
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justified in terms of at least one component of geodiversity
(Appendix 1.4). It is useful to note that biodiversity cannot
exist without geodiversity, the natural diversity of our non-

living environment. There is a tendency to think of biodi-
versity as being fragile, with geodiversity having greater
robustness. However, this is not necessarily the case, but in
those sites where geodiversity is relatively robust the loss of
any one element of that diversity becomes doubly serious.
Geomorphology has an important role to play in identifying
physically sensitive landscapes that are highly responsive
to environmental change. Geoconservation aims to pre-
serve geodiversity (O’Halloran et al., 1994). This means
protecting significant examples of landforms and soils, as
well as a range of distinctive Earth surface processes. It is
proposed that we have an ethical obligation to retain land-
forms and landscapes of unique natural beauty and diversity
for future generations. There is a very good reason for
active geoconservation management because, when a land-
form is lost, it can only be replaced over geological time-
scales. Glen Canyon in Colorado has disappeared and, in a
significant sense, the Three Gorges of the Yangtze (Li-
Jiang) River have disappeared. Although it is not antici-
pated that the Grand Canyon will disappear sometime soon,
it is only through active geoconservation management that
its pristine status can be maintained (Fig. 1.18).

But there are other reasons why biodiversity concerns
cannot be divorced from geodiversity. There are linkages,
for example, between above-sediment and sediment biota
in freshwater ecosystems, which suggest that the monitor-
ing of the bio- and the geodiversities should be collabora-
tive (Lake et al., 2000). The standard view in ecology is that
biodiversity confers stability and resilience and, to a more
limited extent, natural floodplains conserve the resilience of
landforms to changing environmental drivers.

FIGURE 1.18. Bright Angel
Canyon, Grand Canyon National
Park: a landscape of ‘outstanding
universal value’ (from Strahler and
Strahler, 1994).

Nevertheless, the analogy between biodiversity and geo-
diversity should not be overemphasised given the detailed
functional differences between eco- and geosystems.

[.10.2 Geomorphology, natural hazards
and risks

The dynamic nature of landscapes and landforms over
space and through time has generated interest in defining
geomorphological ‘hotspots’. Biodiversity hotspots are
defined as regions that contain at least 1500 species of
vascular plants and which have lost at least 70% of their
original habitat (Myers et al., 2000). In other words they
are regions of special value and at the same time highly
vulnerable to disturbance. By analogy, geomorphological
hotspots are sites or regions of special value in terms of
geodiversity and highly vulnerable to environmental change.
‘Geoindicators” have been defined as one way of identifying
such hotspots (Berger and Iams, 1996). They are measures
of geomorphological processes and phenomena that vary
significantly over periods of less than 100 years and are
thus high-resolution measures of short-term changes in the
landscape. Geoindicators have been designed as an aid to
state-of-the-environment reporting and long-term ecologi-
cal monitoring. They are also useful in the identification of
potential natural hazards, where irreversible damage to
property and loss of life occur. A wide range of slope fail-
ure, river, coastal and wind erosion related problems which
have been exacerbated by human activity are recognised as
natural hazards. Where the geoindicator detects unusual
movement or instability, a geomorphological ‘hotspot’ is
identified. If this instability is located close to human set-
tlements or transport corridors, a geomorphological hazard
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FIGURE I.19. Debris flows as geomorphological hazard, illustrated
from the results of an intense rainstorm in 1966 at Ashiwada in
Yamanashi Prefecture, Japan. (a) Pre-1966; (b) post-typhoon 26,
1966 (from Akagi, 1973).

is declared and risk studies may be undertaken. It is the
point of intersection of the human use system with the
extreme geomorphological event which defines a geomor-
phological hazard (Glade, 2003).

Because of the high population density, the high-relief
volcanic slopes, the intense rainstorms produced by multiple
annual typhoons, the vulnerable coastline and the tendency
to build settlements in the most vulnerable locations, there
is a tragic history of loss of lives and infrastructure in the
Japanese islands (Akagi, 1973). In the example illustrated
(Fig. 1.19) a village, located on a debris flow fan on the
western flanks of Mount Fujiyama, Japan is the human
use system. The village was overwhelmed by debris flows
(an extreme geomorphological event) following intense
rainstorms accompanying Typhoon 26, in 1966. The
unfortunate coincidence of a human use system interacting

with a geomorphological event system (or sediment
cascade) defines a geomorphological (or natural) hazard.
Surrounding the question of natural hazards is the question
of natural risk (Hufschmidt ez al., 2005). Natural risk is a
measure of the probability of adverse effects on health,
property and society, resulting from the exposure to a natural
hazard of a given type and magnitude within a certain time
and area. If risk studies had been undertaken before the
event shown in Fig. 1.19, it might have been possible to
develop a plan for mitigation of the disaster and to save
many lives and much property as a result.

[.10.3 Geomorphology and unsustainable
development

The concept of sustainable development has infused the
policy world since the publication of Gro Harlem
Brundtland’s Our Common Future (WCED, 1987). The
concept of sustainability is highly contested in a field like
geomorphology because the drivers of change are them-
selves constantly changing and landscapes and their soils
are, over century timescales, frequently collapsing, due to
overexploitation. While the value of sustainability has
achieved wide currency in principle, the implementation
has proved difficult. A distinction should be made between
‘strong sustainability’ in the case of a landscape and a
‘weak sustainability’ in the case of a society. Strong sus-
tainability concerns preserving the structure and function of
an ecosystem and its supporting geophysical substrate.
Weak sustainability admits that landscapes may be changed
by deliberate human agency so long as the total resource
value is not devalued.

It would perhaps be more realistic in geomorphology, and
in related sciences, to seek evidence of ‘unsustainability’
such that adaptation and/or mitigation can be planned well
in advance of the system collapse. Four key concerns have
been identified by the policy community and two promising
approaches have emerged. Concerns are: the need to inte-
grate natural and physical science with social science, health
science and humanities research; a focus on the future; the
need to involve stakeholders; and a sensitivity to the appro-
priate temporal and spatial scale of analysis required. The
term ‘back-casting” was coined by Robinson (2004) for an
approach that involves working backward from a desired
future end point to the present and finding the appropriate
policy measures required to reach that point. Scenario
building, discussed in Chapter 3, is one specific application
of the back-casting approach. ‘Integrated assessment’ is
another interdisciplinary process of ‘combining, interpret-
ing and communicating knowledge from diverse scientific
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disciplines in such a way that the whole set of cause—effect
interactions of a problem can be evaluated from a synoptic
perspective’ (Rotmans and Dowlatabadi, 1998).

Whilst it must be admitted that these are promising
policy approaches, especially with respect to their holistic
emphasis, geomorphologists have to ask the question ‘in
what sense can landscapes be sustained over century or
millennial timescales in the face of constantly changing
human activities, sea level changes and climate change?’

Not only is there a problem of constant change and the
possibility of achieving sustainability in the future, but
many would claim that we have already exceeded the
Earth’s capacity to support our consuming lifestyle. Rapid
increase in interest in the ecological footprint idea (Rees,
1992) confirms a move of public opinion towards greater
concern about our degrading environment.

Ecological footprint analysis attempts to measure the
human demand on nature and compares human consump-
tion of natural resources with the Earth’s ecological
capacity to regenerate them (Plate 6). Ecological footprint-
ing is now widely used as an indicator of environmental
sustainability. The only prudent policy would seem to be
the absolute minimisation of land cover change especially
where urban sprawl impacts landforms of exceptional inter-
est or soils whose optimal use is an agricultural one.

1.10.4 Geomorphology and the land ethic

Aldo Leopold’s land ethic (Leopold, 1949) offered this
general principle of land management: ‘A thing is right
when it tends to preserve the integrity, stability and
beauty of the biotic community. It is wrong when it tends
otherwise.” Land to Leopold had a broad meaning. It
included soils, waters, plants and animals. The boundaries
included people as members of nature. Leopold’s lifelong
land ethics journey led from a stewardship resource man-
agement mentality to stewardship entwined with ecological
conscience.

Geomorphology provides certain constraints that limit
how people should act towards the land and, at another
level, it challenges the unspoken assumptions of an
unwisely managed neoliberal society, which accepts
uncritically the rule of the market. Only recently has the
neoliberal view been willing to attempt proper valuation of
environmental resources (e.g. Millennium Ecosystem
Assessment (2005) and the Stern Review (2007) on the
economics of climate change).

It is clear that the removal of soil cover will reduce
livelihood options for people and agriculture. The careful
management of land and its biogeochemical and aesthetic
properties enhances long-term human security.

1.1l Landscape change models in
geomorphology

[.I'l.1 Landscape change over long time periods

Brunsden (1980) has developed the idea of ‘characteristic
form time’ (Fig. 1.20). This is a variant on the ‘punctuated
equilibrium’ idea, but its importance is based on the fact
that it is possible for a landscape to remain sufficiently
unperturbed by environmental change such that it develops
a form that is representative of the balance of resistance and
driving forces, a balance which remains relatively
unchanged over long periods of time. Whereas this was
the prevailing assumption in geomorphology during pre-
systems thinking, such has been the swing towards empha-
sis on change that some have questioned the possibility of a
characteristic form ever being achieved. But Brunsden
(1980) has pointed out that there is a need for the concept
of characteristic form because the geological record gives
evidence of past landscapes that appear to have retained
constant characteristics over millions of years (e.g. much of
the interior landscapes of Australia and the extremely low
relief extensive erosion surfaces exposed in the stratigraphy
of the Grand Canyon; Fig. 1.18).

The idea of the landscape as a palimpsest, with evidence
preserved in layers which have simply to be unpeeled in
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from Brunsden, 1980).
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order to discover the evidence of past landscape forming
processes, is well enshrined in the literature (Wasson, 1994).

Frequency and magnitude of geomorphic events

However, in rapidly changing global environments, it is no
longer possible to maintain the fiction of statistical statio-
narity in historical environmental data. Even in a landscape
as quiescent as that of the UK, Higgitt and Lee (2001)
demonstrated the difficulty of the concept of frequency
and magnitude over the past 1000 years and Steffen ez al.
(2004), by invoking the ‘no analogue’ argument, have made
it doubly difficult to sustain the traditional hydrological
approach to the topic. It seems probable that the coupling
of temporal and spatial dimensions through the analysis of
lake and marine sediments (Dearing and Jones, 2003) and
ice cores will provide the best estimates of changing
frequencies and magnitudes of geomorphic events.

[.11.2 Thresholds and complex response

Individual slopes and river channels lie at variable distan-
ces from ‘thresholds’ (points at which major changes occur
in response to perturbation) (Schumm, 1973; Brunsden and
Thornes, 1979). A simple example of this effect is that a
perturbation may generate a landslide or debris flow at a
location in the headwaters of basin A; and the same pertur-
bation may generate a similar slope failure close to the
mouth of basin B. The response at the mouth of basin B
will differ significantly from that at the mouth of basin A. In
effect the communication of threshold exceedance through
the river basin system is far more complex and has given
rise to the complex response theory (Schumm, 1973).

Schumm (1973, 1977, 1985, 1991) has demonstrated the
importance of discriminating between intrinsic and extrin-
sic variables in the evolution of landscapes. If we consider a
river basin, we see a system which has its own organisation
of river networks and slopes, adjusted to a greater or lesser
extent to the prevailing internal properties of the basin, such
as lithology, hydrology and biomass. These are intrinsic
variables. At the same time, the system is subject to land use
and land cover change and climate change. These are
extrinsic variables. The point at issue is that the intrinsic
and extrinsic variables operate independently and that sys-
tems with apparently identical intrinsic properties will
respond differently to different extrinsic variables Even
more subtly, side-by-side systems with apparently identical
intrinsic properties may respond quite differently to appa-
rently identical extrinsic variables. This is a result of the
fact that the internal organisation of a geomorphic system
contains historical elements that have not yet reached ‘char-
acteristic form” as defined above.

I.11.3 Landscapes of transition

Hewitt ef al. (2002) have developed the idea of landscapes
of transition. Nearly all landscapes bear the imprint of past
conditions. Some of these past conditions no longer apply.
Biomes have expanded and contracted geographically over
large areas over geological timescales. There are at least
two ways in which regional landscapes must be considered
as transitional:

(a) some landforms reflect different past conditions. They
are not merely relict forms; they operate as constraints
upon present-day developments and

(b) there are also parts of landscapes and patterns of sed-
imentation that are in incomplete transition from past
conditions.

The notion of temporal transition is intended to cover
ways in which environmental changes are uniquely
expressed. Although processes and landforms are driven
by contemporary heat and moisture conditions, available
relief and lithologies, they are not directly responding to
them. They involve mechanisms or patterns of adjustment
that are not readily obvious in climate change or tectonics.
When geomorphic processes are modifying past land-
scapes, the adjustments do not travel directly from one
equilibrium to another. There are combinations of interven-
ing constraints, self-adjusting mechanisms or ‘epicycles’
peculiar to the earth surface processes affected.

In Canada, Church ez al. (1999) have suggested that, at
all scales above the order of 1km? the landscape is still
adjusting to the perturbation of continental glaciation. The
fact that geomorphic systems have variable relaxation times
following disturbance (i.e. time taken to return to the same
conditions as those which prevailed prior to disturbance)
has been well understood, but few careful quantitative
studies have been available until recently.

The response of the cryosphere to global environmental
change, which demonstrates high sensitivity to temperature
change through the threshold 0 °C, is a more obvious exam-
ple than the response of such an extensive and resistant
landscape as the whole of Canada.

There are radical differences in the role of geomorphol-
ogy in global environmental change whether one takes the
characteristic form approach or the transitional landscapes
approach. At one level, it is a question of different punc-
tuated equilibrium models of the landscape, where one is
dominated by quiescence and the other by change. But it is
not necessary to choose between the two approaches. There
are elements of the landscape that have remained unchanged
for long periods of time and others that are highly sensitive.
The challenge and the opportunity of global environmental
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FIGURE 1.21. The panarchy framework (modified from
Gunderson and Holling, 2002). (a) the adaptive cycle;

(b) components of the adaptive cycle; and (c) panarchy in
time and space.

change is to distinguish those parts of landscapes that are
close to threshold and which, because of their vulnerability,
deserve priority attention. The short-term challenge of global
environmental change makes the transitional landscapes
and complex response models more relevant; but this in
no way invalidates the characteristic form time model for
interpreting longer-timescale changes.

[.11.4 Adaptive systems

The transience of components of the landscape and the idea
of transitional landscapes constantly undergoing change are
interesting concepts that are directly relevant to contempo-
rary global environmental change. If the IPCC definition of
vulnerability is seriously engaged, then geomorphologists
also have to investigate adaptive systems. Reliance on
reactive, autonomous adaptation to the cumulative effects
of environmental change is ecologically and socioeco-
nomically costly. Planned and anticipatory adaptation
strategies can provide multiple benefits. But there are limits
on their implementation and effectiveness. Enhancement of
adaptive capacity reduces the vulnerability of landscapes
to environmental change, but adaptive capacity varies
considerably among regions, cultures and socioeconomic
groups.

It is possible to learn from ecology where recent models
have placed environmental change and system collapse as
central to an understanding of contemporary change and
where there are similar complexity problems. Panarchy is a
metaphor designed to describe systems of ecosystems at
varying spatial and temporal scales. The terminology
developed for panarchy (Holling, 2001) is entirely ecolog-
ical and needs to be translated for the needs of geomorphol-
ogy. Holling suggests that complex systems are driven
through adaptive cycles which exist at a range of spatial
scales. The term adaptive is self-evident in ecological systems;
in geomorphic systems we often speak of self-regulating
systems (Phillips, 2003). Adaptive cycles are defined as
consisting of four phases, namely exploitation (the environ-
mental disturbance regime), conservation (the response),
collapse (threshold exceedance and unpredictable behaviour
of the system) and reorganisation (recovery) (Fig. 1.21). A
geomorphic analogue would be a glacial-interglacial cycle
characterised by both orderly evolution and system collapse.
The duration of these phases of adaptation in ecological
systems depends on three factors: intrinsic wealth, connec-
tivity and resilience of the system. A geomorphic analogue
would be the intensity and extent of a glaciation (intrinsic
wealth), the connectivity of the erosion—sedimentation
cycles (connectivity) and the time required for the recovery
of the system during interglacials (resilience).
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The panarchy metaphor has a fascinating flexibility in
dealing with complex systems and geomorphologists are
working with this concept in an effort to introduce more
flexible theory into the discussion of geomorphic complexity
(Cammeraat, 2002). Although there are evident differences
between geophysical systems and ecosystems, there are
many parallels in the behaviour of self-organising systems
which can assist in improving attempts to understand and
manage the environment sensitively. The concepts and
terminology of the panarchy model are consistent with
geomorphic concepts such as complex response (Schumm,
1973), threshold exceedance, landscape sensitivity and
barriers to change. Complex adaptive cycles throw new
light on complex response in landscape systems. Resistances
in the panarchy model of ecosystem behaviour perform a
similar function to that of geomorphic barriers to change in
geosystems.

In the context of rapid and accelerating global environ-
mental change, geomorphologists are well placed to assess
the potential for collapse and/or reorganisation of many of
our desired landscapes. A scenario is a coherent, internally
consistent and plausible description of a possible future
state of the world (IPCC, 2007b.). Scenarios are not pre-
dictions or forecasts but are alternative images without
ascribed likelihoods of how the future might unfold. The
development of scenarios of landscape trajectories is a
worthy aim. With such an approach, it may be possible to
forestall the most serious negative outcomes and make wise
use of the new opportunities created by global environ-
mental change.

.12 Organisation of the book

Following this introductory chapter, the volume is divided
into two substantive sections, consisting respectively of six
chapters (2—7) and seven chapters (8—14). The concluding
Chapter 15 contains the highlights of conclusions from the
substantive chapters, focussing on the identification of
geomorphic hotspots, major uncertainties and matters of
special concern that ought to be communicated to policy-
makers, environmental managers and the scientifically
literate public.

The two substantive sections of the book concern respec-
tively azonal and zonal topics. In Chapters 2—7 (azonal
topics) we attempt to follow the energy, mass and informa-
tion cascade from mountain tops to the sea and focus
attention on the ways in which environmental change is
governed by a limited number of geophysical processes and
their interactions with human activity. The hydrological
cycle and the sediment budget constitute the central themes
of this section and environmental change is discussed under

the influence of this primarily geophysical framework. The
chapters are sequenced along the topographic gradient:
mountain environments; lake systems; river systems; estua-
ries, sedimentary coasts and coastal wetlands; beaches,
cliffs and deltas; and coral reefs.

In Chapters 814 (zonal topics) we have attempted to
identify the critical landscapes thought to be the most
sensitive to potential environmental change although it is
accepted that this list may not be exhaustive. The biome is
used as the unit of zonality as vegetation is a good integra-
tor of average climate conditions. The biomes selected for
treatment in depth are: tropical rainforest; tropical wet and
dry savanna; deserts; Mediterranean landscapes; mid-
latitude temperate forest and rangelands (with particular
reference to landslides and other slope processes in this
biome); tundra and permafrost-dominated taiga; and ice
sheets and ice caps. In some cases the whole zone is com-
posed of critical landscapes (e.g. savanna and permafrost-
dominated taiga), but in other cases the hotspots are located
around the boundaries of the zone (zones of transition).

The mid-latitude temperate forest lands of Europe have
been deliberately excluded for two reasons: firstly because
the biome has been so intensively modified by human
activity that climate change will probably produce only
marginal geomorphological change and secondly because
the azonal chapters include good coverage of this biome.

The final Chapter 15 sums up the key conclusions on
landscape change trajectories, both positive and negative;
provides warnings about special concerns; lists opportunities
for landscape enhancement; and, where appropriate, makes
recommendations for action by policy-makers and con-
cerned citizens. It also considers the relation between this
book and the IPCC Fourth Assessment Reports and recom-
mends a closer integration of future landscape change
discussions with the anticipated IPCC Fifth Assessment.

APPENDIX I.1
The IPCC scenarios

Assumptions contained within the IPCC scenarios

(Table 1.3) are as follows:

Al. The Al storyline and scenario family describes a
future world of very rapid economic growth, global
population that peaks in mid-century and declines
thereafter, and the rapid introduction of new and
more efficient technologies. Major underlying themes
are convergence among regions, capacity building and
increased cultural and social interactions, with a sub-
stantial reduction in regional differences in per capita
income. The Al scenario family develops into three
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TABLE 1.3. Description of SRES emissions scenarios

Scenario Description

Al Globally integrated world with rapid economic
growth
A1FI — Continued dependence on fossil fuels
A1B — Balance of fossil and renewable energy
sources
A1T — Shift to renewable energy sources
A2 A world of independently operating self-reliant
nations
B1 Globally integrated but with ecologically
friendly growth
B2 Emphasis on local solutions to environmental
problems

Source: After IPCC (1996b).

groups that describe alternative directions of techno-
logical change in the energy system. The three Al
groups are distinguished by their technological
emphasis: fossil intensive (A1FI), non-fossil energy
sources (A1T), or a balance across all sources (A1B)
(where balanced is defined as not relying too heavily
on one particular energy source, on the assumption
that similar improvement rates apply to all energy
supply and end use technologies).

A2. The A2 storyline and scenario family describes a very
heterogeneous world. The underlying theme is self-
reliance and preservation of local identities. Fertility
patterns across regions converge very slowly, which
results in continuously increasing population. Economic
development is primarily regionally oriented and per
capita economic growth and technological change
more fragmented and slower than other storylines.

B1. The B1 storyline and scenario family describes a con-
vergent world with the same global population, that
peaks in mid-century and declines thereafter, as in the
Al storyline, but with rapid change in economic struc-
tures toward a service and information economy, with
reductions in material intensity and the introduction of
clean and resource-efficient technologies. The emphasis
is on global solutions to economic, social and environ-
mental sustainability, including improved equity, but
without additional climate initiatives.

B2. The B2 storyline and scenario family describes a
world in which the emphasis is on local solutions to
economic, social and environmental sustainability. It
is a world with continuously increasing global popu-
lation, at a rate lower than A2, intermediate levels of

economic development, and less rapid and more
diverse technological change than in the B1 and Al
storylines. While the scenario is also oriented towards
environmental protection and social equity, it focusses
on local and regional levels.

How the IPCC process deals with uncertainty

The question of uncertainty in prediction is discussed
explicitly in each of the IPCC reports (IPCC, 2001b, Box
1-1, p. 79) and is reported in two different ways:

(a) afive-point confidence scale is used to assign confidence
levels to many of the conclusions. The confidence levels
are stated as probabilities, meaning that they represent
the degree of belief among the authors of the report in
the validity of a conclusion, based on their collective
expert judgement of all observational evidence, model-
ling results and theory currently available. The confi-
dence levels are: very high (>95%); high (67-95%);
medium (33-67%); low (5-33%); and very low (<5%).

(b) Qualitative ‘state of knowledge’ descriptors, labelled:
well-established; established but incomplete; competing
explanations; speculative descriptors are used when a
quantitative scale seems inappropriate.

All the following initiatives (Appendices [.2—1.5) have started
with the same ‘storylines’ by envisaging six different future world
contexts as identified in Appendix |.1.

APPENDIX |.2

Global Environmental Outlook scenarios
to 2032 (GEO-3: see UNEP, 2002) and the
fourth Global Environmental Outlook:
environment for development (GEO-4)

The Global Environmental Outlook process has over the
past 10 years (1997-2007) produced a series of global
integrated environmental assessment reports aimed at pro-
viding comprehensive, reliable, scientifically credible and
policy relevant assessments on the interaction between
environment and society. GEO-1 (1997), GEO-2 (1999),
GEO-3 (2002) were UNEP’s three previous global assess-
ments and GEO-4 appeared in 2007. Special attention is
paid to the role and impact of the environment on human
well-being and vulnerability. There are five themes:

(a) Present global and regional issues in the context of the
development of international environmental governance;
(b) State and trends of the global environment analysing
human drivers and the impact of natural phenomena on
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the environment, the consequences of environmental
change for ecosystem services and human well-being;

(c) Interlinkages between major environmental challenges
and their consequences for policy and technology
response options;

(d) Cross-cutting issues on how environment can contrib-
ute to sustainable development goals and how environ-
mental degradation impedes progress; and

(e) Global and sub-global outlooks, including short-term
(to 2015) and medium-term (up to 2050) scenarios for
the major environmental issues.

APPENDIX 1.3
The Millennium Ecosystem Assessment
scenarios to 2100

The Millennium Ecosystem Assessment (2005) was carried
out between 2002 and 2005 to assess the consequences of
ecosystem change for human well-being and to establish
the scientific basis for actions needed to enhance the con-
servation and sustainable use of ecosystems and their con-
tributions to human well-being. The Assessment responds
to government requests for information received through
four global conventions: the Convention on Biological
Diversity, the UN Convention to Combat Desertification,
the Ramsar Convention on Wetlands and the Convention
on Migratory Species.

The underlying assumption of this Assessment is that
everyone in the world depends completely on Earth’s eco-
systems and the services they provide, such as food, water,
disease management, climate regulation, spiritual fulfil-
ment and aesthetic enjoyment. Over the past 50 years,
humans have changed these ecosystems more rapidly and
extensively than in any comparable period of time in
human history, largely to meet rapidly growing demands
for food, fresh water, timber, fibre and fuel. This trans-
formation of the planet has contributed substantial net
gains in human well-being and economic development.
But not all regions have benefited from this process. In
fact, most have been harmed or at least rendered more
vulnerable to further change and to reduction in material
productivity. Moreover, the full costs associated with these
gains are only now becoming apparent.

The Assessment focusses on the linkages between eco-
systems and human well-being and in particular on ‘eco-
system services’. Ecosystem services are the benefits
people obtain from ecosystems. In sum, these services are
quite similar to those provided by geomorphology as dis-
cussed in the previous section. In showing how ecosystems
influence human well-being, human well-being is defined

to include basic material for a good life, such as: secure and
adequate livelihoods, enough food at all times, shelter,
clothing and access to goods; health, clean air and access
to clean water; good social relations; security, including
secure access to natural and other resources; and freedom
of choice and action, including the opportunity to achieve
what an individual values doing and being.

Five overarching questions guided the issues that were
assessed: What are the current condition and trends of
ecosystems, ecosystem services and human well-being?
What are future plausible changes in ecosystems and their
ecosystem services and the consequent changes in human
well-being? What can be done to enhance well-being and
conserve ecosystems? What are the strengths and weak-
nesses of response options that can be considered to realise
or avoid specific futures? What are the key uncertainties that
hinder effective decision-making concerning ecosystems?
What tools and methodologies developed and used in the
Assessment can strengthen capacity to assess ecosystems,
the services they provide, their impacts on human well-being
and the strengths and weaknesses of response options?

APPENDIX 1.4
The Land Use and Land Cover Change
(LUCC )Project

Land use and land cover change is an important component of
global environmental change. The International Geosphere—
Biosphere Programme (IGBP) and the International Human
Dimensions Programme on Global Environmental Change
(IHDP) commissioned a Core Project Planning Committee/
Research Programme Planning Committee for Land Use and
Land Cover Change (CPPC/RPPC/LUCC), working from
2000 to 2005.

The main topics covered areas of deforestation or forest
degradation over the last 20 years (1980-2000); the main
areas of land degradation in the drylands and hyper-arid
zones (1980-2000); the main areas of change in cropland
extent (1980-90); the main areas of change in urban extent
(1990-2000); and the fire events with long-term impact on
land cover. There were three research foci: land use dynam-
ics; land cover dynamics; and regional and global models.

In response to the question ‘How has land cover been
changed by human use over the last 300 years?’ it was
noted that human activities have transformed Earth’s land-
scapes for a long time. The pace and intensity of land cover
change increased rapidly over the last three centuries and
accelerated over the last three decades. Rapid land cover
changes are clustered on forest edges and along transportation
networks, mostly in humid forests. Decreases in croplands
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in temperate regions and expansion of forest lands display
opposite trends from those seen in the tropics, where crop-
lands are expanding and deforestation is marked. Land
cover change data sets are inadequate for many parts of
the world, but dryland degradation, soil degradation in
croplands, wetland drainage and urban expansion are
some of the most common changes.

In response to the question ‘“What are the major human
causes of land cover change?’ the most important finding
was that the mix of driving forces of land use change varies
in time and space, according to specific human—environment
conditions. A distinction is made between decadal time-
scales, influenced by individual and social responses to
changing economic conditions, mediated by institutions and
a centennial timescale, dominated by demographic trends.

In response to the question ‘How will changes in land use
affect land cover in the next 50-100 years?’ a number of
predictive models were developed and tested against past
land use patterns, but on the whole a regional approach was
preferred to global modelling. Urbanisation was seen to be
the dominant factor in future land use patterns.

In response to the question ‘How do human and bio-
physical dynamics affect the coupled human—environment
system?’ attention was directed to historical and contem-
porary examples of land use transitions associated with
societal and biophysical changes. Finally, in response to
the question ‘How might changes in climate and biogeo-
chemistry affect both land cover and land use and vice
versa?’ it was noted that slow land cover conversion takes
place against a background of high-frequency regional-
scale fluctuations in land cover conditions caused by
harvest cycles and climatic variability. Abrupt short-term
ecosystem changes are often caused by the interaction of
climatic and land use factors.

APPENDIX I.5

World Heritage Sites, the World
Conservation Union (IUCN) and UNEP’s
Global Programme of Action

Global Scenarios Group (GSG) Scenarios to 2050 (Raskin
et al., 2002) have incorporated ecological and land use
variables. World Heritage sites have been established
under the Convention concerning natural and cultural
sites (1972). Roughly 20% of the 851 World Heritage
Sites have been selected on the basis of ‘natural’ criteria.
From a world landscapes perspective, the most interesting
part of this process is the identification of ‘natural sites’ that
are threatened or are particularly unique and worthy of
preservation (Fig. 1.18).

The IUCN, operating within the Convention on
Biodiversity, has established a Red List of threatened
species and ecosystems. As always, improved governance
mechanisms, capacity-building and awareness raising and
improved financing are the broad policy recommendations.
But within those broad parameters, basin-wide pollution
treatment and basin management of land use and better
allocation of resources, with particular focus on the effects
on coastal areas are emphasised (in cooperation with
UNEP’s Global Programme of Action). In summary, the
most critical factors that influence land and land use change
can be divided into indirect and direct drivers.

Indirect drivers include such broadly contextual factors as:

(a) demographic change;

(b) economic, sociopolitical, cultural and religious drivers;

(c) science and technology;

(d) global trade which magnifies the importance of gover-
nance and management practices; and

(e) urban growth, and more particularly suburban sprawl.

Direct drivers include:

(a) deliberate habitat change resulting from land use change;
(b) physical modification of rivers;

(c) water withdrawal from rivers;

(d) pollution;

(e) sea level change; and

(f) climate change.
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2.1 Introduction

There is greater geodiversity in mountains than in most
other landscapes (Barsch and Caine, 1984). Mountain geo-
systems are not exceptionally fragile but they show a greater
range of vulnerability to disturbance than many landscapes.
Forested slopes give place to alpine tundra over short vertical
distances; resistant bedrock slopes alternate with intensively
cultivated soils and erodible unconsolidated sediments over
short horizontal distances. Mountain systems account for
roughly 20% of the terrestrial surface area of the globe.
Mountains are high and steep so that when natural
hazards occur, whether seismic, volcanic, mass movements
or floods, the disturbance is transmitted readily through the
geosystem. When inappropriate land use changes are made,
vegetation and soils are rapidly removed. Because of the
steep terrain, low temperatures and the relatively thin soils,
the recovery of mountain geosystems from disturbance is
often slow and sometimes fails completely. Mountains
provide the direct life support base for 10-20% of human-
kind (statistics differ on this point; see Appendix 2.1) and
indirectly affect the lives of more than 50%. Because of
significant elevation differences, mountains such as the
Himalayas, the Andes, the Rocky Mountains and the Alps
show, within short horizontal and vertical distances, climatic
regimes similar to those of widely separate latitudinal belts.
Because of the compressed life zones with elevation and
small-scale biodiversity caused by different topoclimates,
mountain systems are of prime conservation value. Koérner
and Ohsawa (2005) estimate that 32% of protected areas are in
mountains (9345 protected areas covering about 1.7 Mkm?).
Human well-being also depends on mountain geodiver-
sity and biodiversity. Mountain systems are especially
important for the provision of clean water and the safety
of settlements and transport routes depends directly on
ability to cope with natural hazards. Slope stability and

erosion control are also closely interdependent with a healthy
and continuous vegetation cover. Key mountain resources
and services include water for hydroelectricity and irrigation,
flood control, agriculture, mineral resources, timber, tourism
and medicinal plants. Geographically fragmented mountains
also support a high ethnocultural diversity (Korer and
Ohsawa, 2005). For many societies, mountains have spiritual
significance, and scenic landscapes and clean air make
mountains target regions for recreation and tourism.

During the past three decades, the world’s population has
doubled, the mountain regions’ population has more than
tripled and stresses on the physical and biological systems
ofthe Earth have intensified many fold. The implications of
the emergence of the human factor and the ramifications
in terms of environmental degradation and enhancement in
mountains have still to be fully explored. Ninety percent of
the global mountain population (between 600 million and
1.2 billion people) lives in developing countries and coun-
tries in transition. Some 90—180 million mountain people,
and almost everyone living above 2500 m above sea level,
live in poverty and are considered to be especially vulner-
able to environmental change (Huddleston, 2003). Some
claim that most, if not all, of the major mountain problems
and their solutions are triggered and shaped by develop-
ments outside the mountains (Price, 1999). Deforestation,
accelerated erosion, overpopulation and depopulation are
processes that are heavily influenced by ‘indirect’ drivers,
such as outside socioeconomic forces. But our chief concern
here is to determine the triggers of global environmental
change in mountain regions. We make no claims in this
volume to do more than to document the direct drivers as
we understand them and to urge that the implications of
these changes, both positive and negative, be incorporated
into informed policy recommendations affecting twenty-
first-century mountain landscapes.
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The major direct drivers of environmental change in
mountains are relief, hydroclimate and land use. Not only
are they important in themselves but they are commonly so
closely interrelated that it becomes difficult to rank their
relative importance and, indeed, their status, whether depend-
ent or independent. Precisely which of these drivers is most
important in any specific mountain setting and how they
should be ranked individually and in combination is a matter
for research. One of the greatest challenges facing moun-
tain scientists is to separate environmental change caused
by human activities from change that would have occurred
without human interference (i.e. relief and hydroclimate)
(Marston, 2008). Linking cause and effect is especially
difficult in mountain regions where physical processes
alone can operate at exceptionally high rates. Some of the
major issues in mountain landscapes are the measurement
and modelling of geomorphic change; the role of mountain
land use and land cover change; and the assessment of
mountain landform/landscape vulnerability and sustainability.

Perhaps the most distinctive characteristic of the three
drivers of change is the temporal scale at which they oper-
ate and make their impacts on landforms and landscapes.
This is especially important to note in the context of making
projections for the twenty-first century and in assessing the
possibilities of or necessity for remedial action. Mountain
relief evolves over millions of years but may generate
natural hazards within minutes that may take decades to
mitigate; mountain climate has evolved over the Quaternary
Period, may participate in almost instantaneous extreme
weather and flood events and may also take years to mitigate.
Population and land use have evolved over the Holocene
Epoch; their collective impact was first seen between 5 and
8 ka BP, but this impact has dramatically increased during
the past century to the point that in 1990 it was noted for the
first time that human activities had now impacted more than
50% of the terrestrial globe (Turner ef al., 1990). Change,
however, is not always negative: there is commonly a
balance sheet of both positive and negative effects: deltas
may be devastated by floods but will benefit in the follow-
ing years from the addition of fertile soil; arid landscapes
may incur costs and benefits from extra moisture; cold
landscapes both lose and gain from warming; and land-
scapes undergoing change of land use may be either
enhanced or ruined, depending on the way in which that
land use change is implemented. The combination of
extreme geophysical events with exceptional population
growth and land use modifications underlines the urgency
of better understanding of these interactions and working
out the implications for adaptation to and mitigation of the
effects of these drivers of change on landforms and
landscapes.

2.1.1 Definition

There are two necessary conditions to define ‘mountains’:
high gradient and high absolute elevation above sea level.
Relief roughness, or local elevation range, is a useful
surrogate for gradient (Plate 7). We therefore adopted a
definition of mountains as land systems with both high
gradient (a local elevation range (LER) greater than 300 m
5km ') and elevation (greater than 500 m above sea level).
This definition excludes large plateaus, such as Tibet. Using
similar criteria (Appendix 2.1), Meybeck et al. (2001)
generated nine global relief types, only two of which are
mountain regions: (a) low to mid-elevation mountains and
(b) high and very high mountains. In this chapter, we have
expanded these mountain regions to four, all four of which
have a LER which exceeds 300m 5km™'. These four
mountain regions are identified as:

e Class 1: Low mountains having a zonal elevation range
from 500 to 1000 m above sea level. They occupy an
estimated 6.3 Mkm? and have between 175 and 350
million inhabitants; population estimates vary by a factor
of 2 (Appendix 2.1);

e Class 2: Mid-elevation mountains having a zonal ele-
vation range from 1000 to 2500 m above sea level
(c. 11 Mkm? and 290-580 million inhabitants);

e Class 3: High mountains having a zonal elevation range
from 2500 to 4500 m above sea level (c. 3.9 Mkm? and
60—120 million inhabitants); and

e Class 4: Very high mountains more than 4500 m above
sea level (c. 1.8 Mkm? and 4-8 million inhabitants).

(N.B. the upper estimate of population, from Meybeck
etal.(2001), is 1420 million, which includes approximately
360 million in ‘mountains’ between 300 and 500 m above
sea level.)

High and very high mountains (Classes 3 and 4; greater
than 2500 m above sea level) are closely associated with the
most recent alpine orogenesis in Europe, Asia, Australasia
and the Americas, rifting and active volcanism and isostati-
cally rebounded glaciated regions. Included are the North
and South American cordilleras, the European Alps—Zagros,
the Caucasus—Elburz, the Pamir-Alai-Tien-Shan and the
Karakoram—Himalaya, East Africa, Hawaii, the western
Pacific Rim and the north and northeast Siberian ranges.

2.1.2 Holocene climate change in mountains

It is important to recognise that mountain landscapes have a
history. They have a tectonic history and a denudational
history, and the relative effectiveness of these processes
determines the absolute scale and the rate of change of
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FIGURE 2.1. Holocene climate changes in the mountains. Summary of glacier expansion phases in different areas of the world during the
Holocene (possible times of widespread advances are indicated by black bars on the horizontal axis) (modified from Bradley, 1999).

mountains (Schumm, 1963). Mountain landscapes also have
a climatic history, and past climates leave traces of their past
impacts on the contemporary landscape. This effect is most
obvious in the case of alternations of glacial and interglacial
climates during the Quaternary Period (see Chapter 1).

Glacier advances and historical records
Alpine glacier extent has varied over the past millennium
within a range defined by the extremes of the Little Ice Age
and today’s reduced glacier stage. We appear to be evolving
towards or even beyond the warmest phases of Holocene
variability. Such a conclusion is reinforced by the discovery
of the Oetztal ice man, who had been buried by snow/ice
over 5000 years ago and melted out in 1991, and the
discovery of well-preserved wooden bows, dated around
4ka BP (Haeberli, 1994). Artefacts melting from glacier
and ice patches have been documented from a number of
mountain areas in North America (Dixon et al., 2005).
There is little support for the notion that Holocene glacier
fluctuations were exactly synchronous throughout the
world, though attempts have been made to define episodes
in which glacier advance has occurred in many regions
(Fig. 2.1). Such episodes are called neoglacials. Reasons
for the complexity of the mountain glacier record include
regional climatic fluctuations (which are neither hemispheric
nor global), poor dating control and discontinuous or
incomplete data sets (Bradley, 1999). Information on cooling
in mountain and upland areas during the Little Ice Age (AD
1550-1850) compared with the Medieval Warm Period are
available from European countries, China and Japan
(Grove, 1988). Barry (1992, 1994) and Diaz and Bradley
(1997) give the best summary of data sources for high-
elevation sites in Europe and globally respectively. Auer
(2007) provides the richest source of historical instrumental
climatological surface data for the European alpine region.

Lake sediments
Because the information from moraines and trim lines is
often partial, attention has moved towards the interpretation

of glacier-fed lakes, the changes in organic matter and the
increase in sediment input to lakes (e.g. Batterbee, 2002).
Von Grafenstein (1999) used oxygen isotope ratios of pre-
cipitation inferred from deep lake ostracods from the
Ammersee (in the foothills of the Alps, southern Germany)
to provide a climate record with decadal resolution. The
correlation with central Greenland ice cores between 15 ka
and 5 ka BP is impressive.

Palaeoecology

Pollen records from lake sediments and peat bogs have a
typical resolution of 50-200 years over time intervals of
1 ka—10ka respectively (Bradley, 1999, pp. 357-96). The
method involves the examination of the relative frequency
of pollen grains from various plant species in long cores
taken from marshes and peat bogs. Dendrochronology,
which involves converting tree ring width indices to
proxy climate data, depends on the availability of instru-
mental records long enough to allow correlation between
temperature (or precipitation, where moisture availability is
the critical environmental control) and ring widths. Annual
or even seasonal resolution over hundreds to a few thou-
sand years is possible (Bradley, 1999, pp. 397-438).
Evidence of past changes in tree line position is generally
interpreted in terms of variations in summer temperature
and/or summer moisture. Tree stumps or wood fragments
from above the modern tree line suggest warmer conditions
in the past and this has been documented widely in western
North America, the Urals and Scandinavia. The broad
conclusion is that tree lines were higher from 8 to 6 ka BP
and that tree lines declined after 5ka BP (Bradley, 1999,
pp. 337-56).

Ice cores

Ice cores provide evidence of changing climates over the
Holocene Epoch through measurement of '%0 ratios which
vary systematically with depth within the glacier. At least
eight high-altitude sites have provided ice cores to bedrock:
Quelccaya and Huascaran in Peru, Sajama in Bolivia, Colle
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Gnifetti and Mont Blanc in Switzerland, Dunde and Guliya
ice caps in western China and Mt Kilimanjaro in East Africa
(Cullen, 2006). At Quelccaya, Huascaran and Dunde there
is evidence of dramatic climatic change in recent decades;
melting is occurring at such an accelerated rate that there is
a danger of permanent loss of ice. Where records extend
back to the last glacial period (Sajama, Huascaran and
Dunde) ice is thin, making a detailed interpretation difficult
(Thompson, 1998).

2.1.3 Ecological zonation

Ecological zonation in polar, temperate and tropical
mountains compared

Halpin (1994) has investigated the differing sensitivity of
mountain ecosystems to changing climatic conditions at
tropical, temperate and polar sites. A 3900 m hypothetical
mountain with 100 m elevation intervals was digitised into
araster GIS and used to represent a typical mountain at each
site. A single +3.5 °C temperature and +10% precipitation
change was imposed for all sites. The conceptual model
implied linear shift of all vegetation belts upslope and the
progressive loss of the coolest climatic zones at the peaks of
the mountains. The resulting ecological zonation of the
sites can be seen in Fig. 2.2. According to the simulation,
at the wet tropical Costa Rican site (a), the five ecological
zones would be reduced to four under a 3.5 °C temperature
and 10% precipitation increase: the subalpine paramo would
probably disappear. At the dry temperate Californian site
(b), eight ecological zones would be reduced to six, but low
and mid-elevation ecological zones would have expanded
ranges; and at the boreal/arctic mountain site (c), in Alaska,
the only ecosystem loss would occur near the base of the
mountain. It should be borne in mind that assumptions of
symmetrical change for mountain systems under global
environmental change can be misleading. Predictions of
vegetation shifts are complicated by uncertainties in species-
specific responses to changing atmospheric CO,, in addi-
tion to projected regional temperature, precipitation and
soil moisture changes. There are photoperiod constraints
in cold climates and the duration and depth of snow cover
have major ecophysiological impacts.

Geoecological zonation

In order to express the landscape implications of ecological
zoning, the upper timber line or tree line; the modern snow
line and the lower limit of solifluction have been identified
as being especially sensitive to environmental change.
Messerli (1973) noted that, in the case of African mountain
systems at least, thermal criteria for geoecological zonation
were less important than availability of moisture. He also
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emphasised the importance of latitudinal zonation over
continental scales of mountain systems (Fig. 2.3). The
idea of geoecological zonation of mountains is fruitful as
it provides a framework within which the extreme hetero-
geneity of mountain landscapes, both past and present, can
be considered. The changing magnitude and frequency of
operation of geomorphic processes over Quaternary time is
indexed by the LGM snow line and the lower limit of
periglacial activity.

Geomorphic process zones and sediment cascades

In an explicit attempt to incorporate geomorphic activity
into the mountain zonation concept a general model of
geomorphic process variation with elevation has been
developed (Fig. 2.4a). In temperate mountain systems
high-elevation slopes are characterised by solifluction,
nivation, talus development and glaciation; mid-elevation
slopes, below the tree line, have landslide, avalanche and
debris flow features; and low-elevation slopes are com-
monly sediment storage zones. Local-scale lateral zonation
of mountains is caused by gravity-driven processes of slope
erosion, mass movement and river action as well as by other
influences, such as aspect. These processes intersect the
vertical zonation pattern and subdivide the landscape into
a series of slope facets bounded on the top and bottom by
timber line, snow line, permafrost or periglacial activity and

bounded at the sides by a channel way or preferred pathway
for sediment, snow, ice or water movement. Aspect, slope
erosion, mass movement and river action give rise to a
lateral zonation which cuts across the vertical zonation
described above (Slaymaker, 1993). The net effect is one
of a lateral zonation which emphasises varying sensitivity
to disturbance (Fig. 2.4b).

2.1.4 Summary

A working definition of mountains is offered and mountain
landscapes are shown to have high geodiversity, a geo-
diversity which is threatened by the rapid rate of growth
of mountain populations. The three drivers of environmen-
tal change in mountains are relief, as a proxy for tectonics
(Tucker and Slingerland, 1994), hydroclimate and runoff
(Vandenberghe, 2002) and human activity (Coulthard and
Macklin, 2001). The first two of these drivers can be inter-
preted through proxy records contained in glacier ice cores,
soils and lake sediments. The net effect of the operation of
these drivers over long time periods is a variety of ecolog-
ical and geomorphic zones, which divide mountain land-
scapes into clearly delimited facets. The third driver, human
activity, results in land use and land cover patterns that
often cut across the geoecological zones and generate
accelerated landscape disturbance.
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Slaymaker, 1993).

2.2 Direct driver I: relief

Over geological timescales, relief is controlled by tectonic
plate movements and climate, via rates of denudation
(Schumm, 1963). Over contemporary timescales, however,
relief controls climate. At the larger mountain system and
global scales, elevation and gradient are the most important
relief elements in so far as they influence temperature and
precipitation. Elevation controls the incidence and intensity
of freeze—thaw events as well as orographic precipitation,
and many associated climatic effects. Gradient defines the
gravitational driving force (g sin @) and influences radiation
and precipitation receipt, wind regimes and snow. Erosion
rates reported for the Nanga Parbat massif are among the
highest measured (22+11m ka ') and reported rates of
uplift for the Himalayas vary from 0.5 to 20m ka '
(Owen, 2004). Ahnert (1970) developed an equation relat-
ing denudation and local relief:

D = 0.1535h @.1)

where D is denudation in mm ka ' and /4 is local relief in
mkm ™!

Summerfield and Hulton (1994) analysed 33 basins with
areas greater than 500 000 km 2 from every continent except
Antarctica. Total denudation (suspended plus dissolved
load) varied from 4 mm ka ™! (Kolyma in the Russian Far
East) to 688 mm ka ' (Brahmaputra). They found that more
than 60% of the variance in total denudation was accounted
for by basin relief ratio and runoft.

A contentious issue is the relation between drainage
basin area and specific sediment yield established for basins
in British Columbia (Slaymaker, 1987) and for Canada as a
whole (Church ef al., 1999). They demonstrated that in

most of Canada basins of intermediate size and relief have
the highest specific sediment yields (Caine, 2004). They
contended that the presence in the contemporary landscape
of sediment storage areas, formed in the early Holocene, is
the most important control of specific sediment yield. They
insisted that it is critical to examine not only relative relief
and elevation, but also the sediment cascade. In so doing it
becomes apparent that there are numerous complications
that modify the direct relation between relief, absolute
elevation and denudation rate, the most important of
which seems to be the presence of a whole variety of sedi-
ment sinks. Sediment sinks include lakes, alluvial fans,
proglacial zones and floodplains, inter alia, and are storage
zones in which sediments may be stored for shorter or
longer periods.

2.2.1 The sediment cascade in mountains

Elevation, downslope gradient, across-slope gradient,
aspect, vertical convexity and horizontal convexity are the
six fundamental components of relief (Evans, 1972).
Vertical and horizontal convexity, which are the rates of
change of gradient downslope and across-slope, and aspect,
which is the preferred orientation of the slope, are important
influences on environmental change at local scale. Concave
slopes tend to accumulate water and sediment whereas
convex slopes tend to shed water and sediment. Aspect
controls the amount of solar radiant energy received at the
surface and, especially in mountain systems, leads to highly
contrasted slope climates on, for example, north- and south-
facing slopes (known in the French literature as ubac
(shady) and adret (sunny) slopes). The potential energy of
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position (indexed by elevation above sea level) and the
kinetic energy of motion (indexed by relief roughness)
combine to form preferred erosional and transportational
pathways from the highest summits to the ocean or nearest
base level. En route from the summit, sediments are moved
downslope and tend to be sorted as they go. The sediment
cascade that results can be characterised in terms of four
environments (after Caine, 1974) which are differentiated
by dominant processes and forms as:

e the mountain cryosphere system;

e the coarse debris system;

e the fine-grained sediment system; and

e the geochemical system.

Note that the categories overlap and are identified only in
terms of their dominant characteristics.

The mountain cryosphere system

The mountain cryosphere includes snow, seasonally frozen
ground, mountain permafrost, glaciers, and lake and river
ice. Each of the elements of the cryosphere is sensitive to
environmental change, whether in response to relief, tem-
perature, precipitation, runoff, sediment transport or land
use changes. The cryosphere stores water and changes the
timing and magnitude of runoff which erodes and trans-
ports sediment. Snow responds to environmental changes
on a daily timescale; lake and river ice on an annual time-
scale; permafrost and glaciers on annual to century time-
scales; associated ecosystem responses are measured in
decades to centuries; and sediment systems may take dec-
ades to millennia to respond (Fig. 2.5). In glacierised
mountains (with present glacier coverage), the highest
rates of change are found in the proglacial environment
and hence at the higher elevations (Hallet et al., 1996); in
past glaciated mountains, the highest rates of change occur
at intermediate elevations (Church and Slaymaker, 1989);
and in never-glaciated mountains the global-scale relation

of monotonic decline of denudation from high to low
elevation would seem to hold (Milliman and Syvitski,
1992).

The coarse debris system

The coarse debris system involves the transfer of coarse
detritus between cliffs and the talus and associated deposits.
Rockfalls, landslides, avalanches and debris flows are pro-
cesses that drive the coarse-grained sediment system. This
system may

(a) be strongly controlled by the cryosphere;

(b) supply sediment inputs into the fine-grained sediment
system; or

(c) be a closed system that remains uncoupled with neigh-
bouring systems over long periods of time (Barsch and
Caine, 1984).

But where the hydroclimate supplies sufficient runoff,
gravel bed rivers are formed, and they are commonly
coupled with adjacent systems. Where hillslopes, river
channels and glaciers combine to move sediment, basin
denudation rates are high. Where the coarse-grained sedi-
ment system is uncoupled there may nevertheless be high
local rates of denudation, as demonstrated in the earliest
sediment budget study published from the Swiss Alps in
1957 (Embleton-Hamann and Slaymaker, 2000).

The fine-grained sediment system

The fine-grained sediment system is commonly coupled
with adjacent systems, located at progressively lower ele-
vations of the sediment cascade. According to Church
(1998), it is convenient (for reasons that have to do with
mode of transport) to define the upper size limit of fine
sediments at 1 mm. Weathering, surface erosion and fluvial
processes, moving sediment within basins and aeolian pro-
cesses, moving sediment from sources external to the basin,
drive the fine-grained sediment system. Fluvial processes
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also transport sediment in suspension, in solution and as
bedload from mountain summits (Reid and Dunne, 1996).

The geochemical system

Solutional weathering, nivation or snow-related processes,
hydrogeological and fluvial processes are the drivers of the
geochemical system. The contact time between water and
material sources, and thus the residence time of water
within the basin, temperature changes, vegetation cover and
thickness of unconsolidated sediments all influence the
importance of the geochemical system (Drever and Zobrist,
1992). As the sediment cascade enters more vegetation-
dominated zones, and soils are also more maturely developed
at these lower elevations, the breakdown of minerals into
solutes and nutrients becomes more rapid and complex.
Rapp (1960) was apparently the first to report the importance
of solutes in the sediment cascade in non-calcareous polar
environments.

2.2.2 Summary

The details of the sediment cascade need to be understood
in order to predict the role of relief in landscape change.

e at the global scale, there is a direct relation between
elevation plus runoff and rate of landscape change,
with 60-70% variance explanation;

e at the regional scale, there is a difference between glaci-
erised (present glacier coverage), glaciated (where glaciers
were formerly present) and never-glaciated mountains;

e at the regional longer-term scale, it is important to con-
sider the rate of tectonic uplift and the extent to which the
uplift is balanced by denudational processes; and

e at the local scale, much depends on slope concavity/
convexity and aspect and the degree of coupling of
slope and channel processes.

2.3 Direct driver Il: hydroclimate
and runoff

2.3.1 Hydroclimatic variables of interest

Precipitation, snow storage, glacier storage, available soil
moisture, groundwater storage, actual evapotranspiration
and surface runoff are the components of the hydrological
cycle which influence and respond to environmental
change. The magnitude, frequency and duration of storm
events is vital information which often does not exist
because the usual presentation of precipitation data is in
the form of daily totals. In terms of impact on the landscape,
it is the extreme events (both high and low) and the freshet
flows which mobilise most of the sediments and, to a lesser

extent, the solutes (see Chapter 4). In mountain environ-
ments, the primary input of precipitation is regulated by the
regional thermal climate, which determines whether snow
or ice storage may occur. The local thermal climate deter-
mines the precise nature of the snow and/or ice storage. If
temperatures are above freezing, the infiltration capacity of
the surface materials regulates water movement either to
soil moisture or groundwater or as direct runoff. In turn, soil
moisture storage capacity regulates the contribution of soil
moisture to delayed runoff. At the same time the ground
thermal climate regulates ground ice occurrence and stor-
age and the local thermal climate regulates evaporation and
transpiration. Runoff may be stored in lakes, bogs and
channels at which point regional thermal climate and ther-
mal regime of water regulates the surface ice storage.
Finally, water above the freezing point runs off. The effects
of elevation, relief and surface materials in mountain envi-
ronments ensure that a full range of water pathways and
storage zones can be found. Nearing (2005) discusses the
relations between precipitation, land cover changes, soil
erosion and runoff.

2.3.2 The water balance model as an integrator
of hydroclimate

The complexity of the hydrological cycle as described
above precludes the possibility of exhaustive analysis at
landscape scale. Therefore, a method of analysis which
integrates the components of the cycle is sought. Solving
the water balance is commonly the best way to assess
regional impacts of potential environmental change. Some
variant of the Thornthwaite—Mather water balance method
can be used down to the monthly timescale (Thornthwaite
and Mather, 1955). Water balance models are compatible
with the scale of output from general circulation models
(GCMs) and therefore are useful in predicting the hydro-
logic effects of environmental change. They are seen to be
accurate, flexible and easy to use with respect both to
hydrologic consequences and their ability to incorporate
month to month and seasonal variations. If the range of
hypothetical temperature and precipitation data is presented
independently for winter and summer months, hydrologic
scenarios can be developed with the aid of water balance
approaches (Woo, 1996).

2.3.3 Runoff and sediment transport

The absence of long-term stable monitoring stations in
mountains has led to an increasing reliance on lake sedi-
ments as proxies of environmental change. Hinderer (2001)
has shown a direct exponential relation (»=0.97) between
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basin area and annual rate of delta growth in Swiss alpine
lakes. Cores of annually laminated sediments (varves) from
five lakes in the southern Coast Mountains of British
Columbia, for example, have provided information on
past annual flood magnitudes, the effects of glacier reces-
sion and the influence of reorganisation of the North Pacific
climate system on the magnitude of autumn flooding
(Menounos, 2005). In tectonically active mountain regions,
such as Taiwan, there are direct links between seismicity,
runoff variability and erosion rates (Dadson, 2003).

2.3.4 Summary

The general conclusion from this brief overview of the role
of hydroclimate and runoff in mountains is as follows:

e at the global scale, there is a direct relation between
elevation plus runoff and rates of landscape change
(see Section 2.2 above);

e at the regional scale, the water balance permits prediction
of hydrologic consequences of environmental change;

e at the regional scale, runoff intensity commonly reaches
a maximum within basins whose dimensions approxi-
mate those of the extreme event-producing storm cells.
At the local scale, it is necessary to consider the relative
importance of weathering, sediment transport and sedi-
ment depositional processes in response to hydroclimate
to determine rates of change; and

e systematic analysis of the relative magnitude of change
in sediment flux in basins of different size shows that
relative changes diminish with increasing basin size.
This is because smaller basins are more sensitive and
vulnerable to environmental change.

2.4 Direct driver lll: human activity,
population and land use

Human activity, in the form of population density and land
use, is a direct driver of environmental change in moun-
tains. It is not, however, the sheer numbers of people but
aspects of population composition and distribution, espe-
cially the level of urbanisation and household size, which
exercise the greatest demands on the land (Lambin and
Geist, 2006). It is ‘population in context’ (Rindfuss et al.,
2004) that matters. High population densities in the devel-
oping world, for example, may lead to better management,
such as in Kenya and Bolivia, described by Tiffen et al.
(1994) as cases where the presence of more people has led
to less erosion. The creation of infrastructure, especially
roads, is a crucial step in triggering land use intensification.
The largest mountain populations are found in the mid-

TABLE 2.1. Population in millions by mountain class (1, 2, 3 or 4)

Class 19 Class 2 Class 3 Class 4

Asia and Pacific 101 113 14 3
Latin America 21 42 27 1
Near East/North 19 55 5 0.03
Africa

Sub-Saharan Africa 9 58 12 Nil
Transition countries” 12 7 0.5 0.01
Developed countries” 22 12 0.3 Nil
Total 184 287 59 4.1

“50% reduction of Class 1 population because of omission
of the 300-500 m elevation band.

b A transition country is one which has recently changed
from a centrally planned economy to a free market
economy.

¢ A developed country is one which has a developed
economy in which the tertiary and quaternary sectors of
industry dominate and there is a relatively high human
development index.

Source: Huddleston ef al. (2003).

elevation mountain category (Class 2; Table 2.1) in devel-
oping countries (where developing countries are defined as
having a relatively low standard of living, an undeveloped
industrial base and a moderate to low human development
index). In developed and transitional countries, by contrast,
low mountains (Class 1) are most heavily populated.

2.4.1 A typology of mountain systems with
respect to human influence

Mountain systems can be differentiated not only in terms of
relief and hydroclimate but in ways that reflect demography
and land use. Relief has already been defined by the four-
fold classification introduced in Section 2.1.1; and the
descriptors polar, temperate and tropical have been intro-
duced in Section 2.1.3 as surrogates for hydroclimate. In
this typology we incorporate population density as a proxy
for the intensity of the human signature on the landscape. It
is fully understood that technology and farming practices
are also critical factors. Higher population densities lead to
a higher pressure on land resources and intensified land use
and therefore the human signature (though not necessarily a
negative impact) will be higher. In Table 2.2, a representa-
tive group of mountainous countries/regions is compared in
terms of the population densities within their mountain
regions.
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TABLE 2.2. Mountainous countries/territory/province, their mountain
areas, the estimated total population and the population density in those
mountains (as of AD 2000)

Mountain Population ~ Population
area in the density in
(1000s of mountains mountains
km?) (millions) (persons km™ ?)
Svalbard 48 0.001 0.02
Japan 185 15 81
Ethiopia 471 352 77
Tajikistan 131 2.9 22
Ecuador 108 5.3 49
Austria 55 33 60
British 750 0.5 0.7
Columbia

Source: Huddleston et al. (2003).

At the most simplistic level, four categories of mountain
region can be defined:

Polar mountains (e.g. Svalbard)

Svalbard has few permanent residents (around 2300 as of
AD 2000) and a few isolated mining activities but increasing
numbers of ecotourists and scientific researchers. It is now
estimated that 40 000 tourists visit each year (as of 2007).
Sixty-five percent of the surface of Svalbard consists of
protected areas. Of all the drivers of environmental change
the effects of hydroclimate are most readily observable.

Low population density temperate mountains

(e.g. Canadian Cordillera, Tajikistan)

These mountains are providers of services such as water
resources, tourism, agriculture, forestry, mining. Mountains
with a history of less dense settlement retain more of their
traditional agriculture and forestry. Relief and hydroclimate
are the most important drivers of environmental change.

High population density temperate mountains

(e.g. Austria, Japan)

Mountains having a history of relatively dense settlement,
such as those in central Europe and Japan, are facing a decline
of traditional agriculture and forestry. In western Europe and
Japan, mountain regions are experiencing depopulation but
in general land use pressures are increasing because of
competition between conservation use, mineral extraction
and processing, recreation development and market-oriented
agriculture, forestry and livestock grazing. The human
impact (both positive and negative) on these mountains far
exceeds the documented effects of relief and hydroclimate.

Tropical mountains (e.g. Ecuador, Ethiopia)

In tropical and semi-arid environments, mountain areas are
usually wet and/or cool and hospitable for living and com-
mercial exploitation. They also have deeper soils, lower
temperatures and fewer diseases. Human encroachment has
reduced vegetation cover, increasing erosion and siltation,
thereby adversely affecting water quality and other resour-
ces. Direct anthropogenic influence on these mountain
regions appears to greatly surpass hydroclimate effects.

2.4.2 Land use in mountain areas

Anthropogenic impacts may be created by agricultural use,
forestry, extractive industries and public utilities, dam con-
struction, tourism or Mountain Protected Areas. It is impor-
tant to make the assertion that not all anthropogenic impacts
are negative and it is useful to recall that, under certain
circumstances, more people generate less erosion (Tiffen
et al., 1994). It is also the case that some forms of land use
change can enhance the environment (e.g. Fig. 2.6).
Afforestation conducted between 1932 and 1960 trans-
formed this Swiss landscape, which had been severely
damaged by landslides and debris flows following a 33-
hour rainstorm in June 1910.

Agriculture has been the greatest force of land trans-
formation on this planet (Lambin and Geist, 2000).
Nearly a third of the Earth’s land surface is currently
being used for growing crops or grazing cattle (FAO,
2007). Much of this agricultural land has been created at
the expense of natural forests, grasslands and wetlands. In
Africa, for example, most of the Class 2 and 3 mountains
are under pressure from commercial and subsistence farm-
ing activities. In unprotected areas, mountain forests are
cleared for cultivation of high altitude adapted cash crops
like tea, pyrethrum and coffee.

Grazing and forestry are the predominant uses of moun-
tain land in all regions. Areas above the timber line and dry
mountain areas are commonly used for grazing (Table 2.3).
Grazing land continues to predominate in Class 1 and 2
mountains. Extensive grazing has little impact on slope
processes, but overgrazing can have severe impacts (see
below). Huddleston (2003) notes that all mountain areas
below 3500 m have exceeded the population density that is
thought to be able to support extensive grazing methods (25
persons km ?). Forestry is important in Class 1 and 2
mountains. Timber harvesting is a major land management
practice whose precise influence on slope stability depends
on the method of harvesting, density of residual trees and
understorey vegetation, rate and type of regeneration, site
characteristics and patterns of water inflow after harvesting
(Sidle, 2002). As is demonstrated clearly in Chapter 12,
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(a) 1911

FIGURE 2.6. The beneficial effects of afforestation illustrated from
the source area of the Gangbach River, Canton Uri, Switzerland.
(a) The extensive debris flow activity that followed an extreme 33-
hour rainfall event, |3—14 June 1910; (b) shows the same landscape
in 1981, after the completion of afforestation between 1932 and
1960 (R. Kellerhals, personal communication, 2008).

roads can indeed be the focus of the highest rates of denu-
dation in the landscape. Humans accelerate slope failures
through road building, especially when roads are situated in
mid-slope locations instead of along ridge tops (Marston
et al. 1998). Roads in eastern Sikkim and western Garhwal
have caused an average of two major landslides for every
kilometre constructed. Road building in Nepal has pro-
duced up to 9000 m® km ' of landslide material, and it
has been estimated that, on average, each kilometre of road
constructed will eventually trigger 1000 tons of land lost
from slope failures (Zurick and Karan, 1999).

In the developed world, winter tourism has expanded
significantly during the past three decades and the winter
tourism industry has a strong impact on the natural system.
Extensive infrastructure and many technological measures,

TABLE 2.3. Rural mountain population (in thousands) in developing
and transition countries, by land use category and mountain area class

Mountain class 1¢ 2 3 4 Total

Wildland 2293 10009 5021 2284 19607
Protected 4224 7895 4017 426 16562
Grazing mixed” 53345 117054 28204 1387 199990
Grazing 21241 17666 705 39612
Closed forest 14724 19088 1712 35524
Mixed® 10500 19907 1304 31711
Cropland 14483 11227 727 26437

“Class 1 population total has been reduced by 50%.

b Grazing land with some cropland, closed forest and wild-
land.

“Mixed use, closed forest, grazing land and cropland.
Source: Huddleston et al. (2003).

like grooming of ski slopes or artificial snow-making are
required (Section 2.6.4).

One of the most dramatic effects of human activity on
landscape processes is the construction of large dams (see
Chapters 1 and 4). Many of the world’s dams are located in
mountains, because of the presence of stable, bedrock con-
trolled river cross-sections, deeply incised channels and
glacially modified valley morphology (Plate 8). Natural
peak flows are reduced and distributed over time and the
discharge of streams in adjacent watersheds is altered
through water diversion. Water and sediment flushing of
reservoirs disturbs natural discharge and sediment move-
ment in the fluvial system below the reservoir. There are
massive changes in the sediment transport of major rivers
pre- and post-dam construction, as illustrated by the Nile,
Ebro and Orange rivers (Fig. 2.7).

In the case of temperate mountain areas, the only space
for urban agglomerations and transport routes is on the flat
floor of broader valleys and mountain basins (Bitzing,
2003). These used to be flood-prone wetland areas and
thus all rivers in these areas have needed to be turned into
artificial channels. The consequence of this action has been
the enhancing of natural hazards as the concreting of riv-
erbanks and the waterproofing of urban areas represent
aggravating factors for floods. By contrast in the case of
tropical mountains, the towns are generally in the uplands
and roads are often in ridge top locations. This has a
significant impact on runoff coefficients (Nyssen, 2002).
The growth of cities in the mountain world places further
stress on mountain ecology. In Latin America, the Caribbean
and countries in transition, nearly half of the mountain
population lives in urban areas (Appendix 2.2).
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FIGURE 2.7. A plot of observed sediment load versus predicted
values for | | major rivers, eight of which are undammed and three
of which (Nile, Orange and Ebro) have records of sediment
transport before and after damming. The dashed vertical lines
indicate the effect of the dams on downstream sediment transport
(modified from Syvitski et al., 2005).

Protection and enhancement of mountain systems
The same land uses that lead to land degradation can also
enhance mountain environments, when ecosystem needs
are taken into account. Wu and Thornes (1995) note that in
the Middle Mountains of Nepal khet terraces constructed
with a berm can protect slopes with a local relief of thou-
sands of metres; at higher elevations rain-fed bari terraces,
without a berm and sloping outwards, experience erosion
rates two orders of magnitude higher than khet terraces.
Mountain Protected Areas both protect and enhance the
mountain environment. There are six categories of
Mountain Protected Areas according to the International
Union for the Conservation of Nature (IUCN, 2000), rang-
ing from strict nature reserves to managed resource pro-
tected areas. The World Heritage List is a notable example
of'an attempt to conserve natural and cultural landscapes; as
0f2002, Thorsell and Hamilton (2002) identified 55 natural
and mixed (natural/cultural) mountain sites on the List.
This amounts to 33% of the total of all sites in these two
categories (167) and demonstrates that a substantial portion

FIGURE 2.8. Machapuchare, in the Annapurna Range, Nepal. The
government of Nepal has declared the sacred mountain off limits to
climbers (from Bernbaum, 1998).

of the natural World Heritage sites is ‘mountain land’. This
finding is even more interesting when it is noted that their
criterion for identifying mountain sites is that they contain a
minimum of 1500 m relief within the borders of the pro-
tected area, a criterion that is more restrictive than that of
the World Conservation Monitoring Centre (WCMC).
Bernbaum (1998) has discussed the cultural significance
and religious symbology of mountains as a strong reason
for mountain conservation (Fig. 2.8).

Similarly, cultural landscapes of outstanding universal
value also consist disproportionately of mountain land-
scapes because of their aesthetic appeal and also because
so many of the world’s great religions grew up in mountain-
ous regions: Buddhism, Taoism, Hinduism, Islam, Judaism
and Christianity (Bernbaum, 1998).

2.4.3 Summary

From this brief overview of population and land use the
implications for landscape change are as follows:

e atthe global scale, demography and land use effects have
become more important than relief and hydroclimate. The
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highest population densities are often found at intermedi-
ate elevations (Class I and II mountains) and landscape
changes are greater there than in high and very high
mountains;

e at the regional scale, the picture is more complex: in
polar regions, the impact of humankind on the landscape
is still minor and the geoecological and geomorphic
process zonation is dominant; in wild lands (unculti-
vated and unprotected land), such as the North American
Cordillera, the human impact remains comparatively
low; in the European Alps, land use effects are dominant;
and in tropical mountains, demography and land use are
overwhelmingly important;

e also at the regional scale, the potential effects of depop-
ulation and changed land use on traditional agricultural
landscapes may well reduce tourism appeal; and

e atthe local scale, it is in general clear that land use effects
are dominant wherever road systems and land clearance
are extended.

2.5 Twenty-first century mountain
landscapes under the influence
of hydroclimate change

Predictions from GCMs are for continental-scale regions
and there is no guarantee that these trends will hold for
mountain systems. The precipitation data which are unreli-
able for larger regions are even less reliable for individual
mountain systems. Computing limitations also necessitate
relatively coarse spatial resolution (equivalent to about 5°
latitude typically) and therefore mountain terrain is greatly
smoothed. Simulated wind fields and the distribution of
clouds and precipitation are also in error. Moreover,
model climate outputs are conventionally presented for
sea level and ignore conditions at the surface over mountain
landscapes. Scenarios of climate change in mountains are
therefore highly uncertain; they are poorly resolved even in
the highest resolution GCMs.

2.5.1 Snow

Mountain snowpacks are important as: (a) primary water
resources for adjacent lowlands or for power generation in
the spring months; (b) essential elements of winter sports
development; (c) determinants of potential snow avalanche
hazard; and (d) creators of a mosaic of microenvironments
for flora and small animals. But the data on snow cover area
and snow water equivalent provide contradictory evidence
of directions of change.

In western North American mountains, the date of max-
imum snow water equivalent has shifted earlier, by about 2

weeks, in the period 1950 to 2005. Trends in Europe and
Eurasia are conflicting. Satellite data for the lowlands sur-
rounding the European Alps show 3—4 weeks less snow
cover during the 1980s and 1990s than earlier. But for
higher elevations, total snow accumulation is unchanged
in spite of warmer temperatures. No long-term trend from
1979 to 2002 in mid-latitude alpine regions of the Andes
has been detected. Snow depths in Australia show signifi-
cant decline since 1962 (Kosciusko Mountains) but no
trend has been found in New Zealand from 1930 to 1985
(IPCC, 2007a.). If snow cover area is reduced, there will be
anumber of implications: early season runoff may increase
but this will be followed by drier soil and vegetation in
summer and greater fire risk. In alpine areas, the snow line
could rise by 100-400 m, depending on precipitation. Less
snow will accumulate at low elevations but there may be
more above the freezing level.

2.5.2 Snowmelt

Since most precipitation at high elevation falls as snow, the
timing of runoff is primarily determined by snowmelt and
therefore spring temperatures. On the assumption of a 4 °C
increase in mean annual temperature and no precipitation
change in the high mountains of China, Liu and Woo
(1996) have shown that over a 3000 m range in elevation,
evaporation will increase at all elevations and this will be
accompanied by a decrease in runoff volume. In his work
on runoff from the mountain tributaries of Mackenzie
River, Woo (1996) speculated that seasonal snow accumu-
lation might increase in high-elevation zones and increased
summer storminess may reduce snowmelt at intermediate
elevations as a result of increased cloudiness and summer
snowfall. At lower elevations, however, rainfall and rain-
on-snow melt events will probably increase. Effectively,
there will be a shift from a nival to a pluvial runoff.

2.5.3 River and lake ice

The timing and extent of river and lake water freeze-up and
break-up is of importance in that it controls the magnitude
and timing of annual water flux to the oceans. However,
such data for mountain regions are difficult to access
(Prowse, 2000). Caine (2002) attributes declining ice thick-
ness on an alpine lake in the Colorado Front Range, USA to
increased winter precipitation.

2.5.4 Frozen ground

This includes near-surface soil affected by short-term freeze—
thaw cycles, seasonally frozen ground and permafrost. In
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terms of areal extent, frozen ground is the single largest
component of the cryosphere (Zhang, 2003; see Chapter 13).
Seasonally frozen ground has decreased since 1900 by a
maximum of 7%. Stations in southern Norway, Austria,
Mongolia, Tibet and the Tien Shan Mountains indicate
increased active layer thickness of up to 1m since the
1990s (Zhang, 2003).

Permafrost

Permafrost regions represent approximately 25% of the
exposed land area of the northern hemisphere (Fig. 2.9)
but taking into account the extensive discontinuous
permafrost zone, only 13-18% is actually underlain by
permafrost (Zhang, 2003). Gradual warming of ground
temperature has been reported over the past decade in

southern Norway and Svalbard. In China, along the
Qinghai—Xizang Highway and in the Tien Shan, Kunlun
and Da Hinggan mountains, noticeable warming of the
permafrost has occurred over the past three decades. The
southern limit of permafrost in 2002 was 2 km further north
than in 1975 along the Qinghai—Xizang Highway (IPCC,
2007a). The lower limit of permafrost has moved upward
by c. 25m between 1975 and 2002 on the north-facing
slopes of the Kunlun Mountains and the areal extent of
taliks (unfrozen zones within the permafrost) has increased.

Janke (2005) has used the distribution of active and
inactive rock glaciers to model current permafrost distribu-
tion. He found that in an area of the Colorado Front Range
which currently has 12% permafrost, a 4 °C warmer climate
would cause its complete disappearance.
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FIGURE 2.10. Cumulative total mass balances of glaciers and ice
caps, calculated for seven large regions. Total mass balance is a
measure of the contribution from each region to sea level rise. SLE,
sea level equivalent (from Lemke et al., 2007).

2.5.5 Glaciers and ice caps

The effects of temperature and precipitation changes on
glaciers are complex. Measurements of mass balances out-
side the polar regions are unambiguously negative, by
contrast with the approximately balanced mass balances
of the major ice sheets (see Chapter 14). In cold-based
glaciers at polar latitudes and high mid-latitude elevations,
atmospheric warming simply leads to ice warming. In areas
of temperate ice, atmospheric warming can directly impact
the mass and geometry of glaciers. Alpine glacier and
permafrost signals therefore constitute some of the clearest
evidence available for climate change. During the twentieth
century there was an obvious thinning, mass loss and retreat
of mountain glaciers (Fig. 2.10). Oerlemans (2001) has
shown the consistent reduction of glacier length since the
end of the Little Ice Age (i.e. the period 1850-1990) from
48 glaciers located in nine different regions. Mean rates of
retreat of individual glaciers varied from 1.3 to 86ma .
By introducing a scaling factor, adjusting for the greater
sensitivity of maritime glaciers, the mean scaled rates were
shown to vary from 6.3 to 14.9ma . Alpine and subpolar
glacier melting has contributed c. 60% of sea level rise in
the last decade (Meier, 2007). It is estimated that by AD
2050 a quarter of mountain glacier mass will have melted.
Glaciers are likely to shrink even where mountains become
wetter. An upward shift of the equilibrium line by

200-300 m and annual ice thickness losses of 1-2m are
expected for temperate glaciers. Zemp (2006) estimated
that a 3°C warming of summer air temperature would
reduce the currently existing alpine glacier cover by some
80%. Over the last half century, both global mean winter
accumulation and summer melting have increased steadily
(IPCC, 2007a). The strongest mean negative specific mass
balances have occurred in Patagonia, the northwest USA,
southwest Canada and Alaska. Only Europe has shown a
mean value close to zero, with strong losses in the Alps
compensated by strong gains in maritime Scandinavia.
Glaciers in the high mountains of Asia have generally
retreated but the central Karakorams have seen recent
advances. In East Africa, there is also a debate as to whether
glacier shrinkage is due to local decreased rainfall resulting
from deforestation. Tropical glaciers in Africa (Hastenrath,
2005), South America (Georges, 2004) and Irian Jaya
(Klein and Kincaid, 2006) have shrunk from maximum
positions in the mid nineteenth century, with rapid shrink-
age in the 1940s and since the 1970s. The smallest glaciers
have been the most impacted (Fig. 2.11).

2.5.6 Glacier—runoff-sediment transport
relations

One of the most significant impacts of climate change in
glacierised basins may be the changing pattern of glacier
melt runoff (Walsh, 2005). Glaciers will provide extra run-
off as the ice disappears. In most mountain regions, this will
happen for a few decades and then cease. For those regions
with very large glaciers, the effect may last for a century or
more. Kotlyakov et al. (1991) have provided estimates of
change for Central Asia which give a threefold increase of
runoff from glaciers by AD 2050 and a reduction to two-
thirds of present runoff by AD 2100. In the short term, a
significant increase in the number of flood events in
Norway is projected (Bogen, 2006). Bogen found that
suspended sediment concentrations and volumes were
dependent on the availability of sediments, the type and
character of the erosion processes and the temporal devel-
opment of the flood. In the Norwegian case, it appears that
the glacier-controlled rivers are unlikely to respond dramat-
ically in terms of sediment transport because of limited
sediment availability. Nevertheless, in global sediment
yield terms, Hallet et al. (1996) have conclusively demon-
strated the importance of glacier meltwaters. Both the
global data and the regional Norwegian data demonstrate
the difficulty of making generalisations about the probable
effects of climate change on sediment transport in glacier-
ised basins.
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FIGURE 2.1 |. Changes in the surface area of tropical glaciers
relative to their extent around 1900, grouped according to
different glacier sizes. The sizes are given for 1990 or the closest
available date to 1990. The insert shows the area change of the
Kilimanjaro Plateau and slope glaciers as separated by the 5700 m
contour line. CB, Cordillera Blanca; CR, Cordillera Real (from
Lemke et al., 2007).

2.5.7 Extreme events

If climate warming is accompanied by increasing stormi-
ness (IPCC, 2007b) and intense rainfall, then peak stream
discharges will increase and erosion, sediment transport
and sediment deposition downstream will presumably
also increase. Hazards will include flooding, possibly
increasing both magnitude and frequency of floods and
increased lateral instability of stream banks. A prominent
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FIGURE 2.12. Time series of departure from the long-term mean
of (a) arctic surface air temperature; (b) northern hemisphere
(NH) frozen ground extent; (c) northern hemisphere snow cover
extent; and (d) global glacier mass balance (from Lemke et al.
(2007).

indication of a change in extremes is the observed evidence
of increases in heavy precipitation events over the mid-
latitudes in the last 50 years, even in places where mean
precipitation amounts are not increasing (Kunkel, 2003). In
central and southwest Asia, the 1998-2003 drought pro-
vides an example of the unanticipated effects of extreme
events. Flash flooding occurred over hardened ground
desiccated by prolonged drought in Tajikistan, central and
southern Iran and northern Afghanistan, leading to accel-
erated erosion in early 2002 (IPCC, 2007a).

2.5.8 Summary of global implications of
hydroclimate change in mountains

Trends in the mountain cryospheric elements (Fig. 2.12) are
summarised from IPCC (2007a). It can be seen that glacier
mass balances, frozen ground extent and mean surface air
temperatures provide trends that are consistent with global
warming. The snow data are less clear. Indeed, it should be
stated that the evidence for snowpack reduction is less
strong than has frequently been asserted (Fig. 2.12c¢).
Increasing glacier melt runoff and high-magnitude, low-
frequency rainfall events will produce variable sediment
transport changes depending on proportion of the basin
occupied by the cryosphere and the nature of sediment
availability.
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2.5.9 Case study: British Columbia’s mountains
and hydroclimate

The Canadian province of British Columbia (BC) has an
area of approximately 950 000km? and a population of
4.4 million inhabitants (2007 estimate). Perhaps as many
as 500000 persons live in the mountains which cover
about 80% of the province and are almost entirely Class
1 and 2 mountains (Plate 9). There are isolated pockets of
Class 3 mountains in the Rocky, Columbia, St Elias and
Coast mountains and a single Class 4 mountain in Mount
Fairweather (4663 m above sea level) in the St Elias
Mountains. Those same mountain areas contain over
29000 km? of glaciers and ice caps. Warming since the
Little Ice Age has been accompanied by marked glacier
retreat. Schiefer et al. (2007) estimate total ice loss of
22.5km’ a ' over the previous 15-year period.

The regional climate projection of the Fourth
Assessment Report (IPCC, 2007a) for BC anticipates
increases in both mean annual temperature and mean
annual precipitation, the latter incorporating a summer
decrease and a winter increase in precipitation. A decrease
in snow season length and snow depth is also projected.
The decrease in snow and summer rain combined with the
increased mean annual temperature has potentially devas-
tating effects on the semi-arid Bunchgrass and Ponderosa
pine zones of the BC interior. The increase in absolute
winter precipitation is unlikely to influence the perhumid
Mountain hemlock and Coastal Western hemlock zones,
unless this larger volume of moisture comes in the form of
extreme events.

The postglacial landscape of BC

The postglacial landscape of BC is in transition between the
LGM and present (see Chapter 1). The Cordilleran ice sheet
covered almost the whole of the province but rapid melting
of'the ice sheet commenced as early as 14.5 ka BP and since
that time the process of transition towards a fluvially domi-
nated landscape has been ongoing (Church et al., 1999).
During the millennia immediately following the melting of
the ice sheet, a condition described as ‘paraglacial’ pre-
vailed (Ryder, 1971; Church and Ryder, 1972). A distinc-
tive pattern of sediment yield (Fig. 2.13) can still be seen as
evidence of a transitional landscape with a relaxation time
of the order of 10ka (Church and Slaymaker, 1989). This
transitional landscape lasts until the glacially conditioned
sediment stores are either removed or attain stability
(Schumm and Rea, 1995). The landscape of BC is, there-
fore, a disturbance regime landscape (Hewitt, 2006), in so
far as the postglacial landscape has had insufficient time to
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FIGURE 2.13. Temporal pattern of paraglacial sediment yield in
formerly glaciated upland and valley sites in coastal British
Columbia and Alaska. Values are for basins of order 100, 1000 and
10000 km? based on the contemporary spatial pattern of sediment
yield (from Church, 1998).

recover from the effects of the last major disturbance,
namely the LGM (and see also Brardinoni and Hassan,
2006). The conclusion is that many landforms in the rugged
BC mountain landscape are conditionally unstable and it
can be anticipated that small changes in hydroclimate and/
or land use may cause landscape change.

Geomorphic hazards associated with glacier retreat
include rock avalanches, deep-seated slope sagging (sack-
ung), debris flows, debris avalanches, debris slides, rock-
fall, moraine dam failures and glacier outburst floods
(Geertsema, 2006). The effects of glacier retreat on sedi-
ment transport are controversial. Schiefer et al. (2006)
identified three periods of accelerated sedimentation in a
montane lake in the Coast Mountains over the past 70
years: a period of intense rainstorms; a year of massive
slope failure; and a period of rapid glacier retreat between
1930 and 1946. The present period of rapid glacier retreat
does not seem to be generating exceptional sedimentation
events.

The general tendency under climate warming will be an
upslope shifting of hazard zones and widespread reduction
in stability of formerly glaciated or perennially frozen
slopes (Barsch, 1993). Climate change can be expected to
alter the magnitude and frequency of a wide variety of
geomorphic processes (Holm er al., 2004). Increased
triggering of rockfalls and landslides could result from
increased groundwater seepage and pressure. Large land-
slides are propagated by increasing long-term rainfall
whereas small landslides are triggered by high-intensity
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rainfall. These tendencies will probably lead to enhanced
sediment transport. Increased sediment input to glacier-fed
rivers may lead to increased channel instability, erosion and
flooding. The hazard zones related to most of these fluvial
processes will extend a long way beyond the limits of the
mountain area (Ashmore and Church, 2001).

The timber line

The timber line is a zone of transitional vegetation that lies
between continuous forest cover and the treeless alpine
tundra. This zone, which is included in the definition of
alpine areas, includes forest with openings (forest tundra),
park-like areas with tree clusters (tree islands and ribbon
forests), stunted and wind distorted trees, and the krumm-
holz (low, horizontally spreading bushy conifers) zone. The
transition takes place over a range in elevation of about
300 m, depending on local edaphic conditions. If temper-
ature change proceeds as predicted, then one of the most
apparent results will be a rise in the timber line (Fig. 2.14).
This will result in a decrease in the extent of the alpine
tundra zone, thus altering the appearance of many mountain
areas and their potential for recreation and tourism. The
impact of a reduction in the extent of treeless alpine areas is
hard to assess because it will occur slowly and irregularly.
Alpine meadows will be transformed into parkland or forest
and present subalpine parkland will develop a continuous
tree cover (Ryder, 1998). In the long run, a rise in the timber
line will result in an increase in the land base for the timber
industry and a decrease in the zone where most snow
avalanches are initiated.

Anticipated changes in the cryosphere

Anticipated reduction in snowfall at lower elevations
(Moore and McKendry, 1996) will have a detrimental effect
on low-lying ski resorts but will improve winter access for
other activities. However, increased snowfall at higher ele-
vations will benefit alpine resorts. In relatively cold moun-
tain regions, such as the interior and north of BC, a more
general increase in snowfall is expected. Warmer summer
temperatures will probably lead to a rise in the summer
snow line and significant loss of glaciers, thereby changing
the scenery in southern mountain areas. In regions where
snowfall will increase, snow avalanche activity is also
likely to increase but there may also be counterbalancing
effects from the anticipated tree colonisation of avalanche
initiation zones and from the increased stability of snow-
packs under warmer temperatures. Seasonally frozen
ground is most widespread in northern and more continen-
tal mountain systems, where winters are relatively cold and
snowpacks are thin. Climate warming will have the greatest
effects where permafrost is relatively warm and thin, as is
the case at the southernmost limits of discontinuous, spora-
dic and isolated permafrost or where massive ice is present.
In BC, most of the permafrost is either sporadic or isolated,
as can be seen in Fig. 2.12, and massive ice permafrost is
not a factor. Thin permafrost may disappear. Daily freezing
and thawing is most effective in continental and high-
latitude mountains where seasonal snow cover is thin and
contributes to the shattering of bedrock and the heaving and
churning of soil. Periglacial activity is associated with
frequent freeze—thaw events covering a wider range of
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environments. Periglacial activity is thus substantially more
intense in the continental Rocky Mountains than in the
maritime Coast Mountains of BC (Slaymaker, 1990).
Heavy snowfall in all the coastal and insular mountains
protects the ground and inhibits permafrost development,
even where intense freeze—thaw activity has been moni-
tored above the snow.

2.5.10 Summary of anticipated hydroclimatic
effects on British Columbia’s mountains

Changes envisaged in BC will have both positive and
negative effects. More extreme storms, with intense rain,
wind and snowstorms, could fell trees and increase the
incidence of flooding and landslides. The interaction of
more people with less stable land could well generate
higher hazard ratings. Land cover changes, such as the
current infestation by pine beetle of the Lodgepole pine
over 300 000 km? of the interior of the province, can be
anticipated. This infestation has been blamed, in part, on
higher mean temperatures. Higher temperatures will lead to
an upward shift of biotic and cryospheric zones and perturb
the hydrological cycle. Warming creates new opportunities
for enhanced forest growth but hotter and drier summers
may eliminate some tree species. Warmer weather in itself
will reduce the extent of the alpine tundra zone and will
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have unpredictable effects on the integrity of ecosystems
that are close to their environmental limits.

2.6 Twenty-first century mountain
landscapes under the influence of land use
and land cover change

2.6.1 The distinction between land cover
and land use

‘Land change is a forcing function in global environmental
change’ (Turner, 2006). This land change may be either
land cover change (with relatively small human involve-
ment) or land use change (resulting from a change of
purpose for which people exploit the land cover). Land
cover change involves material and energy flows that sus-
tain the biosphere, including trace gas emissions and the
hydrological cycle; such changes are visible in remotely
sensed data and require interpretation and ground referenc-
ing. Land use change, by contrast, involves both the man-
ner in which the biophysical attributes of the land are
manipulated and the purpose for which the land is used.
Such data are commonly derived from detailed ground-
based analysis. The conceptual model showing links
between environmental change and socioeconomic activity
in mountains (Fig. 2.15) is highly generalised.

FIGURE 2.15. Suggested links
between socioeconomic activity,
landscape and global environmental
change in mountains.
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2.6.2 Population change

Bearing in mind that it is ‘population in context’ (Rindfuss
et al., 2004) which is the driver of environmental change, it
is nevertheless important to recognise that global popula-
tion has doubled in the past 40 years and increased by 2
billion people between 1975 and 2000. Except for parts of
Europe, Japan and the Russian Federation, most regions are
expected to experience population growth. The rate of
growth will vary between just below or above replacement
rate to 3% or more in Africa. Urbanisation will continue
with the most rapid urban growth rates occurring in the
developing world at 2.7% per annum (UN, 2006). The
number of cities with more than 1 million inhabitants,
which was 80 in 1950, is expected to exceed 500 by 2010
(UN Centre for Human Settlements, 1996).

2.6.3 Agriculture and forestry

Erosional effects of increased settlement and the expansion of
livestock grazing in the western United States have been
documented in mountain lake sediments in Colorado. The
dust load in those sediments increased during the nineteenth
and early twentieth centuries by more than 500% above the
late Holocene average (Neff, 2008). The degree of soil erosion
associated with crop agriculture depends on slope angle and
farming system applied. Soil erosion can be minimised by
terracing but decay of terraces when not maintained is asso-
ciated with erosion and gullying. In the Chinese Loess plateau
programmes of re-terracing, supported by the World Bank,
have converted over 3000 km? of degraded land between
1971 and 2000. Under projected levels of climate change,
agricultural yields will increase for most crops but increasing
temperatures will shorten growth duration and lead to severe
water shortages in southern and eastern Europe. Northern
Europe should experience overall positive effects.

Forest management in the developing world is chiefly
characterised by deforestation and global decline in forest
cover is expected to continue. By contrast, in North America
and Europe afforestation and reafforestation will likely con-
tinue to expand forest cover. Under climate change timber
harvest will probably increase in commercial forests in
northern Europe but in the Mediterranean, increased drought
and fire risk may compromise forest management (see
Chapter 11). Upward expansion of forests would also lead
to decreased erosion and potentially reduce flood peaks and
sediment transport.

2.6.4 Recreation

Recreational preferences are likely to change with higher
temperatures. Outdoor activities will be stimulated in northern

Europe but heat waves may reduce peak summer demand
in the Mediterranean region. Less reliable snow conditions
will certainly impact adversely on winter recreation (IPCC,
2007b). Winter recreation involves substantial infrastructure
development and environmental modification, such as the
following two examples.

Grooming of ski slopes

This strategy involves the landscaping of large ski areas
with the aim of reducing the snow depth required for skiing.
Additional snow management measures to support this
strategy are the erection of snow fences to capture moving
snow, the planting or retention of trees to partially shade the
ski runs, and the drainage of wetland areas in order to avoid
delayed snow accumulation and premature snowmelt
(Agrawala, 2007). Landscaping, in particular bulldozing,
has a huge impact on alpine vegetation and slope denuda-
tion. Wipf (2005) found that the proportion of bare ground
was almost five times higher on graded than on non-graded
plots and that revegetation is therefore difficult to achieve,
especially at high elevations. Machine grading of ski slopes
in Bavaria appears to have influenced the area’s sensitivity
to erosion, as 63% of all damage caused by erosion
occurred on modified ski slopes (Dietmann and Kobhler,
2005). Bulldozing ski runs is also having a negative effect
on the attractiveness of the alpine environment. This may
negatively impact summer tourism. Another measure is
snow compaction on ski runs with heavy snow-grooming
vehicles. This increases soil freezing and the formation of
ice layers and leads to mechanical damage and a delay in
plant development.

Artificial snow-making

Snow-making is the most widespread adaptation strategy
used by ski area operators. It is used to extend the operating
season and to increase ability to cope with climate varia-
bility. In order to secure the water supply for snow-making,
many mountain reservoirs or artificial lakes have been built
in recent years. However, not only does the construction of
such reservoirs involve high costs, but it can also be
destructive on the environment and lead to ‘scars’ on the
alpine landscape, as new roads have to be built to facilitate
access (Agrawala, 2007). Artificial snow also has an impact
on alpine vegetation. Later snowmelt leads to a further
delay in plant development and, in addition, artificial
snow increases the input of water and nutrients to ski
runs, which can have a fertilising effect and change the
composition of plant species. On the other hand, some of
the impacts of ski slope preparation can be mitigated by the
deeper snow cover, e.g. soil freezing and the mechanical
impacts of snow-grooming vehicles.
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2.6.5 Natural hazards

In mountain landscapes, extreme geophysical events inter-
act with social systems in dramatic ways. Thus, for exam-
ple, the 12 May 2008 earthquake in Szechwan, China
generated hundreds of large landslides, blocked more than
30 large lakes, killed 75 000 people and caused millions of
dollars in damages. Earthquakes and floods, which are not
exclusively mountain hazards, account for more than 50%
of the damages caused by natural hazards globally; and the
highest damages in recent years in Switzerland, Austria and
France, for example, were due to floods and windstorms
(Agrawala, 2007).

Seismic hazards: the case of Tajikistan

The country of Tajikistan is part of the Pamir—Alai mountain
system. Ninety-two percent of its land area of ¢. 140 000 km®
is mountainous; nearly 50% lies above 3000 m and is classi-
fied as dry, cold desert (Plate 10). It is drained by the head-
waters of the Amu Darya and Syr Darya rivers, the major
feeders of the Aral Sea. This is a zone of intensive seismic
activity and steeplands which are geomorphically highly
active. Earthquakes with magnitudes exceeding 5 on the
Richter scale have a recurrence interval of 75 days and the
region is well known for the earthquake-triggered natural
dams which have blocked large lakes, holding as much as
17 km® of water in the case of Sarez Lake, and presenting a
permanent risk of catastrophic draining (Alford ez al., 2000).
Rockfalls and massive rockslides have accounted for the
deaths of more than 100000 victims during the twentieth
century, and this in a country of barely 6 million people.
Thirty-one per cent of the country is said to be agricultural
land and 13% is under forest, but overgrazing of the range-
lands by sheep and rapid deforestation has encouraged wide-
spread erosion on slopes and more frequent occurrence of
mudflows and landslides.

Glacier hazards

Surging glaciers are concentrated in a few mountain ranges,
notably subpolar maritime and subtropical regions: Alaska—
Yukon, Iceland and Svalbard (Jiskoot et al., 1998) are exam-
ples of the former and the Karakoram and Pamir ranges and
the Argentinian Andes are examples of the latter. Surging
glaciers commonly surge once or twice a century. They are
often accompanied by ice margin mass movement, ponding
and sudden releases of meltwater (jokulhlaups) and heavy
proglacial sediment loads. Glacial retreat also favours the
formation of glacial lakes and ice avalanches, and disastrous
events such as glacial lake outburst floods (GLOFs); these
are the most destructive hazards originating from glaciers
due to the large water volume and large areas covered.

Luckily, glacial lakes, from which GLOFs originate, usually
form slowly and can be monitored. McKillop and Clague
(2007) have estimated the probability of the occurrence of
GLOFs in southern British Columbia.

Mass movement hazards

Of special concern are debris avalanches, debris torrents,
large debris flows, catastrophic rock wall failures and rock
avalanches. Rock avalanches (or Bergstiirze) are among the
most catastrophic of subaerial processes. In mountain regions
debris torrents are triggered either by high discharges asso-
ciated with thunderstorms, snowmelt and prolonged rainfall
or by debris avalanches and are sudden and violent phenom-
ena which can carry large amounts of mud, stones and
timber. Timber presents a particular danger, because of its
ability to block streams in narrow sections, followed by the
catastrophic breakthrough of water and debris.

The debris flow hazard in Austria has been intensively
studied (Fig. 2.16). The zone boundaries in Fig. 2.16 were
drawn according to the debris loads involved in about 2000
torrent disasters from catchments up to 80km? in size
(Table 2.4).

Permafrost-related hazards

Permafrost degradation is likely to contribute to rockfall
activity and hiking and climbing could become more danger-
ous (Behm et al., 2006). In this context, it is quite often
postulated that permafirost degradation will trigger higher
debris flow activity but research into this link so far remains
inconclusive. A recent study showed that frequency of debris
flows originating from permafrost areas in Ritigraben (Swiss
Alps) has been decreasing, although a lower frequency may
also be associated with more intense events due to larger
accumulation of materials between events (Stoffel and
Beniston, 2006). Fischer ez al. (2006) have identified perma-
frost degradation as a cause of slope instabilities on Monte
Rosa; and Gruber and Haeberli (2007) provide a comprehen-
sive review of permafrost and slope instability.

Snow avalanches

Steep slopes and heavy snowfall at high elevations are the
main factors affecting avalanche incidence. Large avalanches
can run for kilometres, and create massive destruction of the
lower forest and inhabited structures. The real costs are per-
haps best expressed through the costs of avalanche defences.
In countries such as Canada, Switzerland, Austria, France,
Italy and Norway expenditures involve tens of millions of
dollars annually. No clear trends have been identified in the
frequency and number of avalanches in the European Alps in
the past century (Agrawala, 2007) but in many avalanche-
prone areas the density of buildings and other investments has
increased.



58

Olav Slaymaker and Christine Embleton-Hamann

2.6.6 Case study: Austria’s mountains under the
influence of land use and land cover changes

Two-thirds of Austria is occupied by the mountainous terrain
of the Eastern Alps (Plate 11). The westernmost half of the
Eastern Alps is deeply dissected and consists of 10% Class 3
mountains, 75% Class 2 and 5% Class 1. They culminate in
Grossglockner at 3800 m above sea level and have summit
heights which range from 3000 to 3800 m above sea level
and a relative relief of 1500-2000 m 5 km™ !. The eastern half
of the Eastern Alps consists of 60% Class 2, 30% Class 1 and
10% non-mountains. Over the last 80 km of the Eastern Alps
to their termination at Vienna, the mountains are all reduced
to Class 1. Areas suitable for habitation are scarce in the
Eastern Alps. Some lesser inclined surfaces can be found on
the shoulders of glacial troughs, but the main part of the
living space is concentrated in the lower valley slopes and
the valley floors. Mountain people in the Eastern Alps have

TABLE 2.4. Criteria for debris flow hazard boundaries

Zone Observed maximum debris loads

Zone A >100000m?, exceptionally < 1000 000 m?
Zone B 100000-200 000 m?

Zone C  <60000m?

ZoneD  <20000m?

Zone E  Loess gullies up to several thousand m?; other

torrents up to several hundred m?

Source.: Kronfellner-Kraus (1989).
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always lived in the main valley bottoms which are below
1000 m above sea level (see Table 2.5).

The agricultural era: population development

and landscape change AD 1100-1880

Rapid expansion of settlement and cultivation in the Eastern
Alps commenced around AD 1100, favoured by the political
consolidation of Europe and by significant climatic amelio-
ration. Three significant landscape changes took place during
the next eight centuries: (a) strong depression of the timber
line, expansion of the alpine meadows and alteration of
the vegetation composition of the high-altitude meadows
through grazing; (b) fragmentation of the mountain forest
through clear-cutting of all lesser inclined surfaces; and (c)
nineteenth-century draining and reclamation of the flat valley
floors (Bétzing, 2003). Thus 800 years of intense agricultural
use converted the former dense and monotonous forest cover
into an ecologically stable cultural landscape of high floristic
biodiversity. The aesthetic value of this unique cultural land-
scape with its small-scale mosaic of different land uses is
high. Severe disruptions of the environment were limited in
time and space, and were usually connected with mining or
warfare. Regulation of rivers and draining of the valley floors
at the end of the era were precursors of the industrial and
service economy era.

The industrial and service economy era: population
development and landscape change since AD 1880
After the onset of the industrial revolution a new industrial
economy, which culminated in the 1970s, led to long rib-
bons of densely built-up areas on the floors of the main

- '
N

FIGURE 2.16. Regional distribution of torrent and debris flow hazard in Austria, based on observed maximum debris load (from

Embleton-Hamann, 2007) (see Table 2.4).
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TABLE 2.5. Vertical population distribution in the Austrian Alps and population changes 187 1-2000

Total for
Lower than Total for Eastern Austrian
500 m 500-999m  1000-1499m 1500-2042m Alps area in Austria territory
Area in km? 11590 33151 9882 323 54946 83871
(21%) (60%) (18%) (1%) (100%)
Population in 1871, 644 157 817194 107377 900 1569628 4498000
total and per km®> 56 25 11 3 29 54
Population in 2000, 1460053 1672678 165836 1213 3299780 8144000
total and per km? 126 50 17 4 60 97
Population changes ~ 227% 205% 154% 135% 210% 181%

1871-2000

Source: After Bitzing (2003) and additional data kindly provided by W. Bitzing from his personal alpine databank.

valleys. New typical ‘mountain’ economic sectors that
evolved in the twentieth century were tourism and hydro-
electric power generation. Mass tourism started in the late
1950s and the most rapid growth rates were soon associated
with winter sports while summer tourism stagnated. Between
1931 and 1990, 31 reservoirs for hydroelectric power gener-
ation were built in Austria (Fig. 2.17; also Plate 8), with large-
scale projects starting in the 1950s. Finally, starting around
1970, conservation units, such as parks and natural reserves,
were established; they stopped further anthropogenic land-
scape change in the high-altitude zone. As of 2006 the
protected area in the Austrian Alps covers about 10 550 km?
or 19% (N. Weixlbaumer, personal communication, 2008).

Current population development

The demographic development given in Table 2.5 depicts
the massive changes that started with the industrial revolu-
tion, namely strong population growth in the bottom of the
main valleys and lesser growth in the higher zones. In 1870
vertical population distribution already shows a concentra-
tion of people below 1000m above sea level but in the
twentieth century the disparity between low and high eleva-
tion sites became much greater (see last line of Table 2.5).
Population densities in Table 2.5 are based on population
figures divided by the area of the administrative unit and are
thus comparable with other mountain areas of the world. But
they are unable to depict actual population densities on the
main valley floors of the Eastern Alps which are currently on
the order of 400 to 800 inhabitants km™ 2 and higher around
the urban centres marked in Plate 11.

Land cover changes
The Stubai Valley is a microcosm of the massive land cover
changes which have occurred in the western part of the

FIGURE 2.17. Two dam sites in Austrian Alps (from Beckel and
Zwittkovits, 1981). Upper Kapruner valley, Salzburg Province, with
two reservoirs, Moserboden and Wasserfallboden. (See also Plate
8 for colour version.)

Austrian Alps since 1865 (Fig. 2.18). Over the past 150
years all former cropland on the floor of the Stubai Valley
has been converted to intensively used hay meadows and
built-up areas, accompanied by a high degree of soil seal-
ing. At the next elevation level of the lower valley slopes,
former cropland has changed to either settlement or planted
forest. Finally there have been marked land use shifts at the
high-altitude level. Seventy per cent of the subalpine mead-
ows, which were cleared in the agricultural area and in 1865
were still used for grazing and hay-making, are now aban-
doned. Forest had been left to regenerate and take over
these areas. Figure 2.18 shows that a very strong pulse of
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FIGURE 2.18. Land cover changes in the Stubai Valley: (a) 1865; (b)
1955; (c) 1981; and (d) 2002 (modified from Tappeiner et al.,
2006); location of the Stubai Valley; and delimitation of the Eastern
Alps following the Alpine Convention, which determines the
population database.

land use change took place between 1955 and 1981. The trend
towards increasing forest cover in the higher elevation zone
continues at the present time, but at a slower rate, as indicated
by data which refer to total forest area in the Austrian Alps
(Borsdorf and Bender, 2007). They note that between 1991
and 2000, forest cover increased by 5.5% (1450 km?) and
subalpine pastures declined by 5.5% (501 km?).

Impact of changing land cover

The winter tourism industry provides a significant contri-
bution to the economy of Austria. In the 1970s and 1980s
the environmental impacts through machine grading or
bulldozing of ski runs were greatest (Béatzing, 2003).
Since the 1980s, a heightened conservation ethic, coupled
with an improving economic situation, has led to the more
careful management of ski slopes. New techniques of bio-
remediation, together with efficient methods of controlling

runoff and erosion, have further improved the situation.
However, snow-making as a back-up strategy to compen-
sate for climate variability began at the same time. In order
to secure the water supply for snow-making, many moun-
tain reservoirs and artificial ponds were built in high-
elevation sites associated with considerable impact on the
alpine landscape, especially during the construction phase.

On abandoned hay meadows and pastures below the
timber line, vegetation succession leads to a dense shrub
cover and finally to forest regeneration. The transitional
stage has however potential implications for snow gliding
and hillslope erosion through the development of small
landslides in topsoil. Newesely (2000) showed that the
long-stemmed grasses and low-growing dwarf shrub com-
munities of fallow hay meadows promote snow gliding and
the formation of avalanches. At a later succession stage,
when young trees take over, the snow gliding risk decreases
again, as the trees serve as obstacles. At the same time
abandoned land with shrub encroachment is significantly
more prone to landslide development than meadows and
pastures that are still in use (Tasser et al., 2005). Snow
gliding seems to play a role in this dynamic: the pull on
aerial parts of plants frozen into the base of the snow cover
opens tension cracks that become starting points for further
mass wasting. Boulders and woody debris transported
within the sliding snow slabs can also cause initial erosion
fissures. A further factor favouring the break-off of grass
and soil clods is that the soil at depths of 25-35 cm under
bush or dwarf shrub communities is less densely rooted
than under grass communities (Tasser ef al., 2005). These
shallow landslides developing on abandoned pastures are
not very large, but the process becomes important because
of the large land areas of the subalpine belt in the Austrian
Alps affected by them.

Finally, reservoirs change hydrological processes and
fluvial sediment transport. The disturbance of natural pro-
cesses is not limited to those valleys with reservoirs, as
large-scale water diversions also involve surrounding val-
leys. Since the completion of the last large reservoir in
1990, all further plans of power plant operators to develop
new reservoir sites have met with strong opposition from
the mountain population.

Future scenarios: implications of climate warming

on land cover in the Eastern Alps

Natural snow reliability for a financially viable winter
tourism industry is currently provided by areas above
1200 m in western Austria and above 1050 m in the colder
continental eastern part of Austria. With a +2 °C scenario
by AD 2050, the baseline of snow reliability would rise by
300m and the number of snow-reliable ski areas would
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drop to between 8% (eastern Austria) and 62 % (western
Austria) of the present level (Agrawala, 2007). Artificial
snow-making remains the dominant adaptation strategy.
Other measures include moving ski areas to higher altitudes
and glaciers, protecting against glacier melt with white
plastic sheets and diversification of tourism revenues by
promoting summer tourism. Rising temperatures will
favour summer tourism. Nevertheless, three assets of the
alpine landscape for summer tourism are endangered.
These are: the reduced presence of glaciers through climate
warming; the loss of amenity of a unique cultural landscape
through the current trend of reforestation (as completely
overgrown areas are perceived to be less scenic) (Hunziker
and Kienast, 1999); and the unspoiled aesthetic quality of
the alpine landscape (Hamann, 1994). Hikers are critical of
intrusive man-made elements, such as prepared ski slopes,
pylons visible on the skyline or cuttings for ski lift tracks.
Positive effects of current climate and land use trends,
especially afforestation, include a reduced risk of erosion,
avalanche and flooding for the residential areas in the
valleys and a reduction in costs currently spent on torrent
and avalanche control in Austria.

2.6.7 Summary

Population pressure, expressed especially through agricul-
ture, forestry, recreation and urbanisation processes, is
expected to exacerbate the effects of climate change on
mountain lands. In particular, it is projected that natural
hazards, a product of the interaction of society and extreme
geophysical events, will become more widespread and
more economically damaging. There are, however, com-
pensating trends, illustrated by examples drawn from the
Eastern Alps, where mountain landscapes are being
enhanced. The expansion of protected areas, net afforesta-
tion and reduced intensity of forest harvesting are human
impacts which increase the sustainability of mountain land-
scapes in the face of anticipated hydroclimatic changes.

2.7 Vulnerability of mountain landscapes
and relation to adaptive capacity

2.7.1 Mountain landscape disturbance regimes

There is an increasing sense that almost all mountain land-
scapes are transitional from one landscape-forming regime
to another and almost all mountain landscapes contain
evidences of past processes, which operated at different
rates under different relief, climate and, in many cases,
sea level conditions (Section 1.11.1). Landscapes in tran-
sition from one regime to the next would seem to retain, in

principle, an almost continuous series of transient solutions
to a given set of relief, hydroclimate and sea level conditions.
This condition has been described by Hewitt (2006) as a
disturbance regime landscape; by this he meant that distur-
bances occur so frequently that the landscape gets no chance
to equilibrate with contemporary processes (Section 1.11.3).
Mega-landslides in the Himalayas are the regional example
which Hewitt has described. This idea of a landscape which
is in a constant state of disturbance is also consistent with
the case where there is an approximate balance between
tectonic, hydroclimatic and land use related processes
under effectively constant sea level.

Sensitive mountain environments

One of the implications of the fact that many mountain
landscapes are disturbance regime landscapes is that they
are exceptionally sensitive to environmental change and are
in this sense geomorphically vulnerable. More than one-
sixth of the world’s population, which lives in glacier- or
snowmelt-fed river basins, is expected to be affected by a
decrease in water volume stored in glaciers and snowpack,
an increase in the ratio of winter to annual flows, increased
flood hazard and possibly a reduction in low flows caused
by decreased glacier extent or melt season snow water
storage by 2050 (IPCC, 2007b).

Geomorphic vulnerability is not only expressed by the
frequent incidence of earthquake-triggered landslides, but,
for example, by the fate of Himalayan glaciers which cover
17% of the mountain area, and are predicted to shrink from
their present area of 500 000 km? to 100 000 km? by AD 2035
(WWEF, 2005). The glaciers on Mt Kilimanjaro are likely to
disappear by AD 2020 (Thompson, 2002). Destabilising
mountain walls, increasing frequency of rockfall, incidence
of rock avalanches, increase and enlargement of glacial lakes
and destabilisation of moraines damming these lakes are
expected to accompany increased risk of outburst floods.

Rainfall amounts and intensities are the most important
factors in water erosion (Nearing, 2005) and they affect
slope stability, channel change and sediment transport.
Increased precipitation intensity and variability is projected
to increase the risk of floods and droughts in many areas.
Changes in permafrost will affect river morphology
through destabilising of banks and slopes, increased ero-
sion and sediment supply (Vandenberghe, 2002).

2.7.2 Uncertainties surrounding adaptive
capacity in mountain landscapes

Mountain societies contain a higher incidence of poverty
than elsewhere and therefore have a lower adaptive capacity
(for definition see Chapter 1) and a higher vulnerability to
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environmental change. Mountain peoples have been made
more vulnerable to natural extreme events by vast numbers
being uprooted and resettled in unfamiliar and more danger-
ous settings (Hewitt, 1997). There are at least two interesting
conclusions from the 2007 IPCC Assessment:

e there is a high degree of confidence (8 out of 10 chance)
that climate change will disrupt mountain resources
needed for subsistence and that competition between
alternative mountain land uses is likely to increase
under projected climate change and population increase
scenarios; but

e there is only a medium degree of confidence (5 out of 10
chance) in being able to predict the response of mountain
populations to such changes.

These conclusions go some way towards explaining the
inadequacy of an exclusively geosystem-based definition
of landscape vulnerability and why the IPCC has incorpo-
rated adaptive capacity into the definition.

Environmental disasters are a function of both climatic
and non-climatic drivers and that is why greater attention to
systemic thresholds of relief and land use, and their inter-
actions with climate, is needed. Unfortunately, there has
been inadequate representation of the interactive coupling
between relief, land use and climate in the climate change
discussions to date (Osmond, 2004). Based on a number of
criteria in the literature such as magnitude, timing, persis-
tence/reversibility, potential for adaptation, distributional
aspects of the impacts, and likelihood and importance of
the impacts, some of these vulnerabilities have been iden-
tified as ‘key’ (Fussel and Klein, 20006). It is the point of
exceedance of thresholds, where non-linear processes
cause a system to shift from one major state to another,
which expresses this key vulnerability. The example quoted
in IPCC (2007b) is exclusively concerned with climatic
thresholds. For example, where global mean temperature
increases by 2 °C above the 1990-2000 levels some current
key vulnerabilities will be exacerbated, but some systems
such as global agricultural activity at mid and high latitudes
and elevation could benefit. However, global mean temper-
ature changes greater than 4 °C above 1990-2000 levels
would lead to major increase in vulnerability, exceeding the
adaptive capacity of many systems and having no discern-
ible benefits.

Development of improved scenarios of future
mountain landscapes

The spatial variability of mountain landscapes makes sce-
nario building difficult. Baseline conditions are simply too
variable to allow easy generalisation. Results achieved by
the IPCC Special Report on Emissions Scenarios (SRES)

and the approaches and methods being used in climate
change impacts, adaptation and vulnerability (CCIAV)
can be viewed in IPCC (2007b).

Global studies suggest that at least until AD 2050 land
use change will be the dominant driver of change in human-
dominated regions (UNEP, 2002). Not only are there geo-
system disturbance regimes, such as those discussed by
Hewitt (1997) but land use change, fire and insect outbreaks
can also be analysed as disturbance regimes, using a shorter
response timescale (Sala, 2005). Similarly, overgrazing,
trampling and vegetation destabilisation have been ana-
lysed in this way in the Caucasus and Himalayas (IPCC,
2001b). There is growing evidence since the IPCC Third
Assessment Report (IPCC, 2001b) that adaptations that
deal with non-climatic drivers are being implemented in
both developed and developing countries. Examples of
adaptations to land use change, such as construction,
decommissioning and management of reservoirs, and adap-
tations to extreme sediment cascades and relief, as well as
their interactions with climate include the following:

e partial drainage of the Tsho Rolpa glacial lake in Nepal
designed to relieve the threat of GLOFs (Shrestha and
Shrestha, 2004);

e Sarez Lake in Tajikistan and the so-called ‘quake lakes’
in Szechwan Province, China are commanding national
and international funding;

e increased use of artificial snow-making by the alpine ski
industry in Europe, Australasia and North America); and

e more frequent/intense occurrences of extreme weather
events will exceed the capacity of many developing
countries to cope.

2.7.3 Case study: the Ethiopian Highlands

Ethiopia has an area of 1.2 billion km? with 43% over
1500 m above sea level. Much of the Ethiopian landmass
is part of the East African Rift Plateau. Its general elevation
ranges from 1500 to 3000 m above sea level and reaches
a maximum elevation of 4620 m. It is divided into four
physiographic regions: the Northwest Highlands, the Great
Rift Valley, the Southeast Highlands and the Peripheral
Lowlands (Plate 12). The terms plateau and highlands are
somewhat misleading as the country is genuinely mountain-
ous, especially the Northwest Highlands, which are deeply
dissected by the Blue Nile and Tekeze rivers and their
tributaries. The Northwest Highlands consist of 15% Class
3, 70% Class 2 and 5% Class 1 mountains; the Southeast
Highlands include 10% Class 3, 70% Class 2 and 5% Class
1 mountains. Only a small proportion (10% and 15% respec-
tively) is not mountainous on the basis of the definition used
here. Elevation-induced climatic conditions form the basis
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for three traditional environmental zones: cool, temperate
and hot. The cool zone consists of the central parts of the
Northwest Highlands. The terrain there is generally above
2400 m and average daily highs range from near freezing to
16°C. The temperate zone is found between 1500 and
2400 m where daily highs range from 16 to 30 °C. The hot
zone consists of areas where the elevation is below 1500 m
and where the average annual daytime temperature is 27 °C
with daily highs reaching 50 °C in the northernmost part of
the Great Rift Valley.

Population and land cover

The population of the country was 77 million in 2007 and is
increasing by 2 million per annum. The Population Division
of the UN Department of Economic and Social Affairs
(2006) predicts the population will reach 100 million by
AD 2015. About 80% of the population and 70% of the
livestock live in the ecologically fragile highlands where
population growth and poverty are higher than in urban
areas. The mountain area is responsible for nearly all the
food crops and most of the cash crops produced in the
country. The intermediate slopes (1500-1800 m) and upper
(>3500 m) belts in the northern massifs are most sensitive to
disturbance (Getahun, 1984). Out of the 540000km? of
mountain lands, 70% is grassland used as grazing and
browsing land, 15% is cultivated land, 12% is degraded
badlands and 3% is forest. The FAO (2007) estimated a
deforestation rate of 1410km? a ! over the past three dec-
ades. The present natural forest area is around 43 000 km 2
(Earth Trends, 2003). The Afromontane rainforests of south-
western Ethiopia are the world’s birthplace of Coffea arabica
and contain their last wild populations. If current deforesta-
tion rates were to continue there would be no coffee-bearing
forests left in about 27 years. The main reasons for the
deforestation are population pressure, insecurity of land
tenure and governance issues, reinforced by one extended
drought period (Whiteman, 1998).

Contemporary erosion and sediment yield

in the highlands

Over the past several decades, Ethiopia’s high popula-
tion growth, unsustainable land use and ambiguous land
ownership policies have led to a rapid loss of biomass
cover, increased soil erosion and desertification (Tekle and
Hedlund, 2000). Past and present social relations are respon-
sible for poverty leading to the present land degradation. A
reversal of the present desertification and land degradation
would seem eminently possible under improved socioeco-
nomic conditions, but the second of the conclusions from the
2007 IPCC Assessment noted under Section 2.7.2 must be
borne in mind.

Soil and water conservation structures have been widely
implemented since the 1970s. Local knowledge and farmers’
initiatives have been integrated with conservation measures
and impact assessments have shown clear benefits in con-
trolling runoff and soil erosion. In high-rainfall areas runoff
management is expensive and beyond the means of private
farms (Nyssen, 2004). Temporal rain patterns, apart from the
catastrophic impact of dry years on the degraded environ-
ment (1978-1988) cannot explain the current desertification
in the driest parts of the country and the accompanying land
degradation elsewhere (Nyssen, 2004). Hurni ez al. (2005)
show that surface runoff and sediment yield from the
Northwest Highlands into the upper Nile basin have most
probably increased due to intensified land use and land
degradation induced by population increase. Climate change
has intensified these problems by altering the region’s rainfall
patterns. Although relief and human activity are the root
causes of the environmental decline, hydroclimate is also
important in the form of the incidence of drought, such as
that which occurred in 2003 and affected 13 million people
and the decade of the 1980s (the Sahel crisis).The most
important present-day geomorphic processes are sheet and
rill erosion and gullying (Fig. 2.19). Based on existing data
from the central and northern Ethiopian highlands:

SY = 25954%% (2.2)

where SY is specific sediment yield in tonnes km % a~ !, and

A is drainage area (km?), n=20; #=0.59 (Nyssen, 2004).

Environmental rehabilitation in the Tigray Highlands

Nyssen et al. (2007) and Munro ef al. (2008) have made a
multi-scale assessment over a period of 30 years of environ-
mental rehabilitation in the Tigray Highlands of northern
Ethiopia (1975-2006). Their study shows that sheet and rill
erosion rates have decreased, infiltration and spring dis-
charge are enhanced and vegetation and crop cover have
improved. The environmental changes are assessed on the
basis of 10 years’ field research (on-farm and catchment
scale) and comparison of 51 historical photographs taken in
1975 with the current status. One example of the kinds of
evidence used in these studies can be seen in Plate 13. Six
experts interpreted ten visible indicators of soil erosion on a
five-point scale from —2 to +2. Whereas the population of
Ethiopia has increased from 34 to 77 million between 1975
and 2006 land management and vegetation cover have
improved on average. Universal Soil Loss Equation
(USLE) estimates of average soil loss by sheet and rill
erosion and suspended sediment yield to local reservoirs
confirm the unanimous conclusions from the time lapse
photography. Five of the elements interpreted from the
time lapse photography (vegetation, sheet and rill erosion,
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erosion.

management of farm and other land and overall assess-
ment) indicated significant improvement over the 30-year
period (Plate 13). Land cover dynamics in some small
experimental watersheds have confirmed improvements
over the past three or four decades but there is much
regional variability in the Ethiopian highlands. Dessie and
Kleman (2007) note the radical reduction in forest cover in
the south—central Rift Valley over the past three decades. At
the same time it should be noted that local examples of
exceptional degradation and expansion of gully systems
require priority attention. The observed changes are not
climate-driven and cast doubt on the hypothesis of the
irreversibility of land degradation in marginal semi-arid
mountain systems.

2.7.4 Summary

Not only are the mountains themselves changing through
high rates of denudation as a function of steep slopes and
active tectonism and volcanism, but hydroclimate and runoff
and land use patterns are changing simultaneously. Future
landscape scenarios can only be tentatively described and
the full range of options presented in the metaphor ‘pan-
archy’ (Holling, 2001) provides valuable interpretations (see

Chapter 1). Panarchy, in so far as it deals with adaptive
systems, is superbly suited to the analysis of disturbance
regimes within geosystems, ecosystems and socioeconomic
systems as illustrated in the following paragraph.

Landscapes in polar mountains (such as Svalbard) are
in the exploitation phase of an adaptive cycle; landscapes
in low population density temperate mountains (such as
British Columbia) are in the conservation phase; landscapes
in high population density temperate mountains (such as
Austria) are in a reorganisation phase and high population
density tropical environments (such as Ethiopia) may be
close to collapse. If the panarchy metaphor is applied, it
indicates possibilities of adaptation where system connectiv-
ity, resilience and internal strength are adequate.

With respect to location within these mountain systems,
the evidence available suggests that in polar mountains, the
highest elevations and the steepest slopes are the sites of most
rapid change; in low population density temperate environ-
ments, the sites of most rapid change vary as a function of
glacierisation, past glaciation and never-glaciated conditions;
in high population density temperate mountains, the valley
floors and intermediate slopes have experienced the greatest
land use and land cover change and in high population
density tropical mountains intermediate elevation zones



Mountains

65

experience the most damaging natural hazards, due to the
combination of infrastructure investment and high relief.

The three drivers of environmental change in mountains
are relief, hydroclimate and runoff, and human activity.
Relief controls the instability of the landscape and ensures
that the impacts of changes in hydroclimate and runoff and
human activity are transferred rapidly through the system.
Not only are mountains unstable in themselves because of
their high relief but the pace and character of development
and the magnitude and frequency of hydroclimate and run-
off all militate against sustainability. It might be more
practical to speak of avoiding unsustainability in mountain
systems, rather than attempting to achieve the impossible
goal of sustainability in a disturbance regime dominated
landscape.

APPENDIX 2.1
The components of topographic relief

The primary driver of geomorphic change is the downslope
force of g sin a. Land at elevations greater than 2500 m
above sea level is commonly classified as mountain, but
the major exception to this generalisation is the Tibetan
Plateau. In this respect, the Meybeck ez al. (2001) typology
which includes a relief roughness criterion at all altitudes
is a significant improvement. The UNEP-WCMC (2000)
classification defines 29.4 Mkm ? of mountain terrain (even
though it includes ‘mountains’ as low as 300 m above sea
level and also includes the Tibetan Plateau); Meybeck et al.
(2001) define 33.3 Mkm? (excluding the Tibetan Plateau
and excluding the 300-500m above sea level range);
Kapos (2000) defines 35.8 Mkm? (including the Tibetan
Plateau and the 300—500 m range). Estimates would seem
to be in the range of 28-33 Mkm ? for all mountains above
500 m. UNEP-WCMC counted 719 million people in their
mountain regions; Meybeck ez al. (2001) found as many as
1420 million people, using Vorosmarty’s (2003) estimates
based on both national census and nocturnal light emission
data. Huddleston (2003) uses population estimates from the
Oak Ridge National Laboratory (Appendix 2.2).

APPENDIX 2.2
Methodology for classification of
mountain regions and their population

Because the focus of this global classification scheme is on
how to characterise mountain ranges rather than individual
mountains or hills, the resolution is limited to 1 km within a
30 x 30 minute cell of land.

(1) Mountain region type and extent
Sources: United Nations Environment Programme-World
Conservation Monitoring Centre (UNEP-WCMC) (2000);
Mountains of the World (2000) Cambridge, UK.
Note: the UNEP-WCMC map, published in Mountains of
the World (2000) has been used as the reference map for
this analysis. To produce this map, UNEP-WCMC used
topographical data from the 1996 USGS EROS Data
Center (USGS-EDC) global digital elevation model
(GTOPO30) to generate slope and local elevation range
(LER) on a 30 arc-second grid of the world. These param-
eters were combined with elevation to define the six moun-
tain area classes defined by UNEP-WCMC (2000) (see
Appendix 2.3).

(2) Global population database
Source: Oak Ridge National Laboratory (2000).
LandScan 2000 global population database. Oak
Ridge, USA.
Note: the LandScan data set is a worldwide population
data base compiled on a 30 arc-second grid. Census
counts (mainly at sub-national level) were apportioned
to each grid cell based on probability coefficients, which
are based on proximity to roads, slope land cover and
night-time lights.

(3) Global cities database
Sources: United Nations Environment Programme
(UNEP)-GRID-Arendal, (1990). The World Cities
Population Data Base (WCPD). Environmental Systems
Research Institute (ESRI) 2002. Redlands, USA.

APPENDIX 2.3

Processing SRTM (Shuttle Radar
Topographic Mission) 90 m Digital
Elevation Data (DEM) Version 3.0

Source: Jarvis et al. (2006).

Database: http://srtm.csi.cgiar.org

Note: with the use of hole-filling algorithms Version 3
provides seamless, complete coverage of elevation for the
globe.
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3 Lakes and lake catchments

Kenji Kashiwaya, Olav Slaymaker and Michael Church

3.1 Introduction

Wetlands (including rivers — see Chapter 4 — and coastal
wetlands — see Chapter 5), lakes and reservoirs are distinct
elements of the hydrological cycle from the atmosphere to
the ocean. In this chapter, the focus is on lakes and lake
catchments but certain aspects of wetlands and reservoirs
require comment. Saline lakes, such as the Caspian, Aral
and Dead seas, also come under the purview of this chapter.
Lakes, reservoirs and freshwater wetlands vary spatially as
a function of relief, climate and human activity and respond
variably over time to changes in hydroclimate and human
activity. They act as integrators of processes that are taking
place in their tributary catchments and are sensitive indica-
tors of environmental change. At the smallest scales (less
than 0.01 km?) lakes merge with wetlands, which are among
the most ephemeral landscape elements (Table 3.1).
Wetlands represent the ecotone between terrestrial and
aquatic environments. They occur in depressions in the
landscape where the groundwater table intersects the surface
for much or all of the year. Wetlands are variously classified
as bogs (acidic peatlands maintained by incoming precip-
itation), fens (peatlands receiving groundwater drainage),
marshes (seasonally or perennially flooded land with emer-
gent herbaceous vegetation), swamps (wooded marshes),
saline wetlands (pans or playas), permanent rivers (see also
Chapter 4) and open water (characteristically less than 2 m
deep). Wetlands are perennially or seasonally saturated or
flooded ground. Seasonal wetlands are saturated for suffi-
cient time to support vegetation that thrives under saturated
conditions. Freshwater wetlands are of major hydrological
importance, for they store substantial volumes of terrestrial
runoff and are therefore an important flood-mitigating factor.
Conversely, they contribute water to the downstream drain-
age basin far into the dry season and so are a significant
source of base flow maintenance. Freshwater wetlands also

accumulate biomass which has its own stratigraphy and
provides a number of proxies for past environmental con-
ditions. Saline wetlands such as pans and playas are closed
topographic depressions which occur in areas of relatively
low effective precipitation.

Lakes are also of hydrologic importance in that they
reflect changes in precipitation, evaporation, water balance,
and hydrochemical and hydrobiological regimes. Interpreting
indications of past or future environmental change in lakes is
complicated by the fact that they have their own internal
processes. These physical, chemical and biological processes
transform both lake waters and their contained sediments. It is
therefore necessary to understand the basics of the physics,
chemistry and biology of lake systems in order to interpret
past lacustrine environments and to infer potential future
ones. The term ‘reservoir’ is used explicitly for man-made
lakes. Reservoirs may be especially useful as indicators of
environmental change because the precise date of their for-
mation is known and rates of sediment accumulation are
regularly monitored. Reservoirs are in themselves indicators
of environmental change caused by human activities, as
discussed in Chapters 2 and 4.

3.1.1 Objective of the chapter

The objective of this chapter is to consider potential changes
that may occur at the landscape scale in lake catchment
systems. These changes will be the result of the changing
global environmental context described in Chapter 1 and
driven by relief, hydroclimate and human activities over the
course of the next century or so. From a geological perspec-
tive, lakes are an ephemeral feature of the landscape, and
wetlands are even more transient. Under past assumptions of
climatic stationarity, little attention was paid to environmental
changes at the scale of a human lifetime. Under the present
assumption of large climatic perturbations and exponential
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TABLE 3.1. Classification and extent of lakes and wetlands

Per cent of total global

Extent land surface area
(M km?) (excluding large ice sheets)
(1) Lakes
Lakes 2.428 1.8
Reservoirs 0.251 0.2
Total lakes 2.679 2.0
and reservoirs
(2) Wetlands
Rivers 0.360 0.3
Marshes/ 2.529 1.9
floodplains
Swamp forest 1.165 0.9
Pans or saline 0.435 0.3
wetland
Bog, fen or mire  0.708 0.5
Wetland 2.362 1.8
complexes”
Coastal wetland  0.660 0.5
Total wetlands 8.225 6.2

“ A wetland complex is defined as a composite of wetlands
of different types, typically determined from remotely
sensed imagery.

Source: Data as presented in a Global Lakes and Wetlands
Database (GLWD) (from Lehner and Dél11, 2004).

increases in energy consumption and land use by an increas-
ing global population, geomorphologists and limnologists are
thus intensifying their research into medium time and space
scale changes.

Discussion of the record of lake catchment response is
restricted to the changing environment of the last 20 ka, a
period within which landscapes have been perturbed by
continental-scale glaciation, wherein the hydroclimatic var-
iations are relatively well known, and during which the
influence of human activity on the landscape has rapidly
accelerated. Although much is known about lake systems
such as Lake Baikal, whose terrestrial sediments cover as
long a time period as 10 Ma, this chapter does not consider
evidence from periods before the LGM (and see Chapter 1).

3.2 Lakes and wetlands
3.2.1 Lake types by origin

Hutchinson (1957) defined 76 different lake types by mode
of origin which are here reduced to six broad categories

(Table 3.2). Lakes and wetlands of glacial and periglacial
origin are the most numerous by far and are found in what
Meybeck (1979; 1995) defined as the deglaciated zone. The
limnic ratio (lake area divided by land area) of the deglaci-
ated zone is one order of magnitude higher than that of any
other zone discussed by Meybeck, but the lakes and their
catchments are highly varied. Illustrated here are just two of
the many different kinds of lakes in the deglaciated zone.

Lakes in deglaciated mountains are located in glacially
excavated depressions (Fig. 3.1) and have clearly defined
riverine inputs and outputs. The lake catchment tributary to
the lake has relatively unambiguous water and sediment
source areas. By contrast, lakes in deglaciated zones of low
relief are shallow and ice-covered for the winter months
and resemble wetlands (Fig. 3.2; Plate 14) more than the
glacial lakes illustrated in Fig. 3.1. The most obvious con-
trast is that there is no surface stream tributary to many of
these lakes nor is there a riverine output. The main water
source is groundwater or, in regions underlain by perma-
frost, seepage from the seasonally thawed ‘active layer’,
and temperature changes, both seasonal and their longer
term, dominate the response regime.

Outbursts of dammed lakes, including landslide-related
ones, have caused natural disasters and/or climatic shifts in
some regions (e.g. Hermanns et al., 2004). Outbursts with
demonstrated global effects are less common, although
recently glacier lake outburst floods (GLOFs) associated
with global warming have been a target of discussion.

The world’s largest lakes are found in tectonic basins
and include the Caspian and Aral seas, and lakes Victoria,
Tanganyika and Baikal. Lakes linked to river erosion and
sedimentation processes — so-called ‘fluvial lakes’ — are
found in floodplains and deltas. They are evidently the
most vulnerable of all lake systems and their inventories
are least reliable.

3.2.2 Lake types by climatic zone and area

In order to address the issue of global environmental change,
it is useful to discriminate between lakes of differing climatic
regime and size. Meybeck (1995) identified five broad
climatic zones: deglaciated (including tundra and taiga bio-
mes); temperate (including wet taiga); dry and arid (subsum-
ing dry temperate, arid and savanna); desert; and wet tropics.

Closed basins, described as endorheic catchments, are
numerous in many parts of the world’s arid zones. Pans are
depressions associated with limited vegetation cover, local-
ised accumulation of water, localised salt development and
wind action (Goudie and Thomas, 1985). They differ from
classic closed-basin lakes, such as Qinghai in Tibet or
Turkana in East Africa (Yan et al., 2002), not only in terms
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TABLE 3.2. Lake by area and total area occupied by lakes of specific origin (Meybeck, 995)

Area of individual lakes

<I'km* 1-100 000 km* ~ >100 000 km®  Total (M km®)
Glacial/periglacial 0.244 1.033 0 1.277
Fluvial 0.050 0.168 0 0.218
Volcanic 0.000 0.003 0 0.003
Tectonic 0.015 0.504 (inc. Aral)  0.374 (Caspian) 0.893
Coastal 0.004 0.056 0 0.060
Solution/aeolian/mass movement  0.013 0.045 0 0.058
Total 0.326 1.809 0.374 2.509

B

Ladyslipper:
Lake

of size but, more importantly, in terms of mode of origin. As
discussed in Chapter 1, it is necessary to restrict discussion to
medium time and space scales of enquiry. Lakes between 1 and
100 000 km? in area, and timescales of tens to hundreds of
years, have been chosen, consistent with Fig. 1.1 in Chapter 1.
Lakes smaller than 1 km? are extremely variable in their behav-
iour and fail to integrate landform and landscape systems; as it

FIGURE 3.1. Glacial lakes in
Cascade Mountains, British
Columbia, illustrating glacially
overdeepened lakes and high
limnic ratio.

happens, there is only one lake (the Caspian Sea) that is larger
than 100 000 km? in area.

3.2.3 Summary

In the absence of human intervention, lakes and wetlands
can be differentiated in terms of mode of origin, climatic
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zone and surface area. The limnic ratio is highest, by one
order of magnitude, in landscapes that have been recovering
from continental glaciation during the last 20 ka. In other
landscapes, the limnic ratio is controlled by the mean water
balance, which is itself a function of the regional hydro-
climate, and the presence of large tectonically controlled
lakes, such as the Caspian and Aral seas. Differentiation by
area is important for a number of reasons:

e shallow small lakes are transitional to wetlands and
should be considered in the context of wetland land-
scapes, rather than as individual lakes;

e small lakes are highly variable in their response to hydro-
climate and fail to integrate a consistent landscape signal;

e wetlands and lakes in arid regions are especially vulner-
able to human activity and global warming; and

e lakes in high-relief regions are vulnerable to high rates of
sedimentation and earthquake-induced slope failures
which form new, but often short-lived lakes.

3.3 The lake catchment as geomorphic
system

Lakes contain water, biota and sediment from a large
variety of sources (Fig. 3.3). These sources can be broadly

FIGURE 3.2. Periglacial lakes and
ponds in Tuktoyaktuk Peninsula,
District of Mackenzie, Northwest
Territories, Canada, a region
underlain by permanently frozen
ground, illustrating shallow unstable
lakes, highly sensitive to temperature
changes. This deglaciated zone has an
exceptionally high limnic ratio. (See
also Plate |4 for colour version.)
(Data available from USGS/EROS,
Sioux Falls, SD.)

divided into allochthonous (from outside the lake, and
including both terrestrial and atmospheric inputs) and
autochthonous (from within the lake itself). Lake catch-
ments have well-defined spatial limits; these spatial limits
have remained relatively unchanged over Holocene time,
and it is anticipated that they will remain essentially con-
stant over the next century. Lake catchments exist at all
spatial scales. The number of lake catchments in the land-
scape varies according to region and they are most numer-
ous in deglaciated regions, such as tundra and taiga biomes
(see Section 3.2 above and Chapter 13).

Oldfield (1977) proposed that the lake catchment system
is a useful methodological unit for sediment-based ecolog-
ical studies since the quantity and quality of sedimentary
deposits contained within a lake are an integrated function of
basin dynamics. This lake-sediment-based framework for
reconstructing past sediment transfer processes and histor-
ical sediment yields for lake basins has subsequently been
advocated by Dearing et al. (1987), Kashiwaya et al. (1997),
Smol (2002) and many others. Last and Smol (2001) explic-
itly confirm the value of lake-sediment-based research in the
context of whole catchments. Considerable progress has
been achieved in understanding past environmental change
from the evidence of lake sediments. But the extent to which
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FIGURE 3.3. Allochthonous and autochthonous sources of materials in lake catchments (modified from Smol, 2002).

this information will provide a reliable guide for future
environmental change is uncertain, especially because of
the accelerating land use and land cover changes which are
generating a ‘no analogue’ condition.

3.3.1 Catchment controls

Foster et al. (1988) developed a sediment yield and budget
model within a lake catchment framework which describes
the coupled lake and catchment systems by means of a flow
diagram. The forcing variables climate and human activity
act independently on the subsystems hillslope, channel and
floodplain (the catchment system) and delta, open water
and bottom sediments (the lake system). A third driver,
relief, has been added in order to interpret spatial variability
in lake catchment response (Fig. 3.4).

The spatial variability of lake catchments is controlled
by regional climate and catchment area as well as relief,
local hydroclimate and human activity. These variables are
seen to affect hillslopes and collectively influence weathering
rates, hydrological processes, mass movement, soil erosion,

vegetation cover and land transformation. Sediment produc-
tion, sediment transfer rates and sedimentation in channels
and floodplains are distinctive to each lake catchment system.
The lake system receives sediments from the catchment sys-
tem and the sediments are distributed across deltas, through
open water and deposited as bottom sediments. There is also
throughput of water and of sediments, the amount of which
depends on the trapping efficiency of the lake.

Temporal variability of lake catchments is controlled
primarily by hydroclimate and human activity because, at
the scale of 100 years or less, catchment relief and area are
constant and the regional climatic zone is relatively con-
stant. Variation through time of biogeochemical processes
is also important in lake catchment systems. In Lake Baikal
sediments, for example, high rates of chemical weathering
in the catchment were found during interglacial periods;
and crustal weathering and soil formation in the catchment
were enhanced under warm climatic conditions (Sakai
et al., 2005). Under present conditions, human alteration
of flow regimes; alteration of water stored in lakes, rivers
and groundwater; and introduction of pollutants and
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FIGURE 3.4. A geomorphological
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lake catchment model (modified
from Foster et al., 1988).
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nutrients into waterways, land use change, and overexploi-
tation of resources are thought to be the major catchment
controls on lakes (Beeton, 2002).

3.3.2 Relief, catchment area and regional
climate

The effect of relief on lake catchment spatial variability can
be assessed by examining lake responses in regions of
variable relief typology (see Plate 7). Meybeck et al.
(2001) propose nine relief types from plains (1) to high
and very high mountains (9). Lake catchments in high and
very high mountains (elevations in excess of 2500 m above
sea level and local relief ranges greater than 300m 5km ")
are strongly influenced by the behaviour of snow, ice and
permafrost, and experience rapid sedimentation in response
to intense precipitation and rapid runoft. Meybeck’s regional
climatic zonation, which was introduced with respect to lake
behaviour, is an equally important consideration with
respect to total lake catchment response (Meybeck, 1995).

|:| Fluvial/limnic subsystem
. Forcing variable
O System gain/loss

- Throughput water/sediment

p=d Subsystem interactions

The presence of glaciers has a strong influence on the rate of
sedimentation in lake catchments (Hallet ez al., 1996).

Deltas and fans are distinct morphological features
that provide information on the amount and rate of coarse
clastic sediment delivered to a lake. In the example of
Lillooet Lake delta, Coast Mountains of British Columbia,
rates of advance of the delta front have been recorded over a
150-year period (Gilbert, 1975) (Fig. 3.5). Hinderer (2001)
has analysed suspended load, bedload and rates of delta
growth in a number of European alpine lake catchments.
He demonstrated a close correlation between contemporary
delta sediment growth and catchment area in 12 lake catch-
ments and also showed that elevation and slope of catch-
ment were the main drivers of rates of lake sedimentation in
20 lake catchments.

Lake catchments in plains (elevations below 500 m above
sea level) and undulating relief are generally less active in
terms of sediment delivery. In warm, tropical environments,
however, geochemical processes of soil formation and within-
lake sediment and solute transformations are significant.
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FIGURE 3.5. Lillooet Lake delta,

illustrating rapid delta growth in a
~_ glacierised mountain lake, Coast
Mountains, British Columbia
(modified from Gilbert, 1975).

FIGURE 3.6. Relative magnitude of
change between low or baseline
sediment flux and maximum
sediment flux (dimensionless ratio
Smax/Smin) plotted against lake
catchment area (km?) (from
Dearing and Jones, 2003).
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Foster et al. (1990) showed that specific sediment yield to
lakes in northwestern European lake catchments is inversely
related to catchment area. This finding for lakes confirms the
conventional plot of decreasing specific sediment yield with
increasing basin area in fluvial systems. The effect is com-
monly explained as a function of the fact that larger catch-
ments have more storage areas in which to trap sediment than
smaller catchments. By contrast, Schiefer ez al. (2001) exam-
ined 70 lake catchments, varying in size from 0.9—190 km?, in
the Skeena region of northwestern British Columbia and
showed a direct relation between specific sediment yield
and catchment area in that region. Their study confirms for
lake catchments the conclusions reached by Church and
Slaymaker (1989) for fluvial suspended sediments in the

2 46 107

postglacial environment of British Columbia (see Chapter 2
for further discussion).

3.3.3 Variability and lake catchment behaviour

Beyond the question of how much sediment moves through
the lake catchment system, Dearing and Jones (2003)
asked the question whether the relative magnitude of change
in lake catchments is a function of basin area. They showed
(Fig. 3.6) that indeed the parameter S,x/Smin achieved max-
imum values in small, highly disturbed catchments, where
Smax 18 the maximum sediment accumulation rate in a record
sustained over at least 10100 years and S,,;, is the lowest,
pre-human impacts flux in the same record. The data suggest
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that the upper limit of the distribution is associated with
mountainous landscapes, humid climate (especially at low
attitudes) and intense human impact. The important imp-
lication of this analysis is that the relative magnitude of
sediment fluxes generated by disturbances in headwaters is
expected to be greatly attenuated in downstream reaches.

3.3.4 Coupling of temporal and spatial scales

Dearing and Jones (2003) also take a different approach to
the scale problem by examining the coupling of temporal
and spatial scale in records of global lake sediment flux.
Results from small-medium catchments show that, during
the Holocene Epoch, climate has been largely subordinate to
human impact in driving long-term sediment loads (though
the evidence for short-term climate impacts is also clear).
The rise in sediment delivery following major human impact
is typically 5-10 times that under undisturbed conditions.
For larger catchments (greater than 1000 km?) modern fluxes
lie close to long-term averages. Dearing and Jones make a
systematic analysis of the relative magnitude of temporal
change in sediment flux in different catchment sizes and
demonstrate a global trend where relative changes diminish
with increasing catchment size. Large catchments with
effective storage zones and very slow reaction times
lead to weaker levels of spatio-temporal coupling. The
important practical conclusion from the work of Dearing
and Jones (2003) is that it makes no sense to compare
results from lake catchments of greatly differing spatial
scale over different temporal scales.

3.3.5 Summary

As noted in Chapter 2, relief at all spatial scales promotes
variability in hydroclimate and runoff. The most prominent
effect of relief is to increase the absolute rate of landscape
change. As a global generalisation, the combined effect of
relief and runoff explains approximately 60% of the var-
iance in denudation rates. Nevertheless, it must be borne in
mind that sediment availability, especially in recently gla-
ciated environments, can override the effects of relief in
small- to medium-scale lake catchments.

The absolute rate of infill of lake depressions is controlled
by the extent to which rivers and their adjacent slopes are
actively interconnected and the availability of sediment, as
well as the relief. It is therefore, in general, impossible to
come to definitive global conclusions on denudation rates
from small to medium lakes by the volume of sediment they
contain. For this reason, some of the smallest mountain
lakes, with almost no sediment input, can anticipate greater
longevity than larger downstream lakes.

3.4 Internal lake processes

Sedimentation in lakes can be dominated by either phys-
ical, chemical or biological processes. Open lake systems in
humid regions can be characterised as having four main
types of sediments: clastic, carbonate, biogenic silica and
organic matter.

3.4.1 Physical mixing

Lake waters tend to become thermally or chemically strati-
fied, either permanently or seasonally. From a sedimento-
logical perspective, the stratification has bearings on the
fate and distribution of the material dissolved and sus-
pended in the water mass. The stratification of the water
and possibilities for the overturning of the stratification
depend on the unique property of water to assume its
maximum density at +4 °C.

Tropical lakes are temperature stratified with colder,
heavier water near the bottom. Vertical mixing of the lake
waters is therefore impossible (oligomictic). In temperate
climates, surface lake water is warmer and less dense than
deeper water during the summer, but during the winter,
when surface water cools, it may reach and surpass the
densities of water at depth. Hence vertical mixing of the
whole water body will occur at least once and sometimes
twice every year (monomictic or dimictic). The net effect of
this stratification is illustrated in Fig. 3.7. Complications
occur when bottom waters are more saline than surface
waters (meromictic). In these cases the bottom waters
become stagnant and oxygen and nutrients are depleted.
If this stratification continues for several thousand years,
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FIGURE 3.7. Classification of thermal lake types with latitude and
altitude (modified from Wetzel, 1975).
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laminated muds, rich in organic matter, will accumulate.
By contrast, in those lakes with regular mixing, the water is
well oxygenated and biogenic production of diatoms and
algae occurs.

3.4.2 Biological activity

Biological activity in lakes is influenced by the degree of
nutrient enrichment, a statistic which defines the trophic state
of a lake. The degree of nutrient enrichment varies from
being low in oligotrophic high-latitude or mountain lakes
to being very high in shallow eutrophic lakes. In shallow
eutrophic lakes the level of biological and chemical oxygen
demand may exceed the capacity of the lake to supply
dissolved oxygen and oxidise the organic material. Partly
degraded organic material then accumulates on the lake
floor. This organic material is supplied by lake plankton,
bottom- and shoreline-dwelling organisms and by debris
carried in by rivers from the drainage basin. Eutrophication
affects water clarity and large plant growth. In addition to
compounds containing carbon and hydrogen, sediments may
accumulate organic sulphides, biogenic silica or calcium
carbonate. The main natural factors influencing lake trophic
state are: soils/geology, phosphorous concentration, lake
depth and flushing. Human activity accelerates the process
of eutrophication through wastewater disposal, agricultural
practices and urban runoff.

3.4.3 Chemical activity

Lakes act as large reaction vessels for a variety of chemical
processes. Hydrologically closed lakes (called endorheic
systems) have no outflow. Water levels of such lakes may
fluctuate considerably and provide a sensitive indicator of
changing hydroclimate from the differing positions of their
past shorelines. During longer time periods, precipitation of
salts occurs and there is a predictable sequence of chemical
pathways followed as a function of the nature and concen-
tration of solutes entering the lake, the amount of evaporitic
concentration and the removal of chemical species by burial,
regradation and precipitation of minerals. The most common
ions in lake waters are Ca>Mg>Na > K and HCO3; > SO, > Cl
(where > means ‘is greater than’). In waters of this type, a
typical concentration sequence might include precipitation
of calcite followed by precipitation of gypsum and finally
mirabilite precipitation. Ephemeral or playa lakes contain
highly concentrated brines. Such endorheic lakes produce
a variety of precipitates, whether carbonate, sulphate or sodic,
depending on the lithological characteristics of their basins.
Classic examples of such lakes include the Caspian and Dead
seas, Great Salt Lake and lakes Chad and Eyre. Lakes with

significant biogenic sediments are transitional between over-
supplied and sediment starved conditions. They produce
predominantly biogenic carbonates (calcium rich) and
opaline silica (silica rich), such as Lake Baikal, in Russia.

3.4.4 Sedimentation processes

Sedimentation processes are closely related to the internal
flow patterns and bathymetry of the lake basin, which
influence the hydrodynamic regime of the lake (Hékanson
and Jansson, 1983). River inflow, winds and atmospheric
heating are the major energy inputs which are controlled by
lake morphometry, relief of the surrounding terrain and the
prevailing hydrologic regime of the lake. In the river mouth
zone of lakes, the rapid change of hydraulic conditions
results in deposition of the coarse sediment load in a delta
and river plume dispersion of finer-calibre sediments
beyond the delta. Studies of delta sedimentation indicate a
high degree of spatial variability in sedimentary character-
istics, reflecting the complex and dynamic hydraulic mech-
anisms occurring in the delta area (Gilbert, 1975).

There is commonly a transition zone between delta front
and mid-lake which is characterised by subaqueous slump-
ing and sediment surges; sampling of sediment in this zone
may produce complex and unrepresentative sedimentary
signals. Mid-lake spatial sedimentation patterns are con-
trolled by river inflow dispersion processes which are more
predictable. Density contrasts between the inflowing river
water and the vertical density distribution of the lake water
produce distinctive inflow plumes. Where river water den-
sity is less than lake water density, a vertically restricted
‘overflow’ occurs; where river water density is intermediate
between lake surface and lake bottom waters, ‘interflow
occurs and where river water density is greater than lake
water density, ‘underflow” occurs.

The implications of these density contrasts for the nature
of lake sedimentation are fundamental. River inflow mixing
patterns usually fluctuate seasonally between overflow,
interflow and underflow, leading to mixed depositional
processes. River inflow patterns may also vary over time
due to changing catchment conditions such as upland sedi-
ment supply, downstream storage capacity and lake inflow
configuration. Overall sedimentation rates, mean rhythmite
thickness and the grain size of inorganic materials generally
decrease along a central transect from the lake inflow point.
High spatial uniformity is observed in central, flat-lying
lake basins, a phenomenon which is called ‘sediment focus-
sing’ (Schiefer, 2006) and which allows sampling of repre-
sentative sedimentation sequences beyond a critical distance
from the delta front (Evans and Church, 2000). Continuous
stratigraphic records are normally sought and it is therefore
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TABLE 3.3. Lakes by area and total area of lakes in each climatic zone (Meybeck, [995)

Area of individual lakes

<l km®> 1-100 000 km*> >100 000 km®> Total (Mkm?) Limnic ratio
Deglaciated 0.229 1.018 0 1.247 6.9
Dry temperate/savanna  0.015 0.213 0.374 0.602 0.54 (ex-Caspian)
Wet temperate 0.020 0.168 0 0.188 0.7
Wet tropics 0.039 0.184 0 0.223 0.9
Desert 0.000 0.127 0 0.127 0.27 (ex-Aral)
Total 0.303 1.710 0.374 2.387

also necessary to differentiate between lake zones of accu-
mulation, transportation and erosion. This distinction is
based on a water depth threshold.

Lakes dominated by mineral sediments, which are the
lakes that figure most prominently in the geomorphic liter-
ature, often reflect the influence of relief, rock type and
hydroclimate. Proglacial and mountain lakes are largely
characterised by high clastic sedimentation rates and short
lifetimes. Lakes with marked seasonal changes of sedimen-
tation tend to produce alternating coarse (summer or storm
period) and fine (winter or quiet period) couplets, called
‘varves’. Varves are commonly assumed to be annual but
this is by no means always the case; it is safer to refer to
such sediments as rhythmites unless the annual frequency
of the events can be confirmed independently.

3.4.5 Summary

Physical mixing of lake waters and biological, chemical and
sedimentation processes in lakes create a complex within-lake
environment. Physical or clastic sedimentation dominates in
high-latitude and high-altitude lakes (where chemical and bio-
logical activity may be relatively low) and in lakes with high
relief either of drainage basin or lake floor (Rust, 1982).
Climatic zone (Table 3.3) and geomorphic stage of lake
are also important factors in lacustrine deposition (Fig. 3.8).
The end members of evaporitic precipitation relate to arid
climates, organic precipitation to tropical and temperate cli-
mates, and clastic accumulation to low productivity non-arid
climates, such as high latitudes and mountains. Secondary
influences relate to the stage of evolution of the lake and its
catchment. For example, arid or temperate lakes become
(respectively) increasingly dominated by evaporitic or organic
accumulation as their lake catchments are worn down.

3.5 Hydroclimate changes and proxy data

Although instrumental measurements and observations
from the past are most important, they are rarely available
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FIGURE 3.8. Model for lake sedimentation in relation to climatic
environment and geomorphic stage (modified from Rust, 1982).
Arrows indicate trends of sedimentation in arid, temperate and

tropical lakes as they evolve.

or of sufficient quality or duration. Comparison of dis-
turbed lake catchments with natural lake catchments
in similar climatic and relief zones, and of comparable
area, allows the researcher to infer a temporal sequence
of events, from natural to disturbed lake catchment. The
technique has been applied most satisfactorily in lake
acidification experiments, comparing anthropogenically
fertilised lakes with natural lakes (e.g. Schindler, 1974).
In watershed hydrology, the paired watershed approach
is a similar methodology, where, for example, harvested
and pristine forested lake catchments are compared in
terms of water and sediment balances (see Chapter 12
for further discussion). There are many problems with
ensuring an acceptable level of similarity between
two lake catchments. For these and other reasons,
almost all hydrological processes inferred from the sedi-
mentary record are determined from proxy evidence
(Table 3.4).



Vegetation cover
[ Arctic or alpine tundra
I Tundra-steppe
Taiga
I Boreal forest
(southern taiga)
I Mixed temperate forest
Il Deciduous temperate forest

Xerophytic or
Mediterranean woodland

[ Steppe

I savanna

[ | Tropical/equatorial forest
Arid area

Il Mangrove

B Wooded steppe/
wooded savanna

[ Loess
Sand
[ Glacier/ice cap

Permafrost
Continuous
[=]Discontinuous

0 Rock and lce
Tundra
[ Boreal Forest\Taiga
I Temperate Conifer Forest

[ Temperate Broadleaf,
Mixed Forest

I Temperate Grasslands,
Savannas, Shrublands

I Mediterranean Forest,
Woodlands, Scrub

Montane Grasslands, Shrublands
[ Flooded Grasslands, Savannas

I Tropical, Subtropical Grasslands,
Savannas, Shrublands

[ Deserts, Xeric Shrublands
I Tropical, Subtropical
Conifer Forest
I Tropical, Subtropical
Dry Broadleaf Forest
Il Tropical, Subtropical

Moist Broadleaf Forest
I Mangroves

Glacial |mu_r:nf

PLATE 2. The Holocene Optimum (8 % | ka BP) (from Petit-Maire and Bouysse, 1999).

Contemporary biomes

PLATE 3. Map of world biomes (Source:

www.worldwildlife.org/science/ecoregions/item 1267 .html).
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PLATE 4. Projected changes in temperature and precipitation. Multi-model mean changes in surface temperature (°C, left), precipitation
(mm day™', middle) and sea level pressure (hPa, right) for boreal winter (DJF, top) and summer (JJA, bottom). Changes are given for
the SRES AIB scenario (Appendix |.I) for the period AD 2080-2099 relative to AD 1980—1999. Stippling denotes areas where the
magnitude of the multi-model ensemble mean exceeds the inter-model standard deviation (from Meehl et al., 2007).

molswre PLATE 5. Projected changes in
global hydroclimate and runoff.
Multi-model mean changes in (a)
|\ precipitation (mm day™"); (b) soil
. moisture content (%); (c) runoff
@/ " (mm day™"); and (d) evaporation
(mm day™"). Regions are stippled
where at least 80% of models agree
on the sign of the mean change.
Changes are annual means for the
SRES AIB scenario (Appendix |.1)
for the period 2080-2099 relative to
1980-1999. Note that runoff from
the melting of glaciers and ice sheets
is not included in these calculations
(from Meehl et al., 2007).
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PLATE 6. The human footprint on Earth. Human impact is expressed as the percentage of human influence relative to the maximum influence
recorded for each biome. Data include human population density, land transformation (including global land cover, roads and cities), electrical
power infrastructure (NOAA night-lights data) and access to the land (via roads, navigable rivers and coastline). (Map created from data
downloaded at www.ciesin.columbia.edu/wild_areas from the Human Footprint data set generated by the Center for International Earth
Science Information Network (CIESIN) at Columbia University and The Wildlife Conservation Society (from Kareiva et al., 2007).)
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PLATE 7. Mountains of the world. Global distribution of: (a) relief roughness (m km ~') and (b) two aggregated relief types, defined in
terms of elevation band and local elevation range (modified by Pamela Green from Meybeck et al., 2001).

PLATE 8. Two dam sites in the Austrian Alps (from Beckel and
Zwittkovits, |981). Upper Kapruner valley, Salzburg Province,
with two reservoirs, Moserboden and Wasserfallboden. (Also
shown as Fig. 2.17 within the text.)
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PLATE 10. Mountain classes and major mountain ranges in

Tajikistan (classes as defined in Section 2.1.1). (SRTM data analysis

PLATE 9. Mountain classes and major mountain ranges in British by Dori Kovanen, 2007.)

Columbia (classes as defined in Section 2.1.1). (SRTM data analysis
by Dori Kovanen, 2007; see Appendix 2.3.)

KEY FOR PLATES 9,10,11,12

Class 0 (0-500 m

and LER <300 m)

Class 1 (low mountains,
500-1000 m and LER >300 m)

[ Class 2 (mid-elevation mountains, Eritrea
1000-2500 m and LER >300 m)

Czech Re|
I Class 3 (high mountains, P »
2500-4500 m and LER >300 m) :
s
B class 4 (very high mountains, Ye ) . +_ =/ Djibouti
>4500m and LER >300 m) - ot Vienna Slovakia ;"} R
Germany
 Peripheral
. . Lowlands
Hungary ) lands-
Somalia
Italy /
: - -
Slovenia s 07700 km
0 100 km
PLATE | 1. Mountain classes and major urban centres within the PLATE 12. Mountain classes and major mountain
Austrian Alps (classes as defined in Section 2.1.1). (SRTM data regions of Ethiopia (classes as defined in Section 2.1.1).
analysis by Dori Kovanen, 2007.) (SRTM data analysis by Dori Kovanen, 2007.)

In 1975 slopes on this escarpment were
severely degraded by livestock. Recently
terraces have been built on the steep
slopes, stone bunds on agricultural land
and stock routes carefully delineated. In
the background there is an increase in
number of homesteads, noticeable
improvement to vegetation around
homesteads and a major forest is new on
previously degraded land.

Landscape interpretation
Visible erosion
+ Overall assessment
+ Vegetation
Gully erosion
+ Sheet and rill erosion
+ Management of farmland
+ Management of other land

Soil loss by sheet and rill erosion
100

(Assessment of relative
change, whereby the

- situation in 2006 is 50
expressed as a percentage

of the situation in 1975)

PReo© ]am‘r‘N'yssen

1975 2006

PLATE 13. Evidence of improved landscapes in Ethiopia (after Nyssen et al., 2007; Munro et al., 2008).
Landscape interpretation of time lapse photography and estimates of soil loss by sheet and rill erosion.
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Lake
Dian-chi

PLATE |4. Periglacial lakes and ponds
in Tuktoyaktuk Peninsula, District of
Mackenzie, Northwest Territories,
Canada, a region underlain by
permanently frozen ground,
illustrating shallow, unstable lakes,
highly sensitive to temperature
changes. This deglaciated zone has
an exceptionally high limnic ratio.
(Also shown as Fig. 3.2 within the
text).

PLATE 15. False-colour image of
Lake Dian-chi and its catchment,
Kunming, Yunnan, illustrating the
combined impact of urbanisation and
intensive agriculture on lake water
quality.




PLATE 16. Photograph of the beach and foredune system at
Greenwich Dunes, Prince Edward Island, Canada taken from
a fixed camera mounted on a mast on the foredune crest
(photograph taken on 18 October 2007 with vegetation cover
at a maximum). (Also shown as Fig. 5.12a within the text.)
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PLATE 17. Development of a parabolic dune in a transgressive
dunefield, New South Wales coast, Australia: photograph of the
active slip face of the parabolic dune showing burial of vegetation.
(Also shown as Fig. 5.15b within the text.)

PLATE 18. The Danube Delta.
(Also shown as Fig. 5.16 within
the text.)



(a) Late-Atlanticum (6100 BP) (b) Subboreal (4100 BP) (c) Subatlanticum (AD 1000-1200)

|7 Coastal dunes and
beach walls

[ Clay and mudflats

[ Peat areas
Riverine deposits
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] Open water

(fresh or salt)
[ Pleistocene deposits
North and South
Holland coast (Den
Hedler at the North,
Haarlem in the middle
and Hoek van Holland
in the South

" Disregarded

PLATE 19. Development of the Netherlands during the Holocene (modified from Zagwijn, |986).

PLATE 20. Prograded barrier at Tuncurry, 220 km north of Sydney, southeastern Australia, where
progradation has averaged 0.3 m a”' over the past 6 ka. (a) Aerial view of the 2-km wide barrier extending
I'1.5 km alongshore between headlands (© NSW Department of Lands, 2008), showing transect for
section featured in Fig. 6.6a; (b) view to south with barrier in foreground and prominent headlands that
have blocked alongshore supply of sand to the barrier, ensuring that the lower shoreface has been

the exclusive sand source for barrier growth during the past 6 ka under conditions of stable sea level
(photograph by Andrew Short).

PLATE 21. A soft eroding cliff at Alum Bay, Isle of Wight, UK
(photograph by Robert Nicholls).



Fringing reef, Lizard Island, Great Barrier Reef, Australia.

__—

Platform reef, Lady Elliot Island, Great Barrier Reef, Atoll reef rim and islands, Tarawa Atoll, Kiribati.
Australia.

Emergent reef flat exposed at low tide, Majuro Atoll, Coral cover on reef platform (2 m deph), Nadi Bay, Fiji.

Marshall Islands.

Densely urbanised reef platform island, Male, Maldives,
Indian Ocean.

S
Multiple overwash layers contributing to island building
on a Maldivian reef island since 2003.

PLATE 22. Images of coral reef landforms:

(a)—(d) differences in geomorphic state of reefs;

(e)—(g) sediment overwash deposition on island margin; and
(h) example of anthropogenic modification of reefs.

(Also shown as Fig. 7.1 | within the text.)



PLATE 23. Erosional impacts of oil
palm cultivation at Danum, Sabah.

PLATE 24. Longitudinal dunes in the
Kalahari near Upington, South Africa
(photograph by Michael Meadows).
These dunes are thought to be close
to the threshold of reactivation.
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PLATE 25. Population growth in selected desert and desert margin
cities (from UN Population Division of the Department of
Economic and Social Affairs, 2006, 2007).

PLATE 26. Fluvial system response to climate change: Long Valley
Creek, Great Basin Desert, Nevada. Note Holocene aggradation
(dated by Mazama Ash) and historical (twentieth-century)
incision.
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PLATE 27. Global dust hotspots (from Engelstaeder and Washington, 2007).

PLATE 28. Dust plume emanating from the western Sahara in the
boreal winter, driven by intense trade winds.

—
PLATE 29. Examples of (a) relict, (b) dormant and (c) active dunes
in the Gran Desierto, Mexico.

—
c) ‘



PLATE 30. Ridaura stream at Platja d'Aro (Girona, northeast Spain)  p| ATE 3| . Ridaura stream at Platja d’Aro (Girona, northeast Spain)

during the dry season (photograph by Maria Sala). during a flash flood event in which flood waters extended along
the coastal plain near the stream outlet (photograph by Water
Authority, by kind permission).
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PLATE 33. A burnt slope in the Cadiretes Massif, Catalan
PLATE 32. Pan-European Soil Erosion Risk Assessment (PESERA) (from Coastal Ranges, northeast Spain (photograph by Maria
http://eusoils.jrc.it/ESDB_Archive/pesera/docs/EROSIONA4.pdf). Sala).

PLATE 34. Dehesa landscape in Caceres, Extremadura, Spain PLATE 35. Soil salinisation near Perth, Australia (photograph by
(photograph by Maria Sala). Maria Sala).



Biomes

[0 Temperate Broadleaf,
Mixed Forest

Il Temperate Conifer Forest
I Temperate Rangelands
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PLATE 36. Map of land cover categories in the mid-latitude zone.

PLATE 37. Formerly forested

areas that have been converted

to agriculture in the upper reaches

of the Salween River basin,

northwestern Yunnan Province,

China. Note that little sediment

appears to be coming to the

river from dispersed agriculture,

whereas the landslides in the

lower right photograph all emanate

from hillslope trails.

(a) Agricultural land use adjacent to
river;

(b) and (c) agricultural land
buffered by riparian forest;

(d) landslides initiated by trails
supply sediment directly to
river.

PLATE 38.

(a) Epic levels of landslide erosion
along the newly constructed
Weixi—Shangri-La road in
Yunnan, China;

(b) High level of connectivity of
landslide sediment with a
tributary of the Mekong River.
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PLATE 39. Predictive tools for future land management of permafrost regions. Projected by 2050 changes
in the depth of seasonal thawing (per cent from modern) under five climatic scenarios: (a) CCC,
(b) ECHAM, (c) GFDL, (d) HadCM3 and (e) NCAR (from Walsh et al., 2005).
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PLATE 41. Collapsing palsas and thermokarst ponds in subarctic
Québec (from F. Calmels, CEN, Université Laval).

124°0E

PLATE 40. Landsat-7 satellite image map (RGB colour bands
5—4-3) of thermokarst landscape on Lena Delta terraces, Siberia.
First terrace (active floodplain) in the east, with channels and
oxbow lakes; second terrace to the north, with nicely oriented
thermokarst lakes; third terrace in the south, with circular
thermokarst lakes that developed in very ice-rich permafrost
deposits (from G. Grosse, Permafrost Laboratory, UAF, 2007-08).



PLATE 42. Geocryological hazard map (from Anisimov and Reneva, 2006). |, 2 and 3, regions with low,
moderate and high potential threat to infrastructure due to permafrost thawing. The map was constructed
using the GFDL climate scenario for 2050.
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PLATE 43. Geomorphological services for future land management in sensitive
permafrost terrain: the case of the Salluit Community, Nunavik, North Canada
(Allard et al., 2004). Detailed map of surficial deposits and microforms associated
with permafrost instability.

Area not to be disturbed ~

PLATE 44. Map of recommended and not
recommended zones for building purposes
(same source and key as Plate 43).



PLATE 45. Composite satellite
image of Antarctica showing the
main ice domes of East and West
Antarctica, the ice shelves of
the Ross Sea and Weddell Sea
embayments and the Antarctic
Peninsula extending towards
southernmost South America.
The dark areas are mountains
protruding above the ice and
coastal oases. The sea ice extent
represents winter conditions.
The land ice is from AVHRR
imagery and sea ice from
Seawinds imagery. (Courtesy
NASA/Goddard Space Flight
Center, Scientific Visualization
Studio.) (Also shown as Fig. 14.1
within the text.)
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PLATE 46. The present subglacial topography of Antarctica showing the continent and mountains
of East Antarctica and the archipelago of West Antarctica. This is the idealised view of Antarctica
if you remove the ice, maintain present sea level and ignore any isostatic adjustment (from Lythe

etal., 2001). (Also shown as Fig. 14.3 within the text.)



PLATE 47. The fjord coast of southern Chile and the
adjacent glacierised Andes Mountains contrast with
the Patagonian lowlands of southern Argentina. The
mountains were formed along the boundary where
two plates have collided. The denser oceanic Nazca

plate which underlies the Pacific Ocean is being
pushed under the lighter continental South

American plate. This results in a geologically active

region with many geomorphic hazards (NASA
Visible Earth imagery; credit Jeff Schmaltz; http://
visibleearth.nasa.gov/view_rec.php?id=8245).

PLATE 48. The community of
Gilchrist, Texas, on the Bolivar
Peninsula between eastern
Galveston Bay and the Gulf of
Mexico, was almost totally
destroyed by the US landfall of
Hurricane ke on |13 September
2008. The geomorphological
damage has been described as
landscape ‘scarring’, affecting
over 400 km of the Gulf
coastline (photograph: David

J. Phillip — Pool/Getty Images).

PLATE 49. Hurricane lke as seen
by Houston/Galveston radar just
before landfall at 06:07 UTC,

13 September 2008. At US
landfall, Ike was a category

2 hurricane with winds of

175 km hr™'. Total estimated
property damage was US$27
billion (2008 prices), making lke
the third costliest hurricane in
US history, after Katrina (2005)
and Andrew (1992) (image
courtesy of National Weather
Service, Houston/Galveston,
NOAA Research).

PLATE 50. Mt. Kilimanjaro, showing Kibo Peak
(5985 m a.s.l.) with larger glacier area, and
Mawenzi Peak (5148 m a.s.l.) to the west.
Encircling the peaks is the reddish-brown of
Kilimanjaro’s cold desert. A second ring of
blackish-brown is the zone of mountain grass
and moorland. The transition from brown to
green denotes the treeline ecotone and further
changes in the shades of green mark the
transition from mountain forest to cultivated
areas. The savanna landscape at lower levels is
inhabited by the pastoral tribe of the Masai
(Landsat Multispectral Scanner, 24 January
1976; © NASA 1D20367-06582.)

PLATE 51. (a) Las Vegas in

AD 1972; (b) Las Vegas in AD
2000, showing the huge urban
expansion into the desert of
southern Nevada. The area
around Las Vegas belongs to
the Ridge and Valley Province of
the Great Basin. The mountain
ridges run north—south and the
intervening valleys are bajadas,
flanked by massive alluvial and
colluvial fans. The vegetated
areas result from artificial
irrigation with water from Lake
Mead behind the Hoover Dam
on the Colorado River.
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TABLE 3.4. Sample palaeohydrological processes inferred from proxy evidence

Proxy evidence

Hydroclimatic inference

Stratigraphy and past shoreline
Particle size, stratigraphy

Sediment laminations, rhythmites
Carbon, lead and caesium isotopes
Geochemistry, particle size, magnetics
Organic chemistry, isotopes
Inorganic/organic phosphorus
Diatoms

Enrichment of heavy isotopes

Lake level change, water balance

Flood events

Sediment accumulation rates

Sediment accumulation rates

Minerogenic particulate changes

Organic particulate changes

Changing weathering rates

pH changes, salinity changes

Water balance, lake water—groundwater interaction

Polychlorinated biphenyls, polycyclic aromatic hydrocarbons, lead Long-distance transport pollution

3.5.1 Proxy data

Lake catchments are a tool for understanding past physical
environments on the assumption (a) that current sedimen-
tation can be related to measurements of current drivers of
change and (b) that past sedimentation can be assumed to
respond to the same drivers in the same way. Proxy data are
physical, chemical or biological indicators of change
(Table 3.4) incorporated into the properties of the sediments
in the bottom of the lake. The objective of the use of proxy
data is to make a causal link between environmental sedi-
mentary responses, archived in lakes, with contemporary
observational data on geomorphic, hydrological or climatic
processes in the lake catchment. In this way past informa-
tion recorded in sediments has a possibility to be properly
interpreted (Burroughs, 2005). The relevance of palaco-
information for future prediction in lake catchment systems
is however much debated: it depends on both the resolution
of the data and the extent to which future changes of hydro-
climate and land use can be known.

Past shorelines as proxy for palaeo-water balance

Dry, temperate and arid climate zones with endorheic drain-
age provide examples of lake catchment systems that respond
most directly to water balance changes. The largest lake in the
world, the Caspian Sea, is one such highly responsive lake.
Lake level fluctuations at a variety of temporal scales, from
15 ka BP to the last century have been documented. This
record demonstrates the rapidity of the response of an endo-
rheic lake system to hydroclimate during the Holocene Epoch
(e.g. Kislov and Surkova, 1998) (Fig. 3.9). The high sed-
imentation rate of 1-10km Ma ', not to mention repeated
dislocations of the ice sheet meltwater drainage, make lake
levels difficult to interpret over longer timescales. Many
endorheic lakes, such as Great Salt Lake, Utah, the Dead
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FIGURE 3.9. Caspian Sea level variation at different time scales: (a)
Holocene; (b) the last 2 ka; and (c) modern changes (from Kislov
and Surkova, 1998).

Sea in Israel/Palestine/Jordan and Lake Eyre in Australia,
provide sensitive indicators of water balance changes from
their past shorelines.

Particle size and stratigraphy as proxy

for palaeo-precipitation

Particle size and its stratigraphic variations are often used as
a proxy for palaco-precipitation. The archive of sediments
of a 1.74km? lake in central Japan (Lake Yogo) has been
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FIGURE 3.10. Estimation of past precipitation. (a) A relation
between annual precipitation and mineral grain size; (b) estimated
annual precipitation during the past 1000 years (modified from
Shimada et al., 2002); and (c) instrumental-observed precipitation
in Korea (Wada, 1916; Korea Meteorological Administration:
www.kma.go.kr/intro.html).

used to link present and past environmental changes via
sediment particle size (Shimada et al., 2002). A linear
relation between particle size and annual rainfall was first
established using the past 100 years of rainfall instrumental
observations (Fig. 3.10a). This relation was then used to
reconstruct rainfall fluctuations over a 1000-year period
from fluctuation in lake sediment particle size (Fig. 3.10b).

This estimated rainfall fluctuation was then checked
against a 300-year instrumental observation record for pre-
cipitation in Seoul, Korea, on the reasonable assumption that
there is little difference in annual rainfall trend between Japan
and Korea (Fig. 3.10c). It was confirmed that the estimated
rainfall fluctuation at Lake Yogo has a similar trend to that
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FIGURE 3.11. (a) Fluctuations in sediment grain size and biogenic
silica content in Lake Baikal during the past 20 ka. Mineral particle
size is highly correlated with sediment discharge in the catchment
(H. Nakagawa, personal communication, 2000). (b) Fluctuation in
sediment grain size and biogenic silica in Lake Biwa during the past
20 ka. Mineral particle size is highly correlated with sediment
discharge in the catchment (K. Ishikawa, personal communication,
2004). Thick line, total sediment; thin line, inorganics; dotted line,
biogenic silica.

which obtained in Seoul over the period of record. This gives
some confidence that the estimated rainfall during the 1000-
year period is plausible. In a separate study, it was noted that
the Yogo lake sediments became coarser (higher per cent
coarse fraction and coarser mean particle size) around AD
700 (Shimada et al., 2002). This was interpreted as a change
from low water to high water inflow regime. More recently,
acceleration in sedimentation rate occurred following the
construction of an artificial channel which diverted water
from an adjacent drainage. In this case, the sudden increase
in lead in the sediments was an accurate proxy for the change
of sedimentation rate that occurred in 1960.

In the cases of ancient lakes, such as Lake Baikal in Russia
and Lake Biwa in Japan, robust relations between sediment
discharge and bottom sediment particle size have been estab-
lished for contemporary hydroclimatic conditions. Aota
et al. (2006) have described the recording of sedimentation
processes in Lake Biwa on a continuing basis. After the
drilling of a 200-m long core in Lake Biwa in 1971 this
first long sediment core sampling in ancient lakes established
terrestrial long-term environmental changes (Horie, 1984;
Kashiwaya et al., 1991). Figures 3.11a and 3.11b are the
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long-term proxy records for Lake Baikal and Lake Biwa
respectively, showing the close relations amongst particle
size, organic sediment content and biogenic silica. These
parameters are also correlated with the input of sediment
discharge.

Sediment laminations and rhythmites as proxies
Sediment deposited in Lillooet Lake, British Columbia
during a severe rainfall event in 2004, which produced the
largest floods in almost a century of record, is clearly
distinguished by changes in stratigraphy, colour, texture,
magnetic properties and organic content. These character-
istics can be explained by variations in lacustrine processes,
especially turbid underflow. The 2004 flood layers are also
clearly identified from 2004 non-flood layers and different
year layers by their quite different thickness. This suggests
that present observational records offer a means of assess-
ing the changing nature of extreme hydroclimatic events,
and their relation to more ubiquitous, lower-energy pro-
cesses (Gilbert et al., 2000).

Lacustrine varve deposits from 2 km? Green Lake, British
Columbia, covering a period of 70 years (1930-2000) were
analysed by Schiefer er al. (2006). They identified three
circumstances under which extreme sediment delivery coin-
cided with high discharge conditions and elevated sediment
availability:

e rapid glacier recession of the early twentieth century;
e late summer and autumn rainstorm-generated floods; and
e freshet floods caused by unusual snowmelt conditions.

They also noted the complexity of disentangling the effects
of hydroclimatic factors from the geomorphic effects of
landslides and channel changes.

Recent core-sediment-based reconstruction in Cheakamus
Lake, British Columbia reveals not only glacier advance
and retreat in the past millennium, but also seasonal floods
associated with present instrumental observation data
(Menounos and Clague, 2008).

Geochemical data as proxies

Lake sediment records also provide information about changes
in soil and catchment development via phosphorus geochem-
istry. Phosphorus is a limiting nutrient in terrestrial ecosystems
and is made available to catchments mainly through in situ
soil development processes. New phosphorus (P) is provided
by the weathering of mineralised P forms in rocks, which in
turn are converted to organic forms by plants and soil devel-
opment processes. By examining the fraction of P in miner-
alised, organic and occluded forms in lake sediment records,
soil development and catchment development in contributing
catchments can be inferred. A number of lakes in the southern

Coast Mountains have been examined and provide a consis-
tent regional history of soil and catchment development. Lake
sediments show a dominance of mineralised P forms in the
early (11-10ka BP) portion of the record, reflecting a
regional landscape dominated by bedrock and unweathered
glacial deposits just after ice sheet retreat. The landscape was
unstable and the rate of sedimentation was high (paraglacial
sedimentation) at this time. From 10 to 8.5 ka BP, an increase
in organic and occluded P formed in the lake sediments,
indicating increased soil formation and maturity. The interval
between 8.5 and 1 ka BP was marked by relatively constant
environmental conditions with progressive soil and ecosys-
tem development. The last 1 ka, coinciding with the Little Ice
Age, has seen a return to higher concentrations of mineralised
P and higher relative sedimentation rates (Souch, 1994;
Filippelli and Souch, 1999; Slaymaker ef al., 2003).

The use of geochemical data as proxies for environmen-
tal change can also be illustrated from sediments from lake
catchments in the Highlands of Scotland (Dalton et al.,
2005). They reveal that catchment processes, including
degradation of soils and post-industrial acidification of the
lakes, have had a strong influence on lake biota during the
late Holocene (Dalton et al., 2005).

Diatoms as proxies

Diatoms are only one of many algal indicators in lake
sediments, but historically they have been used extensively
for environmental reconstruction. Diatoms are often the
dominant algal group in most freshwater systems, frequently
contributing more than half of the overall primary production
(Smol, 2002). There are thousands of species of diatoms and
different taxa have different environmental tolerances and
optimal conditions. Assemblages change rapidly in response
to environmental change. Also the silica (SiO,) which forms
the skeletons of diatoms is generally resistant to decomposi-
tion, dissolution and breakage. Certain diatom taxa are closely
linked to the pH of lake waters, nutrient concentrations and
salinity (Battarbee et al., 2001) and many empirical indices
have been developed to infer lake water quality from them.
Ecologically sound and statistically robust inference models
have become available to reconstruct past lake water pH.

3.5.2 Models and limitations for prediction

The use of models in observational science encounters a
dilemma that was well stated by Oreskes et al. (1994), namely
that model verification is only possible in closed systems, in
which all the components of the system are established inde-
pendently and known to be correct. Real-world systems are
not closed, model predictions are not unique, model input
parameters and assumptions are almost always poorly
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known, scaling issues for non-additive properties are poorly
known and data themselves pose problems. In spite of these
limitations, models help us to recognise, describe and measure
the relation between proxy data from sedimentary archives and
water and sediment fluxes in lakes (Ochiai and Kashiwaya,
2003; Endo et al., 2005). Mathematical models can be helpful
for the quantitative understanding of processes in lake catch-
ment systems, but they do incorporate explicit assumptions
about causal relations in the catchments. Accordingly, their
usefulness for future prediction is vigorously debated, espe-
cially given the increasingly common notion that we are in a
‘no analogue’ situation since the rise of the human factor as the
major driver of environmental change.

As illustrations of the application of models in lake catch-
ment studies, models expressing the relation between sed-
imentation rate and erosion rate are discussed below. Firstly,
an experimental model based on instrumental observation
data is introduced; and secondly, a process model relating
mass transport rate to precipitation and catchment surface
properties is presented.

A short-term experimental model

for a lake catchment system

Following a study of sedimentation in the small lake catch-
ment Kawauso-ike near Kobe, Japan, a short-term experi-
mental model was introduced with the simple assumptions
that sedimentation rate in a lake (SR(?)) is proportional to the
size of external force (A(f)) (in this context hydroclimatic
conditions) and amount of erodible material in its catchment
at time ¢ (V(¢)) (Kashiwaya ez al., 2004). A sine function is
introduced in order to express the effects of seasonality on
erosion and the exponential decay term describes the way in
which the effect of a disturbance gradually dissipates. Then,
sedimentation rate is expressed by Kashiwaya ez al. (2004) as:

SR(¢) = ad(r)Vpe™J 40" (3.1)

where the erosion factor A(?) is a sine function of the form («
sin bt + ¢) and o is a constant proportionality factor which
physically resembles a delivery ratio. Numerical calcula-
tions varying the values of @ and ¢ produce a plot of relative
sedimentation rate versus relative time (Fig. 3.12a). This
model has been applied to the small lake catchment men-
tioned above. The relation between seasonal rainfall and
sedimentation rate fits reasonably well with the model
(Fig. 3.12b). It would be possible to adapt the model to
describe the effects of human activity on the lake catchment.

A process-oriented model for lake catchment systems
A number of small lake catchments in Japan and Korea have
been studied in terms of the relations between sedimentation

(@)

0.1 8

0.01 )

Relative sedimentation rate

0.001 I IR SN I TR T [N SR TR SR A ST ST S ST SR '

Relative time

—~
O
~

1000 T T T T

100

T T

Sedimentation rate (g cm2 d'1)

10
1995 1996 1997 1998

Year

1999 2000

FIGURE 3.12. (a) Numerical calculations for a short-term
conceptual model (thin solid line: a=0.3, ¢=0.5; dotted line:
a=0.15, ¢=0.25; thick solid line: a=0.01, ¢=0.02), and

(b) observed values (black square) and calculated results with the
model (dotted curve).

and seasonal rainfall. The model has been developed on the
basis of two assumptions:

e that lake catchment conditions in the ith region of the
catchment are approximately constant over a period of
decades; and

e that rainfall erosivity controls erosion.

Average sedimentation rate in the ith region of a catch-
ment (SR,) is then expressed as:

SR; = R; - f(P:)(P;AT) (3.2)
where R; is the erodibility of the ith region, f{P;) is a rainfall
erosivity function and P;AT is the average rainfall during
the interval AT for the ith region. In general, f{(P;) is exper-
imentally determined for each climatic zone. Here, exam-
ples from Japan and Korea are introduced (Fig. 3.13). For
the data obtained in this region, a power function is avail-

able of the form:
SR; = R (P;)(P;AT) (3.3)

where AP;,AT) = (P,AT)? and where b is a runoff factor. The
physical meaning of this equation is that a sediment yield is
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FIGURE 3.13. Relations between sedimentation rate and seasonal
rainfall in small pond-catchment systems in Japan (black circles,
black triangles) and Korea (open squares). Data were obtained by a
team from Kanazawa University and Korea Institute of Geoscience
and Mineral Resources (KIGAM).

the product of a basin erodibility factor and a forcing
function raised to the power of . This equation was applied
to some small pond catchment systems in Japan and Korea
(Fig. 3.13), showing that the model is appropriate for sim-
ple lake catchment processes. In this case R; takes the
values 0.015, 0.039 and 0.054, indicating a wide range of
catchment erodibility conditions, but the fact that b has a
small range from 0.7 to 0.8 suggests that the catchments
respond similarly to hydroclimatic forcing.

The basic concept underlying this model is that it can be
used to make explicit other environmental changes over time.
From the same studies there have also emerged some clear
relations amongst sedimentation rate, organic material and
particle density. Large relative sedimentation rates are related
to low loss on ignition and high particle density, suggesting
that these factors are sensitive to land transformation. This
implies that any land transformation in forested catchments
requires careful management to prevent surface erosion,
especially in the initial stage when the erodibility factor
increases most rapidly. This conclusion is consistent with
findings reported in Chapters 2, 4, 11 and 12 of this volume.

3.5.3 Hydroclimate changes interpreted
from lake sediments

Observed climate variability in instrumental and proxy records
has been summarised by Mitchell (1976) (Fig. 3.14). The
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FIGURE 3.14. Spectrum of observed climate variability in instrumental
and proxy climate records (modified from Mitchell, 1976).

plot expresses the relative variance of climate against tem-
poral and spatial scale and shows the effect of each compo-
nent of the hydroclimate on that variance. Spatial and
temporal abrupt environmental changes (shift in regime,
system or subsystem) are recorded in lake catchment sys-
tems both at regional and global scales as well as short-term
and long-term scales. The fact that sediment transport can
be linked to climatic variability over a range of timescales,
and that the proportion of variance attributable to climatic
forcing increases with decreasing frequency are recurring
themes in studies from arctic and alpine lake studies. The El
Niflo-Southern Oscillation (ENSO) is the dominant year-to-
year climate signal on Earth (McPhaden ez al., 2006). ENSO
affects the frequency, intensity and spatial distribution of
tropical storms and, with respect to lake catchments, alters
patterns of rainfall, surface temperature and sunlight avail-
ability. Impacts may also be exaggerated by land use prac-
tices (Siegert ez al., 2001). As a result, interest in identifying
past effects of ENSO in lake sediments has intensified.
Menounos et al. (2005) documented clastic sediment
response to climate and geomorphic change over the past
120 years in five lakes in the southern Coast Mountains of
British Columbia. The lakes varied in area from 2 to 30 km?
and the lake catchment relief varied from 1580 to 2640 m.
They confirmed substantial concordance among the
records, with a notable break occurring around 1976. This
break coincided with a major reorganisation of the North
Pacific climate system (the PDO) leading to an increase in
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FIGURE 3.15. Time-space scaling of observed and inferred
climate—sediment transport linkages in Coast Mountains of British
Columbia (from Menounos, 2002).

the magnitude of autumn flooding. Both before and after
1980 inter-annual varve thickness correlated well with annual
flood magnitude and inter-decadal trends were influenced by
glacier fluctuations. Menounos (2002) has related sources of
variance in the hydroclimate to sediment entrainment and
production in the Coast Mountains (Fig. 3.15).

Factors controlling sediment entrainment and delivery at
the event scale are primarily driven by meteorological
events which occur locally and over periods of hours to
days. At this scale, controls such as relief also influence the
intensity of a given hydrologic event. In the above example,
the divide of the Coast Mountains controls the magnitude
of autumn runoff events. At the annual scale, variations in
the intensity of nival and glacial melt are influenced by
winter precipitation and temperature changes which are
moderately linked to climate variability at the regional
(PDO) and hemispheric (ENSO) spatial scales. Inter-annual
to inter-decadal changes in the phase of the PDO or ENSO
can be shown to be associated with minor changes in snow
cover and, possibly, the frequency of extreme autumn run-
off events. Century to millennial changes in sediment deliv-
ery are related to large-scale changes in ice cover. For at
least the last six centuries, glacier fluctuations in the south-
ern Coast Mountains appear to be driven by persistent
anomalies in temperature. Over longer periods, variations
in glacier cover were probably caused by large-amplitude
changes in climate driven by processes operating at global
spatial scales.

3.5.4 Summary

Proxy data incorporated into conceptual and mathematical
models provide a link between climate and lake catchment
behaviour. When several proxies provide convergent infor-
mation, detailed reconstruction of past environments at
the lake catchment scale can be generated with some con-
fidence. It remains uncertain that these models can be used
for predictive purposes (though Kashiwaya is more optimis-
tic). It is however increasingly clear that hydrological varia-
bility, and hence lake level and lake catchment behaviour,
can be interpreted in terms of large-scale climatic anomalies,
such as those associated with ENSO, and that there are strong
relations between hydrologic anomalies in different parts of
the world. If the future frequency of ENSO could be pre-
dicted more accurately then at least it would be more feasible
to predict the behaviour of undisturbed lake catchments over
the next few decades. Until such a time, we suspect that it
will be necessary to employ conceptual models, such as one
which was proposed by Menounos (Fig. 3.16). This model is
a valuable summary assessment of the major relations
between climate and landscape change in undisturbed catch-
ments in the Canadian Cordillera. Although the ENSO effect
is well evidenced in catchments that have had minimal
disturbance by human activity (e.g. Desloges and Gilbert,
1994; Lamoureux, 2002; Menounos et al., 2005; Schiefer
et al., 2006), the effect is rarely documented in lake catch-
ments that are heavily disturbed by human activity. It is
therefore necessary to now move to the consideration of
human impacts on lake catchment systems.

3.6. Effects of human activity

3.6.1 Overuse of water for irrigation:
Aral Sea and Lake Chad

One of the most disastrous results caused by recent land use
changes in a large lake basin is that of the Aral Sea, located
in a desert region of central Asia (Austin et al., 2007,
Micklin, 2007; Sorrel et al., 2007). Long-term changes in
the area of the Aral Sea are closely related to changes in the
Amu Darya drainage basin (Fig. 3.17a). Recent shrinkage
of the water area of the Aral Sea is attributed to intensive
irrigation from the 1960s to the present (Fig. 3.17b), which
had a severe effect on the lake catchment hydrology and
enhanced desiccation in the area (Small ez al., 2001).
Ninety-four reservoirs and 24 000 km of channels on the
Amu Darya and Syr Darya rivers have been constructed to
support the irrigation of 7Mha of agricultural land. The
volume of water in the Aral Sea has been reduced by 75%
since 1960. It is interesting to note that this shrinkage is not
without precedent in the past as the result of entirely natural
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FIGURE 3.16. Proposed lake-sediment linkages with relief and hydroclimate (from Menounos, 2002).

drainage modifications under changing hydroclimate
(Boomer et al., 2000).

Lake Chad in central Africa is facing a similar situation
due to land use and hydroclimate change. Lake Chad is
especially sensitive to environmental change because of
its shallowness (Coe and Foley, 2001). This lake has
also experienced several hydrological shifts during the
Holocene, including a so-called Megalake Chad stage
(7.7-5.5 C ka BP) (Sepulchre ef al., 2008). The most
recent high water level has been dated to 3.7-3.0 '*C ka
BP; thereafter the level decreased (Leblanc et al., 2006).
These hydrological shifts have seriously influenced human
activities and culture, as they are dependent on the avail-
ability and quality of accessible water (Gasse, 2002).
During the severe drought periods of the 1970s, 1980s
and the early 1990s, Lake Chad shrank significantly from
approximately 23 000 km? in 1963 to less than 2000 km? in
the mid-1980s. Overgrazing, deforestation contributing to a
drier climate and large, unsustainable irrigation projects in
Chad, Cameroon, Niger and Nigeria which have diverted
water from the lake and the Chari and Logone rivers have
all contributed to this shrinkage. Although there was partial

recovery in the late 1990s, reduced rainfall and increased
drought frequencies are predicted by the IPCC (2001,
2007a, 2007b) and continuing unsustainable irrigation
projects will potentially eliminate Lake Chad altogether.

3.6.2 Accelerated erosion and sedimentation

Although erosion is a function of both erosivity of rainfall
and erodibility of the land surface, erosivity is independent of
human activity. Human activity, however, does affect the
erodibility of lake catchment land surfaces. The erodibility
of these surfaces, expressed in terms of resistance to water
erosion, is estimated through particle size analysis of the
surface materials, organic matter content, soil structure and
permeability. Physical disturbance of the natural vegetation
cover and chemical and biological changes in the structure of
the near-surface earth materials have direct consequences for
the mobilisation of sediment on a slope in the form of
accelerated erosion. The term ‘accelerated erosion’ literally
refers to the net effect of human disturbance of the landscape.

Recent land use changes have caused large environmen-
tal changes. Kashiwaya ez al. (1997) have conducted a
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geomorphological experiment over several years using two
pond catchments in the Kobe district, central Japan. These
pond catchments were located side by side, one forested
and the other clearcut, in order to show relations between
sediment response and land transformation. Sedimentation

rate in the undisturbed pond was roughly proportional to
rainfall intensity, whereas in the pond with land transfor-
mation sedimentation rate was a direct function of area
cleared, as well as rainfall intensity. A catchment erosion
factor was here defined as accumulated material in the pond
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divided by the catchment area. Rainfall intensity increased in
the initial stage of land transformation and then decreased
(Fig. 3.18).

Modification of lakes by human activity includes river
diversion, water supply mismanagement, acidification,
contamination with toxic chemicals, eutrophication and
enhanced siltation due to accelerated land erosion (Lerman
et al., 1995).

3.6.3 Land clearance

Much of the pioneering work on relating land clearance
to rates of sediment accumulation in lakes has been carried
out in lake catchments of less than 1000 km? in area. Davis
(1976) used pollen analysis to chronicle land clearance in
the Frains Lake catchment in Michigan from the early nine-
teenth century. She showed a 30-80-fold increase in catch-
ment erosion rates in the mid nineteenth century following
forest clearance, based on sediment accumulation rates in
the lake. Even though erosion rates levelled off after three to
four decades, they remained about one order of magnitude
higher than pre-disturbance rates.

Well-known examples of environmental reconstruction
are described below to illustrate the importance of land
clearance as recorded in lake sediments. Few better ways
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FIGURE 3.19. Holocene sediment flux in Bussjosjon, southern
Sweden (from Dearing et al., 1990).

are available for reconstructing the landscape changes of
the Holocene Epoch.

Havgardssjon and Bussjosjon, southern Sweden

These systems are typical of the lakes of previously glaciated
parts of the northern hemisphere. Sediment accumulation
rates in lakes in southern Sweden show high pre-Holocene
rates declining to minimum values during the early to mid-
Holocene and rising rapidly during the late Holocene or
Anthropocene. Havgardssjon sediments provided a record
of sediment accumulation over the last 5000 years (Dearing
et al., 1987) and Bussjosjon sediments document ¢. 10 000
years of sedimentation, covering the whole of the Holocene
Epoch (Dearing et al., 1990) (Fig. 3.19). Four major periods
of lake sediment responses to environmental conditions were
identified. Periglacial or paraglacial times, when high levels
of sediment movement were interpreted as being associated
with glacial sediments left behind by the retreating Eurasian
ice sheet, continued until ¢. 9250 BP. The next 6500 years
were a period of relative catchment stability after forest cover
became established. Human influence on catchment erosion
became evident around 2500 years ago and this modest
influence lasted until about 300 BP. Detailed interpretation
of the higher lake sedimentation rates during this more recent
period invokes the influence of varying surface drainage
networks and subsoil erosion as a result of undersoil drainage
associated with more intensive agriculture.

Lake Patzcuaro, Mexico

Lake Patzcuaro’s catchment is a 126 km? closed lake basin
at 2036 m above sea level in the Michoacan Highlands
of Mexico (Bradbury, 2000). O’Hara et al. (1993) identified
three major episodes of forest clearing before the period of
European contact and also established that erosion rates appa-
rently decreased following the arrival of the Spanish in AD
1521, doubtless due to depopulation and forest regeneration.
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Schwarzsee and Seebergsee, Swiss Alps

Vegetation changes over the past 7000 years were recon-
structed and past landslide events traced from sediment
cores from the Schwarzsee in the Swiss Alps (Dapples
et al., 2002). Replacement of forested areas with pastures
and meadows accelerated after 3650 BP, with a progressive
lowering of slope stability in the catchment. Thirty-six tur-
bidity events have been recorded in lake sediments over the
last 2000 years, compared with only 16 in the previous 4300
years. These data suggest that human-induced landslide
activity is more important than climate change in this area.
Thus a multi-proxy, high-resolution study of the past 2600
years for Seebergsee, also in the Swiss Alps, has indicated
the importance of land use changes (alpine pasturing) asso-
ciated with the introduction of fertilisers in the seventeenth
and eighteenth centuries (Hausmann ez al., 2002).

3.6.4 Pastoral land use

An important example of the late Holocene lake sediment
record of erosional response to land use changes is pro-
vided by Page and Trustrum (1997). They recorded
changes in lake sediment thickness in cores taken from
lakes Tutira and Waikopiro in North Island, New Zealand
as a proxy for the severity of catchment erosion. In doing
so, they noted that such measures must take account
of variations in sediment density, aquatic organic matter,
biogenic silica, lake bank erosion, volcanic ash and wind-
borne dust, trap efficiency of the lake and changes in
sediment storage sites. Depending on the area of the lake
catchment and specifically the length, gradient and nature
of the sediment pathway from source to lake, a variable
proportion of the sediment mobilised will arrive in the lake.
The so-called ‘sediment delivery ratio’ expresses the pro-
portion of mobilised sediment that reaches the lake. Having
made all these adjustments, they came to two conclusions:

e The natural variability in sedimentation rates was high,
even under indigenous forest because of sediment-
mobilising storms, earthquakes, droughts and volcanic
eruptions; and

e at no time since the lakes were formed (around 6500 BP)
were sedimentation rates as high as the rate under pas-
toral land use, when rates accelerated 8- to 17-fold.

3.6.5 Eutrophication

The problem of nutrient enrichment of water bodies can
really be summarised as the environmental consequence of
overfertilisation. Nutrients such as phosphorus and nitrogen
enter water bodies from non-point sources such as overland

drainage, fertiliser runoff from agriculture and groundwater,
or from point sources such as municipal and industrial
effluents. Algal blooms, aquatic macrophytes, decaying
organic matter, taste and odour problems, decreased deep-
water oxygen and shifts in the structure of the food web
(including loss of fish species) are the salient evidences of
eutrophication.

Incipient eutrophication

Lake Baikal is by far the oldest lake known, as it exists in a
tectonic basin that began to form some 30 million years
ago. It contains the largest single source of fresh water on
Earth, accounting for 20% of the total freshwater reserve.
Diatom species analyses do not record any marked eutro-
phic signals (Mackay et al., 1998). This is a most important
indicator of global lake health and the fact that Lake Baikal
remains relatively undisturbed is encouraging. Intensive
monitoring of future changes is an international priority,
particularly given the industrialisation of its southern
shoreline.

Artificial eutrophication

In a paired catchment experiment in the Experimental
Lakes, Ontario, one catchment was fertilised with phospho-
rus, nitrogen and carbon whilst a neighbouring catchment
was fertilised, but with no phosphorus. Algal blooms domi-
nated the first lake within 2 months (Schindler, 1974).
Shortly after these results were reported, legislation was
adopted limiting the phosphorus levels in detergents and
other effluents.

Industrial eutrophication

As an example of industrial eutrophication, industrial pol-
lution from mining, milling and smelting complexes in
Sudbury, Ontario has led to the creation of a landscape
denuded of most vegetation. Kelly Lake and its input trib-
utary, Junction Creek, have retained a record of the environ-
mental and erosional impacts, both through the growth of
the Junction Creek delta and through the accumulation of
polluted sediments at the bottom of the lake. During the
period 1928-56, deforestation of the catchment coincided
with the most accelerated period of erosion. Smol (2002)
comments that, with anticipated warming, lake levels are
expected to drop. One potential consequence will be that
the Junction Creek delta, with its massive archive of metal
pollutants, will be exposed and the pollutants will become
remobilised and redistributed into the lake.

Urbanisation, sewering and phosphate detergents
The St Lawrence River—Great Lakes system in Canada and
the USA is the largest freshwater system in the world,
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containing over 25% of the world’s stored fresh water. The
Great Lakes catchment is currently highly developed and
supports over 35 million inhabitants. It was not until the
1960s that the symptoms of eutrophication began to be clearly
recognised. This was in response to the increased urbanisa-
tion, sewering and the use of phosphate detergents. Lake Erie
is the most eutrophic lake in the Great Lakes system.
Stoermer (1998) has summarised some of the findings:

e Lake Ontario was severely impacted as early as c¢. AD 1830,
when substantial European populations were established;

e Nutrient loading seems most important;

e A significant source of nitrogen and trace metals is the
deposition from airborne nitrates, sulphates and metal
dust;

e Exotic invaders, like zebra mussel (Dreissena polymor-
pha), have had important impact; and

e Nutrient abatement was successful in reducing eutrophi-
cation in some systems but severely disturbed systems
will probably never recover to their original states.

However, eutrophication is becoming less severe in devel-
oped countries and new issues such as global warming, and
the influx of pharmaceutical products such as endocrine
disruptors, will have to be significantly considered. In
developing countries, eutrophication continues in many
cases unabated.

Urbanisation and urban agriculture

Lake Dian-chi, located in Kunming, Yunnan, southwestern
China, and on the eastern margin of the Tibetan Plateau
(1800 m above sea level), is highly eutrophic and one of the
most drastically polluted lakes (Plate 15). The lake area is
300 km? and the city sits on a series of alluvial fans sloping
directly towards the lake. Between the city and the lake are
irrigated lands and ponds and the eastern shore of the lake is
a cultivated plain. Effects of economic reform, booming
industrial development and population increase in the
catchment are recorded in lake surface sediments (Gao
et al., 2004). The physical conditions of the lake, with a
limited outflow at the east end, mean that the lake is effec-
tively a closed system. However, this lake catchment has
long records of human activity. Notable impact of human
activity has been detected in lake sediments since 1700 BP
mainly because of land use change, both agricultural activ-
ity and urbanisation, in the catchment (Wu e al., 1998), and
gradual increase in aridity (Chena et al., 2008).

During the spring of 2007 a massive blue—green algae
bloom broke out in Lake Taihu, one of the largest lakes in
China. This freshwater lake is located in Jiangsu on the
Yangtze River Delta, one of the world’s most urbanised and
heavily populated areas. The massive bloom event became

an environmental crisis that prompted officials to cut tap
water supply to several million residents in nearby Wuxi
City. The Chinese government identified the outbreak as a
major natural disaster (Wang and Shi, 2008).

3.6.6 Rainfall acidification

Acid rain, produced by the release of sulphur and nitrogen
oxides into the atmosphere, transportation through the
atmosphere, conversion to sulphuric and nitric acids and
precipitated back to Earth, has been occurring for more than
a century. However it was not until the 1960s that the scale
of the problem became apparent (Oden, 1968). There are
four major steps in the process of acidification which must
be differentiated in order to obtain a clear understanding of
the problem:

e emission, both natural and anthropogenic, with sulphur
and nitrogen oxides being the chief anthropogenic sour-
ces (coal and oil combustion, smelting of ores and agri-
cultural processes);

e transport through the atmosphere, with long-range trans-
port being a key issue;

e transformation — the combination of water with sulphur
and nitric oxides produces sulphuric and nitric acids;

e deposition or fallout, where local geology, depth and
type of soils, slope and vegetation will determine the
seriousness of the environmental effects of the acid
deposition by determining the degree of acid buffering.

Major successes have been achieved in unravelling the
problem, one of the most notable being the transformation
of Sudbury, Ontario, Canada from the ‘acid rain capital of
the world’ to the scene of a remarkable recovery of many
lake systems, following a 90% reduction in sulphur emis-
sions. Not only have lakewater pH levels recovered rapidly
but also diatom populations. It is not entirely clear, how-
ever, why some lakes are still acidifying and not showing
any signs of recovery. Smol et al. (1998) compared lakes in
the Adirondack Park, New York State, with those in the
Sudbury region. They concluded that, in general, there has
been little recovery in the Adirondack lakes whereas the
Sudbury lakes have shown much stronger recovery. They
point to the higher background pHs and natural buffering
capacities of the Sudbury lakes and suggest that the
Sudbury lakes can absorb higher critical loads than the
more naturally acidic lakes of the Adirondacks.

As with many environmental problems, while acidic
deposition in Europe and North America is being overcome
as an environmental problem, it is increasing in many
developing nations, including many tropical and subtrop-
ical countries (Kuylenstierna et al., 2001).
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3.6.7 Reservoirs and impoundments

It is estimated that there are 260 000 km? of reservoirs and
77 000 km? of farm ponds in the world today, as compared
with 4.2 M km? of lakes and between 8.2 and 10.1 M km? of
wetlands. Chapter 4 considers the implications of such
features for the riverine landscape, including the environ-
mental impact of the establishment of very large reservoirs
in the twentieth century.

The Three Gorges Dam

As an example of the problems raised by large reservoirs, it
is instructive to consider the Three Gorges Dam (TGD) in
China. The structure was partially opened in 2003 with full
pool (normal maximum level of the reservoir lake) being
reached in 2008; it is having major environmental impacts.
Physical, chemical and biological conditions of the Yangtze
(Changjiang) River have dramatically changed in the res-
ervoir, deposition in the reservoir is occurring and an
increase of erosion in downstream sections has already
been detected (Yang et al., 2007). These physical impacts
have been complemented by the socioeconomic impacts of
the loss of land and displacement of people. In his report to
the US Export-Import Bank, warning of the unpredictable
effects of constructing this dam and advising against pro-
viding financing and loan guarantees to US firms bidding
on related contracts, Luna Leopold (1996) made the follow-
ing comments:

The TGD is designed to operate under conditions practically
untested in the world and never before tested in such a large
structure. Projections of controlling sedimentation within the
reservoir are subject to significant uncertainties. China has about
83,000 reservoirs built for various purposes, of which 330 are
major in size. In 230 of these sediment deposition has become a
significant problem, resulting in a combined loss of 14% of the
total storage capacity. In some, more than 50% of the storage
capacity has been lost.

He also added his critique to the widely discredited
Canadian Yangtze (Changjiang) Joint Venture study
which concluded that a 175-m dam was feasible. Now
(2008) that the dam is fully operational, it has been sug-
gested that the climatic effect of the TGD will be on the
regional (c. 100km) scale rather than on the local scale
(c. 10km) as projected in previous studies (Wu et al.,
2006). Reports on risks for the ecosystem of TGD area
have been published (e.g. Wu et al., 2003; Shen and Xie,
2004; Nilsson et al., 2005) and it is expected that the
completion will also produce downstream effects offshore,
by reducing the upwelling and thus productivity in the East
China Sea (Chen, 2000).

TABLE 3.5 Order of magnitude effects of human activities on
erosion rates in lake catchments

Land use Relative erosion rate
Forest 1
Grassland 10
Cropland 200
Harvested forest 500
Construction sites 2000

Source: After Morris and Fan (1998).

3.6.8 Summary

River impoundment and regulation behind dams, anthro-
pogenic activities that affect the land surface, such as
urbanisation, agriculture, deforestation and afforestation
and overgrazing within lake catchments, affect the quantity
and quality of water and the rate of sediment production
and delivery to lakes. The order of magnitude of impacts of
human activity in accelerating erosion is summarised in
Table 3.5.

3.7 Scenarios of future wetland and lake
catchment change

Over the course of the next century, changes in hydro-
climate and land use will have major impacts on lakes and
wetlands. Erosion, transportation and sedimentation in lake
catchment systems are closely related to increases and
decreases of rainfall and/or runoff. Lake level changes
following increased evaporation, and superimposed on
lower runoft, will provoke concerns over water shortage,
as is already the case in the Great Lakes of North America
(Lofgren et al., 2002) and the Caspian Sea (Elguindi and
Giorgi, 2007). It can be anticipated that the knock-on
effects of these hydrological trends will include sediment
budget changes in lake catchments (Milly ez al., 2005).
No globally consistent trend in recent lake level fluctua-
tions has been found (IPCC, 2007b). While some lake
levels have risen in Mongolia and China in response to
glacier and snowmelt, other lake levels in China, Australia,
Africa, North America and Europe have declined due to the
combined effects of drought, warming and human activ-
ities. Since the 1960s, surface water temperatures have
warmed by 0.2-2°C in lakes in Europe, North America
and Asia. Deepwater temperatures of the large East African
lakes have warmed by 0.2-0.7 °C since the early 1900s.
Increased water temperature and longer ice-free seasons
have influenced the thermal stratification and internal
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hydrodynamics of lakes. In several lakes in Europe and
North America, lengthened periods of stratification have
increased thermal stability. Increased stratification in
European and East African lakes has inhibited the mixing
which provides essential nutrients to the food web. These
changes imply reduced nutrients in surface waters and
concomitant increases in deep waters. By contrast, in alpine
and subalpine lakes, the warming of lake waters has led to
increased organic acid inputs. Within permafrost areas in
the Arctic, formation of temporary lakes has been the result
of the onset of permafrost degradation.

3.7.1 Terrestrial wetlands

Wetlands, because they accumulate organic matter and
nutrients, are also unusually productive and diverse eco-
systems (see also Chapter 5 for discussion of coastal wet-
lands). Many species of plants and animals are obligate
wetland-dwellers, and many more rely on them seasonally
or in passage, as recognised in the 1971 Convention on
Wetlands of International Importance (commonly known as
the Ramsar Convention). Whilst climate change will
ineluctably alter the water balance of wetlands and margin-
ally shrink or expand them, eliminating certain seasonal
wetlands, it is direct human manipulation that has been
vastly more important in effecting change in the world’s
wetlands. An important change has been their elimination
by drainage. Wetlands provide habitats for many disease-
carrying pests so that much early drainage — of which the
drainage of the Roman marshes of the River Tiber is per-
haps the archetypical example — was directed toward
improving community health. But marshes, once drained,
are also potentially attractive agricultural or forest land, and
so massive modern efforts in wetland drainage have been
conducted for agricultural improvements. More than half of
the 100 million hectares of wetland originally located in the
conterminous United States have been lost to drainage,
most of it for land development. In Canada, about 14% of
127 million hectares has been lost, nearly all to agricultural
land development. The contrast in fractional loss between
the two neighbouring countries emphasises the overwhelm-
ing importance of population size and distribution in trends
of wetland loss.

Wetlands are, in any case, one of the most ephemeral of
landforms. They are former shallow water bodies being
transformed by accumulation of organic material into ter-
restrial surfaces. In many places, eutrophication has accel-
erated this process dramatically and indeed ponds that were
open water bodies in the nineteenth century are, today,
terrestrial surfaces in highly industrialised areas or sub-
jected to intensive modern agricultural practices. At the

other extreme, humans maintain large areas of artificial
wetland, often on hillsides, for paddy agriculture.

3.7.2 Lake catchments

Lake catchment systems deliver a wide range of ecosystem
services such as water supply, flood regulation, recreational
opportunities, tourism and fish and forest products. The
degradation and loss of lakes and lake catchment integrity,
though not as rapid as the loss of terrestrial wetlands, is a
serious concern. The primary drivers of lake degradation
are population growth, increasing economic development,
lakeshore infrastructure development, land use changes in
the catchment, water withdrawal, eutrophication and pollu-
tion, overharvesting, overexploitation and the introduction
ofinvasive species. Accelerated erosion and sedimentation,
and excessive nutrient loading are a growing threat to lake
catchment functions. Abrupt changes in the behaviour of
lake catchment systems are potentially impossible to
reverse. Physical and economic water scarcity and reduced
access to water are major challenges to society. Lake catch-
ment management which is cross-sectoral and ecosystem-
based can consider trade-offs between agricultural produc-
tion and water quality, land use and biodiversity, water use
and aquatic biodiversity and land use and geodiversity
(Cohen et al., 2003). Closed lakes serve as sediment and
carbon sinks. Lake catchment management is a framework
that supports the promotion and delivery of the Ramsar
Convention’s ‘wise use’ concept and, in the long term,
contributes to human well-being.

3.7.3 Vulnerability of terrestrial wetlands
and lake catchments

In assessing the global vulnerability of terrestrial wetlands
and lakes, it is important to note both the biomes in which
they occur and the intensity of socioeconomic activity
within these zones. For example, the majority of natural
freshwater lakes are located in the higher latitudes, most
artificial lakes occur in mid- and lower latitudes and many
saline lakes occur at elevations up to 5000 m, especially in
the Andes, Himalaya and Tibet.

Freshwater lakes in higher latitudes are still subject to
relatively modest disturbance and, as has been noted, undis-
turbed records of lake sedimentation in these biomes have
provided some of the finest records of the influence of
hydroclimate on landscape evolution. However, the lack
of immediate threat to these high-latitude lake catchment
systems and wetlands should not blind us to the fact of the
highly variable vulnerability of these landscapes to future
disturbance. Both physical vulnerability of permafrost to
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regional warming and ecological vulnerability to persis-
tent organic pollutants transported from lower latitudes
are uniquely characteristic of high-latitude environments
(ACIA, 2005)

Wetlands in the tropics and subtropics are experiencing a
kind of reverse development where paddy agriculture has
been developed. Large areas have been artificially turned
into seasonal wetlands for the cultivation of rice and semi-
aquatic crops, such as lotus (Nelumbo nucifera). But these
systems remain dramatically simplified wetlands that serve
only part of the hydrological function of natural wetlands
and little of the ecological function. Today, much of the
remaining, and still extensive, tropical wetlands are under
threat of development for paddy or raised field agriculture.

The phenomena of excessive nutrient and sediment load-
ing are projected to increase substantially during the next
few decades, leading to eutrophication, acidification and
reductions in both geodiversity and biodiversity in terres-
trial wetlands and lakes.

3.7.4 Conclusions

There are at least six probable outcomes from climate
change and intensification of human activities in lake catch-
ments over the next few decades:

e the absolute loss of water, both in lakes and, more
urgently, in wetlands of many kinds can be anticipated
if global warming continues and if intensification of land
use change continues;

e the reduction in water storage capacity in lakes and wet-
lands will reduce flood control;

e increased sedimentation will exacerbate both the absolute
loss of water and the reduction in water storage capacity;

e acidification will continue and more ‘dead’ lakes can be
anticipated;

e cutrophication and more overly productive lakes will be
associated with intensification of land use practices; and

e potential loss of geodiversity and biodiversity will affect
both lake catchments and wetlands.

All these trends can be mitigated in the developed world
ata cost, but in the developing world the indications are that
all of these negative outcomes are accelerating in magni-
tude and frequency of occurrence.

In the last analysis, lake catchments and wetlands integrate
and reflect both human socioeconomic values and geophys-
ical events. Vulnerability to climate change is the most press-
ing issue in the least densely populated biomes. But in
temperate and tropical biomes, vulnerability to climate change
pales into insignificance by comparison with vulnerability to
the disturbances provoked by Homo sapiens sapiens.

APPENDIX 3.1
Global extent of lakes and wetlands

The global extent and distribution of lakes and wetlands
is a matter of active debate. Three respected sources are
Meybeck (1995) Lehner and Doll (2004) and Downing
et al. (2006). According to Meybeck, there are 0.8-1.3
million lakes larger than 0.1 km? occupying a total area of
2.3-2.6 Mkm?; at the same time there are 5.6-9.7 Mkm? of
wetlands. Lehner and D6l report only 246 000 lakes occu-
pying 2.4 Mkm? and 9.2 Mkm? of wetlands. Downing et al.
(2006), using size—frequency relations, estimate that the
global extent of natural lakes is twice as large as previously
known, but they include lakes as small as 0.0001 km?.
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4 Rivers

Michael Church, Tim P. Burt, Victor J. Galay and G. Mathias Kondolf

4.1 Introduction

Water plays a key role in the transfer of mass and energy
within the Earth system. Incoming solar radiation drives
evaporation of about 434 000 km> a~ ! from the ocean sur-
face and 71 000 km® a~ ' from the land surface, while pre-
cipitation delivers about 398 000km® a~ ' of water to the
ocean and 107 000 km® a~ ! to the land surface. The balance
is redressed through the flow of 36 000km® a~ ' of water
from the land to the oceans via rivers (data in Berner and
Berner, 1996). Environmental change affecting any of these
water transfers produces changes in runoff and river flows,
hence in the rivers themselves.

Changing climate is intensifying the global hydrological
cycle, leading to significant changes in precipitation, runoff
and evapotranspiration (Huntington, 2006; Bates ez al., 2008;
see also Chapter 1). Intensification of the hydrological cycle
is likely to mean an increase in hydrological extremes (IPCC,
2001). Changes in the frequency distribution of precipitation
alter water flows and water availability in the surface envi-
ronment leading, in turn, to a change in river regimes.

These factors are superimposed upon the effects of
human actions associated with land use and with the
attempt to control water for various uses that have directly
changed river channels and the quality of water flowing in
them. Land surface condition mediates quantity of water
and the amount and calibre of sediment delivered to rivers
which, in turn, influences river sedimentation, morphology
and stability. Humans also manipulate the terrestrial hydro-
logical cycle deliberately by construction of reservoirs,
abstractions of water for human use, and discharges of
water into river courses. Moreover, we directly modify
watercourses by realigning them, by river ‘training’
works, by dredging, by fixing banks and building dykes.
All these effects exert a dominating influence over the
condition of rivers and of riverine and riparian ecosystems.

This chapter explores some of those effects on water-
ways and their ramifications. The argument will be that
humans are modifying the terrestrial hydrological cycle
and waterways in profound ways, indeed have been doing
so for a long time, in the course of land use and in order to
exploit water resources and to secure protection from water
hazards. In comparison with the summary effects of these
activities, the direct effects of climate change will remain
relatively modest. Climate change will have important
regional effects on the total water supply which will be
critical where water supply is marginally adequate or
already inadequate. However, the occurrence and quality
of water and the condition of waterways are, in general,
overwhelmingly dominated by human actions.

The chapter will pursue this thesis by considering water
in uplands and the origin of runoff to rivers, then the
controls and condition of river channels, river sediments
and sedimentation, and the important topic of water storage
in reservoirs. Contemporary issues of river ‘restoration’ are
also considered briefly for this, in truth, represents a further
manipulation of rivers.

4.2 Land surface: runoff production
4.2.1 The hillslope hydrological cycle

Until relatively recently, river engineers took the view that
the headwaters of a drainage basin were nothing more than
passive source areas for runoff. Being mainly concerned
with downstream water management, in particular with
flood forecasting, they felt able to ignore the exact pro-
cesses responsible for generating the flood runoff.
However, there were always other hydrologists with an
interest in the process of runoff production. These interests
have converged, especially since the advent of physically
based computer simulation models of flood runoff.
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Moreover, it is highly relevant in the context of this chapter
that an interest in river flows is invariably linked to con-
cerns about the potential of the land surface to modulate the
relation between precipitation and runoff production.

At the same time as L.K. Sherman was developing a
numerical flood forecasting method (Sherman, 1932), the
unit hydrograph, R. E. Horton, a hydraulic engineer work-
ing mainly in New York State, was much concerned with
the impact of runoff from agricultural land on flood gen-
eration, soil erosion and sediment transport. Horton pio-
neered research on links between water infiltration into the
soil (‘“infiltration capacity’), overland flow and erosion
(Horton 1933, 1945). At much the same time, in the same
region but in the rather different hydrological environment
of the Appalachian forests, Charles Hursh showed that the
source areas of storm runoff were different in forested lands
compared with croplands. He identified the need to estab-
lish the relation between forest condition and streamflow in
places where erosion was of minor importance (Hursh and
Brater, 1941). Only then, Hursh argued, would it be possi-
ble to fully understand links between agricultural land use,
runoff and erosion. Burt (2008) provides a detailed review
of the process studies of Horton, Hursh and others in the
establishment of a theory of runoff production.

The pathways taken by hillslope runoff draining to the
nearest river channel determine many of the characteristics
of the landscape, the uses to which land can be put and the
strategies required for sustainable land use management
(Dunne, 1978). Many factors influence the exact pathways
involved at any location: vegetation cover, soil and bedrock
properties, land use and land management practices, as well
as the characteristics of the local climate, notably the inten-
sity and duration of rainfall. Nevertheless, as far as storm
runoff is concerned, the framework laid down by Horton
and Hursh continues to provide a broad framework within
which runoff production can be analysed, both in terms of
the amount and timing of runoff, and the source areas
within the river basin.

The partial source area model: infiltration-excess
overland flow
Horton considered that the process of infiltration divided
rainfall into two parts, which thereafter pursue different
courses: one part moves quickly to the stream channel
across the land surface as overland flow and generates
storm runoff; the other part infiltrates the soil and flows
slowly through soil and bedrock to sustain longer-term
‘baseflow’.

High-intensity rain may produce overland flow immedi-
ately, while lower-intensity rain may produce overland flow
only once infiltration capacity has declined as the soil wets

up; low-intensity rainfall may well produce no surface run-
off at all. Horton argued that surface runoff would be wide-
spread across a river basin, but we have subsequently
learned that this is unlikely to be the case except for small
areas where infiltration capacity is relatively uniform and
low. Infiltration capacity varies widely across space, as well
as through time, producing wide variation in surface runoff
production. Betson (1964) captured this localised runoff
condition in his partial area model, which remains the
best guide to the location of runoff source areas for
infiltration-excess overland flow. In contrast to the variable
source area model described below, partial source areas of
overland flow appear relatively fixed in location during a
given storm event. There may be important changes in
infiltration capacity over time in some situations (e.g. in a
tilled field over a yearly cultivation cycle) but this is not true
for the ultimate ‘Hortonian’ runoff surface, an urban area,
where impermeable surfaces present an unchanging pattern
of runoff generation over long periods.

The variable source area model: saturation-excess
overland flow

The occurrence of subsurface stormflow must be recog-
nised in order to understand saturation-excess overland
flow. Subsurface stormflow may happen in one of two
phases: rapid flow through large structural pores or macro-
pores (Jarvis, 2007), and slow seepage through small pores
within the soil matrix. Hydrologists have tended to empha-
sise the latter, although the occurrence of macropore flow
can be dominant in certain situations such as peat soils,
forest soils and drained clay soils (see below). Lateral
subsurface flow through the soil matrix occurs in any
situation where soil permeability declines with depth. It
was originally thought that subsurface flow was too slow
to generate storm runoff but, in fact, rapid responses can be
produced via ‘capillary fringe’ effects, whereby only a
small amount of water needs to infiltrate the soil to raise
the water table significantly. Significant subsurface flow
may occur within a few hours of heavy rainfall on steep
slopes with permeable soil which allows subsurface
drainage to reach the stream channel relatively quickly
(Anderson and Burt, 1978). Such delayed peaks in subsur-
face flow are particularly encouraged by the convergence of
flow into hillslope hollows. If soil water accumulates more
quickly than it can drain, then the soil profile may become
completely saturated, with the result that water exfiltrates
the soil to produce saturation-excess overland flow. The
source areas for subsurface flow and saturation-excess
overland flow are essentially the same, therefore, in loca-
tions where soil water tends to accumulate: at the foot of
any slope, especially those of concave form; in areas of thin
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| Storm runoff mechanisms |

Partial area model | Variable source area modell
Infiltration—excess or Saturation—excess Subsurface
‘Hortonian’ overland flow overland flow stormflow
Rapid throughflow Displacement
of ‘new’ water via of ‘old” water
macropores or pipes through the
soil matrix

FIGURE 4.1. The partial area and variable source area models for
runoff generation.

soils; and, as noted above, in hillslope hollows. Working at
the same location as Hursh, J.D. Hewlett (1961) first
described the variable source area model of storm runoff
generation for saturation-excess overland flow. These local-
ised zones of soil saturation expand during a storm, as
rainfall adds water to the soil, and seasonally, as soils wet
up after the dry season — hence the adjective ‘variable’.

The two source area concepts (Fig. 4.1) of storm runoff
generation pertain to contrasting process environments:
infiltration-excess overland flow (the partial area model)
dominates in intensively farmed areas where soil infiltra-
tion capacity is likely to be reduced by unfavourable land
management practices, and in semi-arid regions. In con-
trast, saturation-excess overland flow (the variable source
area model) tends to dominate in catchments where farming
activity is low intensity or non-existent and infiltration
capacity remains high.

4.2.2 Effects of human activity

Agriculture and runoff

Given the importance of overland flow for erosion, there
have been many studies of infiltration in agricultural soils
(see review by Rawls et al., 1993). Infiltration capacity
depends on soil surface condition and the factors which
affect this include soil properties, surface cover and land
management practices.

The general relation between soil texture and final mini-
mum infiltration capacity is shown in Table 4.1; fine-
textured soils tend to have lower infiltration rates given
the general link between texture and pore size distribution.

However, vegetation cover and land use are also crucial
influences on infiltration rates, which can consequently
vary widely for the same soil in time and space. Table 4.2
shows results from an area of silty clay loam soil; the effect

TABLE 4.1. Final infiltration rates by Hydrologic Soil Group in relation to
soil texture

US Soil US Department Final

Conservation of Agriculture soil infiltration

Service Hydrologic textures included rate

Soil Group in Group (mm hr ")

A Sand, loamy sand, >7.6
sandy loam

B Silt loam, loam 3.8-7.6

C Sandy clay loam 1.3-3.8

D Clay loam, silty clay 0-1.3

loam, sandy clay,
silty clay, clay

Source: Based on information contained in Rawls et al.
(1993).

TABLE 4.2. The effect of land use on surface runoff at Slapton,
Devon, UK

Rainfall inten-

Infiltration rate

Land use sity mmhr ") (mm hr ")
Woodland soil 180
Permanent pasture” 9 (range: 3 —36)
Freshly ploughed soil 50
Temporary grass 12.5 12.3
Barley 12.5 11.0
Rolled, bare soil 12.5 4.0
Lightly grazed 12.5 59
permanent pasture
Heavily grazed 12.5 0.1

permanent pasture

* Results obtained using a rainfall simulator except where
indicated by an asterisk.

Source: Data from Heathwaite et al. (1990), Burt et al.
(1983) and Burt and Butcher (1985).

of land use on infiltration capacity is immediately apparent.
Under favourable conditions (e.g. woodland soil), silty
soils can have a high infiltration capacity, but they are
easily compacted; infiltration then falls significantly, and
infiltration-excess overland flow occurs even in low inten-
sity rainfall. Very low infiltration capacity can occur if wet
soils are compacted by grazing or heavy machinery at
inappropriate times. Bare soil is not necessarily the worst-
case scenario: freshly ploughed soil has a very high infiltra-
tion capacity, for example. However, bare ground is
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vulnerable to compaction by heavy rain and remains so
until a good level of crop cover becomes established
(Burt and Slattery, 1996). A 30% cover is often said to be
‘safe’, although this widely quoted yardstick seems to have
no scientific basis.

Understanding spatial and temporal variations of infiltra-
tion capacity is thus a complex task. The precise chronol-
ogy of soil surface changes, even for a single field, varies
from season to season, depending on the succession of
crops, and management of the crop and inter-crop intervals.
More importantly perhaps, inter-annual variation in both
erosivity (the tendency to cause erosion) and erodibility
(the susceptibility of soil to erosion) depends on climatic
conditions. There is a ‘window of opportunity’ during
which a young crop is vulnerable to runoff and erosion as
a result of surface sealing by heavy rainfall; whether or not
this happens depends entirely on whether heavy rain falls
when the crop cover is sparse or non-existent. For example,
Boardman et al. (1995) describe an erosion event for a
maize crop in southern England caused by an unusually
heavy thunderstorm for the time of year (late spring). Maize
is, in any case, a crop giving rise to conditions of high
erodibility, given the wide spacing of rows, but heavy rain-
fall when the crop had just emerged meant that the soil
surface was particularly vulnerable, especially because till-
age had formed a fine tilth which was easily sealed by
raindrop impact. Even when the soil surface condition is
unlikely to generate infiltration-excess overland flow, com-
pacted lines of soil formed by the passage of vehicles
(‘wheelings’ or ‘tram lines’) may still produce large vol-
umes of surface runoff. Thus, crop management practices
(e.g. spraying pesticides or spreading fertiliser) can be
damaging even when there is in effect a complete crop
cover.

Agricultural land is often drained in order to increase
productivity, usually to allow change on clay soils from
grassland to arable. Open ditches are dug to extend the
channel network while underground drainage in the form
of'tile drains, pipes traditionally constructed of clay tiles or,
nowadays, corrugated plastic, is used to drain excess water
from the plant root zone to the nearest channel, usually a
drainage ditch. The question of the impacts of agricultural
drainage on runoff production and flood peaks has been of
interest for a long time. Robinson (1990) summarised the
results from many different studies. Because drained soils
tend to have a higher capacity to store water, infiltration will
increase, reducing surface runoff. Drainage tends to reduce
peak flows from clay catchments by decreasing antecedent
storage, but may increase peak flows from more permeable
soils because of more rapid drainage. Peak discharge
decreases because water flows more slowly through the

soil to reach the drainage system than it would as surface
runoff. However, the overall volume of water lost (surface
runoff and tile flow combined) from a drained field may
increase (5—15%) compared with fields with surface drain-
age only; in effect, subsurface discharge increases at the
expense of evaporative losses.

Robinson noted that the type of drainage scheme might
also be important, with secondary practices such as mole
drains or subsoiling giving higher peaks than pipe drains
alone, while open ditches produce higher peaks than sub-
surface drains. Ground condition, due to both agricultural
practices and cracking in heavy clay soils, may also be
important in controlling the response but, in general, drain-
age tends to modify the timing of runoff and the peak flow
rather than the volume of runoff from a given storm. Soil
wetness can also influence the speed of throughflow in
cracked clay soils; if the soil is dry, water will infiltrate
the soil matrix but if the soil is already saturated, water will
flow rapidly through the macropores to the drainage
system.

At the catchment scale, it might be thought that land
drainage would tend to increase flooding because of its
impact on peak flow rates. However, drainage schemes
are implemented at the field scale. At larger scales com-
plexities arise because of the effects of routing of the out-
puts from individual fields, with or without drainage, to a
site at risk of flooding. The relative timing of different
runoff sources to the stream channel will then be important.
It could be that a drainage scheme, by speeding up runoff
from an area that before drainage had contributed water
directly to the hydrograph peak, would have the effect of
reducing the flood peak. Conversely, speeding up runoff
from an area that prior to drainage had lagged behind the
hydrograph peak could act to increase the flood peak
(Beven et al., 2004). Substantial controversy has raged in
Europe over whether field drainage has contributed to an
increase in the incidence of river floods. The resolution
appears to be that, while the duration of intermediate
flows may have been extended, drainage has no detectable
effect on major flooding, which is controlled by the exces-
sive amounts of precipitation that arrive in a drainage basin
in a limited time (see Mudelsee et al., 2003).

Land drainage in peatlands

The hydrological impacts of land drainage in peatlands are
much the same as in poorly drained clay soils where inten-
sive agriculture is practised, but both the reasons for drain-
age and the environmental context are somewhat different
in these marginal areas. In the United Kingdom, large tracts
of peaty soil in the uplands were drained in the second half
of the twentieth century, both to increase productivity
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(extensive sheep grazing and game) and for coniferous
forestry. At the Coalburn catchment in northern England,
ribbon plough drainage (creation of large furrows roughly
I m wide, 75cm deep and 5Sm apart) was carried out in
1972 prior to forest planting. There were significant
increases in storm runoff and decreases in the time to
peak immediately following drainage, presumably because
the generating area for surface runoft was greatly increased.
There was a recovery to pre-drainage responses after about
10 years, probably the result of forest canopy closure and a
decrease in the efficiency and effectiveness of the surface
drains (Robinson et al., 1998).

The impact of open drainage on the hydrological
response of peatland catchments was first investigated by
Conway and Millar (1960). They concluded that stream-
flow production in blanket peatlands, catchments that nat-
urally produce large volumes of storm runoff very quickly,
was even more rapid where artificial drainage had taken
place; there was increased sensitivity to rainfall with peak
flows both higher and earlier. Holden ez al. (2006) showed
that, 50 years later, while still ‘flashy’, the drained catch-
ments produced less overland flow but more throughflow
because of long-term changes in peat structure. However,
the percentage of rainfall converted to storm runoff was
even higher. Whether open ditching in peaty headwater
catchments increases the flood risk downstream remains
an open question but David and Ledger (1988), studying
the effect of plough drainage of deep peat prior to planting
with conifers, found that the open drains affected 30% of
the area and 50% of the vegetation cover, and acted as
major source areas for rapid surface runoff. It is not
known whether ditch blocking will allow peat structure to
recover eventually. If it does, there might be modest reduc-
tions in the speed and volume of stormflow response. A
new runoff transition may be imminent, however, inasmuch
as areas drained and planted in the second half of the last
century are scheduled for harvest early this century.

Urbanisation

In some ways, the effect of urbanisation on runoff gener-
ation is simply an extreme form of the changes seen under
intensive arable agriculture: the replacement of a perme-
able, vegetated land cover with a largely impermeable sur-
face with scattered patches of permeable ground. In fact,
the percentage of impermeable surface is rarely more than
60%, even in a highly built-up area, but this is still two
orders of magnitude more than would be found in a typical
rural catchment. Thus, large amounts of surface runoff are
generated in urban areas (Endreny, 2005). Because the
natural drainage network is greatly extended via roads,
underground pipes and culverts, runoff reaches the

perennial channel network very quickly. Storm runoff
response is greatly enhanced therefore, with higher and
carlier flood peaks. Rapid convergence through the drain-
age system of this increased runoff brings greater risk of
flash flooding, especially when downstream drainage
capacity is restricted by culverts that are old and unable to
cope with extreme events. Moreover, flood protection
measures along main river channels can have the unfore-
seen effect of preventing local drainage into the main
channel, generating localised flooding outside the dykes.
The quality of urban storm runoft is also very poor and the
ecological status of urban watercourses is very likely to be
poor too, especially where concrete culverts have replaced
natural channels.

Given the problems associated with urban storm runoft,
there has been much interest recently in sustainable urban
drainage systems (SUDS: www.ciria.org/suds/index.html).
Drainage systems are developed in line with the ideals of
sustainable development; a balanced approach takes into
account quantity, quality and amenity issues. SUDS seek to
manage runoff as close to the point of origin as possible
through a variety of techniques that attenuate the runoff
response via storage ponds, buffer strips and the use of
porous surfaces for infiltration. SUDS are more sustainable
than traditional drainage systems because they manage
peak runoff, reducing the downstream impact of urban
runoff, protecting water quality, encouraging infiltration
and groundwater recharge (where appropriate), and
enhancing the in-stream ecology of urban channels.

Forest management and runoff

Forests cover a substantial portion of Earth’s surface and have
long been recognised as the principal source of high-quality
surface water. They are subject to radical alteration, either in
the course of forestry practice or through clearance for other
land uses. Forest hydrology is affected by both deforestation
and afforestation (not always mirror images in their impact)
(National Research Council, 2008). The presence of a tree
canopy completely alters the near-surface climate and,
because of this, many micrometeorological studies have
complemented hydrological research, especially in relation
to the study of interception and evaporation (Calder, 1990).
Forest harvest imposes a transient but possibly significant
effect on runoff which has been extensively studied in decid-
uous and coniferous northern forests which were the principal
sites of industrial forestry well into the twentieth century.
Variable findings remain controversial, probably because of
the dual role of forests both as interceptors of incoming
precipitation, which is then evaporated or transpired back to
the atmosphere, and as reservoirs of water in forest soils that
contribute to runoff over some time (see Chapter 12).
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Forest harvest removes the trees, potentially increasing
the total water supply and altering the timing and magni-
tude of peak flows. Transient increases in water yield of up
to 30% have been reported, but the effect rapidly dissipates
as new growth occurs and the augmentation of runoff rarely
persists beyond a decade (Bruijnzeel, 2005). On a global
scale, Bosch and Hewlett (1982) collated the results of 94
experimental studies; they showed that forest removal con-
sistently increased runoff but that the magnitude of the
phenomenon varied regionally according to forest type,
landscape character and the character of the climate.

Extreme flow effects, much as in agricultural landscapes,
have been found to be variable, depending upon antecedent
weather, the position of forest harvest in the landscape, and
effects on the drainage network of roads and work sites.
There is an emerging consensus that effects on extreme
flows have more to do with disturbance of the drainage
network than with vegetation manipulation.

In recent decades, attention to the effects of forest manip-
ulation has shifted to the tropics, where deforestation pro-
ceeds at rates between 0.5% and 1.0% per annum (data
from Food and Agriculture Organization, 2005; see also
Chapter 8) in contrast to the temperate zone where forest
cover is today increasing (see Chapter 2: Fig. 2.6). The
implications for tropical hydrology of these rates of change
are reviewed in Bonell and Bruijnzeel (2005). For a number
of reasons, there is no consensus on the hydrological results
at large scale. Firstly, the land conversion may entail the
establishment of plantation forestry, or agroforestry, or land
clearance for traditional agriculture, each with different
hydrological effects. Secondly, it is clear that, at large
scale, tropical forests in part create their own climate, so
that regional deforestation tends to reduce precipitation
with the result that all of the principal elements of the
hydrological cycle may decrease in magnitude (see Costa
in Bonell and Bruijnzeel, 2005).

4.2.3 Perspective

Changing climate certainly will change the quantity and
timing of precipitation around the world. A warmer atmos-
phere will carry more moisture and a more energetic atmos-
phere will deliver increased amounts and intensity of storm
precipitation in many places. But not in all places — the
changing trajectory of weather systems will lead to reduced
precipitation in some locations, and changing seasonal
occurrence of precipitation will have significant effects on
water resources.

Runoft is the residual left from precipitation after evapo-
ration has occurred. In a warmer atmosphere, that quantity
will increase too. Hence, some regions will experience

increased precipitation yet decreased runoff. The volume
and timing of runoff will be further modulated by changing
seasonal snow occurrence, and it will eventually be affected
by the response of native vegetation to a changed climate.
Predicting changes in runoff as the result of expected climate
change is therefore a difficult matter (see Bates et al., 2008).

In comparison, it is known that human activities have
pervasive impacts on runoff to streams. These effects can
be summarised under four major categories:

(a) manipulation of land cover, which affects interception
and transpiration losses;

(b) working and trafficking on the land surface, which
affects the infiltration capacity of soils;

(c) creation of impermeable surfaces; and

(d) installation of land drainage measures.

These actions have various effects. Mostly, the manipula-
tion of surface cover leads to increases in the volume of
runoff; working the land and the creation of impermeable
surfaces mostly affects the balance of surface and subsur-
face drainage, leading to more rapid drainage and a larger
volume of runoff, while land drainage measures mostly
increase the volume of runoff. The effect on peak flows is
complex, since that depends upon the structure of the entire
drainage network, as well as on the timing and volume of
water delivery from individual land units.

These effects have been developing for thousands of
years. For at least a millennium they have had regionally
major effects, and within the last two centuries they have
become intense everywhere humans have settled. Yet the
pace of change has been subtle and, until the mid twentieth
century, they remained largely overlooked. Whilst climate
change over the next century may have a more immediately
noticeable effect on water supply, the cumulative impact on
the hydrology by human modification of Earth’s surface
over the course of human history has undoubtedly far
surpassed prospective changes, and will continue.

4.3 River channels: function and
management

4.3.1 The form of river channels

River channels are the conduits that drain runoff from the
surface of the land. Water flowing over the land surface is
capable of eroding soil and even rock material, so that
rivers carry and redistribute sedimentary materials as well.
In the short term, the sediment transporting activity of
rivers creates the channels in which streams and rivers
flow and it affects the quality of water in the channels; in
the very long term, it creates the landscape.
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Channelled water flows originate in upland areas wher-
ever topographic declivities cause soil drainage to con-
verge. Concave hollows on hillslopes are typical sites of
channel initiation, but much of the initial concentration of
flow occurs in the subsurface in soil macropores (see
Section 4.2.1) and comes to the surface at springs and
seepage zones — places where subsurface flow convergence
creates saturated conditions at the surface. The drainage
area required for channel inception varies over Earth’s sur-
face according to climate and land surface condition
(Dunne, 1978).

The conditions that govern the form and stability of river
channels include the volume and timing of the water that
flows through the channel, the volume and calibre of the
sediment that is carried by the stream, the character of the
material that forms the bed and banks of the channel, and
the gradient of the valley down which the river flows. The
volume and timing of water sets the scale of the channel —
determines how large the channel must be in order to
convey the larger flows — while the volume and calibre of
the sediment set the morphological style of the channel —
whether it is a wide and shallow, gravel-bed channel, or a
deep and narrow, silt-bound one. Bed and bank materials,
which may largely consist of the sediment transported by
the stream, are also important determinants of channel form
and stability, since only flows that can erode the materials
locally forming the channel boundary can cause a change in
the shape or position of the channel. Finally, the topo-
graphic gradient sets the potential rate at which the energy
of the water must be dissipated by the river as it flows
downbhill. The stability of the river depends upon a balance
being achieved between the rate at which the potential
energy of the water is expended and the rate at which that
energy is consumed in doing the work of moving the water
and sediment load over the more or less rough and irregular
boundary of the channel.

A simple summary of the scale of river channels is
expressed by the so-called equations of downstream
hydraulic geometry, which relate channel width and depth
to the ‘channel forming flow’, O, usually taken to be some
relatively large flow such as the bankfull flow. These equa-
tions take the form

w=aQ’ “.1)
where 5=0.50, and
d=c0Q (4.2)

where 0.33 <f<0.40; and wherein w is water surface width,
d = A/w is the hydraulic mean depth, 4 is the cross-sectional
area of the flow, and Q is the discharge. Since Q = wdv,
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FIGURE 4.2. Scale relation (downstream hydraulic geometry) for
alluvial rivers. Inset: variation of hydraulic geometry with materials
(modified from Lane, 1957).

wherein v is the mean velocity, the relations above induce a
third hydraulic geometry relation,

v=kQ" 4.3)

where m=1.0—f—b; the product a ¢ k=1.0 and indivi-
dually vary according to the materials through which the
channel flows and the sediments are transported. Figure 4.2
illustrates the channel width equation — the principal scale
relation.

The governing conditions vary systematically through a
drainage basin in proportion as channels become larger.
Headwater streams are small (since they drain a small
area) and relatively steep (since water seeks the steepest
available line of descent). Because they are steep, they may
evacuate most of the sediment supplied to them and flow in
channels eroded to bedrock, or through residual materials
too large for the stream to move. Farther downstream,
channels become larger as tributaries join together in the
usual tree-like network; they also become flatter, and tend
to deposit a part of their increasing sediment load. Hence,
the channels begin to flow in sediments that they may have
transported to the site. Such channels are a/luvial channels.
Figure 4.3 illustrates these trends, which are also expressed
in the hydraulic geometry, and shows important correlative
changes that occur in the drainage system.
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FIGURE 4.3. Variation of flow and river channel properties
through the drainage system. (a) Drainage basin map, showing
zones of distinctive sediment behaviour (only a fraction of the
upland channels is shown); (b) pattern of variation through the
drainage basin of principal quantities related to flow, sediment and
river morphology; (c) pattern of variation of some ecological
quantities that are systematically related to the structure of the
drainage system. Area is intended to indicate only the approximate
scale. Topography will cause details to vary greatly in individual
drainage basins. (Modified from Schumm, 1977.)

This large-scale organisation of the fluvial system per-
mits us to identify an important first order distinction
between upland river channels and ‘trunk’ channels. The
former are small, relatively steep, and formed primarily by

erosion of the stream into its substrate. Their function is to
collect runoff from the land surface and funnel it into the
fluvial drainage system. An important variation occurs in
flat terrain, where headwater wetlands may drain through
channels that are flat, have little erosive capacity and are
bounded largely by organic materials. Upland channels
occupy about 80% of the total length of the drainage sys-
tem, simply in view of their high frequency in the land-
scape. Trunk channels collect water and sediment from
upland tributaries and move them toward an end point in
a lake or the sea. Sediment is deposited and stored tempo-
rarily along the way since most flows are not capable of
maintaining the larger part of the sediment load in transport
over the reduced valley gradient. Hence, these channels
tend to be alluvial ones. A further subdivision can be
made between ‘transport reaches’, those mid-course rea-
ches, often in relatively confined valleys, through which
much of the sediment load is moved relatively rapidly, and
‘storage reaches’, those distal reaches where sediments are
deposited and may remain for a long period of time. Such
sediment accumulations are the major floodplains and del-
tas that one finds along the lower course of most major
rivers, where much human settlement occurs.

A more detailed view of the function of the fluvial system
is gained by considering the pattern of delivery of water
through the drainage system and the pattern of sediment
movement (see Fig. 4.4). Water arrives relatively rapidly in
upland channels (see Section 4.2 above) and drains rapidly.
Hence, runoff is highly variable in these channels. Sediment
is also delivered very episodically to these channels, either
from overbank during periods of overland runoff, or directly
from adjacent hillside slopes when slope failures occur.
Channels are, accordingly, directly ‘coupled’ to the adjacent
slopes. Flow variation through the year may be of order 100—
300 times (becoming infinite in channels that dry up for part
of the year), and sediment fluctuations may easily be of order
1000 times. Because they are small, extreme flows and sedi-
ment delivery events may create rapid — one might say,
‘catastrophic’ — changes in such channels. Farther down-
stream, the integration of drainage from many tributaries,
not all of them producing equally extreme runoff simulta-
neously, modulates the variability of flow, while the deposi-
tion of the largest and least mobile sediment grains promotes
relatively less extreme variation in onward transport. In the
distal parts of large rivers, extreme attenuation may occur, so
that flow variations may be reduced to order 3—10 times
through the year and sediment fluctuations to order 10-30
times. Alluvial deposits isolate the channels from the adja-
cent hillsides so sediment delivery to the channels occurs
purely by transport along the river from upstream, or by
streambank erosion.
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This introductory discussion of function in river systems
leads to two conclusions of great importance for under-
standing the climatic and human impacts on river systems:

e variations occur in the details of river form and function
in different parts of the world according to climate,
which determines hydrology, and to topography, which
determines the available energy gradient for the river;

e drainage basins can be divided into upland and trunk
divisions, between which river character changes
dramatically.

As an example of the former, we can compare rivers that
drain the humid, steep mountains of central Europe with
those draining the north European lowlands. Climate —
except insofar as it is modulated by altitude — is not too
different, but the steepness of the former region creates
rivers that transport abundant coarse sediment and typically
have wide gravel channels which, in their natural state, are
more or less laterally unstable as the coarse sediments are
deposited within the channel. In contrast, headwaters of
rivers that rise within the North European plain (that is,

excepting those with alpine headwaters) mobilise very
limited quantities of largely fine organic sediments and
flow in relatively deep, narrow channels that may have
substantial stability so long as their banks are not severely
disturbed.

The second conclusion leads us to recognise that the
origins of runoft and sediment on the land surface chiefly
control the character of upland river channels, hence that
human land use is the major factor that may disturb them
whereas, along trunk channels, direct human manipulation
of'the river (damming it; confining it for flood protection, or
to reclaim adjacent land; modifying the channel to improve
navigation; diverting significant volumes of water for water
resources development purposes) has major impacts on the
river.

The history of human impact on river channels in both
respects is long and the cumulative impact is large.
Relatively few rivers in the world today present anything
like their appearance of even 1000 years ago, and humans
have been the major driver of change.

4.3.2 Effects of human activities on river
morphology

Reinforcement of river banks

One of the earliest modifications of river channels to suit
human purposes was the systematic raising and reinforce-
ment of the banks to provide protection against flooding
and to protect land by discouraging the lateral movement of
the channel. These actions increase the security of people
occupying river floodplains which, since the dawn of civ-
ilisation, have been the most attractive areas for human
settlement because of the richness of the soil for plant
growth, the large diversity of plant and animal resources
located there, the relative ease of communication (by water
or by land), and ready access to the water — arguably the
most important of all natural resources.

There is a deep contradiction in these actions, which
were expanded with dramatic effect after the advent of
powered machinery, and which serve to isolate the river
from its floodplain. Most obviously, the isolation of the
floodplain from the river eliminates its flood storage func-
tion and creates even higher flood peaks within the channel-
way. More fundamentally, the reason for the resource
richness of river floodplains is the connection with the
river (Junk et al., 1989). Alluvial soils in floodplains are
mixtures of riverborne sediment and organic material that
sequester abundant nutrients and to which additions are
made each time the river floods. Biological diversity is
promoted by the lateral shifts of the river within its flood-
plain, which erode away mature to decadent floodplain
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habitats and replace them with fresh deposits and early
ecological succession. An active floodplain is a palimpsest
of habitats collectively supporting a high diversity of spe-
cies (Ward et al., 2002). In the long-term view, the flood-
plain is part of the river: it is the accumulation of sediments
on their way through the fluvial system that has entered
long-term but, nevertheless, temporary storage. Severing
the river from its floodplain ends the regular exchange of
water, sediment and nutrients, and severely constrains the
exchange of organisms between the two, to the long-term
detriment of biodiversity and productivity in the floodplain
and the river.

Hardening riverbanks — freezing the position of the
river — causes further problems in the channel. If the river
transports significant volumes of bed material, that material
must be deposited within the constricted channelway,
aggrading the bed and creating, again, higher floodwater
levels. Furthermore, there will be only limited possibility
for aquatic habitat renewal within the laterally constrained
channel, leading to a substantially less productive aquatic
ecosystem. In effect, the river has been transformed into a
ditch.

Modification of channel form
A more ambitious extension of bank modification entails
modifying the entire river channel — replacing the original
channel by a more or less regular one. There is a wide
variety of reasons to do so. This action, accompanied by
the construction of strong banks, fixes the position of the
channel, thereby protecting occupied riverine land and/or
improving access to riverfront lands; navigation is
improved; and resources in the form of sand and/or gravel
dredged from the river may be provided. The latter activity
is widespread in those parts of the world (generally, beyond
the margins of Pleistocene glaciation) where high-quality
aggregate resources are scarce on the terrestrial surface.

Extensive channel modification commenced in north-
western Europe in the seventeenth century. Purposes
included the drainage of wetlands in the attempt to reduce
insect-borne diseases, land reclamation and protection,
rationalisation of riparian land holdings, and navigation
improvements. The history of modification of some of
Europe’s largest rivers is recounted in Petts ez al. (1989).
Hundreds of kilometres of major rivers, and thousands of
kilometres overall, have been forced into rectilinear or
gently curved channels with fixed banks. The channels
are relatively narrow so that flows are swift and deep to
overcome tendencies for sediment to be deposited.
Ecologically, they are relatively barren.

One of the most dramatic examples of channel redesign
has occurred on the Mississippi River of the USA.

Following earlier practice, 14 meanders were cut off
between 1929 and 1942 to improve navigation on the
lower river and two natural cutoffs occurred (Winkley,
1994). The reach was shortened by 240km, or about
45%, which more than doubled the gradient in some sub-
reaches. Subsequent bank stabilisation has essentially fixed
the reach at about 70% of its former length. As the sandy
alluvial channel adjusts to these changes, there has been
bed erosion in upstream and mid-reaches and sediment
deposition downstream (Biedenharn et al., 2000). The
interpretation of these tendencies is made more complex
by the changing sediment load delivered to the river as the
result of changes in land management in the drainage basin
(see Section 4.4.3 for sediment effects).

Today, large-scale channel rectification for flood protec-
tion, navigation and water resource control is under way in
China, where the importance of flood protection in the
summer monsoon areas, the value of waterborne commer-
cial transport and the need for construction materials are all
critical spurs for such developments.

Again, the long-term effects may be counterproductive.
The replacement of the varied natural topography of the
riverbed by an often highly regular cross-section decimates
the habitat diversity for aquatic organisms. River channeli-
sation is inevitably followed by a reduction in riverine bio-
diversity (for perspectives, see Benke, 1990; Sparks, 1995).

More fundamentally, along alluvial rivers (where these
actions are most frequent) the change in river channel
dimensions that accompanies channelisation or dredging
has the effect of replacing the equilibrium cross-section of
the channel — that cross-section taken up by the channel as
the stable form for the imposed water and sediment loads,
and described by the equations of hydraulic geometry — by
a channel that is too wide and/or too deep. The river begins
to reduce its section by sedimentation so that continuous
and possibly costly maintenance activity must be under-
taken in order to maintain the engineered channel.

Modifying the flow regime

Damming a river and/or diverting water initiates the most
dramatic set of changes of all human actions. Firstly, the
hydrological regime may be more or less radically altered,
depending on the size and purpose of the project. Early
instances, the construction of weirs to trap fish and weirs to
direct water to mill-races, effected negligible modification
to the river regime. Later, dams constructed for water
resource control, for flood control and, most of all, for
hydroelectric power generation, have had increasingly rad-
ical impacts. The twentieth century has seen a massive
project of dam building (see Section 4.5) which has modi-
fied a large fraction of all the major rivers of the world.
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Today, 60% of the world’s large river systems are affected
by dams (Nilsson et al., 2005), 36% of these basins cover-
ing 52% of their aggregate area being ‘strongly affected’
according to the criteria of Dynesius and Nilsson (1994),
with ongoing developments in many large river basins,
worldwide.

Dams inundate more or less extensive land areas, they
induce sedimentation and aggradation upstream of the
impoundment, and they change the water and sediment
regimes downstream, often inducing erosion and degrada-
tion of the riverbed (Petts, 1984; Brandt, 2000). Flooding
extensive areas produces large transient changes in water
quality as various substances are desorbed from the drowned
soil. Large power dams are often located along the upper-
most trunk channels of a river system — where there is still a
significant drop that can be controlled for power generation,
but where flow is already quite large. They interrupt passage
of aquatic organisms along the river — most notably, anadr-
omous fish — and they stop the transfer of organic nutrients
from the extensive network of upland channels where
nutrient recruitment is prolific, to the downstream trunk
channels, where diverse aquatic ecosystems rely on the
nutrient influx. Riverine ecosystems are severely disrupted
by dams (Petts, 1984; Ligon et al., 1995).

In 1967, a major dam was closed on the upper Peace
River in northwestern Canada establishing what was, at the
time, the fifth largest hydropower project in the world. A
continuing study of the adjustment of the 1200-km long
river channel downstream shows that full adjustment will
proceed according to the ability of the river to redistribute
sediments along its course. With the highly regulated flow
regime, it is expected that this will require of order 1ka
(Church, 1995), although the bulk of the adjustment will
occur within the first century. Similar figures have been
estimated by Williams and Wolman (1984) for large pro-
jects in America.

Major end point deltas may be significantly impacted by
upstream dams because of the reduction in sediment sup-
ply. The Nile Delta is one such example. Since the closure
of the Aswan dams, the shoreline of the delta has been
significantly eroded (Stanley, 1988; see Section 4.5.2 for
further details). With the closure of the Three Gorges Dam
on Changjiang (the Yangtze River of China), a similar
drastic reduction in the downstream sediment budget has
been detected and similar effects are anticipated in its delta
(Yang et al., 2007).

Diversions and canals

Water is sometimes diverted from one drainage basin to
another via tunnels, pipes or open channels. The purpose
may be delivery of water for resource use in an area of need,

or it may be to focus hydroelectric power generation facili-
ties. Canals serve to facilitate freight navigation or to trans-
fer water. Both types of development modify the basic
hydrological network.

The direct impact of water diversion is modification of the
hydrological regime in both the contributing and receiving
waterway. A consequent physical impact is enhanced ero-
sion or sedimentation along one or the other waterway, since
sediments are never diverted in proportion to the water
diversion. The effects on aquatic ecology that attend the
construction of diversions and canals may be serious. The
constructed channels represent new routes for the migration
of aquatic organisms, which may move either independently,
or by attachment to boat traffic along the system. This may
lead to species invasions that significantly change the pre-
existing ecosystem in the receiving waters.

The heyday of canal building across drainage boundaries
occurred in the nineteenth century, before the establishment
of high-volume overland transport. Today, most major
developments for inland waterborne transport involve
modification of single drainage lines, such as the mid-
twentieth-century St. Lawrence Seaway into the Great
Lakes of eastern North America, or the continued develop-
ment of the Mississippi—-Missouri—Ohio system of the
USA. Old-established cross-drainage connections remain
a significant ecological concern, however. So, for example,
the Chicago drainage canal (properly, the Chicago Sanitary
and Ship Canal), which connects the Great Lakes with the
Mississippi system, is a major concern for the potential
spread into the Great Lakes of a number of major pest
organisms that have appeared in the Mississippi system.

An important class of diversions is redirection of water
into canals for agricultural irrigation. Perhaps the most
famous large-scale diversions were constructed in the Indus
basin of then British India (today, divided between Pakistan
and India) in the late nineteenth and early twentieth centuries.
Similar canals were constructed, as well, in the Nile delta.
From these exercises much of the modern theory of river
channel behaviour — including the hydraulic geometry — was
derived. Water diversion has induced siltation and reduction
in size of the river channels, and dramatic modification of
water quality (see further discussion in Section 4.5.2).

Diversions for hydroelectric power development and for
water resource development continue. The most ambitious
development underway in the world today is in China, where
the South—North Water Transfer Project is under construction
to refurbish the ancient Grand Canal — a 1794-km canal
running northeast from Hangzhou (Qiantang River) to
Beijing — to supply water, largely from Changjiang
(Yangtze River), to the heavily agricultural North China
Plain and, especially, to the water-starved capital region
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(Stone and Jia, 2006). Most of the rivers between Changjiang
and Beijing are, today, virtually 100% diverted for water
resource use, with the result that their channels are dry for
much of the year. This fate befell even Huanghe (Yellow
River) until steps were taken to maintain minimum flows in
the lower river.

4.3.3 Perspective

Humans have modified river channels for their particular
purposes — protection from floods and command of water
resources — for at least 3000 years. Works on a large scale
were engineered more than two millennia ago in the Szechwan
basin of China. Widespread river channel modifications were
undertaken in Europe from the seventeenth century, and large-
scale and extensive modification of river channels followed on
the development of powered earth-moving and dredging
machinery from the mid nineteenth century on. There is a
significant reassessment under way today of the wisdom of
such large-scale modifications of rivers in the industrial coun-
tries (see Section 4.6), but such developments continue un-
abated in the developing world, where the human condition
and the need to control water resources for survival and
development generally preclude such rethinking.

The impact of these developments on hydrology and on
the rivers is extreme. Channel changes that will accompany
the hydrological changes that follow regional or global
climate change are predictable using the equations of
hydraulic geometry. Thus the relative change in width is
related to the change in discharge by

dw _b-dQ
w0

where b=0.5 and similarly for d and v; that is, the fractional
change in river width will be one-half the fractional change

(4.4)

in formative flow — a 20% increase in the magnitude of
flood flows will create a 10% increase in the regime width
of the river. The exponents b, f(Eq. 4.2) and m (Eq. 4.3)
give the fractional changes to be expected in width, depth
and mean velocity, respectively.

In comparison, human engineering may alter the size of
channels and the flow through them by factors of 2 or more,
and may impose artificially simple and fixed geometries on
channels. Most of the world’s major rivers today are more or
less effectively controlled and regulated by human action
and, in regions of intense human settlement, nearly all chan-
nels have been fixed in position and simplified. The human
impact dramatically exceeds the foreseeable consequences of
hydroclimatic change and urgently requires comprehensive
study to understand the effects at landscape scale on ecosys-
tems, on resource provision, and on human society itself.

4.4 Fluvial sediment transport and
sedimentation

4.4.1 Water