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PREFACE TO THE SECOND EDITION 

When I wrote the first edition of Quaternary Paleoclimatology in the early 1980s 
the field of paleoclimatology was still in its infancy. Since then there has been an ex-
plosion of interest and research on the subject. It is amazing to realize that in the 
early 1980s AMS radiocarbon dating was hardly being used, we knew nothing of 
Dansgaard-Oeschger cycles and their relationship to the North Atlantic thermoha-
line circulation, the significance of Heinrich events had not been fully recognized, 
the first preliminary carbon dioxide measurements on ice cores were just being 
made, and no long ice cores had been recovered from the Tropics. General circula-
tion models were crude and paleoclimatic simulations were rare. By contrast, pa-
leoclimatology today is a major field in earth systems research and of vital 
importance to concerns over future global changes. As a result, the literature on the 
subject has grown immensely and it is becoming increasingly difficult to stay on top 
of the entire field. 

In this edition I provide a contemporary overview of the field, but inevitably 
there will be topics that I may not have adequately reviewed. There are certainly 
topics currently under debate on which I may not have represented the full range of 
perspectives. Some important topics are omitted, or have been given only a cursory 
introduction. Such are the dangers of trying to cover such a wide field. However, I 
believe there are advantages in having one lens through which this rapidly evolving 
field is viewed, rather than a spectrum of perspectives that an edited volume of spe-
cialists might present. I hope that those specialists who turn to their particular areas 

xiii 



XIV PREFACE 

of expertise will do so with the overall objectives of the book in mind; a compre-
hensive review of every subfield cannot be reconciled with an up-to-date overview 
of the rest of paleoclimatology. The final product is thus a compromise between 
completeness, expediency, and (eventually) exhaustion. Nevertheless, I hope I have 
done justice to most topics, and that the new references I have included will enable 
interested readers to access the important literature quickly. Certainly, there is no 
substitute for reading the original scientific papers. 

Apart from being more up to date, I believe this edition is a much more com-
prehensive overview of paleoclimatology and the record of climatic changes during 
the Quaternary than the first edition. All sections have been revised and updated. 
Particularly noteworthy changes include new material on dating (calibration of the 
radiocarbon timescale, amino acid geochronology, thermoluminescence [TL], opti-
cally stimulated luminescence [OSL], and infrared stimulated luminescence [IRSL]), 
a completely new chapter on ice cores, a longer and extensively revised chapter 
on marine sediments and ocean circulation in the past, new sections on corals, 
alkenones, loess, lake sediments (albeit brief), and greatly revised chapters on pollen 
analysis, tree rings, and historical records. I have also included a new chapter on 
paleoclimate models, emphasizing the increasing use of general circulation models 
in paleoclimatology. Over 1100 new references have been added and there are ap-
proximately 200 new figures. My goal has been to enable nonspecialists in any one 
subfield of paleoclimatology to learn enough of the basics in other subfields to al-
low them to read and appreciate the literature they might not otherwise understand. 
This will facilitate better communication of ideas within paleoclimatology and be-
yond. I leave it to the reader to decide how well this goal has been achieved. 

Ray Bradley 
Amherst, Massachusetts 
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I 
PALEOCLIMATIC RECONSTRUCTION 

Li INTRODUCTION 

Paleoclimatology is the study of climate prior to the period of instrumental mea-
surements. Instrumental records span only a tiny fraction (<10'^) of the Earth's cli-
matic history and so provide a totally inadequate perspective on climatic variation 
and the evolution of climate today. A longer perspective on climatic variability can 
be obtained by the study of natural phenomena which are climate-dependent, and 
which incorporate into their structure a measure of this dependency. Such phenom-
ena provide a proxy record of climate and it is the study of proxy data that is the 
foundation of paleoclimatology. As a more detailed and reliable record of past cli-
matic fluctuations is built up, the possibility of identifying causes and mechanisms 
of climatic variation is increased. Thus, paleoclimatic data provide the basis for test-
ing hypotheses about the causes of climatic change. Only when the causes of past 
climatic fluctuations are understood will it be possible to fully anticipate or forecast 
climatic variations in the future (Bradley and Eddy, 1991). 

Studies of past climates must begin with an understanding of the types of proxy 
data available and the methods used in their analysis. One must be aware of the dif-
ficulties associated with each method used and of the assumptions each entails. 
With such a background, it may then be possible to synthesize different lines of evi-
dence into a comprehensive picture of former climatic fluctuations, and to test hy-
potheses about the causes of climatic change. This book deals with the different 

I 
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types of proxy data and how these have been used in paleoclimatic reconstructions. 
The organization is methodological, but through discussion of examples, selected 
from major contributions in each field, an overview of the climatic record during 
the late Quaternary (the last ~1 Ma) is also provided. The climate of earlier periods 
can be studied using some of the methods discussed here (particularly those in 
Chapters 6, 7, and 9) but the farther back in time one goes, the greater are the prob-
lems of dating, preservation, disturbance, and hence interpretation. For a thorough 
discussion of climate over a much longer period, the reader is referred to Frakes 
etal (1992). 

Although our perspective on the past is obviously somewhat myopic, the Qua-
ternary was a period of major environmental changes that were possibly greater 
than at any other time in the last 60 miUion years (Fig. 1.1). Nevertheless, there is 
no doubt that an understanding of climatic variation and change during the 
Quaternary period is necessary not only to appreciate many features of the natural 
environment today, but also to comprehend fully our present climate. Different 
components of the climate system change and respond to external factors at differ-
ent rates (see Section 2.2); in order to understand the role such components play in 
the evolution of climate it is necessary to have a record considerably longer than the 
time it takes for them to undergo significant changes. For example, the growth and 
decay of continental ice sheets may take tens of thousands of years; in order to un-
derstand the factors leading up to such events and the effects such events subse-
quently have on climate, it is necessary to have a record considerably longer than 
the cryospheric (snow and ice) changes which have taken place. Furthermore, as 
major periods of global ice build-up and decay appear to have occurred on a quasi-
periodic basis during at least the late Quaternary, a much longer record than the 
mean duration of this period (-10^ yr) is necessary to determine the causative fac-
tors, and to appreciate how those factors play a role in climate today. A detailed pa-
leoclimatic record, spanning at least the late Quaternary period, is therefore 
fundamental to comprehension of modern climate, and the causes of climatic varia-
tion and change (Kutzbach, 1976). Furthermore, unless the natural variability of 
climate is understood, it will be extremely difficult to identify with confidence any 
anthropogenic effects on climate. 

Computer models can be used to estimate the spatial and temporal pattern of 
climate change as greenhouse gas concentrations increase in the atmosphere. This 
provides a "target" of expected change against which contemporary observations 
can be compared. If the climate system evolves towards such a target, one could 
then argue that anthropogenic effects have been detected on a global scale (Santer 
et al,^ 1996). But natural variability, unless fully represented in model simulations, 
may confound such detection efforts. Whatever anthropogenic effects there are 
on climate, they will be superimposed on the underlying background of "natural" 
climate variability, which may be varying on all timescales in response to different 
forcing, factors. Paleoclimatic research provides the essential understanding of cli-
mate system variability, and its relationship to both forcing mechanisms and feed-
backs, which may amplify or reduce the direct consequences of particular forcings. 
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FIGURE I . I Generalized temperature history of the Earth plotted as relative departures from the present 
global mean (from Frakes et o/., 1992). Studying the proxy record of paieoclimate is rather like looking through 
a telescope held the wrong way around; for recent periods there is evidence of short-term climatic variations, 
but these cannot be resolved in earlier periods. 

It is abundantly clear from the paieoclimate record that abrupt changes have 
occurred in the global climate system at certain times in the past. Nonlinear re-
sponses apparently have occurred as critical thresholds were passed. Our knowl-
edge of what these thresholds are is completely inadequate; we cannot be certain 
that anthropogenic changes in the climate system will not lead us, inexorably, 
across such a threshold, beyond which may lie a dramatically different future cli-
mate state (Broecker, 1987). Only by careful attention to such episodes in the past 
can we hope to comprehend fully the potential danger of future global changes due 
to human-induced effects on the climate system. 
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1.2 SOURCES OF PALEOCLIMATIC INFORMATION 

Many natural systems are dependent on climate; where evidence of such systems in 
the past still exists, it may be possible to derive paleoclimatic information from 
them. By definition, such proxy records of climate all contain a climatic signal, but 
that signal may be relatively weak, embedded in a great deal of extraneous "noise" 
arising from the effects of other (non-climatic) influences. The proxy material has 
acted as a filter, transforming climatic conditions at a point in time, or over a pe-
riod, into a more or less permanent record, but the record is complex and incorpo-
rates other signals that may be irrelevant to the paleoclimatologist. 

To extract the paleoclimatic signal from proxy data, the record must first be cal-
ibrated. Calibration involves using modern climatic records and proxy materials to 
understand how, and to what extent, proxy materials are climate-dependent. It is 
assumed that the modern relationships observed have operated, unchanged, 
throughout the period of interest (the principle of uniformitarianism). All paleocli-
matic research, therefore, must build on studies of climate dependency in natural 
phenomena today. Dendroclimatic studies, for example, have benefited from a 
wealth of research into climate-tree growth relationships, which have enabled den-
droclimatic models to be based on sound ecological principles (see Chapter 10). Sig-
nificant advances have also been made in palynological research by improvements 
in our understanding of the relationships between modern climate and modern 
pollen rain (see Chapter 9). It is apparent, therefore, that an adequate modern data 
base and an understanding of contemporary processes in the climate system are 
important prerequisites for reliable paleoclimatic reconstructions. However, not all 
environmental conditions in the past are represented in the period of modern expe-
rience. Obviously, situations existed during glacial and early Postglacial times that 
defy characterization by modern analogs. One must therefore be aware of the pos-
sibility that erroneous paleoclimatic reconstructions may result from the use 
of modern climate-proxy data relationships when past conditions have no analog 
in the modern world (Sachs et aL, 1977). By the use of more than one calibration 
equation it may be possible to detect such periods and avoid the associated errors 
(Hutson, 1977; Bartlein and Whitlock, 1993; see also Section 6.4). 

Major types of proxy climatic data available are listed in Table 1.1. Each line 
of evidence differs according to its spatial coverage, the period to which it pertains, 
and its ability to resolve events accurately in time. For example, ocean sediment 
cores are potentially available from 70% of the Earth's surface, and may provide 
continuous proxy records of climate spanning many millions of years. However, 
these records are difficult to date accurately; commonly there is a dating uncertainty 
of ± 1% of a sample's true age (the absolute magnitude of the uncertainty thus in-
creasing with sample age). Mixing of sediments by marine organisms and generally 
low sedimentation rates also make it difficult to obtain samples from the open 
ocean that represent less than 500-1000-yr intervals (depending on depth in the 
core). This large minimum sampling interval means that the value of most marine 
sediment studies lies in low-frequency (long-term) paleoclimatic information (on the 
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TABLE I. I Principal Sources of Proxy Data for Paleociimatic Reconstructions 

( I ) Glaciological (ice cores) 

(a) 

(b) 

(c) 

(d) 

(2) Geological 

geochemistry (major ions and isotopes of oxygen and hydrogen) 

gas content in air bubbles 

trace element and microparticle concentrations 

physical properties (e.g., ice fabric) 

(A) Marine (ocean sediment cores) 

(i> Biogenic sediments (planktonic and benthic fossils) 

(a) oxygen isotopic composition 

(b) faunal and floral abundance 

(c) morphological variations 

(d) alkenones (from diatoms) 

(ii) Inorganic sediments 

(a) terrestrial (aeolian) dust and ice-rafted debris 

(b) clay mineralogy 

(B) Terrestrial 

(a) glacial deposits and features of glacial erosion 

(b) periglacial features 

(c) shorelines (Eustatic and glacio-eustatic features) 

(d) aeohan deposits (loess and sand dunes) 

(e) lacustrine sediments, and erosional features (shorelines) 

(f) pedological features (relict soils) 

(g) speleothems (age and stable isotope composition) 

(3) Biological 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

tree rings (width, density, stable isotope composition) 

pollen (type, relative abundance, and/or absolute concentration) 

plant macrofossils (age and distribution) 

insects (assemblage characteristics) 

corals (geochemistry) 

diatoms, ostracods, and other biota in lake sediments (assemblages, abundance, 
and/or geochemistry) 

modern population distribution (refugia and relict populations of plants 
and animals) 

(4) Historical 

(a) written records of environmental indicators (parameteorological phenomena) 

(b) phenological records 
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order of lO^-lO"^ yr; see Chapter 6). However, areas with high sedimentation rates 
(that can provide higher resolution data) are now the focus of major coring efforts 
(IMAGES Planning Committee, 1994). Sediments from such areas can document 
changes on the -10^ yr timescale (e.g., Keigwin, 1996) or even at the decadal scale 
in exceptional circumstances (e.g., Hughen et aL, 1996b). By contrast, tree rings 
from much of the (extratropical) continental land mass can be accurately dated to 
an individual year, and may provide continuous records of more than a thouisand 
years duration. With a minimum sampling interval of one year, they provide pri-
marily high-frequency (short-term) paleoclimatic information (see Chapter 10). 
Table 1.2 documents the main characteristics of these and other sources of paleo-
climatic data. The value of proxy data to paleoclimatic reconstructions is very de-
pendent on the minimum sampling interval and dating resolution, as it is this that 
primarily determines the degree of detail available from the record. Currently, an-
nual and even seasonal resolution of climatic fluctuations in the timescale 10^-10^ 
yr is provided by ice-core, coral, varved sediment, and tree-ring studies (see Chap-
ters 5-7 and 10). Detailed analyses of pollen in varves may provide annual data, but 
it is likely that the pollen itself is an integrated measure of the pollen rain over a 
number of prior years (Jacobson and Bradshaw, 1981). On the longer timescale 
(10^-10^ yr) ocean cores provide the best records at present, although resolution 
probably decreases to ± 10"̂  years in the early Quaternary. Historical records have 
the potential of providing annual (or intra-annual) data for up to a thousand years 
in some areas, but this potential has been realized only for the last few centuries in 
a few areas (see Chapter 11). 

Commonly, there is a frequency-dependence that precludes reconstruction of past 
climates over part of the spectrum because of inherent attributes of the archive itself. 
Marine sediments typically have a strong red noise spectrum with most of the vari-
ance at low frequencies due to low sedimentation rates and bioturbation. Tree rings, 
on the other hand, rarely provide information at very low frequencies (i.e., greater 
than a few hundred years); removal of the biological growth function (a necessary 
prerequisite to paleoclimatic analysis) essentially filters out such low frequency com-
ponents from the raw data. All paleo records have some frequency-dependent bias, 
which must be understood to make sensible use of the data. 

Not all paleoclimatic records are sensitive indicators of abrupt changes in 
climate; the climate-dependent phenomenon may lag behind the climatic perturba-
tion so that abrupt changes appear as gradual transitions in the paleoclimatic 
record. Different proxy systems have different levels of inertia with respect to cli-
mate, such that some systems vary essentially in phase with climatic variations 
whereas others lag behind by as much as several centuries (Bryson and Wendland, 
1967). This is not simply a question of dating accuracy but a fundamental attribute 
of the proxy system in question. Pollen, for example, derives from vegetation that 
might take up to a few hundred years to adjust to an abrupt change in climate. Even 
with interannual resolution in the pollen record, sharp changes in climate are un-
likely to be reflected in pollen assemblages, as the vegetation affected may take 
many centuries to adjust to a new climatic state (though interannual values of total 
pollen influx may provide clues to rapid shifts in circulation patterns). By contrast. 
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TABLE 1.2 Characteristics of Natural Archives 

Archive 

Historical records 

Tree rings 

Lake sediments 

Corals 

Ice cores 

Pollen 

Speleothems 

Paleosols 

Loess 

Geomorphic features 

Marine sediments 

Minimum 
sampling i 

day/hr 

yr/season 

yr (varves) 

yr 

yr 

20 yr 

100 

100 yr 

100 yr 

100 yr 

500 yr^ 

interval 

to 20 yr 

Temporal 
range (order: yr) 

-103 

-10^ 

-10^-10^ 

-10^ 

~5 X 10^ 

-10^ 

~5 X 10^ 

-106 

-10^ 

-10^ 

-10^ 

Potential 
information derived 

T, P, B, V, M, L, S 

T, P, B, V, M, S 

T, B, M, P, V, C^ 

^W' ' ' 

T, P, C^, B, V, M, S 

T,P,B 

^w> » 
T,P,B 

P, B,M 

T,P,V,L,P 

T , C ^ , B , M , L , P 

T = temperature 

P = precipitation, humidity, or water balance (P-E) 

C = chemical composition of air (C^) or water (C^) 

B = information on biomass and vegetation patterns 

V = volcanic eruptions 

M = geomagnetic field variations 

L = sea level 

S = solar activity 

After Bradley and Eddy (1991). 
^ In rare circumstances (varved sediments) <10 yr. 

the record of fossil insects may point to short-term changes of cHmate (because 
insect populations are often highly mobile and sensitive to temperature fluctuations) 
that are not resolvable using pollen analysis alone (see Section 8.4). Thus, not 
all proxy data are readily comparable because of differences in response time to 
climatic variations. 

In terms of the resolution provided by proxy data, it is also v^orth noting that 
not all data sources provide a continuous record. Certain phenomena provide dis-
continuous or episodic information; glacier advances, for example, may leave geo-
morphological evidence of their former extent (moraines, trim-hnes, etc.) but these 
represent discrete events in time, resulting from the integration of climatic condi-
tions prior to the ice advance (see Section 7.4). Such deposits say nothing about 
times of ice recession. Furthermore, major ice advances may obliterate evidence 
of previous, smaller advances, so the geomorphological record is likely to be not 
only discontinuous but also incomplete. Studies of continuous paleoclimatic records 
can help to place such episodic information in perspective and, for this reason, the 
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continuous marine sedimentary records are commonly used as a chronological and 
paleoclimatic frame of reference for long-term climatic fluctuations recorded on 
land (Kukla, 1977). This does not mean that the growth and decay of ice sheets in 
different areas were globally synchronous; indeed there is much evidence that this 
was not the case. 

So far the focus has been on paleorecords of past climatic change (i.e., the 
response of the climate system to some external or internal forcing). However, paleo-
records can also provide critical information on the nature of past forcing factors. 
Ice cores, for example, register the occurrence of major explosive eruptions in the 
record of non sea-salt sulfate, resulting from acidic fallout after such events. ^̂ Be in 
ice also provides insight into past solar variability, and the dust content of ice 
records past atmospheric turbidity. Changes in radiatively important greenhouse 
gases (CO2, CH4, N2O) are also recorded in air bubbles in the ice. Such records are 
extremely valuable in understanding what factors may have been important in 
bringing about changes in past climate, and in defining the significance of future en-
vironmental changes. 

In all paleorecords, accurate dating is of critical importance. Without accurate 
dating it is impossible to determine if events occurred synchronously or if certain 
events led or lagged others. This is a fundamental requirement if we are to under-
stand the nature of global changes of the past (see Chapters 3 and 4). Accurate dat-
ing is required in any assessment of the rate at which past environmental changes 
occurred, particularly when considering high frequency, short-term changes in 
climate. Indeed, the duration of such events may be shorter than the normal error 
associated with many dating methods. 

.3 LEVELS OF PALEOCLIMATIC ANALYSIS 

Paleoclimatic reconstruction may be considered to proceed through a number of 
stages or levels of analysis. The first stage is that of data collection, generally involv-
ing fieldwork, followed by initial laboratory analyses and measurements. This 
results in primary or level 1 data (Hecht et aL, 1979; Peterson et aL, 1979). 
Measurements of tree-ring widths or the isotopic content of marine foraminifera 
from an ocean core are examples of primary data. At the next stage, the level 1 data 
are calibrated and converted to estimates of paleoclimate. The calibration may be 
entirely qualitative, involving a subjective assessment of what the primary data 
represent (e.g., "warmer," "wetter," "cooler" conditions, etc.) or may involve an 
explicit, reproducible procedure that provides quantitative estimates of paleocli-
mate. These derived or level 2 data provide a record of climatic variation through 
time at a particular location. For example, tree-ring widths from a site near the 
alpine or arctic treeline may be transformed into a paleotemperature record for that 
location, using a calibration equation derived from the relationship between mod-
ern climatic data and modern tree-ring widths (see Chapter 10). 

Different level 2 data may also be mapped to provide a regional synthesis of pa-
leoclimate at a particular time, the synthesis providing greater insight into former 
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circulation patterns than any of the individual level 2 data sets could provide alone 
(Nicholson and Flohn, 1980). In some cases, three-dimensional (3D) arrays of level 
2 data (i.e., spatial patterns of paleoclimatic estimates through time) have been 
transformed into objectively derived statistical summaries. For example, spatial pat-
terns of drought in the eastern United States over the last 300 yr (based on level 1 
tree-ring data) have been converted into a small number of principal components 
(eigenvectors) that account for most of the variance in the level 2 data set (Cook et 
al.y 1992b). The eigenvectors show that there are a small number of modes, or pat-
terns of drought, which characterize the data. The statistics derived from such 
analyses constitute a third level of paleoclimatic data (level 3 data). 

Most paleoclimatic research involves level 1 and level 2 data at individual sites, 
though regional syntheses are becoming more common (e.g., see individual chap-
ters in Wright et aL, 1993). At the larger, hemispheric or global scale, there are few 
studies of the spatial dimensions of climate at particular periods in the past. No-
table exceptions are the CLIMAP and COHMAP reconstructions of marine and 
continental conditions at 3000-yr intervals from 18,000 yr B.P. to the present 
(CLIMAP, 1976; COHMAP, 1988; Webb et aL, 1993a). Such syntheses provide rig-
orous tests of the ability of general circulation models to simulate climate under dif-
ferent boundary conditions and different forcing mechanisms (see Chapter 12). 

.4 MODELING IN PALEOCLIMATIC RESEARCH 

In addition to studies of natural archives, paleoclimatic research also involves nu-
merical models of the climate system. These models are necessarily based on studies 
of the contemporary environment, but are applied to those periods in the past when 
boundary conditions were different from those of today. This provides a test of the 
models' ability to simulate distinctly different environmental states, by providing a 
database of environmental conditions in the past that were quite different from 
those of today. For example, general circulation models have been used to produce 
global paleoclimatic reconstructions at 3 ka intervals, from 18 ka B.P. to the 
present, which can be verified (or nullified) by research on natural archival materi-
als (Kutzbach et aL, 1993b). Models are also used to test hypotheses about the 
causes of past environmental changes, to quantify the relative importance of one 
factor compared to another, and to examine the sensitivity of the system to differ-
ent forcing mechanisms. If the models prove to be reliable in such tests, more confi-
dence can be placed in their ability to predict future climatic changes in response to 
anthropogenic forcing (Rind, 1993). 

Models and field data are used interactively to stimulate new hypotheses about 
the nature and causes of environmental change, and to assess their validity. As an 
example of this evolving process of data collection and model-building, consider the 
long-held hypothesis that orbital variations were primarily responsible for the on-
set and cessation of the major glaciations of the late Quaternary. Modeling studies 
suggest that the changes in solar radiation produced by orbital variations were in-
sufficient, by themselves, to produce the observed environmental changes. Other 
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processes or feedbacks were evidently involved. Recent studies of polar ice cores 
have revealed significant changes in CO2, atmospheric aerosols, and CH^ from in-
terglacial to glacial periods; CO2 and CH^ levels were much lower during the last 
glaciation and the tropospheric aerosol load was much greater. Models have been 
used to assess the relative importance of these factors in the growth and decay of 
continental ice sheets and to provide quantitative estimates of their significance. 
However, these results have raised new questions about the processes involved in 
such dramatic environmental changes. What changes occurred first? Was there a 
primary triggering factor? What caused the changes in atmospheric composition? 
Are there critical thresholds in earth systems that, once crossed, lead to new and dif-
ferent quasi-stable environmental states? Much new research has been fueled by 
such questions, and so the search for more information and better understanding 
continues. This is not an irrelevant academic exercise. Changes in atmospheric CO2 
and CH4 levels recorded in ice cores were of the same magnitude as changes 
wrought by human activities over the last century (though anthropogenic changes 
have been more rapid). Together, paleoenvironmental data and modeling can help 
us to evaluate known changes in the past, and to comprehend the feedbacks and 
system responses that are of direct relevance to understanding the future impact of 
greenhouse gases. 



CLIMATE AND CLIMATIC VARIATION 

2.1 THE NATURE OF CLIMATE AND CLIMATIC VARIATION 

Climate is the statistical expression of daily weather events; more simply, climate is 
the expected weather. Naturally, for a particular location, certain weather events will 
be common (or highly probable); these will lie close to the central tendency or mean 
of the distribution of weather events. Other types of weather will be more extreme 
and less frequent; the more extreme the event, the lower the probability of recurrence. 
Such events would appear at the margins of a distribution of weather events charac-
terizing a particular climate. The overall distribution of climatic parameters defines 
the climatic variability of the place. If we were to measure temperature in the same lo-
cation for a finite period of time, the statistical distribution of measured values would 
reflect the geographical situation of the site (in relation to solar radiation receipts and 
degree of continentality) as well as the relative frequency of synoptic weather patterns 
and the associated airflow over the region. Given a long enough period of observa-
tions, it would be possible to characterize the temperature of the site in terms of mean 
and variance. Similarly, observations of other meteorological parameters, such as pre-
cipitation, relative humidity, solar radiation, cloudiness, wind speed, and direction, 
would enable a more comprehensive understanding of the climate of the site to be 
obtained. However, implicit in such statistics is the element of time. For how long 
should observations be taken to obtain a reliable picture of the climate at a particular 
place? The World Meteorological Organization has recommended the adoption of 

11 
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Standardized 30-yr periods to characterize climate (Mitchell et aL, 1966; Jagannathan 
et aL, 1967). Adoption of a standard reference period is necessary because the statis-
tics that define climate in one area may vary over time so that climate, strictly speak-
ing, should always be defined with reference to the period used in its calculation. 
Recent studies of global warming express global temperature changes relative to the 
1961-1990 mean (Jones, 1994) but most paleoclimate studies rely on climatic data 
from earlier decades. This becomes important when attempting to compare the fairly 
subtle climatic variations of the recent past (or general circulation model simulations) 
with the climate of "today." Presumably, in such a context "today" means the most 
recent 30-yr mean, but in many areas the last 30 years have been significantly warmer 
than in previous decades; in fact, on a global scale, 1986-1995 was probably one of 
the warmest decades for many centuries. The problem is even more difficult in deal-
ing with precipitation, where one 30-yr climatic average may be quite different from 
another (Bradley, 1991). There is no simple solution, so changes in climate should al-
ways be expressed relative to some defined time interval, to allow different recon-
structions to be appropriately compared. 

Climate may vary in different ways. Some examples of climatic variation are 
shown in Fig. 2.1. Variations may be periodic (and hence predictable) quasi-periodic 
(predictable only in the very broadest terms) or non-periodic. Central tendencies 

Periodic variation 

F I G U R E 2.1 Examples of climatic variation and variability (from Hare, 1979). 
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(mean values) may remain more or less constant or exhibit trends or impulsive 
changes from one mean to another (Hare, 1979). Such occurrences may appear 
to be random in a time series but this does not necessarily mean they are not pre-
dictable. For example, a number of studies have shown that abrupt changes in cli-
mate generally result from large explosive volcanic eruptions (e.g., Bradley, 1988). 
Consequently, the climatic effects of similar eruptions can be anticipated. Hansen et 
al, (1996), for example, used a general circulation model to estimate the changes in 
temperature expected from the 1991 eruption of Mount Pinatubo (Philippines). 
Their estimates tracked very closely observed temperature changes in the years fol-
lowing the eruption. Such studies indicate that in some circumstances reHable climate 
predictions can be made, even though the eruptions themselves are non-periodic. 

A very important aspect of variability in the climate system involves non-linear 
feedbacks, in which drastic changes may. occur if some critical threshold is ex-
ceeded. One example of this is the oceanic thermohaline circulation, which may 
cease to operate if the salinity-density balance in near-surface waters of the North 
Atlantic Ocean is disturbed beyond a certain point. The circulation would then 
cease until salinity increased to the level where density-induced overturning of the 
water column could resume (see Section 6.9). 

Finally, climatic variation may be characterized by an increase in variability 
without a change in central tendency, though commonly a change in variability ac-
companies a change in overall mean. Climatic variability is an extremely important 
characteristic of climate in our increasingly overstressed world. Every year, un-
expected weather events (extremes in the climate spectrum) result in hundreds of 
thousands of deaths and untold economic and social hardships. If climatic variabil-
ity increases, the unexpected becomes more probable and the strain on social and 
political systems increases. High resolution paleoclimatic data can shed light on this 
important aspect of climatic variation. 

In the light of these discussions it is appropriate to consider the term climatic 
change. Clearly, climates may change on different scales of time and in different ways. 
In paleoclimatic studies, climatic changes are characterized by significant differences 
in the mean condition between one time period and another. Given enough detail and 
chronological control, the significance of the change may be calculated from statistics 
describing the time periods in question. Markedly different climatic conditions be-
tween two time periods imply an intervening period of climate characterized by an 
upward or downward trend, or by an impulsive change in central tendency (see Fig. 
2.1). Many paleoclimatic records appear to provide evidence for there being distinct 
modes of climate, within which short-term variations are essentially stochastic (ran-
dom). Brief periods of rapid, step-like, climatic change appear to separate these seem-
ingly stable interludes (Bryson et al, 1970). Analysis of several thousand "̂̂ C dates on 
stratigraphic discontinuities (primarily in pollen records from western Europe, but in-
cluding data from elsewhere) lends some support to this idea (Wendland and Bryson, 
1974). Certain periods stand out as having been times of environmental change on a 
worldwide scale^ (Fig. 2.2). Such widespread discontinuities imply abrupt, globally 

^ As discussed in Chapter 3, changes in the '̂̂ C content of the atmosphere may result in periods of ap-
parently rapid change, because events which were in reality separate in time appear near synchronous when 
"̂̂ C dated. This effect may have influenced the pattern of change noted by Wendland and Bryson (1974). 
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F I G U R E 2.2 "Climatic discontinuities" revealed by analysis of over 800 ''̂ C dates on stratigraphic discon-
tinuities in paleoenvironmental (primarily botanical) records (based on data inWendland and Bryson, 1974). 
Major and minor discontinuities are shovŷ n by large and small jagged lines, respectively. Time limits of the Hyp-
sithermal and the Altithermal are from Deevey and Flint (l957).The BIytt-Sernander scheme of Scandinavian peat 
stratigraphy was developed before '^C dating techniques were available. It is based on changes in peat growth 
that were considered to be climate related. Radiocarbon dates now indicate that the boundaries are not pre-
cise, but vary over the ranges indicated (based on summaries by Godwin, 1956 and Deevey and Flint, 1957). Ob-
jective analyses of peat stratigraphy indicate that the "classic" stages of peat stratigraphy may not be of regional 
significance after all (except for the Sub-Boreal/Sub-Atlantic transition at about 2500 years B.R) (Birks and Birks, 
1981). Nevertheless, the descriptors (Atlantic, Sub-Atlantic, etc.) are still commonly used to refer to a particu-
lar time period, albeit vaguely defined, both climatically and chronologically. Late Glacial/Early Holocene chrono-
zones are from Mangerud et al. (1974). 
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synchronous climatic changes, presumably brought about by some large-scale forc-
ing. In particular the period 2760-2510 yr B.P. (the beginning of sub-Atlantic time) 
stands out in both palynological and archeological data as a period of major environ-
mental and cultural change, the cause of which is not known. If such a disruption of 
the climate system were to recur today, the social, economic, and political conse-
quences would be nothing short of catastrophic (Bryson and Murray, 1977). 

If climate is considered from a mathematical viewpoint, it is theoretically possi-
ble that a particular set of boundary conditions (solar radiation receipts. Earth sur-
face conditions, etc.) may not give rise to a unique climatic state. Two or more 
distinct sets of statistics ("climate") may result from a single set of controls on the 
atmospheric circulation (Lorenz, 1968, 1970, 1976). In a practical sense, this sug-
gests that climate (taken here to mean a particular mode of the general circulation 
of the atmosphere) may be essentially stable until some external factor (e.g., a 
change in solar radiation output or in volcanic dust loading of the atmosphere) 
causes a perturbation in the system. This perturbation may be only a short-term 
phenomenon, after which boundary conditions return to their former state; how-
ever, the resultant climate may not be the same, even though the boundary condi-
tions are nearly identical to those before the perturbation — one of the other 
"solutions" to the mathematical problem of climate may have been adopted. Such a 
system is said to be intransitive. If, on the other hand, there is only one unique cli-
matic state corresponding to a given set of boundary conditions, the system is said 
to be transitive. If climate does operate as an intransitive system, this poses in-
tractable problems for mathematical models of climate, and for attempts to use 
these for climate forecasting. There is another possibility that complicates matters 
further. With only a minor change in boundary conditions, it is theoretically possi-
ble for there to be two or more time-dependent solutions, each with different statis-
tics (climate) when considered over a moderate time span (i.e., the system may 
appear to be intransitive). However, if the time span is made sufficiently long, the 
different statistics converge to an essentially stable state. This is referred to as an 
almost-intransitive system (Lorenz, 1968). In practice, this means that a single set 
of boundary conditions may result in different climate states over discrete time in-
tervals. If we were observing these different states through the paleoclimatic record, 
they would appear to represent periods separated by a "climatic change" (implying 
an external causative factor) whereas they would be, in actuality, merely stages on 
the way to a long-term stable state. 

2.2 THE CLIMATE SYSTEM 

Although it is common to consider climate as simply a function of the atmospheric 
circulation over a period of time, to do so overlooks the complexity of factors that 
determine the climate of a particular region. Climate is the end-product of a multi-
tude of interactions between several different subsystems — the atmosphere, oceans, 
biosphere, land surface, and cryosphere — which collectively make up the climate 
system. Each subsystem is coupled in some way to the others (Fig. 2.3) such that 
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F I G U R E 2.3 Schematic diagram of major components of the climatic system. Feedbacks between various 
components play an important role in climate variations. 

changes in one subsystem may give rise to changes elsew^here (see Section 2.3). Of 
the five principal subsystems, the atmosphere is the most variable; it has a relatively 
low heat capacity (lovv̂  specific heat) and responds most rapidly to external influ-
ences (on the order of 1 month or less). It is coupled to other components of the ch-
mate system through energy exchanges at the surface (the atmospheric boundary 
layer) as v^ell as through chemical interactions that may affect atmospheric compo-
sition (Junge, 1972; Jaenicke, 1981; Bolin, 1981). Only recently has it been possi-
ble to assess variations in atmospheric composition and turbidity through time 
(Raynaud et aL, 1993; Zielinski, 1995). Such variations are of particular impor-
tance because they may be a fundamental cause of past climatic variations. 

The oceans are a much more sluggish component of the climate system than 
the atmosphere. Surface layers of the ocean respond to external influences on a 
timescale of months to years, w^hereas changes in the deep oceans are much slow^er; 
it may take centuries for significant changes to occur at depth. Because water has a 
much higher heat capacity than air, the oceans store very large quantities of energy, 
and act as a buffer against large seasonal changes of temperature. On a large scale, 
this is reflected in the differences between seasonal temperature ranges of the North-
ern and Southern Hemispheres (Table 2.1). On a smaller scale, proximity to the 
ocean is a major factor affecting the climate of a region. Indeed, it is probably the 
single most important factor, after latitude and elevation. 

At the present time, the oceans cover 7 1 % (361 X 10^ km^) of the Earth's sur-
face and hence play an enormously important role in the energy balance of the Earth 
(see Section 2.4). The oceans are most extensive in the Southern Hemisphere, be-
tween 30 and 70° S, and least extensive in the zone 50-70° N and poleward of 70° S 
(Fig. 2.4). This distribution of land and sea is of great significance; it is largely 
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TABLE 2.1 Mean Temperatures (^C) and Temperature Differences 

(a) Surface 

Northern Hemisphere 

Southern Hemisphere 

Entire globe 

Extreme months 

8.0 (January) 

10.6 (July) 

12.3 (January) 

(b) Middle Troposphere (300-700-mb layer) 

Mean temperatures 

Equator 

North Pole 

South Pole 

Temperature differences 

Equator-North Pole 

Equator-South Pole 

-8.6 

-41.5 (January) 

-52.7 (July) 

32.9 (January) 

29.7 (January) 

21.6 (July) 

16.5 (January) 

16.1 (July) 

-8.6 

-25.9 (July) 

-38.3 (January) 

17.3 (July) 

44.1 (July) 

Year 

15.0 

13.4 

14.2 

-8.6 

-35.9 

-47.7 

27.3 

39.1 

After Flohn, 1978 and Van Loon et al., 1972. 

responsible for the differences in atmospheric circulation between the two hemi-
spheres, and has important implications for glaciation of the Earth (Flohn, 1978). On 
a global scale, the relative proportions of land and sea have changed little during the 
Quaternary, in spite of sea-level changes due to the growth and decay of continental 
ice sheets. When sea level was 100 m below current levels ocean area decreased by 
only 3 % (though this is equivalent to a 10% increase in land-surface area). Such 
changes undoubtedly had regional significance; in particular, sea-level changes may 
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F I G U R E 2.4 Percentage distribution of land and ocean by 5° latitude band. Land area shaded. Upper fig-
ures give percentage of hemispheric surface area equatorward of latitudes shown. Arrows indicate mean latitu-
dinal ranges of seasonal snow cover (see Table 2.3). 
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have had important effects on oceanic circulation and certainly must have influenced 
the degree of continentality of some areas (e.g., Barry, 1982; Nix and Kalma, 1972). 

The oceans play a critical role in the chemical balance of the atmospheric sys-
tem, particularly with respect to atmospheric carbon dioxide levels. Because the 
oceans contain very large quantities of CO2 in solution, even a small change in the 
oceanic CO2 balance may have profound consequences for the radiation balance of 
the atmosphere, and hence climate (Sundquist, 1985). The role of the oceans in 
global CO2 exchanges is of particular importance, not only for an understanding of 
past climatic variations but also for insight into future CO2 trends in the atmo-
sphere (Baes, 1982; Bolin, 1992). 

The land surface of the Earth interacts w îth other components of the climate 
system on all timescales. Over very long periods of time, continental plate move-
ments (in relation to the Earth's rotational axis) have had major effects on world 
climate (Tarling, 1978; Frakes et aL, 1992). It is no coincidence that the frequency 
of continental glaciation increased as the plates moved to increasingly polar posi-
tions. Similarly, mountain-building episodes (orogenies) have had major effects on 
world climate. Apart from the dynamic effects on atmospheric circulation (Yoshino, 
1981; Ruddiman and Kutzbach, 1989) the presence of elevated surfaces at relatively 
high latitudes, where snow can persist throughout the year, may be a prerequisite 
for the development of continental ice sheets (Ives et al., 1975). 

The latitudinal distribution of land and sea is of fundamental significance for 
both regional and global climate. In particular, the presence of highly reflective 
snow- and ice-covered regions at high latitudes strongly affects Equator-Pole tem-
perature gradients (Table 2.1b). In the Southern Hemisphere, the presence of the 
high elevation Antarctic plateau south of -75° S (Fig. 2.4) causes there to be a much 
stronger Equator-Pole temperature gradient than in the Northern Hemisphere. As a 
result, an intense westerly circulation pattern develops above the surface layers 
(60% stronger, on average, than westerlies in the Northern Hemisphere [Peixoto 
and Oort, 1992]). The stronger temperature gradient also results in the subtropical 
high pressure belt of the Southern Hemisphere being located closer to the Equator 
than in the Northern Hemisphere (29-35° S as compared with 33-41° N; Fig. 2.5). 
This difference, stemming primarily from the polar location of Antarctica and its 
associated low temperatures, gives rise to a basic asymmetry in the position of cli-
matic zones in both hemispheres (Korff and Flohn, 1969; Flohn, 1978). 

The cryosphere consists of mountain glaciers and continental ice sheets, sea-
sonal snow and ice cover on land, and sea ice. Its importance in the climate system 
stems from the high albedo of snow- and ice-covered regions, which greatly affects 
global energy receipts (Kukla, 1978). At present, about 8% of the Earth's surface is 
permanently covered by snow and ice (Table 2.2) but seasonal expansion of the 
cryosphere causes this figure to double (Table 2.3). The hemispheric differences are 
particularly profound. In the Northern Hemisphere, 4% of the total area is perma-
nently ice covered (mainly the Arctic Ocean [-3%] and Greenland). In winter 
months, sea-ice formation and snowfall on the continents results in a 6-fold increase 
in snow and ice cover. By midwinter, 24% of the Northern Hemisphere is generally 
covered by snow and ice. In the Southern Hemisphere, most of the permanent ice 
cover is land-based on the Antarctic continent, and seasonal changes are due almost 



2.2 THE CLIMATE SYSTEM 19 

O 

b 

O N. HEMISPHERE 
X S. HEMISPHERE 

) ® ANNUAL MEAN 

0 

(SO 

X © 

0< 

25 
— I — 

35 45 

Ar(X) 

FIGURE 2.5 Relationship between latitude of main axis of subtropical anticyclones and hemispheric 
(Equator-Pole) temperature gradient in preceding month (after Korff and Flohn, 1969). 

TABLE 2.2 Present Extent of Pernnanent Snow and Ice (Glaciers, Ice Caps, and Sea lce)° 

Northern Hemisphere 

Greenland 

Other locations 

Total land-based snow and ice 

Sea ice 

Total for Northern Hemisphere 

Southern Hemisphere 

Antarctica 

Other locations 

Total land-based snow and ice 

Sea ice 

Total for Southern Hemisphere 

Entire Globe 

Total land-based snow and ice 

Sea ice 

Total for entire globe 

Area 
(X 10'km^) 

1.73 

0.5 

2.23 

8.87 

11.0 

13.0 

0.032 

13.032 

42 

17.23 

-15.3 

-13.0 

-28.3 

Volume 
(X 10'km^) 

3.0 

0.12 

29.4 

<0.01 

Sea-level 
equivalent (m) 

7.5 

0.3 

73.5 

<0.02 

' From Kukla (1978), Hughes et aL (1981), and Hollin and Schilling (1981). 
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TABLE 2.3 Seasonal Changes in Snow- and Ice-cover Area ( x 10^ knn^); Snow and Ice 
Extent Based on the Period 1967-74 

Maximum extent 
Percentage 

Month Area (%) 

Minimum extent 
Percentage 

Month Area (%) 

Northern Hemisphere 

Southern Hemisphere 

Entire globe 

February 

October 

December 

60.1 

34.0 

79.1 

ir 
\y 

16^ 

August 

February 

August 

11.0 

17.2 

42.3 

¥ 

1^ 

8^ 

From Kukla (1978). 
'^ Percentage of area of hemisphere. 
^ Percentage of area of entire globe. 

entirely to an increase in sea-ice formation (Fig. 2.6). By midwinter, 13% of the 
Southern Hemisphere is generally covered by snow and ice. It is of particular inter-
est that the cryosphere, considered on a global scale, doubles in area over a rela-
tively short period — from August to December, on average. Given the variability in 
seasonal timing of snow- and ice-cover changes in both hemispheres, it is quite 
probable that very large area increases may occur over an even shorter period, and 
this has important implications for theories of climatic change (Kukla, 1975). 
Clearly, part of the cryosphere undergoes extremely large seasonal variations and 
hence has a very short response time. Glaciers and ice sheets, on the other hand, re-
spond very slowly to external changes, on the timescale of decades to centuries; for 
large ice sheets, adjustment times may be measured in millennia. 

The final component of the climate system is the biosphere, consisting of the plant 
and animal worlds, though vegetation cover and type are mainly of significance for 
climate. Vegetation not only affects the albedo, roughness, and evapotranspiration 
characteristics of a surface, but also influences atmospheric composition through the 
removal of carbon dioxide and the production of aerosols and oxygen. Absence of veg-
etation may result in significant increases in particulate loading of the atmosphere, at 
least locally, and this may of itself be a significant factor in altering climate (Charney et 
aL, 1975; Overpeck et al., 1996). Vegetation type varies greatly from one region to an-
other (Table 2.4). Forests and woodlands cover 34% of the continents and play a ma-
jor role in the removal of atmospheric CO2 (Woodwell et al., 1978; Potter et aL, 1993; 
Ciais et al., 1995). Deserts and desert scrublands occupy - 1 3 % of the continents, and 
are the major sources of wind-blown dust (though cultivated lands are increasingly 
susceptible to wind erosion also). The response time of the biosphere varies widely, on 
the order of years for individual elements of the biosphere to centuries for entire vege-
tation communities. Carbon sequestration in terrestrial ecosystems has varied over 
glacial-interglacial cycles because of large-scale changes in the area of different ecosys-
tem types. Thus, the area of forests during the Last Glacial Maximum (LGM) was re-
duced to less than one-third of the forest cover today, with a corrresponding reduction 
in carbon storage in forest ecosystems (Van Campo et al., 1993; Peng et al., 1998). 
Overall, carbon storage on land was 30% lower during the LGM than it is today. 
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TABLE 2.4 Areas of Major Ecosystems of the World and Their Estimated Carbon 
Content and Albedo — Today and at the Last Glacial Maximum 

Ecosystem 

Boreal forest 

Temperate forest 

Tropical forest 

Xerophytic woodlands 

All forests and 
woodlands 

Arctic and Alpine tundra 

Steppes and mountain 
shrublands 

All steppes and tundras 

Cool and polar deserts 

Hot deserts 

All deserts 

Cultivated lands 

Bogs 

TOTAL 

Modern 
area 
(10* km^) 

11.8 

13.0 

14.3 

11.3 

50.4 

10.7 

30.8 

41.5 

4.0 

14.5 

18.5 

14.1 

0.7 

125.2 

Modern 
carbon 
storage (Pg) 

310.2 

343.9 

399.9 

147.0 

1201.0 

204.4 

337.9 

542.3 

27.4 

21.8 

49.2 

195.0 

128.1 

2115.6 

Albedo" 
(%) 

7-15 

13-17 

7-15 

15-20 

10-15 

15-20 

10-20 

25-44 

8-20 

LGM area 
(10* km^) 

2.3 

3.9 

6.1 

19.0 

31.3 

14.7 

41 

55.7 

15.8 

19.7 

35.5 

122.5 

LGM 
carbon 
storage (Pg) 

63.5 

109.2 

159.4 

249.2 

581.3 

281.9 

444.7 

726.6 

64.0 

29.6 

93.6 

1401.5 

From Van Campo et al (1993) 
^ From Lieth (1975). 

Human beings are, of course, part of the biosphere and human activities play 
an increasingly important role in the climate system. Increases in atmospheric CO2 
concentration, changes in natural vegetation, increases in particulate loading of the 
lower troposphere, and reductions in atmospheric ozone concentrations in the 
stratosphere may all be attributed to man's worldwide activities (see Chapter 4 in 
MacCracken et ai, 1990; Schimel et ah, 1996). The rate of such changes is rapid 
and the extent to which the climate system can adjust to them without drastic 
changes in climate or climatic variability remains uncertain. The only certainty is 
that mankind has become exceedingly vulnerable to any unexpected perturbations 
of climate. Common sense argues for action to limit those activities that may con-
tribute to global-scale climatic effects (see Chapters 3 and 4 in Abrahamson, 1990). 

2.3 FEEDBACK MECHANISMS 

Interactions within the climate system often involve complex, nonlinear relation-
ships. All components of the climate system are intimately linked or coupled with 
all other components, such that changes in one subsystem may involve compen-
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satory changes throughout the entire chmate system. These changes may ampUfy 
the initial disturbance (anomaly) or dampen it. Interactions that tend to amplify the 
disturbance are termed positive feedback mechanisms or processes; they operate in 
such a way that the system is increasingly destabilized. Interactions that tend to 
dampen the initial disturbance are termed negative feedback mechanisms or 
processes; they provide a stabilizing influence on the system, tending to preserve the 
status quo (Prentice and Sarnthein, 1993). 

Growth of continental ice sheets provides an example of positive feedback mech-
anisms. Whatever the initial perturbation of the climate system that led to continen-
tal ice-sheet growth in the past (see Section 2.6) once snow and ice persisted year 
round, the higher continental albedo would have resulted in lower global radiation 
receipts, hence lower temperature, and a more favorable environment for ice-sheet 
growth. Clearly, at some point other factors (such as precipitation starvation and 
bedrock depression) must have come into play as the ice sheet grew in size to reverse 
this trend toward increasing glacierization of the planet (Budd and Smith, 1981). 

Changes in atmospheric CO2 concentration also may induce positive feedbacks. 
As CO2 levels increase, there will be an increase in the absorption of longwave 
(infrared) terrestrial radiation by CO2; concomitantly, there will be an increase in 
longwave absorption by water vapor, resulting from enhanced earth surface and at-
mospheric infra-red emissions. Lower tropospheric temperatures will thus increase 
(the "greenhouse effect") though the magnitude of this increase remains controver-
sial (Schneider, 1993; Lindzen, 1993). As atmospheric temperatures increase, the 
temperature of the upper layers of the ocean may also increase, causing CO2 in solu-
tion to be released to the atmosphere, thereby reinforcing the trend toward higher 
temperatures. This (rather simplistic) example of a physical-biochemical feedback is 
sometimes referred to as the "runaway greenhouse effect." That such an eventuality 
will occur due to the anthropogenic production of excess CO2 is unlikely. It might be 
argued that as temperatures increase there would be more evaporation from the 
oceans, increased cloudiness (higher global albedo), and hence a decrease in energy 
to the system. In addition, higher temperatures at high latitudes, associated with in-
creased poleward advection of moisture, might be accompanied by more snowfall, 
resulting in higher continental albedo (and/or a shorter snow-free period) and hence 
lower overall global energy receipts. Such mechanisms are examples of negative feed-
backs, whereby the system tends to become stabilized after an initial perturbation. 

Interactions between different parts of the climate system that are brought about 
by a process within the system are considered internal mechanisms of climatic varia-
tion. They involve initiation by an internal factor, such as the upwelling of cool deep-
ocean water or an unusually persistent snow cover over an extensive area of the land 
surface, which may be amplified by other components of the climate system and 
eventually lead to an adjustment in the atmospheric circulation. These adjustments 
within the climate system may in turn alter, and perhaps eliminate, the original fac-
tor that initiated the climatic variation. Generally, such mechanisms are stochastic in 
nature, so that the climatic consequences are not predictable over timescales much 
longer than the timescale of the initiating process. By contrast, there are factors ex-
ternal to the climate system that may bring about ("force") adjustments in climate. 
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but those changes have no influence on the initiating factor (Mitchell, 1976). 
Changes in solar output and/or spectral characteristics, changes in the Earth's orbital 
parameters, and changes in atmospheric turbidity due to explosive volcanic erup-
tions are examples of external factors that may cause changes in the climate system 
but are not affected by those changes (Robock, 1978). Some of these mechanisms of 
climate variation are deterministic (predictable) as they vary in a known way. This is 
particularly the case with the Earth's orbital variations, which have been calculated 
accurately both for periods back in time and into the future (Berger and Loutre, 
1991; Berger et aL, 1991). There is therefore an element of predictabiHty in the con-
sequent climatic changes, though these may, in turn, depend on the particular inter-
nal conditions of the climate system prevailing at the time of the external forcing. 

2.4 ENERGY BALANCE OF THE EARTH AND ITS ATMOSPHERE 

As the Earth sweeps through space on its annual revolution around the Sun, it in-
tercepts a minute fraction of the energy emitted by this all-important star. Because 
the Earth is (approximately) spherical and rotates on an axis inclined (at present) 
23.4° to the plane across which it moves around the Sun, (the ecliptic) energy re-
ceipts vary greatly from one part of the globe to another. Furthermore, the pattern 
of energy receipts is constantly changing. These differential energy receipts are the 
fundamental driving force of the atmospheric circulation. If solar output is assumed 
to be invariant, the spatial and temporal patterns of energy receipts impinging on 
the outer atmosphere can be calculated (Fig. 2.7; Newell and Chiu, 1981). However, 
for conditions near the surface of the Earth, the role of the atmosphere must be con-
sidered because it greatly diminishes potential solar radiation receipts. A considera-
tion of energy exchanges in the Earth-atmosphere system also provides some insight 
into the potentially important factors involved in climatic variations and variability. 
For the system as a whole, energy receipts at the outer limits of the atmosphere dur-
ing the course of a year are 342 W m'^ (Fig. 2.8). 

As radiation penetrates the atmosphere, as a global average 77 W m"̂  (23%) is 
either reflected from cloud tops or scattered upward by molecules and particulate 
matter in the air. Because the Earth's surface is also reflective, another - 9 % of in-
coming solar radiation is returned to space without heating the atmosphere or the 
Earth's surface. A further 67 W m'^ (20%) is absorbed by ozone, by water vapor and 
water droplets in clouds, and by particulates, thereby raising the temperature of the 
atmosphere.-^ Thus, only approximately half of the energy impinging on the outer at-
mosphere reaches the surface, where it is absorbed, increasing the surface tempera-
ture. Energy is re-radiated from the Earth's surface at longer wavelengths (terrestrial 
radiation), much of which is absorbed by water vapor and carbon dioxide in the 
atmosphere (the greenhouse effect). This is eventually re-radiated by the atmosphere 
and ultimately lost to space. Only - 3 9 % of the energy absorbed by the Earth's 
surface (66 W m'̂ )̂ is lost by radiative emissions in this way. The balance, or net 

^ Because the atmosphere absorbs short-wave solar radiation as well as long-wave radiation from 
the Earth, it also emits long-wave radiation both upward and downward (counter-radiation). Overall, 
however, there is a net loss of long-wave radiation {66 W m"̂ ) from the Earth to space via the atmosphere. 
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F I G U R E 2.7 Distribution of solar radiation at top of atmosphere (in Watt hours per square meter). Ap-
parent position of Sun overhead at noon (declination) is shown by dotted line. 

F I G U R E 2.8 Mean annual radiation and energy balance of the Earth. Of the I 6 8 W m"̂  absorbed by the 
Earth's surface, there is a net radiative loss of 66 W m"̂  (the net loss from long-wave emissions, less counter-
radiation from the atmosphere to the surface).The balance of energy at the surface (the net radiation) is trans-
ferred by latent heat transfer (evaporation) and sensible heat transfer ("thermals" in this diagram) (from Kiehl 
andTrenberth, 1997). 
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radiation, is transferred to the atmosphere via sensible and latent heat transfers. Sen-
sible heat flux (H) involves the transfer of heat directly from the surface to layers of 
air immediately adjacent to it by the processes of conduction and convection. Latent 
heat flux (LE) involves the transfer of heat from the surface via the evaporation of 
water; as water evaporates from the surface, latent heat is extracted, only to be re-
leased to the atmosphere later when the water condenses. This is the most important 
mechanism by which energy is transferred from the Earth to the atmosphere, ac-
counting for -46% (78 W m"̂ ) of the incoming energy absorbed by the Earth's sur-
face (Fig. 2.8). The relative importance of sensible and latent heat mechanisms in the 
transfer of heat from the Earth's surface is sometimes characterized by the Bowen ra-
tio (H/LE); high values (>10) are typical of desert areas where values of latent heat 
flux are very low, whereas low Bowen ratios (<1) are typical of oceanic areas where 
most energy is transferred through the evaporation of water. 

The global mean values for the energy balance provide a basis for appreciating 
the importance of a number of parameters in the climate system. Consider, for ex-
ample, the role of cloudiness in global energy receipts. On a global scale approxi-
mately one-fifth of all energy entering the atmosphere is reflected by cloud tops as a 
result of their extremely high albedo. Small variations in global cloud cover, or even 
of cloud type, may thus have very large consequences for global energy balance but 
we have no clues from the paleoclimatic record as to how cloudiness may have var-
ied through time on a global scale (Bradley et aL, 1993). Albedo is of particular sig-
nificance at the Earth's surface, and this is particularly apparent when zonal 
(latitude band) averages are considered (Fig. 2.9). The distribution of snow and ice 

80 60 20 40 60 80 

< N LATITUDE S • 

F I G U R E 2.9 Latitudinal distribution of seasonal average surface albedo (averaging around latitude bands, 
i.e., zonally). , estimates by Kukia and Robinson (I980);o o, estimates by Hummel and Reck (1979) 
(Kukia and Robinson, 1980). 
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dominates this pattern (see Fig. 2.4) and is largely responsible for the large energy 
deficits at high latitudes (i.e., higher radiative losses than gains, accommodated by 
energy transfers from low latitudes). Only during the last 25 years have satellites 
provided a global perspective on snow^- and ice-cover variations, both seasonally 
and interannually. Although the records are quite short, it is clear that variations in 
snow and ice extent from year to year can alter area-weighted hemispheric surface 
albedo by 3-4% (compare the interannual troughs, or peaks, in Fig. 2.10), which 
may influence atmospheric circulation in subsequent seasons, providing a positive 
feedback to the system (Groisman et al,, 1994a,b). Over longer time periods, 
changes in surface albedo have been very large, and their effects on albedo must 

1973 1974 1975 1976 1977 1978 1979 

F I G U R E 2.10 Area-weighted monthly mean surface albedo of Northern Hemisphere land area (north of 

30°N) and Southern Hemisphere ocean (south of 50°S) expressed as departures from the 1974-78 monthly 

means. Units in percentage albedo. Year ending in December is marked. Note opposite trends in the two hemi-

spheres (from Kukia, 1979). 
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have been profound. Not only did continental ice sheets and more extensive sea ice 
(Table 2.5) increase global albedo but the more extensive deserts and savanna grass-
lands at the time of glacial maxima would have accentuated this effect. 

The significance of atmospheric CO2 and water vapor is also apparent from 
Fig. 2.8; these gases play a vital role in global energy balance because of their rela-
tive opacity to terrestrial radiation. An increase in CO2 would reinforce this energy 
exchange, increasing atmospheric temperatures. However, many other interactions 
and consequences would also ensue and it is this complexity that makes forecasts of 
the climatic impact of CO2 increases so difficult (Dickinson et aL, 1996). 

This thumbnail sketch of the radiation balance of the Earth-atmosphere system 
is very much a simplification of reality. Most importantly, there are large regional 
differences in values of net radiation and of latent and sensible heat flux due to the 
geography of the earth (distribution of continents and oceans, surface relief, vegeta-
tion, and snow cover) and the basic climatic differences from one region to another 
(principally variations in cloud cover and type) (Budyko, 1978). This is readily ap-
parent from a consideration of annual energy balance components for the Earth's 
surface, shown as zonal averages in Table 2.6, and mapped in Figs. 2.11-2.13. Net 
radiation varies from near zero at high latitudes to >140 kcal cm^̂ a"̂  (186 W m"̂ ) 
over parts of the tropical and equatorial oceans (Fig. 2.11). On the continents, net 
radiation is lower than the zonal average due to higher albedo of the surface (e.g., in 
desert regions) or because of higher cloud amounts, which reduce surface radiation 
receipts (Table 2.6). For the Earth as a whole (Table 2.6, bottom line) 84% of net ra-
diation is accounted for by latent heat expenditures (66 of 79 kcal cm'^ a"\ or 88 of 
105 W m"^). If we just consider the oceans, however, 90% of net radiation is utilized 
in evaporation compared to only 54% (27 of 50 kcal cm"̂  a"\ or 36 of 66 W m'^) on 

TABLE 2.5 Max imum Extent of Land-Based 
Ice Sheets Dur ing the Pleistocene 

Area(x 10* km^) 

North America 

Greenland 

Europe 

Asia 

South America 

Australasia 

Antarctica 

16.22 

2.30 

7.21 

3.95 

0.87 

0.03 

13.81 

From Flint (1971) and Hollin and Schilling (1981). 
Note that not all areas experienced maximum ice 

cover at the same time during the Pleistocene. It is therefore 
not appropriate to total these values. Also, seasonal snow 
cover and sea-ice extent are not included, so these figures 
represent minimum changes in the area of the overall cryo-
sphere (see Tables 2.3 and 2.4). 



2.4 ENERGY BALANCE OF THE EARTH AND ITS ATMOSPHERE 29 

TABLE 2.6 Mean Latitudinal Values of the Heat Balance Components of the Earth's 
Surface ( W m"̂ )̂  

Latitude 

70-60°N 

60-50 

50-40 

40-30 

30-20 

20-10 

10-0 

0-10°S 

10-20 

20-30 

30-40 

40-50 

50-60 

Earth as 
a whole^ 

R 

29 

42 

60 

77 

85 

98 

105 

105 

100 

94 

82 

58 

46 

66 

Land 
LE 

21 

30 

33 

31 

25 

42 

76 

81 

60 

37 

38 

29 

29 

36 

P 

8 

12 

27 

46 

60 

56 

29 

24 

40 

57 

44 

29 

17 

30 

R 

30 

57 

85 

119 

147 

161 

165 

169 

162 

145 

122 

96 

61 

121 

Ocean 
LE 

41 

62 

89 

127 

145 

155 

138 

131 

150 ' 

141 

109 

68 

46 

109 

1 

P 

29 

25 

21 

19 

9 

97 

9 

8 

12 

15 

15 

8 

12 

12 

_^ 

-40 

-31 

-25 

-27 

-7 

-4 

17 

29 

0 

-11 

-1 

20 

3 

0 

R 

29 

49 

72 

101 

125 

145 

151 

154 

149 

133 

117 

94 

61 

105* 

Earth 
LE 

11 

44 

60 

86 

100 

126 

123 

119 

130 

117 

101 

66 

46 

88* 

P 

15 

17 

24 

31 

28 

21 

13 

12 

19 

24 

19 

9 

12 

17* 

h 

-12 

-12 

-12 

-16 

-3 

-3 

15 

23 

0 

-8 

-3 

19 

3 

0 

From Budyko (1978). 
'̂  R is the radiative flux of heat (radiation balance of the Earth's surface) equal to the difference of absorbed short-

wave radiation and the net long-w^ave radiation outgoing from the Earth's surface; LE is the heat expenditure for evap-
oration (L is the latent heat of vaporization, £ is the rate of evaporation); P is the turbulent flux of heat between the 
Earth's surface and the atmosphere; ¥Q is the heat income resulting from heat exchange through the sides of the verti-
cal column of a unit section going through the Earth's surface with the ambient layers. 

^ Values for the earth as a whole are slightly different from those given in Fig. 2.8, which is based on more recent 
satellite-derived data (Kiehl and Trenberth, 1997). These recent estimates give R = 102, L£ = 78, and P = 24, so the 
zonal average values given here will no doubt require some revision. Nevertheless, the broad patterns depicted in this 
table will not change substantially, and the values are likely to be correct to within ± 1 0 % . 

the continents. In fact, in extremely arid areas, latent heiat transfer may account for 
only 15-20% of the net radiation (see Figs. 2.11 and 2.12). In those areas, sensible 
heat flux is of primary importance (Fig. 2.13). For the continents as a whole, 46% of 
net radiation is utilized in sensible heat transfers. Over the oceans, sensible heat flux 
is only important at high northern latitudes where northward-flowing currents bring 
warm water into contact with cold polar air masses (see Fig. 2.13). Ocean currents 
themselves play a very important role in energy transport, as is clear from column 8 
in Table 2.6. "Excess" heat is transferred from equatorial and tropical regions to 
higher latitudes where the energy thereby made available may even exceed net radia-
tion at the surface (e.g., 60-70° N; see Figs. 2.11 and 2.13). 

From this overview of the energy balance of different regions it is only a short 
step to consider how components of the energy balance of some areas may have 
varied in the past, and how human activities may affect the energy balance of some 
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F I G U R E 2.1 I Radiative balance (net radiation, RJ of the Earth's surface (in kcal cnr^yr ' ) . Note disconti-
nuities at ocean/land boundaries (from Budyko, 1978). 

F I G U R E 2.12 Expenditure of latent heat for evaporation (latent heat flux, L, in kcal cm"^ y r ' ) (from Budyko, 
1978). 
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F I G U R E 2.13 Sensible heat flux between Earth's surface and the atmosphere (in kcal cnn'^yr') (from 
Budyko, 1978). 

areas in the future. Of course, it will only be possible to do this in a crude way be-
cause the energy balance of any one site is a function of a great many variables, in-
cluding parts of the climate system far from the site in question. Nevertheless, some 
general points can be made. Consider, for example, the vast Saharan Desert region. 
At the present time, net radiation in this area averages -53 kcal cm"̂  a'̂  (70 W m'^) 
with a Bowen ratio of ~8 (Table 2.7; Baumgartner, 1979). During the early to mid-
Holocene, the area was wetter and supported a sparse grassland vegetation cover, in-
creasing to savanna along the Sahelian margin to the south (Fabre and Petit-Maire, 
1988; Lezine, 1989); if modern analogies are any guide, the area would have had a 
lower albedo, higher net radiation, and much lower Bowen ratio. Other desert re-
gions also experienced similar changes in vegetation and hence in energy balance 
(though changes elsewhere were commonly greatest at the last glacial maximum). As 

TABLE 2.7 Energy Balance for Different Surfaces (W m'̂ ) 

Tropical rainforest 

Savanna 

Desert 

R 

110 

65 

70 

L 

85 

40 

8 

H 

25 

25 

61 

a 

13 

33 

46 

HIL 

0.3 

0.6 

8.0 

From Baumgartner (1979). 
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deserts and semideserts today occupy more than 10% of the continental area, such 
changes had major consequences for the energy balance of the world as a whole. It 
also seems likely that overgrazing and desertification of marginal environments to-
day, as well as the destruction of tropical forest ecosystems, will bring about marked 
changes in the energy balance of low latitudes, with possible global consequences. 

The energy balance changes associated with alterations in natural vegetation do 
not, of course, provide information on why the environmental changes occurred in 
the first place. However, they do provide important baseline data for computer 
models of the general circulation at particular time periods in the past (e.g., 
Kutzbach et aL, 1993a) and point to potentially important feedbacks between 
the atmosphere and underlying surface once the vegetation changes have occurred. 
The development of a particular vegetation type may, in fact, bring about changes 
in the energy balance that would favor persistence of the "new" vegetation type 
(Charney et ai, 1975; Foley et ai, 1994). 

2.5 TIMESCALES OF CLIMATIC VARIATION 

Climate varies on all timescales and space scales, from interannual climatic variabil-
ity to very long-period variations related to the evolution of the atmosphere and 
changes in the lithosphere. Examples of known climatic fluctuations are shown in 
Fig. 2.14. In this diagram, each row represents an expansion, by a factor of ten, 
of each interval on the row above it. Thus, one can envisage short-term (high-
frequency) variations nested within long-term (lower-frequency) variations (Webb, 
1991). However, in the paleoclimatic record, as we delve farther and farther back 
in time, it is increasingly difficult to resolve the higher-frequency variations. As 
climatic variations on the timescale of decades to centuries are of the utmost impor-
tance to modern society, increasing attention must be focused on paleoclimatic data 
pertinent to this problem (Bradley and Jones, 1992a). 

Climatic fluctuations on different timescales may be brought about by internal 
or external mechanisms that operate at different frequencies (Fig. 2.15). Changes 
in the Earth's orbital parameters, for example, are likely candidates for climatic 
variations on the timescale of glacials and interglacials during the late Quaternary 
but cannot account for climatic variations that have occurred over the last thou-
sand years. For fluctuations on that timescale, other factors such as volcanic dust 
loading of the atmosphere, solar variability or internal adjustments between differ-
ent subsystems in the climate system, are more likely to be involved (Jones et ai, 
1996). Of course, different forcing factors may have operated together to cause cli-
matic fluctuations of varying magnitude at different times in the past, though indi-
vidual factors may account for the variance of climate at a particular frequency. 
Mitchell (1976) pointed out that much of the variance of the climate record results 
from stochastic processes internal to the climate system. This includes short-period 
atmospheric processes (e.g., turbulence) with time constants on the scale of min-
utes or hours, to slower-acting processes or feedback mechanisms that add to cli-
matic variance over longer timescales. However, these factors only contribute 
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lO^yrago 

lO^yrago 

F I G U R E 2.14 Schematic diagram illustrating climatic fluctuations at timescales ranging from decadal (the 
last 100 yr, lowest panel) to centennial (the last 1000 yr, second panel) to millennial (the last 10,000 yr), and so 
on, to the last million yr (top panel). Each successive panel, from the back to the front, is an expanded version 
(expanded by a factor of 10) of one-tenth of the previous column.Thus, higher-frequency climatic variations are 
"nested" within lower-frequency changes. Note that the temperature scale (representing global mean annual 
temperature) is the same on all panels.This demonstrates that temperature changes over the last 100 yr (lower 
panel) have been minor compared to changes over long periods of time. Such changes have occurred through-
out history, but they are lost in the noise of the longer-term climatic record; only the larger amplitude changes 
are detectable as we look far back in time. 

white noise to the cUmate spectrum on timescales longer than the timescale of the 
process in question (i.e., they contribute to the variance of climate in a random, 
unpredictable manner, v^ith no effects concentrated at a particular frequency). Su-
perimposed on this background noise are certain peaks in the variance spectrum of 
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F I G U R E 2.15 Examples of potential processes involved in climatic fluctuations and their characteristic 

timescales (Kutzbach, 1974). 

climate that correspond to external forcing mechanisms operating over a restricted 
time domain (i.e., they are periodic or quasi-periodic phenomena). Such tem-
poral variability may be associated with characteristic spatial variability (Mann 
et aL, 1996). For example, El Niiio-Southern Oscillation (ENSO) events recur on 
timescales of 3-7 yr and have distinct spatial anomaly patterns (Diaz and Kiladis, 
1992). 

Deterministic forcing mechanisms are only known to operate at a few rela-
tively narrow frequencies, and although very important to climatic variance at 
those frequencies their contribution to overall climatic variation is minor com-
pared to the role of stochastic processes. This presents problems for both climatic 
predictability and the interpretation of past climatic changes (as seen in the paleo-
climatic record) in terms of particular causative factors (Mitchell, 1976). Never-
theless, certain external forcing mechanisms have often been called upon to 
account for features of the paleoclimatic record. The most important of these for 
climatic fluctuations in the Quaternary Period are variations in the Earth's orbital 
parameters, which are the underlying cause of glacial-interglacial cycles over at 
least the last million years (Berger and Loutre, 1991). This is discussed further in 
the next Section and in Section 6.8. 
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2.6 VARIATIONS OF THE EARTH'S ORBITAL PARAMETERS 

Although it has been known for over 2000 yr that the position and orientation 
of the Earth relative to the Sun has not been constant, it was not until the mid-
nineteenth century that the significance of such variations for the Earth's climate 
was really appreciated. At that time, James CroU, a Scottish natural historian, de-
veloped a hypothesis in which the ultimate cause of glaciations in the past was con-
sidered to be changes in the Earth's orbital parameters (Croll, 1867a,b; 1875). The 
hypothesis was later elaborated by Milankovitch (1941) and more recently by A. 
Berger (1977a, 1978, 1979, 1988). An excellent account of the way in which this 
hypothesis developed into a crucial theory in paleoclimatology (the "astronomical 
theory") is given by Imbrie and Imbrie (1979). 

The basic elements of the Earth's orbital motion around the Sun today are as 
follows: the Earth moves in a slightly elliptical path during its annual revolution 
around the Sun; because of the elliptical path, the Earth is closest to the Sun (peri-
helion) around January 3, and around July 5 it is farthest away from the Sun (aph-
elion). As a result, at perihelion the Earth receives - 3 . 5 % more solar radiation than 
the annual mean (outside the atmosphere) and - 3 . 5 % less at aphelion. The Earth is 
also tilted on its rotational axis 23.4° from a plane perpendicular to the plane of the 
ecliptic (the apparent surface over which it moves during its revolution around the 
Sun). None of these factors has remained constant through time due to gravitational 
effects of the Sun, Moon, and the other planets on the Earth. Variations have oc-
curred in the degree of orbital eccentricity around the Sun, in the axial tilt (obliq-
uity) of the Earth from the plane of the ecliptic, and in the timing of the perihelion 
with respect to seasons on the Earth (precession of the equinoxes) (Fig. 2.16). 

Variations in orbital eccentricity are quasi-periodic with an average period 
length of -95,800 yr over the past 5 million yr. The orbit has varied from almost 
circular (essentially no difference between perihelion and aphelion) to maximum ec-
centricity when solar radiation receipts (outside the atmosphere) varied by - 3 0 % 
between aphelion and perihelion (e.g., at -210,000 yr B.P.; Fig. 2.16). Eccentricity 
variations thus affect the relative intensities of the seasons, which implies an oppo-
site effect in each hemisphere. 

Changes in axial tilt are periodic with a mean period of 41,000 yr. The angle of 
inclination has varied from 21.8 to 24.4° with the most recent maximum occurring 
about 100,000 yr ago (see Fig. 2.16). The angle defines the latitudes of the polar 
circles (Arctic and Antarctic) and the tropics, which in turn delimit the area of day-
long polar night in winter, and the maximum latitudes reached by the zenith sun in 
midsummer in each hemisphere. Changes in obliquity have relatively little effect on 
radiation receipts at low latitudes but the effect increases towards the poles. As 
obliquity increases, summer radiation receipts at high latitudes increase, but winter 
radiation totals decline. This is seen in the summer radiation variations over the last 
250,000 yr for 65 and 80° N (see Fig. 2.16), which reflect mainly the periodic changes 
in axial tilt. As the tilt is the same in both hemispheres, changes in obliquity affect 
radiation receipts in the Southern and Northern Hemispheres equally. 
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F I G U R E 2.16 Variations of eccentricity, obliquity, precession, and the combination of all three factors (ETP) 
over the last 800,000 years with their principal periodic characteristics indicated by the power spectrum to the 
right of each time series (upper diagram). Below is the time series of July solar radiation at 10, 65, and 80°N 
(expressed as departures from A.D. 1950 values). Note that the radiation signal at high latitudes is dominated by 
the 41,000 year obliquity cycle whereas at lower latitudes the 23,000 precessional cycle is more significant (af-
ter Imbrie et o/., 1993b; lower diagram: data from Berger and Loutre, 1991). 
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Changes in the seasonal timing of perihehon and apheUon result from a slight 
wobble in the Earth's axis of rotation as it moves around the Sun (Fig. 2.17a). The 
effect of the wobble (which is independent of variations in axial tilt) is to change 
systematically the timing of the solstices and equinoxes relative to the extreme posi-
tions the Earth occupies on its elliptical path around the Sun (known as precession 
of the equinoxes) (Fig. 2.17b). Thus, 11,000 yr ago perihelion occurred when the 
Northern Hemisphere was tilted towards the Sun (mid-June) rather than in the 
Northern Hemisphere's midwinter, as is the case today. Precessional effects are op-
posite in the Northern and Southern Hemispheres and the change in precession oc-
curs with a mean period of -21,700 yr (see Fig. 2.16). 

Clearly, the effects of precession of the equinoxes on radiation receipts will be 
modulated by the variations in eccentricity; when the orbit is near circular the sea-
sonal timing of perihelion is inconsequential. However, at maximum eccentricity, 
when differences in solar radiation may amount to 30%, seasonal timing is crucial. 
The solar radiation receipts of low latitudes are affected mainly by variations in ec-
centricity and precession of the equinoxes, whereas higher latitudes are affected 
mainly by variations in obliquity. As the eccentricity and precessional effects in each 
hemisphere are opposite, but the obliquity effects are not, there is an asymmetry 

F I G U R E 2.17a The Earth wobbles slightly on its axis (due to the gravitational pull of the Sun and Moon on 

the equatorial bulge of the Earth). In effect, the axis moves slowly around a circular path and completes one revo-

lution every 23,000 yr. This results in precession of the equinoxes (Fig. 2.17b).This effea is independent of changes 

in the angle of tilt (obliquity) of the Earth, which changes with a period of-41,000 years (from Imbrie and Imbrie, 

1979). 
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F I G U R E 2 .17b As a result of a wobble in the Earth's axis (Fig. 2.17a) the position of the equinox (March 
20 and September 22) and solstice (June 21 and December 21) change slowly around the Earth's elliptical orbit, 
with a period of -23,000 yr.Thus 11,000 yr ago the Earth was at perihelion at the time of the summer solstice 
whereas today the summer solstice coincides with aphelion (from Imbrie and Imbrie, 1979). 

between the two hemispheres, in terms of the combined orbital effects, which be-
comes minimal poleward of -70°. It is also worth emphasizing that the orbital vari-
ations do not cause any significant overall (annual) change in solar radiation 
receipts; they simply result in a seasonal redistribution, such that a low summer ra-
diation total is compensated for by a high winter total, and vice versa (A. Berger, 
1980). 
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It is important to note that the periods mentioned for each orbital parameter 
(41,000, 95,800, and 21,700 yr for obhquity, eccentricity, and precession, respec-
tively) are averages of the principal periodic terms in the equations used to calculate 
the long-term changes in orbital parameters. For the precessional parameter, for ex-
ample, the most important terms in the series expansion of the equation correspond 
to periods of -23,700 and -22,400 yr; the next three terms are close to -19,000 yr 
(A. Berger, 1977b). When the most important terms are averaged, the mean period 
is 21,700 yr, but some paleoclimatic records may be capable of resolving the princi-
pal -19,000- and -23,000-yr periods separately (Hays et aL, 1976). Similarly, the 
mean period of changes in eccentricity is 95,800 yr but it may be possible to detect 
separate periods of -95,000 and -123,000 yr in long high-resolution ocean core 
records corresponding to important terms (or "beats" produced by interactions of 
important terms) in the equation (Wigley, 1976). Eccentricity also has a longer-term 
periodicity of 412 ka, w^hich has been identified in some marine sedimentary records 
(Imbrie et al., 1993b). Furthermore, the relative importance of all these periods may 
have changed over time. For example, the 19 ka precessional and 100 ka eccentric-
ity cycles v^ere more significant prior to -600 ka B.P. (Imbrie et al,, 1993b). This is 
one of the enigmas of the paleoclimatic spectrum; during the last one million years 
the 100 ka period in geological records increased in amplitude yet over the same in-
terval of time the main period associated with eccentricity shifted to lower frequen-
cies (-412 ka). 

Orbital variations may also have significance for climatic variations on much 
shorter timescales. Loutre et al. (1992) calculated insolation changes over the last 
few thousand years, resulting from changes in precession, obliquity, and eccen-
tricity. They found statistically significant periodicities in insolation (at 65° N in 
July) of 2.67, 3.98, 8.1, 18.6, 29.5, and 40.2 yr (Borisenkov et al, 1983, 1985). At 
other seasons and locations, periodicities of 61 , 245, and 830-900 yr are signifi-
cant. These higher frequency variations are very small in amplitude compared to 
the orbital changes discussed earlier, but they may nevertheless be important for 
climatic variability on the decadal to millennial timescale. Interestingly, some of 
the periodicities in incoming insolation due to orbital effects are similar to those 
identified in sunspot data (which may relate to solar irradiance changes) so the cu-
mulative effects may be significant for short-term climate variability. This matter 
has received relatively little attention so far. 

Considered together, the superimposition of variations in eccentricity, obliquity, 
and precession produces a complex, ever-varying pattern of solar radiation receipts 
at the outer edge of the Earth's atmosphere^. To appreciate the magnitude of these 
variations and their spatial and temporal patterns, it is common to express the radi-
ation receipts for a particular place and moment in time as a departure (or anom-
aly) from corresponding seasonal or monthly values in 1950. An example is shown 
in Fig. 2.18 for the month of July at all latitudes (90° N-90° S) from 0 to 200 ka 
B.P. (A. Berger, 1979). Of particular interest are the radiation anomalies at high 
northern latitudes (60-70° N), considered by Milankovitch (1941) to be critical for 

^ Values of midmonth insolation receipts for December/January and June/July, at 1000-yr intervals 
for the last 5 Ma, are given on a diskette accompanying the work of Berger and Loutre (1991). 
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the growth of continental ice sheets. In this zone, periods of lower summer radia-
tion receipts would have favored the persistence of winter snow into summer 
months, eventually leading to the persistence of snow cover throughout the year. 
Such conditions may have occurred at 185 ka, 115 ka, and 70 ka B.P. (see Fig. 2.18). 
At these times, there was the combination of conditions that Milankovitch sug-
gested were most conducive to glaciation — minimum obliquity, relatively high ec-
centricity, and the Northern Hemisphere summer coinciding with aphelion (see Fig. 
2.17b). At the same time, warmer winters (i.e.. Northern Hemisphere winters co-
inciding with perihelion) would have favored increased evaporation from the sub-
tropical oceans, thereby providing abundant moisture for precipitation (snowfall) 
at higher latitudes. Stronger Equator-Pole temperature gradients in summer and 
winter would have resulted in an intensified general circulation and more moisture 
transported to high latitudes to fuel the growing ice sheets. It is of great interest, 
therefore, that recent ocean core analyses point to these periods as being important 
times of ice growth on the continents (see Section 6.9). 

Most of Milankovitch's attention focused on the radiation anomalies in summer 
and winter months, but it is noteworthy that transitional months appear to be most 
sensitive to changes in solar radiation receipts and to snow-cover expansion. In par-
ticular, autumn months appear to be especially critical for the build-up of snow in 
continental interiors (Kukla, 1975a). To examine the monthly pattern of solar radia-
tion change through time, A. Berger (1979) computed month by month values of so-
lar radiation departures from long-term means at 60° N, for the last 500,000 yr 
(Fig. 2.19). From these calculations it is clear that not only do the monthly depar-
tures vary greatly in amplitude but the seasonal timing of the anomalies may shift 
very rapidly from one part of the year to another. For example, a large positive 
anomaly of solar radiation in June and July at -125 ka B.P. was replaced by a large 
negative anomaly in the same month by 120 ka B.P. Such features of the record have 
been termed insolation signatures (A. Berger, 1979) and are considered to be charac-
teristic of a change from a relatively warm climate phase to a cooler one. During the 
last 500,000 yr such signatures are observed centered at 486, 465, 410, 335, 315, 
290, 243, 220, 199, 127, 105, and 84 ka B.P., all periods which coincide remark-
ably well with geological evidence of deteriorating climatic conditions. 

It is important to recognize that although the zone centered on 65° N may be 
of great importance in the actual mechanism of continental ice growth, a more 
fundamental control on glaciation is the atmospheric circulation, which is largely 
a function of the Equator-Pole temperature gradients at different times of the year 
(stronger radiation gradients produce stronger temperature gradients). When radi-
ation gradients are strong, a more vigorous atmospheric circulation can be ex-
pected; subtropical high-pressure systems would tend to be displaced to lower 
latitudes (see Fig. 2.5) and a more intense circumpolar westerly flow would de-
velop, leading to increased moisture flux to high latitudes. Weaker radiation gra-
dients imply that the major axis of subtropical high-pressure cells would be 
displaced poleward, and a more sluggish westerly circulation would lead to a re-
duction in moisture flux to the continents at high latitudes. It is of interest, there-
fore, that the stronger summer and winter radiation gradients (resulting mainly 
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F I G U R E 2.19 "Insolation signatures" at 60°N from 200,000 yr B.R to the present. Each line shows the an-
nual cycle of deviations from mean mid-monthly insolation for the last 500,000 yr. Vertical scale in upper left 
corner (langleys per day). Periods when large positive summer solar radiation anomalies change to large nega-
tive anomalies (insolation signatures) appear to correspond to times when the climate changed from warm to 
cool (from Berger, 1979). 

from anomalously low radiation receipts at high latitudes) occurred during peri-
ods of major ice growth (e.g., 72,000 and 115,000 yr B.R). By contrast, periods 
of deglaciation or interglacials correspond to weaker latitudinal radiation gradi-
ents, resulting mainly from higher radiation receipts, particularly at high latitudes 
(Fig. 2.20). Thus the resulting circulation intensities amplify the overall anomaly, 
whether positive or negative (Young and Bradley, 1984). 

Finally, it must be recognized that the insolation changes calculated by Berger 
and others are for solar radiation entering the atmosphere (often stated as radiation 
at the top, or outside, the atmosphere). However, radiation passing through the at-
mosphere is reflected and absorbed differently from one region to another (depend-
ing to a large extent on the type and amount of cloud cover). Furthermore, surface 
albedo conditions also determine how much of the radiation reaching the surface 
will be absorbed (see Fig. 2.8). Such factors can minimize the significance of certain 
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F I G U R E 2.20 Variations in insolation gradients (monthly) expressed as departures from the last 150,000 
yr averages for selected time periods. Periods of maximum Ice growth (e.g., at 71,000 and 23,000 yr B.R) corre-
spond to periods of stronger than average insolation gradients in all months (left-hand diagram).Times of rapid 
ice decay (e.g., 128,000 and 11,000 yr B.R) correspond to generally weaker than average gradients (right-hand 
diagram). Gradients calculated for Northern Hemisphere (3O-90°N) (after Young and Bradley, 1984). 
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orbital frequencies. For example, Fig. 2.21 shows that the radiation gradient from 
30-70° N in mid-July over the last 200 ka had a strong -40 ka periodicity in ex-
traterrestrial radiation. However, because of differential effects on radiation attenu-
ation in the atmosphere, and latitudinal differences in surface albedo, the high 
latitude obliquity signal is reduced, leading to a dominant -23 ka period in the lati-
tudinal gradient oi absorbed radiation (Tricot and Berger, 1988; Berger, 1988). 

The astronomical theory of climatic change has tremendous implications for 
Quaternary paleoclimatology but there was little reliably dated field evidence to sup-
port or refute the idea until the mid-1970s. Since then many studies have demon-
strated that variations in the Earth's orbital parameters are indeed fundamental 
factors in the growth and decay of continental ice sheets (e.g., Broecker et aL, 1968; 
Mesolella et aL, 1969; Hays et aL, 1976; Ruddiman and Mclntyre, 1981a, 1984; 
Imbrie et aL, 1992, 1993a). This evidence is discussed in more detail in Section 6.12 
but the major issues are summarized here in Fig. 2.22. Variations of incoming June 
solar radiation at 65° N are broken down into their component parts (precession, 
obliquity, and eccentricity) and compared to the same bandpass filtered components 
of the marine 8^^0 record of the last 400 ka (representing changes in continental ice 
volume). Clearly, the frequency bands associated with precession and obliquity are 
similar (and coherent with) the 8^^0 ice volume signal, but the 100 ka radiation sig-
nal is completely inadequate to explain the strong 100 ka cycle in ice volume. Sev-
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tion absorbed at the surface (bottom). Because of differential absorption and reflection with latitude, the domi-

nant periodicity of radiation absorbed at the surface shifts from that of obliquity to that of precession, which is 

more characteristic of a lower latitude influence on the gradient (from Tricot and Berger, 1988). 
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eral possible reasons for this discrepancy have been proposed (Raymo, 1998). For 
example, there may be a nonlinear response within the climate system, perhaps in-
volving some internal feedback mechanism, which sets up the observed 100 ka peri-
odicity, or there may be oscillations within the climate system that in some way 
interact with precessional and obliquity changes to generate a cycle of 100 ka, in 
phase with eccentricity (Santer et aL, 1993). Others have suggested that the 100 ka 
period in paleoclimate data is unrelated to Milankovitch orbital forcing, and is due 
to the orbital plane of the earth passing through intergalactic dust clouds which re-
duce solar radiation on this timescale (MuUer and MacDonald, 1997). Whichever 
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mechanism is revealed as correct, it must also explain the shift tow^ards much larger 
amplitude cycles in the climate system in the last -800 ka (as recorded by ice volume 
changes, loess deposition, pollen records etc.) at a time when eccentricity forcing at 
the 100 ka period was declining in significance. MuUer and MacDonald attribute 
this change to an increase in dust or meteoroids around that time, but so far there is 
only limited field evidence to support their idea. 

In summary, the periodicities associated with orbital variations are prominent 
signals in many paleoclimate records and hence orbital forcing is undeniably an im-
portant factor in climatic fluctuations on the timescale of lO'^-lO^ years, and per-
haps much longer (A. Berger et al., 1992). However, the precise mechanism of how 
such forcing is translated into a climate response remains unclear. The current em-
phasis is on computer modeling studies to bridge the gap between paleoclimatic the-
ory and field data (e.g., Imbrie and Imbrie, 1980; Budd and Smith, 1981; Kutzbach 
and Otto-Bleisner, 1982; Kutzbach and Guetter, 1986; A. Berger, 1990; Gallee et al, 
1991, 1992; Paillard, 1997). This topic is discussed further in Section 6.3.3. 
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3.1 INTRODUCTION AND OVERVIEW 

Accurate dating is of fundamental importance to paleoclimatic studies. Without re-
liable estimates on the age of events in the past it is impossible to investigate if they 
occurred synchronously or if certain events led or lagged others; neither is it possible 
to assess accurately the rate at which past environmental changes occurred. Strenu-
ous efforts must therefore be made to date all proxy materials, to avoid sample con-
tamination, and to ensure that the stratigraphic context of the sample is clearly 
understood. It is equally important that the assumptions and limitations of the dat-
ing procedure used are understood so that a realistic interpretation of the date ob-
tained can be made. It is often just as important to know the margins of error 
associated with a date as to know the date itself. In this chapter, we discuss the main 
dating methods widely used for late Quaternary studies today. Further details can 
be found in Geyh and Schleicher (1990). 

Dating methods fall into four basic categories (Fig. 3.1): (a) radioisotopic 
methods, which are based on the rate of atomic disintegration in a sample or its sur-
rounding environment; (b) paleomagnetic (correlation) methods,^ which rely on past 

"̂  One could argue that paleomagnetic changes do not constitute a method of dating but rather a 
method of stratigraphic correlation. Nevertheless, the development of a reliable timescale for paleomag-
netic changes (Section 4.1.4) has meant that paleomagnetic changes are used, de facto, as dated reference 
horizons. 

47 
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FIGURE 3.1 Principal dating methods used in paleoclimatic research. 

reversals of the Earth's magnetic field and their effects on a sample; (c) organic and 
inorganic chemical methods, which are based on time-dependent chemical changes in 
the sample, or chemical characteristics of a sample; and (d) biological methods, which 
are based on the growth of an organism to date the substrate on which it is found. 

Not all dating methods provide a reliable numerical age, but may give an indi-
cation of the relative age of different samples. In these cases, it may be possible to 
calibrate the "relative age" technique by numerical (e.g., radioisotopic) methods, as 
discussed for example in Section 4.2.1.3. Thus, there is a spectrum of approaches to 
dating: numerical age methods; calibrated age methods; relative age methods; and 
methods involving stratigraphic correlation (Colman et al., 1987). In this and the 
following chapter, all of these approaches are discussed, beginning with numerical 
age methods. 

3.2 RADIOISOTOPIC METHODS 

Atoms are made up of neutrons, protons, and electrons. For any one element, the 
number of protons (the atomic number) is invariant, but the number of neutrons 
may vary, resulting in different isotopes of the same element. Carbon, for example, 
exists in the form of three isotopes; it always has six protons, but may have six, 
seven, or eight neutrons, giving atomic mass numbers (the total number of protons 
and neutrons) of 12, 13, and 14, designated ^^C, ^^C, and "̂̂ C, respectively. Generally 
each element has one or more stable isotopes that accounts for the bulk of its oc-
currence on Earth. For example, in the case of carbon, ^^C and ^^C are the stable 
isotopes; ^^C is by far the more abundant form. It is estimated that the carbon ex-
change reservoir (atmosphere, biosphere, and the oceans) contains 42 X 10^^ tons 
of ^^C, 47 X 10^^ tons of ^^C, and only 62 tons of "̂̂ C. Unstable atoms undergo 
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spontaneous radioactive decay by the loss of nuclear particles (a or p particles) and, 
as a result, they may transmute into a new element.^ For example, "̂̂ C decays to 
"̂̂ N, and "̂ K̂ decays to "̂ Âr and "̂ ^Ca. Furthermore, the decay rate is invariant so 

that a given quantity of the radioactive isotope w îll decay to its daughter product in 
a known interval of time; this is the basis of radioisotopic dating methods. Provid-
ing that the radioisotope "clock" is started close to the stratigraphically relevant 
date, measurement of the isotope concentration today will indicate the amount of 
time that has elapsed since the sample was emplaced. The amount of time it takes 
for a radioactive material to decay to half its original amount is termed its half-life. 
Table 3.1 lists the half-lives of some radioisotopes that have been used in the con-
text of dating. In the case of radiocarbon (̂ "̂ C) the half-life is 5730 ± 30 yr. Thus 
a plant that died 5730 yr ago has only half its original "̂̂ C content remaining in it 
today.^ After a further 5730 yr from today it will have only half as much again, that 
is, 25% of its original "̂̂ C content, and so on (Fig. 3.2). 

For a radioactive isotope to be directly useful for dating it must possess several 
attributes: (a) the isotope itself, or its daughter products, must occur in measurable 
quantities and be capable of being distinguished from other isotopes, or its rate of 
decay must be measurable; (b) its half-life must be of a length appropriate to the 
period being dated; (c) the initial concentration level of the isotope must be known; 
and (d) there must be some connection between the event being dated and the start 

TABLE 3.1 Half-lives of radioisotopes 
used in dating — although the half-life 
of '^C is calculated to be 5730 ± 40 yr, 
by convention the ''Libby half-life" of 
5568 ± 30yrisused<^ 

i^C 5.73 X 10^ years 

238U 4.51 X lOVears 

235U 0.71 X lOVears 

40K 1.31 X lOVears 

^ An a particle is made up of two protons and two neutrons (i.e., a helium nucleus) and a p particle 
is an electron. Neutrons may decay to produce a (3 particle and a proton, thereby causing a transmuta-
tion of the element itself. 

^ When Libby (1955) expounded the principles of radiocarbon dating he calculated a half-life for 
"̂̂ C of 5568 yr. This was the average of a number of estimates up to that time, and was adopted by all 

radiocarbon dating laboratories. By the early 1960s, further work had demonstrated that the original es-
timate was in error by 3 % , and the half-life was closer to 5730 yr (Godwin, 1962). To avoid confusion, 
it was decided to continue using the "Libby half-life" (rounded to 5570 yr) and this practice has contin-
ued. For practical purposes it is not a significant problem as all dates are now reported in the journal Ra-
diocarbon using the Libby half-life. However, when comparing "radiocarbon years" with calendar years 
(historical, archeological, and/or astronomical events) and dates obtained by other techniques, adjust-
ments are necessary (see Section 3.2.1.5). 
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of the radioactive decay process (the "clock"). The relevance of these factors will be 
made clear in the ensuing sections. 

In general terms, radioisotopic dating methods can be considered in three 
groups (see Fig. 3.1): those that measure (a) the quantity of a radioisotope as a frac-
tion of a presumed initial level (e.g., "̂̂ C dating) or the reciprocal build-up of a 
stable daughter product (e.g., potassium-argon, and argon-argon dating); (b) the de-
gree to v^hich members of a chain of radioactive decay are restored to equilibrium 
following some initial external perturbation (uranium-series dating); and (c) the in-
tegrated effect of some local radioactive process on the sample materials, compared 
to the value of the local (environmental) flux (fission-track and luminescence dat-
ing). Each of these methods will be considered separately. 

3.2.1 Radiocarbon Dating 

For studies of late Quaternary climatic fluctuations, "̂̂ C or radiocarbon dating has 
proved to be by far the most useful. Because of the ubiquitous distribution of "̂̂ C, 
the technique can be used throughout the world and has been used to date samples 
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of peat, wood, bone, shell, paleosols, "old" sea water, marine and lacustrine sedi-
ments, and atmospheric CO2 trapped in glacier ice. Furthermore, the useful time-
frame for radiocarbon dating spans a period of major, global environmental change 
that would be virtually impossible to decipher in any detail without accurate dating 
control. Radiocarbon dating is also ideal for dating man's development from paleo-
lithic time to the recent historical past and it has therefore proved invaluable in 
archeological studies. In addition, variations in the "̂̂ C content of the atmosphere 
are of interest in themselves because of the implications these have for solar and/or 
geomagnetic variations through time and hence for climatic fluctuations. 

3.2.1.1 Principles of ^^C Dating 

Radiocarbon (̂ '̂̂ C) is produced in the upper atmosphere by neutron bombard-
ment of atmospheric nitrogen atoms: 

V^N + J n ^ i 4 c + \H 3.1 

The neutrons have a maximum concentration at around 15 km and are produced 
by cosmic radiation entering the upper atmosphere. Although cosmic rays are influ-
enced by the Earth's magnetic field and tend to become concentrated near the 
geomagnetic poles (thus causing a similar distribution of neutrons and hence "̂̂ C), 
rapid diffusion of "̂̂ C atoms in the lower atmosphere obliterates any influence of 
this geographical variation in production. The "̂̂ C atoms are rapidly oxidized to 
^^002-, which diffuses downwards and mixes with the rest of atmospheric carbon 
dioxide and hence enters into all pathways of the biosphere (Fig. 3.3). As Libby 
(1955) stated, "Since plants live off the carbon dioxide, all plants will be radioac-
tive; since the animals on earth live off the plants, all animals will be radioactive. 
Thus . . . all living things will be rendered radioactive by the cosmic radiation." 

During the course of geological time, an equilibrium has been achieved between 
the rate of new "̂̂ C production in the upper atmosphere and the rate of decay of "̂̂ C 
in the global carbon reservoir. This means that the 7.5 kg of new "̂̂ C estimated to 
be produced each year in the upper atmosphere is approximately equal to the 
weight of "̂̂ C lost throughout the world by the radioactive decay of "̂̂ C to nitrogen, 
with the release of a (3 particle (an electron): 

^^C -^ î ^N + 3 + neutrino 3.2 

The total weight of global "̂̂ C thus remains constant.^ This assumption of an 
essentially steady concentration of radiocarbon during the period useful for dating 
is fundamental to the method though, in detail, this assumption is invalid (see Sec-
tion 3.2.1.5). 

Plants and animals assimilate a certain amount of '̂̂ C into their tissues through 
photosynthesis and respiration; the "̂̂ C content of these tissues is in equilibrium 
with that of the atmosphere because there is a constant exchange of new "̂̂ C as old 

'^ Prior to atomic bomb explosions in the atmosphere the equilibrium quantity of "̂̂ C was estimated 
to be -62 metric tons. Since the 1950s, the amount of artificially produced "̂̂ C has increased by perhaps 
3-4%, though most of this has, as yet, remained in the atmosphere; consequently "̂̂ C levels there have 
almost doubled (Aitken, 1974). 
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F I G U R E 3.3 Schematic diagram of carbon circulation in nature (Mangerud, 1972). 

cells die and are replaced. However, as soon as an organism dies this exchange and 
replacement of "̂̂C ceases. From that moment on the "̂̂C content of the organism 
declines as the "̂̂C decays to nitrogen, and the "̂̂C content is henceforth purely a 
function of time; the radioactive "clock" has been activated. Because the "̂̂C con-
tent declines at a negative exponential rate (see Fig. 3.2) by the time that ten half-
lives have elapsed (57,300 yr) the sample contains less than 0.01% of the original 
"̂̂C content of the organism when it was alive. To put this in a more practical way, 

in a 1 g sample of carbon with a "̂̂C content equivalent to modern levels, decay of 
the radiocarbon atoms in the sample will produce about 15 P particles per minute, 
a rate that is relatively easy to count. By contrast, 57,300 yr after an organism has 
died, 1 g of its carbon will produce only about 21 p particles per day (Aitken, 
1974). It is this ever-decreasing quantity of "̂̂C with increasing sample age that 
makes conventional radiocarbon dating so difficult; it simply becomes impossible 
to separate disintegrations of the sample from the extraneous background radiation 
(typically -132 p particles per day in a modern counter) as the signal-to-noise ratio 
(S/N) becomes too small. 
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3.2.1.2 Measurement Procedures, Materials, and Problems 

Until the early 1980s, nearly all radiocarbon-dating laboratories used so-called 
"conventional" methods — either proportional gas counters or Uquid scintillation 
techniques. In the former method, carbon is converted into a gas (methane, carbon 
dioxide, or acetylene), that is then put into a "proportional counter" capable of de-
tecting p particles (variations in output voltage pulses being proportional to the rate 
of p-particle emission). In liquid scintillation procedures, the carbon is converted 
into benzene or some other organic liquid and placed in an instrument that detects 
scintillations (flashes of light) produced by the interaction of p particles and a phos-
phor added to the organic liquid. In both methods, stringent measures are necessary 
to shield the sample counters from extraneous radioactivity in the instrument com-
ponents, laboratory materials, and surrounding environment, including cosmic rays 
penetrating the Earth's atmosphere from outer space. Indeed, the difficulty of sepa-
rating the sample p-particle signal from environmental "noise" was one of the ma-
jor obstacles to the development of "̂̂ C dating, particularly of older samples, which 
have very low levels of "̂̂ C anyway (Libby, 1970). Lead shielding, electronic anti-
coincidence counters (to alert the counter to particles entering the counting cham-
ber from outside) and construction of laboratories beneath the ground are common 
strategies to help keep background radiation levels as low as possible. 

One of the problems of dating very old samples by conventional methods is the 
large sample size needed to obtain enough radiocarbon for its P activity to be 
counted. Technical difficulties place an upper limit on the volume of gas or liquid 
that can be accurately analyzed; hence, for very old samples, some means of con-
centrating the "̂̂ C is needed to reduce the volume. One solution (no longer in com-
mon usage) is to concentrate a gas containing the "̂̂ C (e.g., ^"^€02) by thermal 
diffusion, "enriching" the sample and reducing the required volume. Effectively, the 
gas containing the heavier isotope is encouraged to collect in the lower chamber of 
a thermal diffusion column; in this way, the radioactive component is concentrated, 
reducing the total volume of gas necessary for accurate counting. However, the pro-
cedure is very time consuming; a 6-fold enrichment may take up to 5 weeks! Never-
theless, this procedure has enabled samples as old as 75,000 yr (13 half-lives) to be 
dated (Stuiver et aL, 1978; Grootes et aL, 1980). The main limitation is that the ini-
tial sample must be large enough to yield 100 g of carbon for analysis, and there 
must be very low background "̂̂ C activity to minimize any statistical uncertainty in 
the calculated age. Furthermore, if an infinitely old sample has even 0 .1% contami-
nation by modern carbon, it will yield a finite date of -55,500 yr B.P., illustrating 
the inherent dangers of interpreting extremely old "̂̂ C dates. In practice, "̂̂ C dates 
of >45,000 yr B.P. should be viewed with caution. 

Radiocarbon dating underwent a technological revolution in the late 1970s and 
early 1980s when a method for dating very small organic samples was developed, 
using an accelerator coupled to a mass spectrometer (AMS dating) (Muller, 1977; 
Nelson et aL, 1977; Litherland and Beukens, 1995). Instead of measuring the quan-
tity of "̂̂ C in a sample indirectly, by counting p-particle emissions, the concentra-
tions of individual ions (^^C, ^^C, "̂̂ C) are measured. Ions are accelerated in a 
tandem electrostatic accelerator to extremely high velocities; they then pass through 
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a magnetic field that separates the different ions, enabUng them to be distinguished 
(Stuiver, 1978a; Elmore and Phillips, 1987). Sample sizes used in this technique are 
much smaller than in conventional "̂̂ C dating (only 1 mg of carbon is required) so 
that dates on small samples of foraminifera, pollen grains isolated from their sur-
rounding matrix, or even individual seeds can be dated (Brow^n et aL^ 1992; Reg-
nail, 1992). There are nov^ many accelerators designed specifically for "̂̂ C dating 
applications and several labs can produce results within days of receiving a sample. 
This rapid turn-around time allow^s field v^orkers to quickly reassess sampling 
strategies, thus making the most of time in the field. On the other hand, it may not 
be too long before a field-portable radiocarbon analyzer is available, at least for 
first-order estimates of sample age (Robertson and Griin, 1994). 

3.2.1.3 Accuracy of Radiocarbon Dates 

It is tempting to accept a radiocarbon date as the gospel truth, particularly if it 
confirms a preconceived notion of w^hat the sample age should be! Radiocarbon 
dates are, however, statements of probability (as are all radiometric measurements). 
Radioactive disintegration varies randomly about a mean value; it is not possible to 
predict when a particular "̂̂ C atom will decay, but for a sample containing 10^^-
10^^ atoms of "̂̂ C a certain number of disintegrations will occur, on average, in a 
certain length of time. This statistical uncertainty in the sample radioactivity (to-
gether with similar uncertainty in the radioactive decay of calibration samples and 
"noise" due to background radiation) is inherent in all "̂̂ C dates. A single "ab-
solute" (i.e., numerical) age can therefore never be assigned to a sample. Rather, 
dates are reported as the midpoint of a Poisson probability distribution; together 
with its standard deviation, the date thus defines a known level of probability. A 
date of 5000 ± 100 yr B.R, for example, indicates a 68% probability that the true 
(radiocarbon) age is between 4900 and 5100 yr B.R, a 95% probability that it lies 
between 4800 and 5200 yr B.R, and a 99% probability of it being between 4700 
and 5300 yr B.R In conventional dating, the use of large samples, extended periods 
of counting, and the reduction of laboratory background noise will all improve the 
precision of the age determination. However, even rigorous "̂̂ C analysis cannot ac-
count for all sources of error and these must be evaluated before putting a great 
deal of confidence in the date obtained. A sample age may be precisely determined 
(analytically) but it may not be an accurate reflection of the true age if the sample is 
contaminated, or if appropriate corrections are not made, as discussed in the fol-
lowing sections. 

3.2.1.4 Sources of Error in '"*€ Dating 

(a) Problems of Sample Selection and Contamination 

It is self-evident that a contaminated sample will give an erroneous date, but it 
is frequently very difficult to ascertain the extent to which a sample has been con-
taminated. Some forms of contamination are relatively straightforward: modern 
rootlets, for example, may penetrate deep into a peat section and without careful 
inspection of a sample and removal of such material, gross errors may occur. More 
abstruse problems arise when dating materials that contain carbonates (e.g., shell. 
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coral, bone). These materials are particularly susceptible to contamination by mod-
ern carbon because they readily participate in chemical reactions with rainwater 
and/or groundwater. Most molluscs, for example, are primarily composed of cal-
cium carbonate in the metastable crystal form, aragonite. This aragonite may dis-
solve and be redeposited in the stable crystal form of calcite. During the process of 
solution and recrystallization, exchange of modern carbon takes place and the sam-
ple is thereby contaminated (Grant-Taylor, 1972). This problem also exists in 
corals, which are all aragonite. Commonly, x-ray diffraction is used to identify dif-
ferent carbonate mineral species, and materials with a high degree of recrystal-
lization are discarded. However, Chappell and Polach (1972) have noted that 
recrystallization can occur in two different modes: one open system and therefore 
susceptible to modern '̂̂ C contamination; and one closed system, which is internal 
and involves no contamination. The former process tends to be concentrated 
around the sample margins, as one might expect, and so a common strategy is to 
dissolve away the surface 10-20% of the sample with hydrochloric acid and to date 
the remaining material. For shells thought to be very old, in which recrystallization 
may have affected a deep layer, the remaining inner fraction should ideally be dated 
in two fractions (an "outer inner" and an "inner inner" fraction) to test for consis-
tency of results. However, even repeated leaching with hydrochloric acid may not 
produce a reliable result in cases where recrystallization has permeated the entire 
sample. It is worth noting in this connection that "infinite"-aged shells (those well 
beyond the range of "̂̂ C dating techniques) contaminated by only 1% of modern 
carbon will have an apparent age of 37,000 yr (Olsson, 1974). Thus, even very small 
amounts of modern carbon can lead to gross errors, and many investigators con-
sider that dates of >25,000 yr on shells should be thought of as essentially "infinite" 
in age. While such a conservative approach is often laudable, it does pose the dan-
ger that correct dates in the 20,000-30,000 year range may be overlooked. A possi-
ble remedy to this problem of dating old shells is to isolate a protein, conchiolin, 
present in very small quantities in shells (1-2%) and to date this, rather than the 
carbonate (Berger et ai, 1964). Carbon in conchiolin does not undergo exchange 
with carbon in the surrounding environment and hence is far less likely to be conta-
minated. Unfortunately, to isolate enough conchiolin, very large samples (>2 kg) are 
needed, and these are often not available. 

Similar problems are encountered in dating bone; because of exchange reac-
tions with modern carbon, dates on total inorganic carbon or on apatite carbonate 
are unreliable (Olsson et al., 1974). As in the case of shells, a more reliable ap-
proach is to isolate and date carbon in the protein collagen. However, this slowly 
disappears under the influence of an enzyme, coUagenase, so that in very old sam-
ples the amount of collagen available is extremely small and extra-large samples are 
needed to extract it. Furthermore, collagen is extremely difficult to extract without 
contamination and different extraction methods may give rise to different dates. 

Another form of error concerns the "apparent age" or "hard-water effect" 
(Shotton, 1972). This problem arises when the materials to be dated, such as fresh-
water molluscs or aquatic plants, take up carbon from water containing bicarbon-
ate derived from old, inert sources. This is a particularly difficult problem in areas 
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where limestone and other calcareous rocks occur. In such regions, surface and 
ground water may have much lower ^^C/̂ ^C ratios than that of the atmosphere due 
to solution of the essentially "̂̂ C-free bedrock. Because plants and animals existing 
in these environments will assimilate carbon in equilibrium with their surrounding 
milieu rather than the atmosphere, they will appear older than they are in reality, 
sometimes by as much as several thousand years. This problem was well illustrated 
by Shotton (1972), who studied a late-glacial stratigraphic section in North Jutland, 
Denmark. Dates on contemporaneous twigs and a fine-grained vegetable residue, 
thought to be primarily algal, fell neatly into two groups, with the algal material 
consistently 1700 yr older than the terrestrial material. The difference was consid-
ered to be the result of a hard-water effect, the aquatic plants assimilating carbon in 
equilibrium with water containing bicarbonate from old, inert sources. 

Other studies have demonstrated further complexities in that the degree of "old 
carbon" contamination may change over time. For example, Karrow and Anderson 
(1975) suggested that some lake sediments in southwestern New Brunswick, 
Canada, studied by Mott (1975) were contaminated with old carbon shortly after 
deglaciation. Initial sedimentation was mainly marl derived from carbonate-rich till 
and carbonate bedrock, but as the area became vegetated and soil development 
took place the sediments became more organic and less contaminated by "old car-
bon." Dates on the deepest lake sediments are thus anomalously old and would ap-
pear to give a date of deglaciation inconsistent with the regional stratigraphy. This 
points to the more general observation that the geochemical balance of lakes may 
have changed through time and that the modern water chemistry may not reflect 
former conditions. This is particularly likely in formerly glaciated areas where the 
local environment immediately following deglaciation would have been quite dif-
ferent from that of today. One should thus interpret basal dates on lake sediments 
or peat bogs with caution. Equally, dates on aquatic flora and fauna, in closed lake 
basins which have undergone great size changes, must also be viewed in the light of 
possible changes in the aqueous geochemistry of the site. 

It is important to recognize that not all types of contamination are equally signif-
icant; contamination by modern carbon is far more important than that by old car-
bon because of its much higher activity (Olsson, 1974). Figures 3.4 and 3.5 show the 
errors associated with different percentage levels of contamination by modern and old 
material, respectively. It will be seen that a 5000-yr-old sample, 20% contaminated 
with 16,000-yr-old carbon, would give a date in error by only -1300 years. By con-
trast, a 15,000-yr-old sample contaminated with only 3% of modern carbon would 
result in a dating error of about the same magnitude. Very careful sample selection is 
therefore needed; dating errors are most commonly the result of inadequate sampling. 

(b) Variations in '^C Content of the Oceanic Reservoir 

In the preceding section, it was discussed that some freshwater aquatic plants 
or molluscs may be contaminated by water containing low levels of "̂̂ C. In the case 
of marine organisms this problem is much more universal. First, when carbon diox-
ide is absorbed into the oceans a fractionation takes place that leads to an enrich-
ment of 15%o (equivalent to -120 yr) in the "̂̂ C activity of oceanic bicarbonate 
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F I G U R E 3.4 Apparent ages as a function of sample age if there are different levels of contamination by 
modern material in the sample.Thus a 20,000 yr-old sample contaminated with 10% of modern material would 
appear to be ~ 15,000 yr old (from Olsson and Eriksson, 1972). 

relative to that of the atmosphere. However, ocean surface waters are not in 
isotopic equilibrium with the atmosphere because oceanic circulation brings 
^"^C-depleted water to the surface to mix with "modern" water. Consequently, the 
"̂̂ C age of the surface water (the apparent age, or reservoir age) varies geographi-

cally (Fig. 3.6) (Bard, 1988). In the lower latitudes of all oceans, the mean reservoir 
age of surface waters is -400 yr, which means that 400 yr must be added to a "̂̂ C 
date on marine organic material from the mixed layer, in order to compare it with 
terrestrial material. At higher latitudes, this correction can be much larger due to up-
welling of older water and the effect of sea ice, which limits the ocean-atmosphere 
exchange of CO2. The modern North Atlantic is different from other high latitude 
regions because of advection of warmer waters (relatively enriched in "̂̂ C) from 
lower latitudes, and strong convection (deepwater formation), which limits any up-
welling of ^"^C-depleted water. 

The extent to which such "̂̂ C gradients have been constant over time is of great 
significance for dating older events in the marine environment and comparing them 
with terrestrial records. If North Atlantic deepwater formation ceased during the Last 
Glacial (see Section 6.10) then it is likely that the surface water reservoir age would 
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old material (i.e., material 11,000 yr older than the true age—see star on figure) will yield a date in error (too 
old) by 1300 yr (from Olsson, 1974). 

be similar to other high latitude areas, as depicted by the dashed line in Fig. 3.6. 
Hence, late Glacial planktonic samples from this area might require an age adjustment 
of as much as 1000 yr, and if deepwater switched on and off rapidly, age corrections 
would be equally volatile, possibly even leading to age inversions in otherwise strati-
graphically undisturbed sediments. The matter was addressed by Bard et al. (1994) 
and Austin et al, (1995), who compared marine and terrestrial ^"^C-dated samples as-
sociated with the Vedde volcanic ash. This ash layer originated from an explosive Ice-
landic eruption and was widely distributed across the North Atlantic and adjacent 
land areas around 10,300 "̂̂ C yr B.P., according to AMS dates on terrestrial samples 
from the time of ash deposition. However, all marine samples associated with the ash 
layer were dated -11,000 "̂̂ C yr B.P., indicating that the reservoir effect then was 
-700 yr, vs -400 yr today, probably as a result of reduced North Atlantic Deep Wa-
ter (NADW) formation, and/or increased sea-ice cover at that time. 

So far, we have focused primarily on surface water, but the same issues arise in 
deepwater changes. North Atlantic Deep Water and the Antarctic Bottom Water 
may remain out of contact with the atmosphere for centuries because of the overly-
ing warmer water in mid and low latitudes. During this time, the "̂̂ C content of the 
deep water decreases so that deepwater samples commonly give "̂̂ C ages more than 
1000 yr older than surface water (Fig. 3.7). Indeed, the gradual decline in "̂̂ C activ-
ity of oceanic water has been used to assess the former "ventilation rate" of the 
ocean, by comparing the age of ^"^C-dated planktonic and benthic foraminifera 
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= FIGURE 3.7 Present-day radiocarbon age differences between surface waters and waters at 3 km depth 
(from Broecker et a/., I988a). 
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(surface and deep-dwelling organisms, respectively) in marine sediments from the 
same site. Then, by comparing modern (core-top) samples with those from earlier 
periods, a record of changes in ventilation rate and ocean circulation can be estab-
hshed (see Section 6.9), In this way, Duplessy et aL (1989) found that the ventila-
tion rate of the Pacific Ocean was less than today during the Last Glacial (resulting 
in a 1500-2500 yr age difference, vs -1300 yr today) but during the deglaciation 
(15,000-10,000 i^C yr B.R) it was greater (200-1000 yr age difference) (Shackleton 
et aL, 1988). In the Atlantic Ocean, deepwater had a mean age of -675 yr in the 
Last Glacial versus -350 yr today (Peng and Broecker, 1995). 

Because there are still uncertainties about the timing and extent of past changes 
in reservoir effects in both surface and deep waters, many investigators only make 
corrections for the observed modern oceanic reservoir effect, arguing that so far 
there is an insufficient basis of knowledge to do anything else. Nevertheless, this can 
lead to difficulties in trying to determine the sequence of terrestrial and marine 
events, particularly at times of rapid environmental change, such as occurred at the 
end of the Last Glacial and around the time of the Younger Dryas episode (Austin 
et aL^ 1995). The problem is further compounded by the "plateau" found in "̂̂ C 
ages around 10,000 "̂̂ C yr B.P., which tends to make events that were in fact di-
achronous appear to be synchronous (see Section 3.2.1.5). 

(c) Fractionation Effects 

Basic to the principle of "̂̂ C dating is the assumption that plants assimilate 
radiocarbon and other carbon isotopes in the same proportion as they exist in the 
atmosphere (i.e., the "̂̂ C/̂ ^C ratio of plant tissue is the same as that in the atmo-
sphere). However, during photosynthesis, when CO2 is converted to carbohydrates 
in plant cells, an isotopic fractionation occurs such that ^^C is more readily "fixed" 
than "̂̂ C, resulting in a lower "̂̂ C content in plants than that of the atmosphere 
(Olsson, 1974). This "̂̂ C "depletion" may be as much as 5% below atmospheric 
levels but this is not consistent among all organisms. The magnitude of the fraction-
ation effect varies from one plant species to another by a factor of two to three and 
depends on the particular biochemical pathways evolved by the plant for photosyn-
thesis (Lerman, 1972). This is discussed in further detail in Appendix A. Fortu-
nately, some assessment of the "̂̂ C fractionation effect can be made relatively easily 
by measuring the ^^C content of a sample. The "̂̂ C fractionation is very close to 
twice that of ^^C (Craig, 1953), a stable isotope which occurs in far greater quanti-
ties than "̂̂ C and can hence be routinely measured by a mass spectrometer. The ^^C 
content is generally expressed as a departure from a Cretaceous limestone standard 
(Peedee belemnite, see Appendix A): 

( ^ / ^)pDB 

A change in Ŝ '̂ C of only l%o (i.e., a change in 8^^C of 0.5%o) corresponds to an age 
difference of -8 yr. Consequently, if two contemporaneous samples differed in 8^^C 
by 25%o, they would appear to have an age difference of -400 years (Olsson and 
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Osadebe, 1974). To avoid such confusion, it has been recommended that the ^^C 
value of all samples be normalized to -25%o, the average value for wood. By adopt-
ing this reference value, comparability of dates is possible. This is particularly im-
portant in the case of marine shell samples, which characteristically have 8^^C 
values in the range +3 to -2%o. Standardization to 8^^C = -25%o thus involves an 
age adjustment of as much as 450 yr (to be added to the uncorrected date). 

This is further complicated because of the low "̂̂ C content of the oceans, which 
gives modern seawater an "apparent age" of 400-2500 yr (see Section 3.2.1.4b) 
and results in a correction in the opposite direction from the correction for fraction-
ation effects (a value to be subtracted from the uncorrected age). For the North At-
lantic region, the apparent age of seawater is -400 yr (Stuiver et aL, 1986) so the 
fractionation and oceanic effect more or less cancel out. In other areas, particularly 
at high latitudes, the oceanic adjustment is >450 yr, so the adjusted date will be 
lower (younger) than the original estimate, before correction for fractionation ef-
fects. Of course, for comparison of dates on similar materials within one area, these 
adjustments are irrelevant. However, if one wishes to compare, for example, dates 
on terrestrial peat with dates on marine shells, or to compare a shell date from high 
latitudes with one from another area, care must be taken to ascertain what correc-
tions, if any, have been applied. Details of reservoir corrections for different loca-
tions can be found in Stuiver et aL (1986). 

3.2.1.5 Long-term Changes in Atmospheric '^C Content 

Fundamental to the principles of radiocarbon dating is the assumption that at-
mospheric "̂̂ C levels have remained constant during the period useful for "̂̂ C dat-
ing. However, even in the early days of radiocarbon dating, comparisons between 
archeologically established Egyptian chronologies and "̂̂ C dates suggested that the 
assumption of temporal constancy in ^^C levels might not be correct. It is now 
abundantly clear that "̂̂ C levels have varied over time, though fortunately the mag-
nitude of these variations can be assessed, at least since the Late Glacial. Variations 
in atmospheric "̂̂ C concentration may result from a wide variety of factors, as indi-
cated in Table 3.2, and it is worth noting that many of these factors may themselves 
be important influences on climate. It is a sobering thought that fluctuations in the 
concentration of radiocarbon may help to explain the very paleoclimatic events to 
which radiocarbon dating has been applied for so many years; there could be no 
better illustration of the essential unity of science (Damon, 1970). 

Early work on carefully dated tree rings indicated that "̂̂ C estimates showed 
systematic, time-dependent variations (de Vries, 1958). Both European and North 
American tree-ring samples spanning the last 400 yr showed departures from the 
average of up to 2%, with ^^C maxima around A.D. 1500 and A.D. 1700 (Fig. 3.8). 
These secular "̂̂ C variations appear to be closely related to variations in solar activ-
ity, as discussed further in Section 3.2.1.6 (Suess, 1980). Also seen in Fig. 3.8 is the 
marked decline in ^^C activity during the last 100 yr. This resulted primarily from 
the combustion of fossil fuel during that period (Suess, 1965), causing a rapid in-
crease in the abundance of "old" (essentially ^"^C-free) carbon in the atmosphere 
(the so-called "Suess effect"). 
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H TABLE 3.2 Possible Causes of Radiocarbon Fluctuations 

I. Variations in the rate of radiocarbon production in the atmosphere 

(1) Variations in the cosmic-ray flux throughout the solar system 

(a) Cosmic-ray bursts from supernovae and other stellar phenomena 

(b) Interstellar modulation of the cosmic-ray flux 

(2) Modulation of the cosmic-ray flux by solar activity 

(3) Modulation of the cosmic-ray flux by changes in the geomagnetic field 

(4) Production by antimatter meteorite collisions with the Earth 

(5) Production by nuclear weapons testing and nuclear technology 

I I . Variations in the rate of exchange of radiocarbon between various geochemical reservoirs and 
changes in the relative carbon dioxide content of the reservoirs 

(1) Control of CO2 solubility and dissolution as well as residence times by temperature variations 

(2) Effect of sea-level variations on ocean circulation and capacity 

(3) Assimilation of CO2 by the terrestrial biosphere in proportion to biomass and CO2 concentra-
tion, and dependence of CO2 on temperature, humidity, and human activity 

(4) Dependence of CO^ assimilation by the marine biosphere upon ocean temperature and salinity, 
availability of nutrients, upwelling of C02-rich deep water, and turbidity of the mixed layer of 
the ocean 

III. Variations in the total amount of carbon dioxide in the atmosphere, biosphere, and hydrosphere 

(1) Changes in the rate of introduction of CO2 into the atmosphere by volcanism and other 
processes that result in CO2 degassing of the lithosphere 

(2) The various sedimentary reservoirs serving as a sink of CO2 and "̂̂ C. Tendency for changes in 
the rate of sedimentation to cause changes in the total CO2 content of the atmosphere 

(3) Combustion of fossil fuels by human industrial and domestic activity 

From Damon et al. (1978). 

These studies generated further interest in testing the assumptions of radio-
carbon dating and led to hundreds of checks being made between "̂̂ C dates and cor-
responding wood samples, each carefully dated according to dendrochronological 
principles (see Chapter 10). The longest tree-ring calibration set is the German oak 
and pine chronology of > 11,000 yr, made up of more than 5000 different overlap-
ping tree-ring sections from living trees, medieval housing timbers, and subfossil 
wood excavated from river gravels (Becker, 1993). Similar chronologies have been 
constructed from Irish oaks (to 5289 B.C.) and from Douglas fir and Bristlecone 
pine in the U.S. Pacific Northwest and California (to >6000 B.C.) Other "floating 
chronologies," derived from radiocarbon-dated subfossil wood, have now been ac-
curately fixed in time by matching de Vries-type "̂̂ C variations in the chronology 
with those observed in the well-dated continuous tree-ring records (Kuniholm et al., 
1996). By being able to precisely match such "wiggles," recorded in wood from 
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F I G U R E 3.8 Radiocarbon variations over the last 2000 yr expressed as departures from the long-term av-
erage.Trend due to geomagnetic field variation shown by curved line. Positive '"̂ C anomalies around A.D. 1500 
and A.D. 1700 correspond to periods of reduced solar activity (the Sporer and Maunder Minima, S and M, re-
spectively). At these times the increased cosmic ray flux produces more '"̂ C in the upper atmosphere. Combus-
tion of fossil fuel has contaminated the atmosphere with '"^C-free CO^, hence the large negative departures 
shown since 1850 (from Eddy, 1977). Note that the ordinate is plotted with positive departures lowermost, cor-
responding to periods of reduced solar activity. 

places thousands of kilometers apart, it is clear that the high-frequency variations 
have real geophysical significance and are not simply the result of noise in the ra-
diocarbon chronology (de Jong et aL, 1980). 

By radiocarbon dating w^ood of known age from different regions of the world, 
a very consistent picture of the relationship between '̂̂ C age and calendar year age 
has been built up for the last -11,400 yr (Stuiver and Pearson, 1993; Pearson and 
Stuiver, 1993; Pearson et aL, 1993; Kromer and Becker, 1993). This calibration is 
based on bi-decadal and decadal wood samples for most of the period, but for the 
last -500 yr a year-by-year analysis of wood has provided a very detailed compari-
son of calendar year and "̂̂ C ages (Stuiver, 1993). The "̂̂ C age is very close to the 
dendrochronological age (± 100 yr) for the last -2500 yr, but before that there was 
a systematic difference (̂ "̂ C underestimating true age) increasing to -1000 yr by 
-10,000 calendar yr B.P. (Fig. 3.9). 
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F I G U R E 3.9 Bidecadal anomalies of A'̂ ^C (%o) (left axis) in relation to the calendar year age of the wood 
samples analyzed. An anomaly of + l%o corresponds to the radiocarbon age underestimating the dendrochrono-
logical age by 8 yr (right axis) (from Stuiver and Reimer, 1993). 

For the period before reliable dendrochronologically dated wood samples are 
available, other types of record must be used to calibrate the radiocarbon record. 
High precision uranium-series dates on Pacific and Atlantic corals, obtained by 
thermal ionization mass spectrometry (TIMS) are equivalent to calendar years and 
can be directly compared with "̂̂ C dates on the same samples (Bard et aL, 1990, 
1993; Edwards et al., 1993). Such comparisons reveal that "̂̂ C ages continue to be 
systematically younger than "true" ages at least as far back as 30,000 calendar yr 
B.P., with the deviation increasing to -3500 years at that time (i.e., atmospheric 
"̂̂ C/̂ ^C was 400-500%o above the modern reference level). Figure 3.10 shows the 
"̂̂ C anomaly from present (A '̂̂ C) for the combined coral and tree-ring caHbration 

series. It is clear that the coral and tree-ring data fit quite well in the period of over-
lap, though the coral data are limited. For the interval 9000 to 15,000 calendar yr 
B.P., a Late Glacial/early Holocene varved (annually laminated) sediment record 
from the Cariaco Basin off the coast of Venezuela provides a far more detailed 
chronology, supported by dozens of AMS radiocarbon dates on forams extracted 
from the varves (Hughen et aL^ 1996b, 1998). The floating varve chronology was 
first fixed in time by finding the best fit between "wiggles" in the radiocarbon 



66 3 DATING METHODS I 

30 25 
cal. ka BP 

20 15 

cal. ka BC 
FIGURE 3.10 The atmospheric A''*C record of the last 30,000 yr derived from both dendrochronologically 
based wood samples and corals dated by ^^°Th/^^'*U, with a 400-yr correction for the reservoir age of tropical 
surface waters. The coral data are shown as circles with 2a error bars (from Stuiver and Braziunas, 1993). 

versus calendar year age record of the German oak/pine chronology, and the AMS-
dated varved sediments from the Cariaco Basin (Fig. 3.11). Once this section of the 
varved record was firmly anchored to the tree-ring series, the older varves could 
then be assigned calendar ages and compared to their radiocarbon age, derived 
from the AMS dates on forams (Fig. 3.12). In this way, the varved sediment record 
has been used to extend the radiocarbon calibration back to 15,000 (calendar) yr, 
and with farther varve studies it should be possible to push this back even farther 
in time. The results so far clearly support conclusions (based on the very sparse 
coral data) that radiocarbon and calendar ages diverged in pre-Holocene time. 
This evidence conflicts with several lake varve sediment studies suggesting that be-
fore -12,000 calendar yr B.P., the "̂̂ C ages and calendar ages may have converged 
(Wohlfarth et aL, 1995; Wohlfarth, 1996). However, in toto the lake varve studies 
provide an inconsistent picture, possibly due to redeposition of older material 
(which, when dated, makes the varve appear older than it is) or to errors in con-
structing the varve chronologies (Hajdas et aL, 1995a, 1995b; Zolitschka, 1996b). 
As independent studies of corals from Barbados, the South Pacific, and New 
Guinea are all strongly supportive of systematically higher levels of atmospheric 
"̂̂ C in the period before 11,000 calendar yr B.P., this seems to fit well with the hy-

pothesis that past geomagnetic field variations imposed a first-order control on "̂̂ C 
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F I G U R E 3.1 I The very detailed radiocarbon chronology of tree rings fronn German oaks (squares) and 
pines (open circles) has been used to place the "floating" chronology of annually laminated (varved) sediments 
from the Cariaco Basin, north of Venezuela (solid circles) into a firm chronological framework (r = 0.99). By 
finding the optimum fit between both records, through matching the "wiggles" in the tree-ring record with 
those of the varve record, the varve sequence (which extends 3000 years further back in time) has been fixed 
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F I G U R E 3.12 Calendar age vs radiocarbon age for Cariaco Basin varved sediments (solid circles) com-
pared to uranium-series (TIMS) and radiocarbon ages of corals from the Atlantic and Pacific Oceans (open sym-
bols) (coral data from Bard et o/., 1993, 1996; Edwards et o/., l993).The thin diagonal line shows the expected 
relationship if no changes in atmospheric '"̂ C occurred.The vertical shaded lines show the time (and duration 
of each transition) at the start and end of the Younger Dryas episode, as recorded in the varves (from Hughen 
etai, 1998). 
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levels (Edwards et aL, 1993). Indeed, models of past variations in the geomagnetic 
field reproduce remarkably well the observed "̂̂ C variations manifested in the 
Cariaco varve sequence. This is discussed further in the next section. 

A very significant feature of the radiocarbon-calendar year calibration is the 
presence of prolonged "̂̂ C age plateaus centered at -11,700, -11,400 and -9,600 
radiocarbon yr B.P. (and to a lesser extent at -8750 and -8250 "̂̂ C yr B.P.) (Becker 
et aL, 1991; Lotter, 1991; Kromer and Becker, 1993; Hughen et al, 1998). There is 
also an interval from 10.6 to 10 ka "̂̂ C B.P. when varve ages change by -1600 yr 
(Fig. 3.12). These "̂̂ C age plateaus document periods of time when atmospheric "̂̂ C 
concentrations temporarily increased, so that organisms acquired higher levels of 
^^C at those times. Consequently, they now appear to be the same age as organisms 
that are, in fact, several hundred years younger. In effect, this means that two sam-
ples with "̂̂ C ages of 10,000 and 9600 yr B.P., for example, could in reality differ 
by as much as 860 years or as little as 90 years. The changes in atmospheric "̂̂ C be-
ginning at -10.6 ka (radiocarbon) B.P. (+40-70%o in <300 yr) correspond to the on-
set of the Younger Dryas cold episode (Goslar et aL, 1995). A sudden reduction in 
North Atlantic Deep Water (NADW) formation at that time (or more probably a 
shift from deep water transport to intermediate water) would have changed the 
equilibrium atmospheric "̂̂ C concentration by reducing the ventilation rate of the 
deep ocean (Hughen et aL, 1996b, 1998). 

3.2.1.6 Causes of Temporal Radiocarbon Variations 

Table 3.2 hsts some of the possible causes of "̂̂ C fluctuations, and these are dis-
cussed in some detail by Damon et al. (1978). In general terms they can be consid-
ered in two groups: factors internal to the earth-ocean-atmosphere system (II and 
III in Table 3.2) and extraterrestrial factors (group I in Table 3.2). Although it is 
probable that all these different factors have played some part in influencing "̂̂ C 
concentrations through time, it would appear that most of the variance in the 
record, as it is currently known, can be accounted for by changes in the intensity of 
the Earth's magnetic field (dipole moment) (Mazaud et al., 1991; Trie et aL, 1992) 
and by changes in solar activity (Stuiver and Quay, 1980; Stuiver, 1994). The 
former factor is primarily related to low-frequency (long-term) "̂̂ C fluctuations, and 
the latter factor to higher-frequency (de Vries-type) fluctuations in "̂̂ C. Evidence 
for changes in magnetic field intensity has come mainly from archeological sites 
through studies of thermoremanent magnetism in the minerals of baked clay 
(Bucha, 1970; Aitken, 1974). Although there are uncertainties in this chronology, it 
appears that there is a strong inverse correlation between magnetic field variations 
and "̂̂ C concentration, such that as the magnetic field strength decreases (thereby 
allowing more galactic cosmic rays to penetrate the upper atmosphere) "̂̂ C concen-
tration increases (Stuiver et al., 1991; Sternberg, 1995). 

On a shorter timescale, variations in solar activity also influence "̂̂ C concen-
trations. This was well illustrated by Stuiver and Quay (1980), who used recorded 
sunspot data to demonstrate a convincing relationship between periods of low so-
lar activity and high "̂̂ C concentrations. Annual records of A '̂̂ C (and ^^Be, an-
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other cosmogenic isotope) also show very strong periodicities related to the 
sunspot cycle of solar activity (Stuiver, 1994; Beer et aL, 1994). Solar magnetic ac-
tivity is reduced during periods of low sunspot number and this allows an increase 
in the intensity of galactic cosmic rays incident on the Earth's outer atmosphere, 
thereby increasing the neutron flux and "̂̂ C (and ^^Be) production (Fig. 3.13). 
Thus, during the Maunder, Sporer, and Wolf periods of minimum solar activity 
(A.D. 1654-1714, 1416-1534, and -1280-1350, respectively) ^^C concentrations 
were at their maximum levels for the past thousand years (Eddy, 1976; Stuiver 
and Quay, 1980). By subtracting the low frequency geomagnetic signal from the 
overall A '̂̂ C record, a residual component is revealed that primarily reflects solar 
(heliomagnetic) effects (Fig. 3.14). This shows a number of Maunder and Sporer-
type A '̂̂ C maxima throughout the Holocene, each lasting 100-200 yr (Stuiver et 
aL, 1991). 

Whatever the underlying reasons for the high frequency variations in A '̂̂ C, they 
are extremely important for the interpretation of "̂̂ C dates in terms of calendar 
years. The "̂̂ C variations or "wiggles" may not permit the assignment of a unique 
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type of low-frequency filter) is used to extract low-frequency changes thought to be the result of changes in 
the Earth's magnetic field.The residual represents changes due to solar activity. Prolonged episodes of reduced 
solar activity (and enhanced '"̂ C production) similar to the most recent Maunder and Sporer Minima are de-
noted by M or S (from Stuiver et o/., 1991). 

calendar age to a sample. This is illustrated in Fig. 3.15; a sample radiocarbon dated 
at 220 ± 50 yr B.P. cannot be assigned a single age range, within the probabiUty 
margin of one standard deviation. Because of "̂̂ C fluctuations the actual calendar 
age of the sample could be from 150 to 210 yr B.P., from 280 to 320 yr B.P., or even 
from 410 to 420 yr B.P. (Porter, 1981a). In fact, only samples from a few decades 
around 300 years B.P. are likely to yield a unique radiocarbon date. In all other 
cases during the last 450 yr, multiple calendar dates, or a much broader spectrum 
of calendar ages, are derived from a single radiocarbon date (Stuiver, 1978b). This 
raises significant problems for studies attempting to resolve short-term environmen-
tal changes (such as glacier fluctuations; Porter, 1981a) and has important implica-
tions for the interpretation of radiocarbon dates at certain times in the Holocene 
(McCormac and Baillie, 1993). To help in taking such variations into account when 
calibrating "̂̂ C ages in terms of calendar years, Stuiver and Reimer (1993) have pre-
pared a computer program that provides all possible calendar year ages for a par-
ticular "̂̂ C date and associated margins of error (1 or 2 a) . They stress that the 
margin of error associated with a dated sample should not only be the analytical er-
ror term, but should also include an "error multiplier" factor that varies from 1 to 
2, reflecting the reproducibility of results in each laboratory (Scott et al., 1990). 
This factor is readily accommodated in the program to compute the appropriate 
calendar year ages. Similar software has also been developed by Ramsey (1995). 
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One consequence of the nonlinear calendar year -^"^C age relationship is that a 
series of equally probable calendar dates may produce a histogram of strongly clus-
tered "̂̂ C dates (Fig. 3.16). Similarly, at certain times in the past, a histogram of "̂̂ C 
dates showing two pronounced "events" may, in fact, correspond to a normal dis-
tribution around a single event (Bartlein et al., 1995). This is not the case for the 
entire period calibrated so far, because there are times when there is less (local) vari-
ability around the ^"^C-calendar year relationship, but certain key intervals (such as 
the Younger Dryas-Preboral transition) require very careful interpretation of radio-
carbon dates to avoid misinterpretation of the true sequence of events. Similar cau-
tion is appropriate in dealing with estimates of rates of change during the late 
Glacial and early Holocene (Lotter et al., 1992). Indeed, as the cahbration of radio-
carbon dates is extended back into the period before 11,400 yr ago, other periods 
of near-constant radiocarbon age may yet become apparent. 

3.2.1.7 Radiocarbon Variations and Climate 

A number of authors have observed that periods of low solar activity, such as 
the Maunder minimum, correspond to cooler periods in the past (Eddy, 1977; 
Lean et aL, 1995). As variations in radiocarbon production seem to be related to 
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solar activity, it has also been argued that "̂̂ C variations are inversely related to 
v^orldv^ide temperature fluctuations (Wigley and Kelly, 1990). This implies that so-
lar activity, radiocarbon variations, and surface temperature are all related, perhaps 
through fundamental variations in the solar constant (i.e., low solar activity = high 
"̂̂ C production rate = lov^ temperature). If so, then the "̂̂ C record itself, as a proxy 

of solar activity, may provide important information on the causes of climatic 
change. However, this is a controversial topic; several authors have shown that the 
correlations between radiocarbon variations and paleotemperature records are very 
poor when the records are examined in detail (WiUiams et aL, 1981). This may be 
because atmospheric "̂̂ C is only a small part of the global "̂̂ C inventory and 
climate-related changes in ocean circulation and deep water formation may over-
whelm the effect of solar activity changes. In this regard, ^̂ Be may be a better proxy 
of solar activity (Beer et al., 1994, 1996). On the other hand, high resolution data 
from the Greenland ice sheet show a very strong 11-yr signal in 8^^0 and spectral 
analysis reveals periodicities associated with those known from the spectra of ra-
diocarbon variations (Stuiver et al., 1995; Sonnett and Finney, 1990). Indeed the 
amplitude of the 8^^0 signal is so large (~1.5%o) that it is very hard to imagine how 
such small irradiance changes (0.05%) could be amplified within the climate system 
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to produce such a strong signal. There is some evidence from modeling experiments 
that larger (0.25% or more) reductions in irradiance that seem possible for ex-
tended periods of reduced solar activity, like the Maunder Minimum, can influence 
temperatures on a global scale (Rind and Overpeck, 1993; Lean, 1994). Still, it is 
not yet clear that radiocarbon variations or ^̂ Be can be used as an index of irradi-
ance and at this stage, therefore, the evidence relating solar activity and radiocar-
bon variations to surface temperatures remains equivocal, an intriguing but so far 
unproven possibility. 

3.2.2 Potassium-Argon Dating (^^YU^^kr) 

Compared to radiocarbon dating, potassium-argon dating is used far less in Qua-
ternary paleoclimatic studies. However, potassium-argon and argon-argon dating 
have indirectly made major contributions to Quaternary studies. The techniques 
have proved to be invaluable in dating sea-floor basalts and enabling the geomag-
netic polarity timescale to be accurately dated and correlated on a worldwide basis 
(Harland et ^/., 1990; see also Section 4.1.4). Potassium-argon dating has also been 
used to date lava flows which, in some areas of the world, may be juxtaposed with 
glacial deposits. In this way, limiting dates on the age of the glacial event may be as-
signed (Loffler, 1976; Porter, 1979). 

Potassium-argon dating is based on the decay of the radioisotope "̂ K̂ to a daugh-
ter isotope "̂ ^Ar. Potassium is a common component of minerals and occurs in the 
form of three isotopes, ^̂ K and "̂ K̂, both stable, and "̂ K̂, which is unstable. The "̂ K̂ 
occurs in small amounts (0.012% of all potassium atoms) and decays to either "̂ Ĉa 
or "̂ Âr, with a half-Hfe of 1.31 X 10^ yr. Although the decay to "̂ Ĉa is more common, 
the relative abundance of "̂ Ĉa in rocks precludes the use of this isotope for dating 
purposes. Instead, the abundance of argon is measured and sample age is a function 
of the "̂ ^K/̂ ^Ar ratio. Argon is a gas that can be driven out of a sample by heating. 
Thus, the method is used for dating volcanic rocks that contain no argon after the 
molten lava has cooled, thereby setting the isotopic "clock" to zero. With the passage 
of time, "̂ Âr is produced and retained within the mineral crystals, until driven off by 
heating in the laboratory during the dating process (Dalrymple and Lanphere, 1969). 
Unlike conventional "̂̂ C dating, ^^YJ^^Ki dating relies on measurements of the decay 
product "̂ ^Ar; the parent isotope content Ĉ K̂) is measured in the sample. 

As the abundance ratios of the isotopes of potassium are known, the "̂ K̂ con-
tent can be derived from a measurement of total potassium content, or by measure-
ment of another isotope ^^K. Because of the relatively long half-life of "̂ K̂, the 
production of argon is extremely slow. Hence, it is very difficult to apply the tech-
nique to samples younger than -100,000 years and its primary use has been in dat-
ing volcanic rocks formed over the last 30 million years (though, theoretically, rocks 
as old as 10^ years could be dated by this method). Dating is usually carried out on 
minerals such as sanidine, plagioclase, biotite, hornblende, and olivine in volcanic 
lavas and tuffs. It may also be useful in dating authigenic minerals (i.e., those 
formed at the time of deposition) such as glauconite, feldspar, and sylvite in sedi-
mentary rocks (Dalrymple and Lanphere, 1969). 
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3.2.2.1 Problems of ^^KI^^Ar Dating 

The fundamental assumptions in potassium-argon dating are that (a) no argon 
was left in the volcanic material after formation, and (b) the system has remained 
closed since the material was produced, so that no argon has either entered or left 
the sample since formation. The former assumption may be invalid in the case of 
some deep-sea basalts that retain previously formed argon during formation under 
high hydrostatic pressure. Similarly, certain rocks may have incorporated older 
"argon-rich" material during formation. Such factors result in the sample age being 
overestimated (Fitch, 1972). Similar errors result from modern argon being ab-
sorbed onto the surface and interior of the sample, thereby invalidating the second 
assumption. Fortunately, atmospheric argon contamination can be assessed by mea-
surement of the different isotopes of argon present. Atmospheric argon occurs as 
three isotopes, ^^Ar, ^^Ar, and "̂ ^Ar. As the ratio of "̂ ^Ar/̂ ^Ar in the atmosphere is 
known, the specific concentrations of ^^Ar and "̂ ^Ar in a sample can be used as a 
measure of the degree of atmospheric contamination, and the apparent sample age 
appropriately adjusted (Miller, 1972). 

A more common problem in "̂ K̂/̂ ^̂ Ar dating is the (unknown) degree to which 
argon has been lost from the system since the time of the geological event to be 
dated. This may result from a number of factors, including diffusion, recrystalliza-
tion, solution, and chemical reactions as the rock weathers (Fitch, 1972). Obvi-
ously, any argon loss will result in a minimum age estimate only. Fortunately, some 
assessment of these problems and their effect on dating may be possible. 

3.2.2.2 40Ar/"Ar Dating 

One important disadvantage of the conventional '̂ ^K/'̂ ^Ar dating technique is 
that potassium and argon measurements have to be made on different parts of the 
same sample; if the sample is not completely homogeneous, an erroneous age may 
be assigned. This problem can be circumvented by "̂ ^Ar/̂ ^Ar dating, in which mea-
surements are made simultaneously, not only on the same sample, but on the same 
precise location within the crystal lattice where the "̂ Âr is trapped. Instead of mea-
suring "̂ K̂ directly, it is measured indirectly by irradiating the sample with neutrons 
in a nuclear reactor. This causes the stable isotope ^̂ K to transmute into ^^Ar; by 
collecting both the "̂ ^Ar and ^^Ar, and knowing the ratio of "̂ K̂ to ^̂ K (which is a 
constant) the sample age can be calculated. Further details are given by Curtis 
(1975), McDougall and Harrison (1988), and McDougall (1995). 

Actually, "̂ ^Ar/̂ ^Ar dating has no advantages over conventional "̂ K̂/̂ ^̂ Ar dating 
for samples that have not been weathered, subjected to heating or metamorphism 
of any kind since formation, or are free of inherited or extraneous argon. In such 
cases, dates from ^^K/'̂ ^Ar methods would be identical to those from "^^Ar/̂ ^Ar 
methods. In practice, however, there is no way of knowing the extent to which a 
sample has been modified or contaminated; hence the "̂ ^Ar/̂ ^Ar method has signifi-
cant advantages over '̂ ^K/'̂ ^Ar because it is often possible to identify the degree to 
which a sample has been altered or contaminated, and thus, to increase confidence 
in the date assigned. Furthermore, several dates can be obtained from one sample 
and the results treated statistically to yield a date of high precision (Curtis, 1975). 
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The advantages stem from the fact that the "̂ ^K, which yields the "̂ ^Ar by decay, 
occupies the same position in the crystal lattice of the mineral as the much more 
abundant ^^K that produces the ^^Ar on irradiation. Heating of the sample thus 
drives off the argon isotopes simultaneously. Any atmospheric argon contaminating 
the sample occurs close to the surface of the mineral grains, so it is liberated at low 
temperatures. Similarly, loss of radiogenic argon by weathering would be confined 
mainly to the outer surface of a mineral. In such cases the "^^Ar/̂ ^Ar ratios on the 
initial gas samples would indicate an age that is too young (Fig. 3.17b). At higher 
temperatures, the deeper-seated argon from the unweathered, uncontaminated inte-
riors of the crystals will be driven off and can be measured repeatedly as the tem-
perature rises to fusion levels. If such gas increments indicate a stable and consistent 
age, considerable confidence can be placed in the result. By contrast, conventional 
"̂ ^Ar/̂ ^Ar dating on a sample such as that shown in Fig. 3.17b would yield a mean-
ingless age, resulting from a mixture of the gases from different levels. 

Plots of "apparent age" calculated from the ratios of "̂ ^Ar to ^^Ar at airrerent 
temperatures can indicate much information about the past history of the sample, 
including whether the sample has lost argon since formation or whether the rock 
was contaminated by excess radiogenic argon at the time of formation. Such inter-
pretations are discussed further by Curtis (1975) and by Miller (1972). Thus 
4o^j./39^j. dating possesses considerable advantages over conventional "̂ K̂/̂ ^̂ Ar dating 
methods by providing more confidence in the resulting dates. 

40^j./39^j. dating has been used to assess the age of the major geomagnetic 
polarity reversal in the Quaternary — the Brunhes-Matuyama (B/M) boundary. 
Early '̂ ^K/'̂ ^Ar studies had placed the age at -730 ka B.P. but this was questioned 
by Johnson (1982) and Shackleton et al, (1990), who found that a consequence of 
tuning the marine oxygen isotope record to maximize coherence with Milankovitch 
orbital frequencies was to push the B/M boundary back to -780 ka B.P. They there-
fore argued rather boldly that the hitherto accepted age of 730 ka was probably in-
correct. Several subsequent studies deriving "^^Ar/̂ ^Ar dates from lava flows have 
supported this assertion (Spell and McDougall, 1992; Baksi et ai, 1992; Izett and 
Obradovich, 1994) or at least demonstrated that the uncertainties in both ap-
proaches span the interval 730-780 ka B.P., making the two estimates statistically 
indistinguishable (Tauxe et aL, 1992). 

T E M R — • • T E M R - * 

F I G U R E 3.17 Schematic plots of "^^Ar/̂ 'Ar data. Each point in (a) and (b) indicates the age obtained for 
that increment of argon released as the temperature is increased in steps from 0 °C to the fusion point 
(1000 ''C). In (a) the data show uniform ages for all increments, the plateau indicating a precise age determina-
tion. In (b) the ages appear to be progressively older as the temperature rises, indicating loss of argon after 
original crystallization of the sample so that a precise age cannot be determined; even the oldest age obtained is 
probably too young (Curtis, 1975). 
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3.2.3 Uranium-series Dating 

Uranium-series dating is a term that encompasses a range of dating methods, all 
based on various decay products of ^̂ ^U or ^^^U. Figure 3.18 illustrates the princi-
pal decay series nuclides and their respective half-lives; some intermediate products 
vv̂ ith very short half-lives (in the order of seconds or minutes) have been omitted. 
The main isotopes of significance for dating are ^̂ ^U and ^^^U, ^^^Th (also know^n 
as ionium) and -̂ ^^Pa. The ultimate product of the uranium decay series is stable 
lead (206pb or ^o^pb). 

In a system containing uranium, which is undisturbed for a long period of time 
(-10^ yr), a dynamic equilibrium will prevail in which each daughter product will 
be present in such an amount that it is decaying at the same rate as it is formed by 
its parent isotope (Broecker and Bender, 1972). The ratio of one isotope to another 
will be essentially constant. However, if the system is disturbed, this balance of pro-
duction and loss will no longer prevail and the relative proportions of different iso-
topes will change. By measuring the degree to which a disturbed system of decay 
products has returned to a new equilibrium, an assessment of the amount of time 
elapsed since disturbance can be made (Ivanovich and Harmon 1982). Isotopic 
decay is expressed in terms of the activity ratios^ of different isotopes, such as 

NUCLIDE 

uranium-238 

uranium-234 

thorium-230 
(ionium) 

HALF-LIFE NUCLIDE HALF-LIFE 

radium-226 

4.51 X 10 years uranium-235 7.13 x 10^ years 

2.5x10^ years protactinium-231 3.24 x 10"̂  years 

7.52 X 10^ years thorium-227 18.6 days 

1.62 X 10^ years radium-223 11.1 days 

radon-222 3.83 days lead-207 stable 

V 

lead-210 22 years 

polonlum-210 138 days 

lead-206 stable 

F I G U R E 3.18 Decay series of uranium-238 and uranium-235. 

^ Concentrations of radioactive isotopes are reported in units of decays per minute per gram of 
sample. In U-series dating, these rates are considered relative to each other and are referred to as activity 
ratios. 
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230yj^238u ^j^j 23ip^/235U; for the former, the useful dating range is from a few years 
to -350,000 B.P., and for the latter 5000-150,000 B.P. (Fig. 3.19). Thermal ion-
ization mass spectrometry (TIMS) revolutionized uranium series dating in the 
mid-1980s, making very precise analyses of small samples routine; subsequent re-
finements have made possible dates that are even more precise, enabling corals of 
last interglacial age to be dated to within ± 1 ka (2 a error) (Edwards et al., 1987b; 
1993; Gallup et al, 1994). Furthermore, in view of the inconstancy of atmospheric 
(and oceanic) radiocarbon content, ^^^Th dating of corals can provide results that 
exceed the accuracy of ^̂ C dates, and have comparable accuracy to the counting of 
annual growth bands (Edwards et al, 1987a). 

In natural systems, disturbance of the decay series is common because of the 
different physical properties of the intermediate decay series products. Most impor-
tant of these is the fact that ^^^Th and ^^^Pa are virtually insoluble in water. In nat-
ural waters these isotopes are precipitated from solution as the uranium decays, and 
collect in sedimentary deposits. As the isotope is buried beneath subsequent sedi-
mentary accumulations, it decays at a known rate, "unsupported" by further decay 
of the parent isotopes (̂ ^̂ U and ^^^U, respectively) from which it has been sepa-
rated. This is known as the daughter excess or unsupported dating method (Black-
well and Schwarcz, 1995). In sediment that has been deposited at a uniform rate, 
the ^^^Th and ^^^Pa concentrations decrease exponentially with depth. Providing 
that this initial concentration of the isotopes is known, the extent to which they 
have decayed in sediment beneath the surface can be related to the amount of time 
elapsed since the sediment was first deposited (Fig. 3.20). 
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(Broecker and Bender, 1972). 
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F I G U R E 3.20 (a) Excess ^^°Th concentrations and (b) excess ^^'Pa concentrations vs depth in Caribbean 
core VI2-122. As the original amounts of ^^°Th and 2 '̂Pa in freshly deposited sediment can be estimated, the 
extent to which they have been reduced with depth gives a measure of time since the sediment was deposited. 
Sedimentation rates are obtained from slopes of the best-fitting regression lines and a knowledge of the decay 
rate of each isotope (Ku, 1976). 

This procedure is an example of dating based on the physical separation of the 
parent and daughter isotopes, with age calculated as a function of the decay rate of 
the unsupported daughter isotope (Ku, 1976). Another method relies on the growth 
of an isotope that is initially absent, towards equilibrium with its parent isotope; 
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this is known as daughter deficiency dating (Blackwell and Schwarcz, 1995) and is 
most commonly applied to carbonate materials (corals, molluscs, speleothems). It is 
based on the fact that uranium is co-precipitated with calcite or aragonite from nat-
ural waters that are essentially free of thorium and protactinium. Initial values of 
^^^Th and ^^^Pa in the carbonates are thus negligible. Providing that the carbonate 
remains a closed system, the amounts of ^^^Th and ^^^Pa produced as the ^̂ "̂ U and 
^̂ ^U decay will be a function of time, and of the initial uranium content of the sam-
ple. In the growth of corals, for example, uranium is co-precipitated from seawater 
to form part of the coral structure, but thorium concentrations are essentially zero. 
As the 234U/238U j-atio in ocean water is constant at -1.14 (and studies show it has 
been almost constant over long periods of time) the build-up of ^^^Th in the coral 
as the uranium isotopes decay thus provides chronometric control on the time since 
the coral formed. Providing the coral has not undergone recrystallization (thereby 
incorporating anew more uranium) this approach can provide useful dating control 
from a few years to -350,000 yr B.P. with extremely high precision (Edwards et aL, 
1987b). New Guinea (Huon peninsula) coral samples demonstrate l ae r rors of only 
30-80 yr on late Glacial/early Holocene materials, considerably smaller than the er-
rors associated with AMS "̂̂ C dates on the same samples (Edwards et aL, 1993). In-
deed, U-series dating has been used to calibrate the radiocarbon timescale back to 
>25 ka B.P. (Bard et aL, 1993; see Section 3.2.1.5). The method has been widely 
used to date raised coral terraces and hence to provide a chronologically accurate 
assessment of glacio-eustatic changes of sea level, with broad implications for paleo-
climatology (Bard et aL, 1990; Edwards et aL, 1993; Gallup et aL, 1994). 

Attempts have also been made to date molluscs in the same way as coral but the 
results are generally inconsistent (Szabo, 1979a). The main problem is that molluscs 
appear to freely exchange uranium post-depositionally (i.e., they do not constitute 
a closed system) with the result that fossil molluscs commonly have higher uranium 
concentrations than their modern counterparts. Hence, the resulting thorium and 
protactinium concentrations are not simply a function of age (Kaufman et aL, 
1971). '̂ ^^Th/̂ '̂̂ U dates on bone have also been attempted (Szabo and Collins, 
1975) but similar problems have been encountered. Repeated checks with different 
dating methods suggest that accurate dates have been obtained on only 50% of 
shell and bone samples to which ^^^Th/̂ '̂̂ U and ^^^Pa/̂ '̂̂ U dating methods have 
been applied (Ku, 1976). "Open system" models have been developed to compen-
sate for post-depositional exchange problems (Szabo and Rosholt, 1969; Szabo, 
1979b) but many assumptions are required that reduce confidence in the resultant 
dates. Indeed, Broecker and Bender (1972) categorically rejected dates obtained on 
any kind of molluscs and concluded that only corals can give reliable U-series dates. 
However, other work has shown that U-series dates on Arctic marine molluscs can 
provide valuable minimum age estimates when considered in relation to amino-acid 
data on the same samples (Szabo et aL, 1981). 

Much more confidence can be placed in uranium-series dates obtained on car-
bonate samples from speleothems (stalactites and stalagmites). Such deposits are 
dense and not subject to post-depositional leaching. Because ^^^Th is so insoluble, 
the water from which the speleothem carbonate is precipitated can be considered to 
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be essentially thorium-free. Hence, providing that the initial uranium concentration 
is sufficient, measurement of the ^^^Th/̂ '̂̂ U ratio will indicate the build-up of ^^^Th 
with the passage of time (Harmon et al., 1975). The main problem is to determine 
reliably the initial 234^/238^ j-^tio, and to ensure that detrital ^^^Th has not contami-
nated the sample, thereby negating the assumption that the initial thorium content 
is zero (see Section 7.6.2). 

On a much shorter timescale, unsupported ^^^Pb may also be used as a chrono-
logical aid. The ^^^Pb is derived from the decay of ^^^Rn following the decay of 
22^Ra from ^^^Th (see Fig. 3.18). Both ^^^Ra and ^^^Rn escape from the Earth's sur-
face and enter the atmosphere, where the ^^^Pb is eventually produced. The ^^^Pb is 
then washed out of the atmosphere by precipitation, or settles out as dry fallout, 
where it accumulates in sedimentary deposits and decays (with a half-life of 22 yr) 
to stable ^^^Pb (Fig. 3.21). Assuming that the atmospheric flux of ^^^Pb is constant, 
the decay rate of ^^^Pb to ^^^Pb with depth can be used to date sediment accumula-
tion rates (Appleby and Oldfield, 1978, 1983). It is of value only in dating sedi-
ments over the last -200 yr, but this may be of particular value in confirming that 
laminated sediments are true varves (i.e., annual) or in confirming that core-tops are 
undisturbed, enabling floral and faunal contents to be calibrated with instrumental 
climatic data to derive accurate transfer functions for paleoclimatic reconstructions. 
The ^^^Pb has also proved useful in dating the upper sections of ice cores and hence 
allowing estimates of long-term accumulation rates to be made, though nowadays 
this is rarely carried out (Crozaz and Langway, 1966; Gaggeler et al, 1983). 

3.2.3.1 Problems of U-series Dating 

The major problems in U-series dating have already been alluded to briefly. 
First, an assumption must be made as to the initial ^^^Th/^ '̂̂ U, ^̂ "̂ U/̂ ^̂ U, and/or 
23ip^/235]j j-^tios in the sample. In the deep oceans this may not be a significant 
problem, as modern oceanic ratios are known to have been relatively constant over 
long periods of time, but in terrestrial environments such as closed inland lakes, this 
assumption is far less robust. The second problem concerns the extent to which the 
sample to be dated has remained a closed system through time. Recrystallization of 
aragonitic carbonate to calcite may provide some guidance, but as discussed in Sec-
tion 3.2.1.4 this is not always reliable. At present only carbonate dates on coral 
seem to be consistently reliable. Reliability can be checked by obtaining activity ra-
tios for different isotopes from the same sample. If the sample has remained 
"closed" the dates should all cross-check and be internally consistent (see Fig. 3.19). 

3.2.4 Luminescence Dating: Principles and Applications 

Luminescence is the light emitted from a mineral crystal (mainly quartz and 
feldspars) when subjected to heating or when exposed to light. Light emitted in re-
sponse to heating is referred to as thermoluminescence or TL, light emitted in re-
sponse to radiation in the visible or infrared parts of the spectrum is termed 
optically stimulated luminescence (OSL), or infrared stimulated luminescence 
(IRSL), respectively. In each case, the quantity of light emitted is related to the 
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amount of ionizing radiation that the sample has been exposed to over time, from 
surrounding sediments. The decay of radioisotopes in the surrounding matrix pro-
duces free electrons in the mineral grains, which become trapped at defects in the 
crystal lattice; the longer the mineral has been exposed to radiation, the higher will 
be its trapped electron population and the greater the resulting luminescence signal. 
Luminescence is thus a measure of the accumulated dose of ionizing radiation (ex-
pressed in units of Grays, Gy) which is a function of sample exposure age. Age is 
determined by exposing subsets of the sample to known doses of radiation and 
measuring the resulting luminescence signal. The amount of radiation needed to 
produce the same luminescence signal as that from the original sample is called the 
equivalent dose (ED) (sometimes known as the paleodose; Duller, 1996). If the 
amount of radiation a sample is exposed to each year (the dose rate) is known (by 
direct measurement of the radioactive properties of the surrounding matrix) the 
sample age can be calculated as: 

Equivalent dose (ED) [Gy] 
Age (a) = -

Dose rate [Gy a"̂ ] 

The key constraint is that the sample to be dated must either have no residual lumi-
nescence signal from the period before the event being dated, or any residual signal 
must be quantifiable. Because luminescence is released by either heating or optical 
bleaching of the sample, the event to be dated must have involved one of these 
processes that effectively set the "luminescence clock" to zero. Thus, TL dating has 
been widely used in archeology to date pottery or baked clay samples as well as 
baked flints from fire hearths attributable to early man (Wintle and Aitken, 1977). 
And TL has also been used to date sediment baked by contact with molten lava 
(Huxtable et aL, 1978) and inclusions within lava (Gillot et aL, 1979). By con-
trolled heating experiments in the laboratory, measurements of TL can indicate the 
amount of time that has elapsed since the sample was last heated. The same princi-
ple applies to wind-blown and fluvially transported sediments. Exposure to sunlight 
can also dislodge electrons, resetting the luminescence clock. As shown in Fig. 3.22, 
the TL signal is reduced to an unbleachable residual signal, but the OSL signal is 
reduced to zero on exposure to sunlight. The TL or OSL signal at any time after 
deposition and burial will thus be a measure of the time that has elapsed since the 
grains were transported to their depositional site (Huntley et aL, 1985; Duller, 
1996). Luminescence dating is thus extremely useful in studies of mainly inorganic 
sediments, such as loess and other aeolian deposits (Wintle, 1993; ZoUer et aL, 
1994) as well as water-lain sediments (Balescu and Lamothe, 1994). However, if ze-
roing of the sample luminescence is incomplete prior to burial, the age of the de-
posit will be overestimated. This is a common problem in fluvial or glacio-fluvial 
sediments where exposure to sunlight may be limited (in duration and/or wave-
length) by turbid water (Forman et aL, 1994). 

The useful timescale for TL dating depends on the radiation dose to which the 
sample has been exposed, and the capacity of the sample to continue to accumulate 
electrons, before becoming saturated. Samples with high quantities of potassium 
feldspars, for example, are potentially useful for dating older deposits, because such 
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F I G U R E 3.22 Schematic illustration of changes in thermoluminescence (TL) and optically stimulated lumi-
nescence (OSL) signals with time (from Rendell, 1995). 

minerals are less easily saturated. Most analysts are reluctant to place much faith in 
TL age estimates of more than 200,000 yr, but ages of up to 800 ka B.P. have been re-
ported from areas where dose rates are extremely low and saturation levels are poten-
tially high; nevertheless, such dates are controversial (Berger et ai, 1992). Accuracy 
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of luminescence dates may approach ±10% of the sample age, though comparison 
with "̂ ^Ar/̂ ^Ar dates suggests that TL dates on older samples are commonly 
5-15% too young, perhaps due to saturation of the electron traps (see Section 3.2.4.2). 

3.2.4.1 Thermoluminescence (TL) Dating 

The thermoluminescence of a sample is a function of age. The older the sample, 
the greater will be the TL intensity. This is assessed by means of a glow curve, a plot 
of TL intensity vs temperature as the sample is heated (Fig. 3.23a). The TL emission 
at lower temperatures is not a reliable age indicator; such emissions correspond to 
shallow traps in the sample where electrons are not stable. The precise temperature 
necessary to dislodge the deeper "stable" electrons will depend on individual sample 
characteristics and is assessed by finding the point at which the ratio of natural TL 

TL glow curves TL growth curves 
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— residual 
black body 

=> 
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growth curve 

at 300°C 

100 200 300 
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400 laboratory radiation 
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OSL decay curves OSL growth curves 
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laboratory radiation 

^ ^ 

0 5 10 15 20 
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Additive dose 
growth curve 

integrated signal 
(0-5s) 

laboratory radiation 
dose 

F I G U R E 3.23 Schematic representation of Equivalent Dose (ED) determination by the additive dose 
method fo rTL and OSL. The OSL is measured after the removal of an unstable component of the signal by 
preheating or long-term storage of the samples (from Rendell, 1995). 



3.2 RADIOISOTOPIC METHODS 85 

to artificially induced TL becomes approximately constant. Generally this is in the 
range 300-450 °C, so TL intensity at these temperatures is used for age assessment. 

To determine the age of a sample it is necessary first to know how much TL re-
sults from a given radiation dose, as not all materials produce the same amount of 
TL from a given radiation dose. In one approach (the additive dose method) sub-
sets of the sample are exposed to a known quantity of radiation. Then TL is mea-
sured in each sample; the initial paleodose can then be determined by extrapolation 
to a laboratory-determined residual level (Fig. 3.23b). Another approach (the regen-
erative method) involves first bleaching subsamples of all their TL, then exposing 
them to different levels of radiation, followed by measurement of the TL emitted, 
corresponding to different levels of radiation exposure (Fig. 3.24). The TL in the 
original sample is then measured and compared with the artificially radiated sam-
ples to assess the corresponding paleodose (ED) as accurately as possible. Sample 
age can then be calculated simply by dividing the paleodose by the measured dose 
rate at the sample site. The dose rate is assessed by measuring the quantity of radio-
active uranium, thorium, and potassium in the sample itself, and in the surrounding 
matrix. Alternatively, radiation-sensitive phosphors (such as calcium fluoride) may 
be buried at the sample site for a year or more to measure directly the environmen-
tal radiation dosage. A number of procedures have been devised to estimate the 
long-term dose rate and reduce the inherent uncertainty (Aitken, 1985). 

3.2.4.2 Problems of Thermoluminescence Dating 

In the age equation given in the preceding section, it is assumed that there is a 
linear relationship between radiation dose and the resulting TL. It is known, how-
ever, that this is not always the case at extremely low radiation dose levels, or at ex-
tremely high dose levels. The former problem (supralinearity) is most significant for 
relatively young samples (<5000 yr old) as the rate at which a sample acquires TL 
is reduced at relatively low radiation dose levels (or perhaps is nonexistent until a 
certain radiation threshold is exceeded). At the other end of the scale, very long ex-
posures to radiation (high doses) may result in saturation of the available electron 
traps so that further exposure will not appreciably increase the sample TL. When 
this is likely to occur depends on sample age and mineral composition, but, in gen-
eral, very old ages indicated by TL dating (greater than several hundred thousand 
years) are likely to be only minimum estimates. 

A further difficulty in assessing the relationship between TL and radiation dose 
occurs when irradiated samples "lose" TL after very short periods of time, perhaps 
only a few weeks. This phenomenon is called anomalous fading (Wintle, 1973) and 
is common among certain minerals, particularly feldspars of volcanic origin. Unless 
corrected for, anomalous fading will result in underestimation of a sample age, but 
it can be identified relatively easily by storing irradiated samples in the dark and re-
measuring TL periodically over a period of several months. 

Perhaps the most significant problems in TL dating stem from variations in the 
environmental dose rate. Of particular importance is the mean water content of the 
sample and surrounding matrix during sample emplacement. Water greatly attenu-
ates radiation, so a saturated sample will receive considerably less radiation in a 
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given time period than a similar sample in a dry site; as a result the TL intensity will 
be much lower, giving an incorrect age indication. If the water content of the site 
can be assessed, this problem can be taken into account in the age calculation. Bet-
ter still, if a radiation-sensitive phosphor can be placed in the environmental setting 
of the sample for a period of time, the effect of groundwater on the radiation dose 
may be assessed directly. However, there is always the problem of knowing how 
groundwater content has varied in the past and this uncertainty is a major barrier 
to more accurate TL dating. Groundwater may also leach away radioactive decay 
products, so long-term changes in groundwater content may further complicate the 
TL-dose relationship. Finally, it should be noted that one of the decay products of 
uranium is an inert gas (radon-222) which has a half-Ufe of 3.8 days, long enough 
for it to escape from the sample site and effectively terminate the decay series (96% 
of the U-series 7-radiation energy is post-radon). Fortunately, laboratory studies 
have shown that relatively few soils exhibit significant radon loss either in the labo-
ratory or in situ, 

3.2.4.3 Optical and Infrared Stimulated Luminescence 
(OSL and IRSL) Dating 

Although the TL method has been widely used for dating of sediments since its 
first application to deep sea sediments (Wintle and Huntley, 1979) it was always 
known that it would be more appropriate to use light as the stimulation mechanism 
rather than heat. This would allow measurement of the light-sensitive luminescence 
signal, as distinct from the light-insensitive signal that remains in the sample at dep-
osition (Fig. 3.22). With TL dating, a relatively large light-insensitive TL signal 
found in modern samples prevents the dating of sediments less than 1000-2000 yr 
old. This problem was addressed by Huntley et aL (1985), who reported on the first 
samples dated by measurement of an optically stimulated luminescence (OSL) sig-
nal. The OSL signal was shown to be zero for modern sediments, thus opening up 
the possibility of dating sediments as young as a few decades in age. Subsequently, 
Godfrey-Smith et aL (1988) measured the OSL (stimulated with green light from a 
laser) from a number of quartz and feldspar samples extracted from sediments. 
They showed that not only was there a negligible residual OSL signal after a pro-
longed sunlight bleach, but the initial rate of luminescence signal loss was several 
orders of magnitude faster than that for the TL signal from the same samples. 

The OSL signal is derived from electrons displaced from electron traps in the 
crystal by phptons, such as those from a 514-nm argon laser (Fig. 3.25b). An elec-
tror^^thus released is able to recombine at a luminescence center, a process that re-
sults in the emission of a photon with a wavelength characteristic of the center. The 
ED is obtained by extrapolation as for TL (Fig. 3.24b). It is thus necessary to be able 
to observe this luminescence while totally rejecting the light from the stimulating 
light source. Fortunately, optical filters can be found which pass light from the 
violet and near ultraviolet emission, characteristic of quartz and feldspars, but re-
ject the green laser light (Fig. 3.25b). Hutt et al. (1988) discovered that they were 
able to stimulate trapped electrons from feldspars (but not quartz) using near in-
frared radiation. This resulted in infrared stimulated luminescence (IRSL) signals 
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F I G U R E 3.24 Examples of (a) the additive dose and (b) the regenerative methods of estimating paieo-
dose in thermoluminescence dating. In the additive dose method, the samples are exposed to increasing levels 
of radiation, and the associated TL is measured. Extrapolation back to zero reveals the paleodose of the sample 
before it was exposed to further radiation exposure. In the regenerative method, subsamples are first bleached 
then exposed to radiation and theTL is measured for each exposure level.The radiation exposure correspond-
ing toTL measured in the original sample is then readily obtained (Duller, 1996). 

that could be observed in a wider wavelength range (blue and green) because an 
optical filter could be chosen to reject the stimulation wavelength region, around 
850-880 nm (Fig. 3.25c). 

The principal advantage of OSL and IRSL is that the laser-stimulated electron 
traps are very sensitive to light, so that a relatively brief exposure to sunlight (on 
the order of a few tens of seconds to a few minutes) is likely to have reduced the 
sample luminescence to near zero. Such brief exposures would certainly not reduce 
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c) Schematic representation of the principles of luminescence dating techniques (from 

to zero the luminescence signal measured in TL studies; thus, OSL and IRSL open 
up the prospect of dating a wider variety of material, particularly quite young aeo-
lian sands and silts (loess) as well as fluvial and lacustrine sediments where expo-
sure to sunlight may have been brief (Wintle, 1993). For example, recent studies 
have dated aeohan sands deposited only a few decades to a few centuries ago, using 
IRSL techniques (Wintle et aL, 1994; Clarke et ai, 1996). 

In TL studies, all of the luminescence in a sample is reduced to zero by heat-
ing, so repeat measurements are not possible. However, in OSL and IRSL dating. 
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very brief exposures to the stimulation light source yield measurable signals that 
do not significantly deplete the potential luminescence in the sample, so multiple 
measurements can be made on the same sample (Duller, 1995). Indeed, multiple 
analyses on individual grains are now routinely possible (for grains with a high 
sensitivity), providing a set of results that helps to confirm whether the sample as a 
whole was adequately zeroed, thereby enhancing confidence that the event in ques-
tion has been accurately dated (Lamothe et aL, 1994). However, it must be borne 
in mind that many of the problems facing TL dating described in the foregoing 
(saturation of traps, anomalous fading, and especially estimation of the dose rate) 
still apply to OSL and IRSL dating. 

3.2.5 Fission-track Dating 

As already discussed in Section 3.2.3, uranium isotopes decay slowly through a 
complex decay series, ultimately resulting in stable atoms of lead. In addition to this 
slow decay, via the emission of a and p particles, uranium atoms also undergo spon-
taneous fission, in which the nucleus splits into two fragments. The amount of en-
ergy released in this process is large, causing the two nuclear fragments to be ejected 
into the surrounding material. The resulting damage paths are called fission tracks, 
generally 10-20 jxm in length. The number of fission tracks is simply a function of 
the uranium content of the sample and time (Naeser and Naeser, 1988). Rates of 
spontaneous fission are very low (for ^^^U, 10"^^ a"̂ ) but if there is enough uranium 
in a rock sample a statistically significant number of tracks may occur over periods 
useful for paleoclimatic research (Fleischer, 1975). 

The value of fission-track counting as a dating technique stems from the fact 
that certain crystalline or glassy materials may lose their fission-track records when 
heated, through the process of annealing. Thus, igneous rocks and adjacent meta-
morphosed sediments contain fission tracks produced since the rock last cooled 
down. Similarly, archeological sites may yield rocks that were heated in a fire 
hearth, thereby annealing the samples and resetting the "geological" record of fis-
sion tracks to zero. In this respect, the environmental requirements of the sample 
are similar to those necessary for '̂ ^K/'̂ ^Ar dating. Because different minerals anneal 
at different temperatures, careful selection is necessary; minerals with a low anneal-
ing temperature threshold, such as apatite, will be the most sensitive indicator of 
past thermal effects (Faul and Wagner, 1971). 

Fission tracks can be counted under an optical microscope after polishing the 
sample and etching the surface with a suitable solvent; the damaged areas are prefer-
entially attacked by solvents, revealing the fission tracks quite clearly (Fleischer and 
Hart, 1972). After these have been counted, the sample is heated to remove the "fos-
sil" fission tracks and then irradiated by a slow neutron beam, which produces a new 
set of fission tracks as a result of the fission of ^^^U. The number of induced fission 
tracks is proportional to the uranium content and this enables the ^̂ ^U content of the 
sample to be calculated. Sample age is then obtained from a knowledge of the spon-
taneous fission rate of ^^^U. For a much more detailed discussion of the technique, 
and the problems of calibrating fission-track dates, see Hurford and Green (1982). 
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Fission-track dating may be undertaken on a wide variety of minerals in differ-
ent rock types, though it has been most commonly carried out on apatite, micas, 
sphene and zircons in volcanic ashes, basalts, granites, tuffs, and carbonatites. It has 
also been widely used in dating amorphous (glassy) materials such as obsidian and 
is therefore useful in tephro-chronological studies (see Section 4.2.3; Westgate and 
Naeser, 1995). Its useful age range is large, from 10^ to 10^ years, but error margins 
are very difficult to assess and are rarely given. Microvariations in crystal uranium 
content may lead to large variations in the fission track count on different sections 
of the same sample (Fleming, 1976). This potential source of error may be reduced 
by repeated measurements, but for samples that are old and/or contain little ura-
nium, the labor involved in counting precludes such checks being made. Tracks may 
also "fade" under the influence of mechanical deformation or in particular chemi-
cal environments and thus lead to underestimation of age (Fleischer, 1975). Fission-
track dating is rarely used in paleoclimatology but its use in archeology and in 
tephrochronology is relatively common (Meyer et ai, 1991). In most cases where 
fission-track dating is used, "̂ ^Ar/̂ ^Ar dating would be preferable, but may not al-
ways be feasible. 
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4.1 PALEOMAGNETISM 

Variations in the Earth's magnetic field, as recorded by magnetic particles in rocks 
and sediments, may be used as a means of stratigraphic correlation. Major reversals 
of the Earth's magnetic field are now well known and have been independently 
dated in many localities throughout the world. Consequently, the record of these re-
versals in sediments can be used as time markers or chronostratigraphic horizons. 
In effect, the reversal is used to date the material by correlation with reversals dated 
independently elsewhere. However, as all episodes of "normal polarity" have the 
same magnetic signal, and all episodes of "reversed polarity" are similarly indistin-
guishable from just the polarity signal, it is necessary to know approximately the 
age of the material under study to avoid miscorrelations. 

In addition to aperiodic global-scale geomagnetic reversals, smaller amplitude, 
quasi-periodic variations of the Earth's magnetic field have also occurred. These sec-
ular variations were regional in scale (over distances of 1000-3000 km) and can be 
used to correlate well-dated "master chronologies" with undated records exhibiting 
similar paleomagnetic variations. 

91 
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4.1.1 The Earth's Magnetic Field 

The magnetic field of the Earth is generated by electric currents within the Earth's 
molten core. The exact mechanism of its formation is not agreed upon, but for our 
purposes it is sufficient to consider the field as if it were produced by a bar magnet 
at the center of the Earth, inclined at -11° to the axis of rotation (Fig. 4.1a). At the 
Earth's surface, we are familiar with this global field through magnetic compass 
variations. If a magnetized needle is allowed to swing freely, it will not only rotate 
laterally to point towards the magnetic pole, but also become inclined vertically, 
from the horizontal plane. The angle the needle makes with the horizontal is called 
the inchnation (Fig. 4.1b). The inclination varies greatly, from near 0° at the Equa-
tor to 90° at the magnetic poles. If the needle is weighted, to maintain it in a hori-
zontal plane, it will remain pointing towards magnetic north, and the angle it makes 
with true (geographical) north is called the declination (Fig. 4.1b). 

The Earth's magnetic field is considered to be made up of two components — a 
primary and fairly stable component (the dipole field), which is represented by the 
bar magnet model, and a much smaller residual or secondary component (the 
non-dipole field), which is less stable and geographically more variable. Major 
changes in the Earth's magnetic field are the result of changes in the dipole field, but 
minor variations may be due to non-dipole factors (see Section 4.1.5). 
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F I G U R E 4.1 (a) The Earth's magnetic field.The main part of the Earth's magnetic field (the dipole field) 
can be thought of hypothetically as a bar magnet centered at the Earth's core.The lines of force represent, at 
any point, the direction in which a small magnetized needle tries to point.The concentration of these lines is a 
measure of the magnetic field strength, (b) Declination and inclination. Declination is a measure of the horizon-
tal departure of the field from true north; Inclination is a measure of dip from the horizontal.The resultant force 
is a vector representing declination, inclination, and field strength. 
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Because of the nature of the (dipole) field and the way in which it is generated, 
any change in its characteristics will affect all parts of the world. Records of signifi-
cant magnetic field variations in a stratigraphic column (magnetostratigraphy) can 
thus be used directly to correlate sedimentary sequences in widely dispersed locations, 
regardless of whether they have common fossils or even similar facies. The broader 
significance of the magnetic characteristics of sediments, in a wide range of paleoen-
vironmental applications, is well documented by Thompson and Oldfield (1986). 

4.1.2 Magnetization of Rocks and Sediments 

So far we have referred to paleomagnetic variations and their usefulness without 
considering how such variations are recorded. It has been known for over 50 years 
that molten lava will acquire a magnetization parallel to the Earth's magnetic field 
at the time of its cooling. This is known as thermoremanent magnetization (TRM). 
The same phenomenon has been observed in baked clays from archeological sites; 
iron oxides in the clay, when heated above a certain temperature (the Curie point) 
realign their magnetic fields to those at the time the clay was baked. In this way, 
archeological sites of different ages have preserved a unique record of geomagnetic 
field variations over the last several thousand years (Aitken, 1974; Tarling, 1975). 

Igneous rocks are not the only recorders of paleomagnetic field information; 
lake and ocean sediments may also register variations through the acquisition of de-
trital or depositional remanent magnetization (DRM). Magnetic particles become 
aligned in the direction of the ambient magnetic field as they settle through a water 
column. Providing that the sediment is not disturbed by currents, slumping, or bio-
turbation, the magnetic particles will provide a record of the magnetic field of the 
Earth at the time of deposition. Verosub (1977) considers that the acquisition of 
magnetization by sediments may occur after deposition due to the mobility of mag-
netic carriers within fluid-filled voids in the sediment. Once the water content of the 
sediment drops below a critical level (depending on the sediment characteristics) the 
magnetic particles can no longer rotate and magnetization becomes "locked in" to 
the sediment. This post-depositional DRM provides a more accurate record of the 
ambient magnetic field than simple depositional DRM, but in some circumstances 
it may lead to distinct regional differences because some sediments became re-
aligned post-depositionally while others, perhaps more densely packed, did not 
(Coe and Liddicoat, 1994). 

Unlike thermoremanent magnetization, detrital remanent magnetization is not 
an "instantaneous" event. Once the molten lava has cooled, perhaps in a matter of 
minutes, the ambient field becomes a permanent fixed record. In sediments, the 
record is subject to disturbance (e.g., by burrowing organisms) that may raise the 
water content of the sediment enough for magnetic particles to rotate again, chang-
ing the magnetization until the sediment is sufficiently dewatered to fix the record 
once more. Thus, the sedimentary record of the Earth's magnetic field, although 
continuous, should be considered as a smoothed or average record, unlikely to 
record short-term variations except in unusual circumstances where sedimentation 
rates are sufficiently high. Furthermore, it has been demonstrated by Verosub 
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(1975) that sediment disturbance may result in apparent reversals that would be 
hard, if not impossible, to detect in cores of non-laminated sediments (Fig. 4.2). This 
may have contributed to erroneous reports of short-term variations of the Earth's 
magnetic field (excursions; see Section 4.1.5). 

Finally, it is now^ also recognized that iron minerals in some sediments undergo 
post-depositional chemical changes that result in a magnetization characteristic of 
the Earth's magnetic field long after initial deposition. This is know^n as chemical re-
manent magnetization (CRM); identification of the minerals typically affected in a 
sample can provide a w^arning that errors may be expected. 

(a) 
3 CM 

1 8 9 2 3 4 5 6 D C A 7 

SAMPLE 

F I G U R E 4 .2 Problems of paleomagnetic stratigraphy illustrated by a varved sedimentary record, (a) A 
folded varved sediment sequence; shaded layers represent winter (clay) sediments; and the unshaded layer the 
summer (silt) deposits, (b) Paleomagnetic record obtained on a hypothetical core through the fold shown in 
(a), intersecting points A, C, and D. Because of sediment deformation an apparent paleomagnetic excursion is 
recorded. In uniform, fine-grained sediments such deformation would probably not be visible, so that the pres-
ence of an excursion might be erroneously reported (Verosub, 1975). 
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4.1.3 The Paleomagnetic Timescale 

Most of the early work on establishing a chronology or timescale of paleomagnetic 
events was carried out on lava flows. It was demonstrated that at times in the past 
the Earth's magnetic field has been the reverse of today's and that these periods of re-
versal (chrons) lasted hundreds of thousands of years. Potassium-argon dating meth-
ods enabled dates to be assigned to periods of "reversed" and "normal" fields so that 
eventually a complete chronology spanning several million years was constructed 
(Cox, 1969). Indeed the development of this chronology went hand-in-hand with the 
theory of plate tectonics because new lavas, produced at the centers of spreading 
(e.g., the Mid-Atlantic Ridge) were found to record identical paleomagnetic se-
quences on either side of the ridge (Opdyke and Channell, 1996). Careful study of 
lava flows and sea-floor paleomagnetic anomaly patterns has so far enabled a fairly 
accurate chronology of reversals to be constructed for the Cenozoic (Cande and 
Kent, 1992, 1995) and less certain chronologies have been constructed for even 
longer periods of time (Harland et aL^ 1990). Major periods of normal or reversed 
polarity are termed polarity chrons or epochs, the most recent of which are named 
after early workers in the field. Thus we are currently in the Brunhes chron of "nor-
mal" polarity, which began -780,000 yr B.P. Prior to that the Earth experienced a 
period of reversed polarity, the Matuyama chron, which began in late Pliocene times 
(Fig. 4.3). 

In addition to major polarity epochs in which reversals persist for periods of 
-10^ yrs or more, the igneous record has also shown that reversals have occurred 
more frequently, but less persistently, for periods known as polarity events (or 
subchrons). These are intervals of a single geomagnetic polarity generally lasting 
lO'^-lO^ yrs within a polarity chron. During the last 2 million yrs, several such 
events are thought to have occurred, all within the Matuyama reversed polarity 
chron. Thus the Jaramillo (0.99-1.07 Ma B.P.) and the Olduvai (1.77-1.95 Ma 
B.P.) subchrons are periods of normal polarity, named after the locality of the lava 
samples studied. The dating of these relatively brief events is subject to change as 
new analyses are carried out (particularly by more accurate "^^Ar/̂ ^Ar dating of 
samples). Figure 4.3 gives the current status of the polarity timescale. 

All of the preceding discussion has referred to studies of polarity changes ob-
served in lavas, but the widest application of paleomagnetism to paleoclimatic studies 
has been in the identification of reversals in sedimentary deposits, notably in marine 
sediments and in loess deposits (Hilgen, 1991; Rutter et al.^ 1990). Studies of detri-
tal remanent magnetization in ocean sediments may, in favorable circumstances, 
give a paleomagnetic record comparable even in detail with the terrestrial volcanic 
record (Opdyke, 1972). It is common in studies of undated ocean cores to plot the 
polarity sequence changes with depth and to assign an age of 0.78 Ma to the first ma-
jor reversal (the Brunhes/Matuyama boundary). Younger ages are then derived by 
interpolation, assuming a zero age for the uppermost sediments and a constant sedi-
mentation rate. This provides a first-order time-frame within which far more detailed 
radiometric or biostratigraphic checks and adjustments can be made (see Section 
6.3.3). The Quaternary record of 6^^0 in marine sediments, and its relationship to 
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Age (M.Y) 
Subchrons 

(Events) 

0.99-1.07 

1.201-1.211 

1.77-1.95 
2.14-2.15 

3.04-3.11 
3.22-3.33 

4.18-4.29 
4.48-4.62 

4.80-4.89 
4.98-5.23 

Jaramillo 

Cobb Mt 

Olduvai 
Reunion 

Kaena 
Mammoth 

Cochiti 
Nunivak 

Sidufjall 

Thrvera 

I 
Chrons 

(Epochs) 

BRUNHES 

Age (M.Y.) 

0 

0.78 

MATAYUMA 

2.581 

GAUSS 

3.58 

GILBERT 

EPOCH "5 
5.894 

F I G U R E 4.3 Paleomagnetic polarity timescale for the last 6 million years. Normal polarity periods in black. 
Dates are based on K/Ar dates on lava flows (Cande and Kent, 1995; Berggren et o/., 1995). 

orbital forcing is now so well-established that it has been used to refine age estimates 
on the timing of paleomagnetic reversals (Shackleton et al.^ 1990; Bassinot et aL, 
1994; Tauxe et aL, 1996). Indeed, astrochronological estimates for the ages of mag-
netic reversals are now considered by some to provide the best framework for the late 
Quaternary geomagnetic timescale (Renne et aL, 1994; Cande and Kent, 1995; 
Berggren ^^^/., 1995). 

4.1.4 Geomagnetic Excursions 

In addition to polarity epochs and events (chrons and subchrons) there have been 
many reports of short-term geomagnetic fluctuations known as polarity excursions 
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(or "cryptochrons"; Cande and Kent, 1992). Excursions are considered to last for a 
few thousand years (at most) and differ from events in that a fully reversed field is 
generally not observed, perhaps because the partial reversal is due to variations in 
the non-dipole component of the field. It is not yet clear whether excursions are 
"abortive reversals" or whether they represent normal geomagnetic behavior dur-
ing a polarity epoch. In this regard it is interesting that Cox (1969) in a study of the 
spectrum of known reversal frequency formulated a statistical model of geomag-
netic field behavior from which he inferred the existence of short events or excur-
sions during the last 10 million yr, which were at that time undiscovered. 
Nevertheless, a great deal of controversy surrounds geomagnetic excursions and 
their usefulness in paleoclimatic studies is quite limited. Because of their short dura-
tion, they are only likely to be recorded in areas with high sedimentation rates 
and/or very frequent lava flows. Hence, it is often the case that an excursion appar-
ently found in one location may not be registered nearby, where sedimentation rates 
at the critical time may not have been sufficient to record it. Such occurrences are 
common and lead to skepticism about the reality and significance of reported excur-
sions (Verosub and Banerjee 1977; Lund and Banerjee, 1979). For an excursion to 
warrant recognition it should be based on observations of synchronous changes in 
both declination and inclination in several geographically separate cores, and the 
analysis should be restricted to fine-grained, homogeneous sediment. However, even 
if the individual excursions reported are correct, their absence from other sites in 
the same region mean that they are rarely of value in constructing regional 
chronologies or in magnetostratigraphic correlation. 

In a recent review, Opdyke and Channell (1996) conclude that there were five 
times in the late Quaternary when there is credible evidence for excursions. These are 
named after the region where the record was first recognized: Mono Lake (27,000-
28,000 yr B.P.); Laschamp (-^42,000 yr B.P.); Blake (108,000-112,000 yr B.P.); 
Pringle Falls (218 ±10 ka B.R); and Big Lost (--565 ka B.P. ). Of these, the Blake ex-
cursion is the one most widely recorded, having been recognized in Chinese loess, as 
well as in marine sediments from the Caribbean, Atlantic, and Mediterranean. The 
Laschamp excursion has been recorded in Icelandic lava flows as well as in the Mas-
sif Central, France, where it was originally recognized (Condomes et ai, 1982; Levi 
et aL, 1990). The other excursions are all from the western United States where they 
have been seen in some (but not all!) lake sediments. 

4.1.5 Secular Variations of the Earth's Magnetic Field 

A number of studies of well-dated lake sediments from different parts of the world 
indicate that quasi-periodic changes in declination (and to a lesser extent inclina-
tion) have occurred during the Holocene (Mackereth, 1971; Verosub, 1988). These 
changes are of a smaller magnitude than those described as excursions and appear 
to be regional in extent (over distances of 1000-3000 km) presumably because they 
result from changes in the non-dipole component of the Earth's magnetic field. 

If the changes observed can be accurately dated in one or more cores, it 
should be possible to construct a "master chronology" that would enable peaks 
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and troughs in the decUnation record to be used as a chronostratigraphic tem-
plate. Such a template would be valuable in estimating the age of highly inorganic 
sediments, which do not yield enough carbon for conventional "̂̂ C dating, but 
which do contain a clear record of declination and inclination variations. How-
ever, it is first necessary to establish a reliable, well-dated magnetostratigraphic 
record for a "type-section" and to determine over what area this record can be 
considered to provide a master chronology. So far, this has been demonstrated for 
western Europe (Thompson, 1977) and the western United States (Verosub, 1988; 
Negrini and Davis, 1992). Secular paleomagnetic chronologies have also been 
proposed for other areas (Gillen and Evans, 1989; Ridge et ai, 1990). Undated 
sediments should have approximately the same sedimentation rate as that of the 
master chronology and not have experienced any significant disturbances, but 
even these problems may not be critical. Figure 4.4 shows the master declination 
and inclination chronology from Pleistocene Lake Russell (now Mono Lake, east-
central California) for the period 12.5-30 ka B.R Of particular note is the large 
excursion around 29-27 ka B.R (named the Mono Lake geomagnetic excursion) 
which has been seen in other records from the region (Levi and Karlin, 1989). The 
chronology of the Lake Russell record was determined by 17 "̂̂ C dates, but other 
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F I G U R E 4.4 The master secular geomagnetic chronology from Pleistocene Lake Russell sediments (ex-
treme left and right columns) and the correlated geomagnetic record from Lake Chewaucan, Oregon. Apparent 
episodes of nondeposition are shaded.The '"^C-dated master chronology provides a chronological template 
within which the undated sediments from Lake Chewaucan can be placed (Negrini and Davis, 1992). 
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lakes in the region have far less organic material; by using the Lake Russell 
secular geomagnetic record as a regional signal, other sedimentary records can 
be dated by correlating sequences of characteristic features. In this way, the 
secular paleomagnetic record from Pleistocene Lake Chewaucan (500 km north 
of Lake Russell) v^as mapped onto the master chronology, to fix the sequence 
in time (Fig. 4.4). In doing so, a number of periods of non-deposition were 
assumed to have occurred (with good supporting sedimentological evidence 
bracketing these apparent gaps). The chronological model for Lake Chewaucan, 
so defined, can be tested further because tephras embedded within the sediments 
have been found elsewhere in more organic-rich environments; preliminary results 
from "̂̂ C dates associated with these tephras generally support the proposed ge-
omagnetic timescale applied to the Lake Chewaucan sediments (Negrini and 
Davis, 1992). 

Clearly, using secular variations from one record to date another can only be as 
accurate as the initial chronological control on the master record. Providing corre-
lations between the master record and the undated target record are statistically 
significant, and changes in both inclination and declination support the match, 
it should be possible to build up regional templates that will be invaluable in many 
areas. 

4.2 DATING METHODS INVOLVING CHEMICAL CHANGES 

Two general categories of dating methods are based on chemical changes within the 
samples being studied since they were emplaced. The first involves amino-acid 
analysis of organic samples, generally used to assess the age of associated inorganic 
deposits. The method may also be used to estimate paleotemperatures from organic 
samples of known age. The second category encompasses a number of methods that 
assess the amount of weathering that an inorganic sample has experienced. They 
are primarily used to assess the relative age of freshly exposed rock surfaces in 
episodic deposits such as moraines or till sheets. There are a number of possible ap-
proaches (Colman and Dethier, 1986) but they must be calibrated by independ-
ent dating methods to convert the relative age to a numerical age estimate. 
Nevertheless, even without such calibration, weathering studies have proven to be 
useful in distinguishing and correlating glacial deposits in many alpine areas (e.g., 
Rodbell, 1993). One of the most widespread and well-tested methods is obsidian 
hydration dating (Section 4.2.2) — an example of the general group of methods that 
involve measurements of weathering rinds (Colman and Pierce, 1981; Chinn, 
1981). 

Another method involves the chemical "fingerprinting" of volcanic ashes that 
often blanket wide areas after a major eruption (Section 4.2.3). Chemical analyses 
of tephra deposits have proved to be successful in identifying unique geochemical 
signatures in ashes of different ages. Where the age of a tephra layer has been inde-
pendently determined, the ash may be used as a chronostratigraphic marker to date 
the associated deposits and to correlate events over wide areas. 
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4.2.1 Amino-acid Dating 

As all living organisms contain amino acids, a dating method based on amino acids 
offers a tremendous range of possible applications. Since the first use of amino acids 
in estimating the age of fossil mollusc shells (Hare and Mitterer, 1968), significant 
advances in the use of amino acids as a geochronological tool have been made. Rel-
ative ages are generally obtained, but where an independent age calibration is possi-
ble, and the thermal history of the sample can be estimated, more quantitative age 
estimates can be made. The method can be applied to material ranging in age from 
a few thousand to a few million years old and is therefore useful in dating organic 
material well beyond the range of radiocarbon dating. 

Amino-acid analyses use very small samples (e.g., < 2 mg in the case of molluscs 
and foraminifera). However, for reUable results multiple analyses on a suite of sam-
ples is recommended (Miller and Brigham-Grette, 1989). The application of amino-
acid dating is thus of particular significance in dating fragmentary hominid remains, 
where, in many cases, a conventional radiocarbon analysis would require destruc-
tion of the entire fossil to obtain a date (Bada, 1985). Analyses have also been car-
ried out on samples of wood, speleothems, coral, foraminifera, and marine, 
freshwater, and terrestrial molluscs (Schroeder and Bada, 1976; Lauritzen et al.^ 
1994). Because amino-acid changes are both temperature and time-dependent, it is 
often difficult to be definitive in assigning an age to a sample. More often the 
method enables relative chronologies to be established and stratigraphic sequences 
to be checked (Miller et al., 1979; Oches and McCoy, 1995a). It is perhaps in this 
application (aminostratigraphy) that amino-acid analysis offers the greatest poten-
tial (Miller and Hare, 1980). 

4.2.1.1 Principles of Amino-acid Dating 

Amino acids are so-called because they contain in their molecular structure an 
amino group (-NH2) and a carboxylic acid group (-COOH). These are attached to 
a central carbon atom, which is also linked to a hydrogen atom (-H) and a hydro-
carbon group (-R) (Fig. 4.5a). If all atoms or groups of atoms attached to the cen-
tral carbon atom are different, the molecule is said to be chiral or asymmetric. The 
significance of this is that chiral molecules can exist in two optically different forms 
(stereoisomers), each being the mirror image of the other (Fig. 4.5b). These optical 
isomers or enantiomers have the same physical properties and differ only in the way 
in which they rotate plane-polarized light. The relative configuration of enantiomers 
is designated, by convention, D or L (dextro [right] or levo [left]) and virtually all 
chiral amino acids in living organisms occur in the L configuration. Interconversion 
to the D configuration takes place by a process known as racemization. The extent 
of the racemization (expressed by the enantiomeric ratio, D:L) increases with time 
after the death of the organism. This can be measured by gas or liquid chromato-
graphic methods. 

Not all amino acids have only one chiral carbon atom. Some amino acids (e.g., 
isoleucine) contain two chiral carbon atoms, which means that they can exist as 
four stereoisomers — a set of mirror image isomers (enantiomers) and a set of non-
mirror image isomers (diastereomers) (Fig. 4.5b). Interconversion of L-isoleucine 
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F I G U R E 4.5 (a) An example of enantiomers (D-aspartic acid and L-aspartic acid), (b) An example of di-
astereomers (L-isoleucine and D-alloisoleucine). (c) Relative rates of racemization depending on whether the 
amino acid is internally bound, terminally bound, or free. 

could thus theoretically produce all four stereoisomers. However, in diagenetic 
processes only one of the two chiral atoms undergoes interconversion, thereby pro-
ducing only one other isomer (D-alloisoleucine, a diastereomer) by a process 
known as epimerization^ (Schroeder and Bada, 1976; Rutter and Blackwell, 1995). 

^ For our purposes racemization and epimerization of amino acids can be considered as essentially 
equivalent processes. 
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The ratio of D-alloisoleucine to L-isoleucine (abbreviated as alle/Ile, or D/L) in-
creases on the death of an organism from near zero to -1.3 at equiUbrium. The 
time it takes to reach equihbrium varies with temperature (see in what follows) and 
may range from 150-300 ka in the Tropics, to ~2 Ma at mid-latitudes to >10 Ma 
in polar regions (Miller and Brigham-Grette, 1989). Diastereomers have physical 
properties sufficiently different enough that they can be separated by ion-exchange 
chromatography. Several different amino acids have been used to assess the age 
of a sample, particularly aspartic acid, leucine, and isoleucine. Epimerization of 
L-isoleucine to D-alloisoleucine is an order of magnitude slower than aspartic acid 
racemization so it is potentially of more value in dating older samples or those 
from warmer climates where epimerization and/or racemization rates are faster. 
Conversely, aspartic acid can be used in resolving differences between Arctic mol-
luscs from the last glacial cycle, the temperature history of which is too low for 
them to have undergone significant isoleucine epimerization (Goodfriend et al.^ 
1996). Aspartic acid racemization has also provided excellent results in dating re-
cent fossils, such as banded corals (Fig. 4.6) and land snails of Holocene age 
(Goodfriend, 1991, 1992; Goodfriend et aL, 1992). 

Unlike radionuclide decay rates, racemization and epimerization rates are sen-
sitive to a number of environmental factors, particularly temperature. In addition, 
racemization and epimerization rates vary depending on the type of matrix in which 
the amino acids are found (shell, wood, bone, etc.). In carbonate fossils, rates vary 
from one genus to another (Fig. 4.7) so it is important to compare amino-acid ra-
tios derived from analyses on similar genera (Miller and Hare, 1975; King and 
Neville, 1977). Racemization rates also depend on how amino acids are bound to 
each other, or if they are free (unbound). When an amino acid is bound together 
with others, its position in the molecule may be internal or terminal (Fig. 4.5c). If it 
is terminally bound it may be attached to other amino acids by either a carbon or a 
nitrogen atom. Racemization rates are fastest when the amino acid is terminally 
bound and slowest when the individual amino acid is free, having been separated 
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F I G U R E 4.7 Some fossil gastropods commonly found in European loess deposits,grouped according to 
the relative racemization rates of isoleucine in the shell matrix. Note the variable scale (Oches and McCoy, 
1995b). 
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from the rest of the molecule by hydrolysis. Racemization rates of internally bound 
amino acids are intermediate between rates of terminally bound and free amino 
acids (Fig. 4.5c). What this means is that, as the peptide is hydrolyzed, at some 
point each amino acid will become terminally bound before being eventually split 
off (free). In the terminally bound position, racemization rates are greatest, so the 
probability is relatively high that the free amino acid, when released, will already be 
in the D-form. Consequently the D:L ratios in the free fraction are higher than in 
the bound fraction. It is thus important to note whether analyses reported in the lit-
erature are based on free fraction or the total acid hydrolysate (free and bound), as 
the resulting ratios can vary by an order of magnitude (Table 4.1). Commonly, the 
D:L ratios from the free fraction and the total acid hydrolysate will be plotted 
against each other to help differentiate units of different age (Fig. 4.8). Recent stud-
ies have involved isolating the high molecular weight (HMW) polypeptides in a 
sample, which are considered to be less contaminated (by post-depositional bacte-
rial degradation of the amino acids) (Kaufman and Sejrup, 1995). Analysis of the 
HMW fraction produces more consistent results (i.e., a lower standard deviation) 
and a much slower rate of racemization because of the presence of fewer terminally 
bound amino acids. This approach could extend the potential range of dating 

TABLE 4.1 Temperature Sensitivity of Amino-acid Reactions in Dated Early 
Post-glacial Mollusc Sannples 

Location 

Washington 

Denmark 

Maine 

New Brunswick 

Southeastern Alaska 

Anchorage 

Southern Greenland 

Southern Baffin Island 

Spitsbergen 

Northern Baffin Island 

Somerset Island 

Modern 

'̂ C age 
( years) 

13,010 

13,000 

12,230 

12,500 

10,640 

14,160 

13,380 

10,740 

11,000 

10,095 

9000 

0 

MAT c cy 

+10 

+7.7 

+7 

+5 

+2.1 

-1 

-7 

-8 

-12 

-16 

Species'* 

H.a. 

H.a. 

H.a. 

H.a. 

H.a. 

M.t. 

H.a. 

M.t. 

M.t. 

H.a. 

H.a. 

H.a. 

Alio: ISO*" 
Total 

0.078 

0.053 

0.050 

0.043 

0.040 

0.034 

0.027 

0.024 

0.022 

0.020 

0.018 

0.018 

Free 

0.27 

0.21 

0.21 

0.18 

0.15 

0.16 

<0.09 

<0.1 

<0.1 

ND 

ND 

ND 

From Miller and Hare (1980). 
^ Mean annual temperature of the past one to five decades based on records of the nearest represen-

tative weather station. 
^ H.a. = Hiatella arctica; M.t. = My a truncata. Hydrolysis rates in My a are not directly comparable 

with those in Hiatella. For most localities, three or more separate values were analyzed; ratios given here 
are mean values. 

^ Ratio of D-alloisoleucine to L-isoleucine; ND = no detectable alloisoleucine. 
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(shown by different symbols) fall into distinct clusters, which correspond to loess units of different age. Number 
of subsample preparations are indicated (Oches and McCoy, 1995b). 

(which would be useful in some situations), but could be problematic in resolving 
age differences between samples from colder regions. 

By far the most significant factor affecting the rate of racemization is tempera-
ture, specifically the effective diagenetic temperature (EDT), which is an integrated 
temperature of the sample since deposition. Racemization rates more or less double 
for a 4-5 °C increase in temperature, so the thermal history of a sample becomes of 
critical importance to the apparent age. An uncertainty of only ±2 °C is equivalent 
to an age uncertainty of ±50%, so this is clearly a major source of error in assessing 
the numerical age of a sample (McCoy, 1987a). Thermal histories are rarely known 
to within ±2 °C, even in isolated environments, such as in caves or in the deep 
oceans. However, the temperature dependence of racemization rates may be put to 
advantage if the sample age is known independently (e.g., by "̂̂ C dating). In such 
cases, the relative amount of racemization can indicate the EDT of the sample since 
deposition (Bada et al.^ 1973) or the extent of a step-change in temperature 
(Schroeder and Bada, 1973; see Section 4.2.1.4). It is important to note that because 
racemization rates increase exponentially with temperature, the amount of time a 
sample experiences high temperatures is much more significant than the time spent 
at low temperatures (Fig. 4.9). Thus EDT is not simply the long-term mean temper-
ature of the site, and it will always be higher than the actual long-term mean. This 
means that at mid- to high-latitude sites, samples from the beginning or end of the 
last glacial period may be indistinguishable in terms of their D:L ratios, but they 
would be distinctly different from samples of the last interglacial, or preceding 
glacial period (which had passed through the last interglacial). This strong tempera-
ture influence on racemization also imposes strict sampling criteria, as samples 
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F I G U R E 4.9 Schematic diagram illustrating the increase in D/L ratio in a fossil mollusc over the course of 
the last glacial-interglacial cycle. Most of the change in D:L values occurs during the warm interglacial episodes 
(Miller and Mangerud, 1985). 

which have been close to the surface for a prolonged period (either the modern sur-
face or a paleosurface) may give erroneous results because they were exposed to 
high temperatures, significantly raising their effective diagenetic temperature. Ex-
periments suggest that samples should be deeply buried (>2m) to avoid such prob-
lems (Miller and Brigham-Grette, 1989). 

There are basically three approaches used in amino-acid geochronological 
work. Two of these aim at producing an estimate of numerical age and the third 
uses enantiomeric ratios as simply a stratigraphic tool, to establish the relative age 
of two or more samples. 

4.2.1.2 Numerical Age Estimates Based on AmIno-acid Ratios 

Numerical sample ages are estimated by either calibrated or uncalibrated methods 
(Williams and Smith, 1977). The uncalibrated method is based on high-temperature 
laboratory experiments, which attempt to simulate in a short period of time the 
much slower processes that occur in samples at the lower temperatures typical in 
nature. The general amino-acid racemization reaction is as follows: 

L-amino acid k^lk-^-dim\no acid 

where k^ and k^ are rate constants for the forward and reverse reactions. In the 
high-temperature studies, racemization rates are determined by sealing in a tube a 
sample of the same species as the fossil under investigation, and heating it for 
known lengths of time in a constant temperature bath. Providing the initial ratio of 
the sample is known, genus-specific rate constants for the amino acid in question 
can be determined in this way, at different (elevated) temperatures. These are then 
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plotted on an Arrhenius plot in which the log of the rate constant forms the ordinate 
and the reciprocal of the absolute temperature the abscissa (Fig. 4.10). If the calcu-
lated rate constants fall on a straight line, extrapolation is made (beyond the exper-
imental results) to obtain the rate constants applicable at lower temperatures 
(Miller and Hare, 1980). Providing that the EDT of the sample since its deposition 
is known (or can be closely estimated), racemization rate constants can be obtained 
for that temperature from the Arrhenius plot; sample age can then be calculated 
from the measured D:L ratio (for the appropriate equations, see Williams and Smith, 
1977, p. 102). One might question whether such high-temperature, short-term labora-
tory kinetic studies accurately reflect the low-temperature, long-term diagenetic 
changes that occur in fossils. However, there is an increasing body of evidence that 
this is not a problem and that the high-temperature results can be extrapolated to 
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F I G U R E 4 .10 Arrhenius plot of isoleucine epimerization in Hiatella arctica derived from heating experi-
ments at 75°, 110°, 152°, and l57°C,and '^C-dated early postglacial samples (Miller and Hare, 1980). 
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real-life situations (see Fig. 4.10; Goodfriend and Meyer, 1991). The real difficulty 
concerns the problem of knowing accurately the thermal history of the sample, as 
slight errors in this parameter lead to large errors in numerical age estimates (Mc-
Coy, 1987a). As a result, the ages derived by means of this uncahbrated method are 
considered to be the least reliable. 

A more fruitful approach, though not entirely free of the problems already dis-
cussed here, is to derive rate constants empirically by the measurement of D:L ra-
tios in situ, in fossil samples of known age (the calibrated method). Other samples 
at the same site can then be dated, if it is assumed that they have experienced essen-
tially the same EDT as the fossil used for caUbration (Bada and Schroeder, 1975). A 
Holocene fossil calibration sample is thus not suitable for assessing the age of older 
"glacial age" samples because their thermal histories will be quite different. Because 
of the reduction in racemization rate with sample age, and the sensitivity of the 
process to temperature, resolution of age becomes increasingly more uncertain in 
very old samples (Wehmiller, 1993). Miller and Brigham-Grette (1989) suggest that 
age estimates that are independently calibrated and are within the early "linear" 
stage of sample racemization (D:L < 0.3) should be reUable to ± 15-20%, but this 
is likely to increase to ± 30-40% for older samples. However, further cross-checks 
with independent age estimates can reduce such uncertainties. 

Figure 4.11 illustrates the calibrated approach to estimating sample age. The 
three lines are calculated alle/Ile ratios (based on a kinetic model, from heating ex-
periments) for EDTs of 8, 11, and 14 °C (Wehmiller, 1993). The Peruvian samples 
are from a series of uplifted coastal terraces; sample Ila was independently dated at 
100-130 ka B.P. (i.e., last interglacial, sensu lato) and thus provides an age calibra-
tion point. Assuming a long-term EDT of 14 °C for this area, the age of the older 
samples (Ilb-V) can be estimated. A similar approach is also shown for samples of 
Mercenaria from the North Carolina and Virginia coastal plain, again using sam-
ples from the last interglacial as the single age calibration point. Greater confidence 
in the ages of older samples would be achieved by having more than one calibration 
point. Note that the estimation of EDT is critical for obtaining a "correct" age, and 
that its importance increases with sample age. For example, an alle/Ile value of 0.6 
could indicate a sample age of 0.4 Ma with an EDT of 11 °C, or 0.8 Ma with an 
EDT of 8 °C. Fortunately, since for most of the last million years the Earth was in a 
glacial mode, the EDT is primarily controlled by the temperature during relatively 
brief interglacial episodes; the long-term EDT is therefore assumed to be similar to 
that experienced by a sample since the time of the last interglacial. Such an assump-
tion could be drastically in error if, for example, a sample that had been submerged 
below sea level for a significant amount of time was compared to a sample that had 
been subjected to air temperature changes. Table 4.2 illustrates this point; it shows 
alle/Ile ratios on marine molluscs (Hiatella arctica) from Svalbard, Norway. Shells 
of the same "̂̂ C age had significantly different values, depending on whether they 
had been continuously submerged for the entire Holocene, or exposed to much 
lower air temperatures (therefore reducing the racemization rate). Table 4.2 also 
shows that shells dated >61 ka B.P. from the same area gave alle/Ile ratios identical 
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to the continuously submerged early Holocene samples, illustrating the potential for 
misinterpretation if the thermal history of a sample is not understood. 

4.2.1.3 Relative Age Estimates Based on Amino-acid Ratios 

In view^ of the numerous difficulties surrounding the assignment of numerical 
ages to fossil samples many investigators have found it prudent to use amino-acid 
ratios as relative age criteria only. By establishing a standard aminostratigraphic 

TABLE 4.2 The Effect of Contrasting Thermal Histories on '^C-dated Hiatella arctica 
from Western Spitsbergen, Svalbard, Norway 

Thermal History Current MAT CC) D:L ratio '̂ C age 

Continuously submerged 

Emerged shortly after deposition 

Emerged shortly after deposition 

+2.2 

-6.0 

-6.0 

0.031 

0.018 

0.031 

9900 

9940 

>61,000 

From Miller and Brigham-Grette (1989). 
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framework for deposits in a region (where it is reasonable to assume a similar EDT 
history) other units can then be fitted into that relative age chronology (Wehmiller, 
1993). For example, Oches and McCoy (1995a) showed that the conventional in-
terpretation of loess stratigraphy in Hungary was incorrect, based on D:L ratios in 
fossil gastropod shells (snails) associated with each deposit. In some sections, units 
of quite different age had been assumed to be correlative, but they were clearly di-
achronous according to the aminostratigraphy. This approach has provided an in-
dependent means of testing the veracity of TL dates on loess across a wide swath of 
central Europe, from Germany to the Ukraine (ZoUer et ai^ 1994; Oches and Mc-
Coy, 1995b). Furthermore, by correlating the revised loess-paleosol sequences with 
marine isotope stages, as first suggested by Kukla (1977), it is possible to assign ap-
proximate ages to the D:L ratios in the snails of each loess unit (Fig. 4.12). A simi-
lar approach was taken by Miller and Mangerud (1985), who used alle/Ile ratios in 
shallow water marine molluscs from European interglacial deposits to correlate de-
posits of similar age and thermal history, and to distinguish units of last interglacial 
age from older deposits. The results were helpful in resolving previous uncertainties 
in the age of many isolated and fragmentary stratigraphic sections. Bowen et al. 
(1989) also found that aminostratigraphic studies of non-marine molluscs were ex-
tremely useful in reassessing the chronology of Pleistocene depositional units in 
Great Britain; the revised stratigraphy could then be correlated with the SPECMAP 
standard marine chronostratigraphy. These are all relatively simple applications, 
using racemization of a single amino acid to solve a stratigraphic problem. More 
rigorous differentiation seems possible using several enantiomeric ratios and multi-
variate statistical techniques such as discriminant analysis. 

At the present time, using amino-acid racemization and epimerization processes 
for establishing relative age seems to be the most practical application of the 
method. There may still be problems of contamination, leaching, and possibly ther-
mal differences among sites, but these are relatively minor problems compared to 
those associated with numerical age determinations. 

4.2,1.4 Paleotemperature Estimates from Amino-acid Racemization 
and Epimerization 

Although amino-acid analyses are being increasingly used in stratigraphic stud-
ies, perhaps the most significant application of amino-acid ratios is in paleotemper-
ature reconstruction. As already noted, a major barrier to accurate age estimates 
from amino-acid ratios is a knowledge of the integrated thermal history of the sam-
ple. However, the "age equation" (which includes the important thermal term) can 
be solved for temperature if the sample age is known. In the resulting "temperature 
equation," the time value is of relatively minor significance; as a result, for samples 
of known age, quite accurate estimates of the integrated thermal history of the de-
positional site can be achieved. Typically, for well-dated late Wisconsin or Holocene 
age samples, an uncertainty of ~3 °C ( - 1 % of the absolute temperature of the site) 
can be expected in the paleotemperature estimates. However, if paleotemperatures 
are calculated from two samples of differing age, the temperature difference be-
tween the two periods can be estimated with considerably more accuracy (typically 
to within ± 1 °C). This is because many of the factors causing the initial uncertainty 
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F I G U R E 4 .12 The composite loess-paleosol stratigraphy characteristic of sites in Hungary is shown 
schematically In the center column (generally the sections are Incomplete in any one area). Columns to the right 
show previous interpretations of the stratigraphy, subdivided into the main interglacial/glacial cycles (designated 
A to K), according to KukIa (1977) and Pecsi (l992).Their proposed correlations with the marine isotope stages 
are indicated by the age of glacial stage Terminations (based on SPECMAP dated records of Imbrie et o/., 1984). 
Amino-acid relative age dating on snails in the loess suggests that the "correct" interpretation is that shown in 
the right-hand column (from Oches and McCoy, 1995a; Zoller et o/., 1994). 
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in an individual paleotemperature estimate cancel out when temperature differences 
are computed (McCoy, 1987a). Using this approach McCoy (1987b) cast new light 
on the controversy of "cooler or wetter" conditions in the Great Basin during the 
late Wisconsin. Mean annual temperatures from 16,000 to 11,000 yr B.P. were es-
timated to have been 9 °C or more below the post-11,000 yr B.P. averages. If cor-
rect, no increase in regional precipitation would be required to explain the high 
levels of Lake Bonneville during the Late Glacial, with the maximum lake level 
phase occurring during a relatively cold, dry climate compared to the present (see 
Section 8.2.3). In another interesting application, Oches et al. (1996) used alle/Ile 
ratios in gastropods from Mississippi valley Peoria loess (dating from the last glacial 
maximum) to estimate effective diagenetic temperature gradients from the Gulf of 
Mexico (30° N) to inland sites at 43° N. Today, the gradient is 0.9 °C/degree of lat-
itude, whereas the amino-acid data point to gradients of only 0.3-0.6 °C/degree of 
latitude, and overall temperatures at least 7-13 °C lower than today. This suggests 
that SSTs in the Gulf of Mexico were significantly lower than today, otherwise the 
temperature depression would have been less in the lower Mississippi valley, and 
the overall temperature gradient would probably have been stronger, not weaker. 

4.2.2 Obsidian Hydration Dating 

Obsidian is one of the glassy products of volcanic activity, formed by the rapid cool-
ing of silica-rich lava. Although its precise chemical composition varies from one 
extrusion to another, it always contains >70% silica by weight. Obsidian hydration 
dating is based on the fact that a fresh surface of obsidian will react with water 
from the air or surrounding soil, forming a hydration rind. The thickness of the hy-
dration rind can be identified in thin sections cut normal to the surface; a distinct 
diffusion front can be recognized by an abrupt change in refractive index at the in-
ner edge of the hydration rind. Hydration begins after any event that exposes a 
fresh surface (e.g., cracking of the lava flow on cooling, manufacture of an obsid-
ian artifact, or glacial abrasion of an obsidian pebble); thus, providing one can iden-
tify the type of surface or crack in the rock, it is possible to date the event in 
question. 

As one might expect, hydration rind thickness is a (non-linear) function of time; 
hydration rate is primarily a function of temperature, though chemical composition 
of the sample is also an important factor. For this reason, it is necessary to calibrate 
the samples within a limited geographical area against a sample of known age and 
similar chemical composition. These are difficult criteria to meet in a paleoclimatic 
context but are somewhat easier in archeological studies, where obsidian hydration 
dating has been most widely applied (Michels and Bebrich, 1971). Obsidian was 
widely traded in prehistoric time and often the precise source of the material can be 
identified and its diffusion throughout a geographical area can be traced. If samples 
can be found in a ^"^C-dated stratigraphic sequence, hydration rinds can be cali-
brated, providing an empirically derived hydration scale for the site. This can then 
be used to clarify stratigraphy elsewhere, where radiocarbon-dated samples are un-
available. Alternatively, the hydration rate can be calibrated in the laboratory by 
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heating experiments; if the effective hydration temperature of the sample can be es-
timated (i.e., its integrated temperature history), age can then be calculated (Lynch 
and Stevenson, 1992). 

Obsidian hydration may also be used to date glacial events if obsidian has been 
fortuitously incorporated into the glacial deposits. Glacial abrasion of obsidian 
fragments creates radial pressure cracks normal to the surface and shear cracks sub-
parallel to the surface. The formation of such "fresh" cracks allov^s new hydration 
surfaces to develop, and these effectively "date" the time of glacial activity. Hydra-
tion rinds resulting from glacial abrasion can then be compared v^ith rinds that have 
developed on microfractures produced w^hen the lava cooled initially. This event can 
be dated by potassium-argon isotopic methods (see Section 3.2.2), providing inde-
pendent calibration for the primary hydration rind thicknesses. Pierce et al. (1976), 
for example, analyzed obsidian pebbles in tvv̂ o major moraine systems in the moun-
tains of western Montana. Dates on two nearby lava flows indicated ages of 
114,500 ± 7300 and 179,000 ± 3000 yr B.P. Hydration rinds on cracks produced 
during the initial cooling of these flows averaged 12 and 16 |jLm, respectively. These 
points enabled a graph of hydration thickness versus age to be plotted. It was then 
possible to estimate, by interpolation, the age of hydration rinds produced on 
glacially abraded cracks in the moraine samples. Two distinct clusters of hydration 
rind thicknesses enabled glacial events to be distinguished, at 35,000-20,000 and 
155,000-130,000 yr B.P. Although the dates are by no means precise, they do at 
least indicate the important fact that the earlier glacial event predated the Sanga-
mon interglacial (-125,000 yr B.P.), a point of some controversy in the glacial his-
tory of the western United States. 

Obsidian hydration dating methods are limited by the problems of independent 
(radioisotopic) calibration, variations in sample composition, and temperature 
over time. Temperature effects are particularly difficult to evaluate. It is really nec-
essary to produce a calibration curve for each area being studied, and this is not al-
ways possible. Nevertheless, where the right combination of conditions is found, 
obsidian hydration methods can provide a useful time-frame for events that might 
otherwise be impossible to date. 

4.2.3 Tephrochronology 

Tephra is a general term for airborne pyroclastic material ejected during the course 
of a volcanic eruption (Thorarinsson, 1981). Extremely explosive eruptions may 
produce a blanket of tephra covering vast areas, in a period which can be consid-
ered as instantaneous on a geological timescale. Tephra layers thus form regional 
isochronous stratigraphic markers. Tephras themselves may be dated directly, by 
potassium-argon or fission-track methods, or indirectly by closely bracketing radio-
carbon dates on organic material above and below the tephra layer (Naeser et aL^ 
1981). In favorable circumstances, organic material incorporated within the tephra 
may provide quite precise time control on the eruption event (Lerbemko et ^/., 
1975; Blinman et ai, 1979). Providing that the dated tephra layer can be uniquely 
identified in different areas, it can be used as a chronostratigraphic marker horizon 
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to provide limiting dates on the sediments with which it is associated. For example, 
a tephra layer of known age provides a minimum date on the material over which it 
lies and a maximum date on material superimposed on the tephra. If a deposit is 
sandwiched between two identifiable tephra layers of known age, they provide 
bracketing dates for the intervening deposit (Fig. 4.13). A prerequisite for such 
tephrochronological applications is that each tephra layer be precisely identified. 
This has been the subject of much study both in the field and in the laboratory. In 
the field, stratigraphic position, thickness, color, degree of weathering, and grain 
size are important distinguishing characteristics. In the laboratory, a combination 
of petrographic studies and chemical analyses are generally used to identify a 
unique tephra signature (Kittleman, 1979; Westgate and Gorton, 1981; Hunt and 
Hill, 1993). Multivariate analysis is commonly employed on the various parameters 
measured to provide optimum discrimination (or correlation) between the tephras 
being studied (Beget et ai, 1991; Shane and Froggatt, 1994). 

In many volcanic regions of the world, tephrochronology is a very important 
tool in paleoclimatic studies. In northwestern North America, explosive eruptions 
have produced dozens of widely distributed tephra layers (Table 4.3). Some, such as 
the Pearlette " O " ash, covered almost the entire western United States and proba-
bly had a significant impact on hemispheric albedo (Bray, 1979). Others were more 
local in extent; around Mt. Rainier, for example, at least ten tephra layers have been 
identified spanning the interval from 8000 to 2000 yr B.P. (MuUineaux, 1974). Be-
cause of the eruption frequency and widespread distribution of tephra in this area, 
tephrochronological studies have proved to be invaluable in understanding its 
glacial history (Porter, 1979). 
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^ ^ 1 TABLE 4.3 Some Impor tan tTephra Layers in N o r t h Amer i ca 

Tephra layer Source Approximate age 

Katmai Mt Katmai, Alaska A.D. 1912 

Mt St Helens, Set T Mt St Helens, Washington A.D. 1800 

Mt St Helens, Set W Mt St Helens, Washington 450^ 

White River East Mt Bona, South-eastern Alaska 1250^ 

White River North Mt Bona, South-eastern A l̂aska 1890^ 

Bridge River Plinth-Meager Mt, British Columbia 2600^ 

Mt St Helens, Set Y Mt St Helens, Washington 3400^ 

Mazama Crater Lake, Oregon 6600^ 

Glacier Peak B Glacier Peak, Washington 11,200^ 

Glacier Peak G Glacier Peak, Washington 12,750-12,000^ 

Old Crow Alaska Peninsula 150,000 

Pearlette O Yellowstone National Park 600,000 ± 100,000 

Bishop Long Valley, California 700,000 ± 100,000 

Pearlette S Yellowstone National Park 1,200,000 ± 40,000 

Pearlette B Yellowstone National Park 2,000,000 ± 100,000 

After Porter (1981b) and Westgate and Naeser (1995). 
'^ Age given in radiocarbon years. 

Tephrochronology has provided valuable time control in many paleoclimatic 
studies. For example, in the North Atlantic, the Icelandic Vedde ash has been iden-
tified in both lake and marine sediments (Mangerud et al., 1984) and has recently 
been found in ice cores from Greenland (Gronvald et al.^ 1995). This provides a 
very important chronostratigraphic marker (10,320 ± 50 "̂̂ C yr B.P. or 11,980 ± 
80 [ice core counted] calendar years B.P.) at a critical time for correlating the rapid 
environmental changes that were then taking place. Other important ash layers 
found in both marine sediments and ice cores are the Saksunarvatn ash (-10,300 
calendar yr [ice cores] or -9000 "̂̂ C years B.P.) and the Z2 ash zone, which is dated 
in the GISP2 ice core at -52,680 yr B.P. (Birks et aL, 1996; Zielinski et aL, 1997). 
Tephras have also been isolated from Holocene peat deposits (Pilcher et al.^ 1995) 
opening up the prospect of more widespread applications of tephrochronology in 
paleoclimatic studies. It should also be noted that even when tephras are not pres-
ent, geochemical signals in ice cores (principally excess sulphate washed out of the 
atmosphere following major explosive eruptions) are very important geochronolog-
ical markers for dating ice at depth and hence for correlating different records (see 
Section 5.4.3.1). 

Expanding our understanding of the frequency and extent of explosive erup-
tions in the past is extremely important (Beget et aL, 1996). There is abundant evi-
dence to demonstrate that such eruptions lead to lower temperatures, at least for a 
limited period (Bradley, 1988; Palais and Sigurdsson, 1989). Whether periods with 
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a high frequency of explosive eruptions in the past experienced a persistent temper-
ature depression (possibly reinforced by additional positive feedbacks in the climate 
system, due to persistence of high albedo snow cover, or more extensive sea ice) re-
mains controversial. However, there is persuasive circumstantial evidence that 
episodes of explosive volcanism have been associated with periods of glacier ad-
vance in the past, including those of the most recent neoglacial episodes, collectively 
known as the "Little Ice Age" (Bray, 1974; Porter, 1986; Grove, 1988). Numerous 
other examples of the importance of tephrochronological studies in paleoclimatic 
research are found in the two volumes edited by Sheets and Grayson (1979) and by 
Selfand Sparks (1981). 

4.3 BIOLOGICAL DATING METHODS 

Biological dating methods generally use the size of an individual species of plant as 
an index of the age of the substrate on which it is growing. They may be used to pro-
vide minimum age estimates only, as there is inevitably a delay between the time a 
substrate is exposed and the time it is colonized by plants, particularly if the surface 
is unstable (e.g., in an ice-cored moraine). Fortunately this delay may be short and 
not significant, particularly if the objective is simply establishing a relative age. 

4.3.1 LIchenometry 

Lichens are made up of algal and fungal communities living together symbiotically. 
The algae provide carbohydrates via photosynthesis and the fungi provide a protec-
tive environment in which the algal cells can function. Morphologically, lichens 
range from those with small bush-like thalli (foliose lichens) to flat disc-like forms, 
which grow so close to a rock surface as to be inseparable from it. These crustose 
lichens commonly increase in size radially as they grow and this is the basis of 
lichenometry, the use of lichen size as an indicator of substrate age (Locke et aL, 
1979). Lichenometry has been most widely used in dating glacial deposits in tundra 
environments where lichens often form the major vegetation cover and other types 
of dating methods are inapplicable (Beschel, 1961; Benedict, 1967). The technique 
may also be used to date lake-level (and perhaps even sea-level) changes, glacial out-
wash, and trim-lines, rockfalls, talus stabilization, and the former extent of perma-
nent or very persistent snow cover. 

4.3.1.1 Principles of Lichenometry 

Lichenometry is based on the assumption that the largest lichen growing on a 
rock substrate is the oldest individual. If the growth rate of the particular species is 
known, the maximum lichen size will give a minimum age for the substrate, be-
cause all other thalli must be either late colonizers or slower growing individuals 
(i.e., those growing in less than optimum conditions). Lichen size dates the time at 
which the freshly deposited rocks become stable, because an unstable substrate will 
prevent uninterrupted lichen growth. Growth rates can be obtained by measuring 
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maximum lichen sizes on substrates of known age, such as gravestones, historic or 
prehistoric rock buildings, or moraines of known age (perhaps dated indepen-
dently by historical records or radiocarbon). It is also possible to measure growth 
directly by photographing or tracing lichens of varying sizes every few years on 
identifiable rock surfaces (Miller and Andrews, 1973; Ten Brink, 1973). Generally, 
the maximum diameter of the lichen thallus is measured on individuals that have 
shown fairly uniform radial growth. 

Growth rates vary from one region to another so it is necessary to calibrate the 
technique for each study site, but the general form of the growth curve is now fairly 
well established. After initial colonization of the rock surface, growth is quite rapid 
(known as the great period); growth then slows to a more or less constant rate (Fig. 
4.14; Beschel, 1950). Different lichens grow at different rates and indeed some 
species may approach senescence while other species are still in their great period of 
growth. The black foliose lichen Alectoria minuscula, for example, rarely exceeds 
160 mm in diameter on rock surfaces in Baffin Island; lichens of this size represent 
a substrate age of -500-600 yr B.P. By contrast, Rhizocarpon geographicum has 
only just entered its period of linear growth by this time (at -30 mm diameter) and 
will continue to grow at a nearly constant rate for thousands of years after that. In 
fact, it has been estimated that a 280 mm thallus of Rh. geographicum on eastern 
Baffin Island dates its substrate at -9500 ± 1500 yr B.P. (Miller and Andrews, 
1973). Similarly, a 480 mm Rh. alpicola thallus in the Sarek mountains of Swedish 
Lapland is thought to have begun its growth following deglaciation of the region 
-9000 yr B.P. (Denton and Karlen, 1973b). Different lichens may thus be selected 
to provide optimum dating resolution over different timescales. However, in view 
of its ubiquity, ease of recognition, and useful size variation over the last several 
thousand years, the lichen Rh. geographicum has been most commonly used in 
lichenometrical studies (Fig. 4.15; Locke et al., 1979). Once a growth curve for the 
species in question has been established, measurements of maximum lichen sizes on 
moraines and other geomorphological features can be used to estimate substrate age 
(Fig. 4.16). 

4.3.1.2 Problems of Lichenometry 

There are three general areas of uncertainty in lichenometry, relating to biologi-
cal, environmental, and sampling factors (Jochimsen, 1973). 

(a) Biological Factors 

Lichens are exceedingly difficult to identify to species level in the field and most 
users of lichenometry have no training in lichen taxonomy. Indeed, lichen taxonomy 
is itself a contentious subject, which compounds the users' difficulties. Rhizocarpon 
geographicum is exceedingly similar to Rh. superficiale and Rh. alpicola (King and 
Lehmann, 1973) and doubtless many investigations have been based on a mixture of 
observations (Denton and Karlen, 1973b). This presents no problem, of course, pro-
viding that the different species grow at similar rates, but generally such factors are 
not well known. What evidence there is suggests that growth rates may vary between 
species (Calkin and Ellis, 1980; Innes, 1982). Lichen dispersal and propagation rates 
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F I G U R E 4.15 Rhizocarpon geographicum, a lichen that grows radially, efiables substrates to be dated if the 
growth rate of the lichen is known.This specimen, growing on pyroxene-granulite gneiss in the glacier foreland 
of Hogvaglbreen (jotunheimen, southern Norway) is growing at > I.I mm a ' (based on measurements from 
1981-1996).The calipers are open at 10 cm (photograph kindly provided by J. Matthews, University ofWales, 
Swansea). 

are also inadequately understood. Many lichens propagate their algal and fungal 
cells independently so that it may take some time for two individuals to find each 
other and form a new symbiotic union. In other cases, lichens are propagated when 
part of the parent breaks off the rock substrate and is blown or washed away to a 
new site. In either case, there may be a significant delay between the exposure of a 
fresh rock surface and colonization by lichens. Furthermore, even when lichen cells 
become established, decades may elapse before the thallus becomes visible to the 
naked eye. As time passes, rock surfaces may become virtually covered in lichens and 
inevitably this results in competition between individuals; indeed some lichens ap-
pear to secrete a chemical that inhibits growth in their immediate vicinity (Ten Brink, 
1973). Such factors seem likely to reduce growth rates as rocks become heavily 
lichen-covered and this may give the erroneous impression of a relatively young age 
for the substrate. 

Finally, as lichens become very old, growth rates may decline. Little informa-
tion is available on senescence in lichens and unfortunately this corresponds to the 
part of the growth curve where there is the least dating control. Often growth rates 
beyond a certain age (i.e., the final dated control point) are assumed to continue at 
a constant rate, whereas in all probability the rate declines with increasing lichen 
age. This will lead to (possibly large) underestimates of substrate age; such errors 
can be avoided if extrapolation of growth rates is not attempted. 
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(b) Environmental Factors 

Lichen growth is dependent on substrate type (particularly surface texture) and 
chemical composition (Porter, 1981c). Rocks that weather easily, or are friable, may 
not remain stable long enough for a slow-growing lichen to reach maturity. Con-
versely, extremely smooth rock surfaces may preclude lichen colonization for cen-
turies and possibly many never support lichens. Extremely calcareous rocks may 
also inhibit growth of certain lichens. Measurements should thus be restricted to 
lichens growing on similar lithologies whenever possible. 

Climate is a major factor affecting lichen growth rates; comparison of growth 
rates from different areas suggests that slower growth rates are found in areas of 
low temperature, short growing seasons, and low precipitation (Fig. 4.16). How-
ever, both macro- and microclimatic factors are of significance. In particular, 
lichens require moisture for growth and the frequency of small precipitation 
amounts, even from fog and dew, may be of more significance than annual pre-
cipitation totals. Radiation receipts are also important because they largely deter-
mine rock temperatures. Generally it is impossible to equate such factors on those 
rocks used to calibrate the lichen growth curve with rocks that are eventually to 
be dated. Commonly, calibration will be carried out on buildings or gravestones 
in a valley bottom, whereas the features to be dated are hundreds of meters higher 
than the calibration site. Similar problems may be encountered along extensive 
fjord systems where conditions at the fjord mouth are less continental than at the 
fjord head. Lichen growth is far slower in the more continental locations, even 
over distances as short as 50 km, probably due to the lower frequency of coastal 
fogs and generally drier climates inland. Increasing elevation also appears to be 
significant in reducing growth rates, even though moisture availability might be 
expected to increase (Miller, 1973; Porter, 1981c). Presumably, this is offset by 
longer-lying snow and a reduced growing season due to lower temperatures 
(Flock, 1978). All these factors may complicate the construction of a simple 
growth curve for a limited geographical area. Further problems arise due to the 
possible influence of long-term climatic fluctuations. Apart from the general ef-
fect of lower temperatures in the past, it is quite probable that in the high eleva-
tion and/or high latitude sites where lichenometry is most widely used, periods of 
cooler climate resulted in the persistence of snow banks, which would have re-
duced lichen growth rates (Koerner, 1980; Benedict, 1993). Growth curves may 
thus not be linear, but rather made up of periods of reduced growth separated by 
periods of more rapid growth (Curry, 1969). Lack of resolution in calibration 
curves may obliterate such variations, but this could account for apparent "scat-
ter" in some attempts at calibration. There is evidence that such factors have been 
of significance in some regions; on upland areas of Baffin Island, for example, 
persistence of snow cover during the Little Ice Age is thought to have resulted in 
"lichen-free zones," where lichen growth was either prevented altogether or se-
verely reduced (Locke and Locke, 1977). These zones can be recognized today, 
even on satellite photographs, by the reduced lichen cover of the rocky substrate 
compared to lower elevations where snow cover was only seasonal (Andrews et 
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aL, 1976). Similarly, attempts to date moraines that have periodically been cov-
ered by snow for long intervals w^ould give erroneously young ages for the de-
posits (Karlen, 1979). 

(c) Sampling Factors 

It is of fundamental importance in lichenometric studies that the investigator 
locates the largest lichen on the substrate in question, but this is not always some-
thing one can be certain of doing (Locke et aL, 1979). Furthermore, very large 
lichens are often not circular and may sometimes be mistaken for two individuals 
that have grown together into one seemingly large and old thallus. It is also possi-
ble that a newly formed moraine may incorporate debris from rockfalls or from 
older glacial deposits; if such debris already supports lichens, and if they survive the 
disturbance, the deposit would appear to be older than it actually is (Jochimsen, 
1973). A number of innovative methods to improve the reliability of lichenometry 
have been proposed (McCarroll, 1994) and these generally provide a firmer statisti-
cal basis for the sampling procedure. 

Finally, in establishing a calibrated growth curve for lichens, reference points at 
the "older" end of the scale are often obtained from a radiocarbon date on organic 
material overridden by a moraine. This date is then equated with the maximum-
sized lichen growing on the moraine today. Such an approach can lead to consider-
able uncertainty in the growth curve. First, dates on organic material in soils 
overridden by ice may be very difficult to interpret (Matthews, 1980). Secondly, 
there may be a gap of several hundred years between the time organic material is 
overridden by a glacial advance and the time the morainic debris becomes suffi-
ciently stable for lichen growth to take place. This would lead to overestimation of 
lichen age in a calibration curve. Thirdly, "̂̂ C dates must be converted to calendar 
years, which often results in very large margins of error, especially for the most re-
cent Little Ice Age period, because of the nonlinearity between "̂̂ C and calendar 
ages in this interval. This only amplifies the uncertainties associated with lichen 
growth curves such as those shown in Fig. 4.14. In reality, each curve should proba-
bly have an error bar of around 15-20%, perhaps even more for growth curves that 
are extrapolated beyond a dated control point (Bickerton and Mathews, 1992; 
Beget, 1994). 

A consideration of all these factors indicates that caution is needed in using 
lichenometry as a dating method, even for establishing relative age. Nevertheless, if 
consideration is given to the possible pitfalls, it can provide useful age estimates. 
Most problems would result in only minimum-age estimates on substrate stability, 
but in some cases, overestimation of age could result. Although it is worth being 
aware of the potential difficulties of the method, it is unreasonable to expect that 
all of the problems, discussed already, would subvert the basic assumptions of the 
method all of the time, and often the potential errors can be eliminated in various 
ways. Lichenometry is thus likely to continue to play a role in dating rocky deposits 
in arctic and alpine areas, and hence make an important contribution to paleocli-
matic studies in these regions. 



4.3 BIOLOGICAL DATING METHODS 

4.3.2 Dendrochronology 
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Although not a widely used dating technique in paleoclimatology, the use of tree 
rings for dating environmental changes has proved useful in some cases (Luck-
man, 1994). The concepts and methods used in dendrochronological studies are 
discussed in more detail in Chapter 10 and need not be repeated here. Basically, den-
drochronological studies are used in three w^ays: (a) to provide a minimum date for 
the substrate on which the tree is growing (e.g., an avalanche track or deglaciated 
surface); (b) to date an event that disrupted tree growth but did not terminate it; and 
(c) to date the time of tree growth, which was terminated by a glacier advance, or a 
climatic deterioration associated with a glacier advance (Luckman, 1988, 1995). 

The first application is straightforward but to obtain a close minimum date as-
sumes that the "new" surface is colonized very rapidly. This is highly probable in 
the case of avalanche zones (indeed, young saplings may survive the event) but in 
deglaciated areas surface instability due to subsurface ice melting and inadequate 
soil structure may delay colonization for several decades. Different approaches to-
wards estimating the time delay before colonization of recently deglacierized ter-
rain are described by Sigafoos and Hendricks (1961) and McCarthy and Luckman 
(1993). Unlike lichens, which may live for thousands of years, trees found on 
moraines are rarely more than a few hundred years old. Even when very old trees 
are located and dated, it cannot be assumed that they represent first generation 
growth. For example, Burbank (1981) found that a moraine on which the oldest 
tree was -750 yr old (dated by dendrochronological methods) was in fact older 
than 2500 yr B.P. according to the local tephrochronology. 

A more widespread application of dendrochronology involves the study of 
growth disturbance in trees. When trees are tilted during their development they re-
spond by producing compression or reaction wood on the lower side of the tree in 
order to restore their natural stance. This causes rings to form eccentrically after the 
event that tilted the tree; the event can be accurately dated by identifying the year 
when growth changes from concentric to eccentric (Burrows and Burrows, 1976). 
Such techniques have been used in dating the former occurrence of avalanches (Pot-
ter, 1969; Carrara, 1979) and hurricanes (Pillow, 1931) and the timing of glacier re-
cession (Lawrence, 1950). They have also been successfully applied in more strictly 
geomorphological applications, in studying stream erosion rates and soil move-
ments on permafrost (Shroder, 1980). 

Valuable insights into the history of glacier advances in the Canadian Rockies 
have been obtained by Luckman (1996) using tree snags (partially eroded or dam-
aged trees) or tree stumps, from areas exposed by receding glaciers. By cross-dating 
these samples, evidence of formerly more extensive forest in areas only recently 
deglacierized has been documented, and the timing of climatic deterioration and 
glacier advance has been clearly revealed (Fig. 4.17). 
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^ ^ 1 F I G U R E 4.17 Length of record of calendar-dated tree pieces (snags) recovered from the Athabasca Glac-

ier area. Each piece was cross-dated relative to other samples to place them in historical position. Because the 
snags found are eroded and may not contain the full growth period, the length of record shown for each sample 
may be only a minimum estimate of the life of the tree. Nevertheless, there is clearly a relationship between 
termination of growth in many samples and an important Little Ice age glacier advance around A.D. 1714, as 
shown by the lower histogram (Luckman, 1994). 



ICE CORES 

5.1 INTRODUCTION 

The accumulation of past snowfall in the polar ice caps and ice sheets of the world 
provides an extraordinarily valuable record of paleoclimatic and paleo-environmental 
conditions. These conditions are studied by detailed physical and chemical analyses 
of ice and firn (snow that has survived the summer ablation season^^) in cores recov-
ered from very high elevations on the ice surface. In such locations (known as the dry 
snow zone; Benson, 1961) snow melt and sublimation are extremely low so that snow 
accumulation has been continuous, in some areas for as much as several hundred 
thousand years (Dansgaard et al., 1973). The snowfall provides a unique record, not 

^̂  The metamorphism of snow crystals to firn, and eventually to ice, occurs as the weight of overly-
ing material causes crystals to settle, deform, and recrystallize, leading to an overall increase in unit den-
sity. When firn is buried beneath subsequent snow accumulations, density increases as air spaces between 
the crystals are reduced by mechanical packing and plastic deformation until, at a unit density of about 
830 kg m~^, interconnected air passages between grains are sealed off into individual air bubbles (Herron 
and Langway, 1980). At this point, the resulting material is considered to be ice. The depth of this 
transition varies considerably from one ice body to another, depending on surface temperature and accu-
mulation rate; for example, it does not occur until about 68m depth at Camp Century, Greenland, and 
-100 m at Vostok, Antarctica; thus "ice cores" sensu stricto are actually firn cores near the surface (see 
Table 2.2 in Paterson, 1994). This distinction is not very important except in the reconstruction of past 
atmospheric composition (see Section 5.4.3) and the term ice core will henceforth be used to refer to 
both ice and firn core sections. 

125 
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H H TABLE 5.1 Principal Sources of Paleoclimatic Information from Ice Cores 

Parameter Analysis 

Paleotemperatures 

Summer Melt layers 

Annual? Days with snowfall? 8D, h^^O 

Humidity Deuterium excess (d) 

Paleo-accumulation (net) Seasonal signals, °̂Be 

Volcanic activity Conductivity, nss. SO^ 

Tropospheric turbidity ECM, microparticle content, trace elements 

Wind speed Particle size, concentration 

Atmospheric composition: long-term CO2, CH^, N2O content, glaciochemistry 
and man-made changes 

Atmospheric circulation Glaciochemistry (major ions) 

Solar activity ^̂ Be 

only of precipitation amounts per se, but also of air temperature, atmospheric 
composition (including gaseous composition and soluble and insoluble particu-
lates), the occurrence of explosive volcanic eruptions, and even of past variations 
in solar activity (Table 5.1). At present, several dozen cores spanning more than 
1000 yr of record have been recovered from ice sheets, ice shelves, and glaciers in 
both hemispheres (Figs. 5.1 and 5.2). In a number of these cases, cores extend to 
bedrock and contain debris from the ice/sub-ice interface (Herron and Langw^ay, 
1979; Koerner and Fisher, 1979; Gow et al, 1979, 1997). About 15 cores extend 
back into the last glaciation (Table 5.2) and several of these reached the penulti-
mate glaciation. 

Paleoclimatic information has been obtained from ice cores by four main ap-
proaches. These involve the analysis of (a) stable isotopes of water and of atmos-
pheric O^; (b) other gases from air bubbles in the ice; (c) dissolved and particulate 
matter in firn and ice; and (d) the physical characteristics of the firn and ice 
(Oeschger and Langway, 1989; Lorius, 1991; Delmas, 1992; Raynaud et al, 1993). 
Each approach has also provided a means of estimating the age of ice at depth in 
ice cores (Section 5.3). 

5.2 STABLE ISOTOPE ANALYSIS 

The study of stable isotopes (primarily deuterium and ^^O) is a major focus of paleo-
climatic research. Most work has been on stable isotope variations in ice and firn, 
and in the tests of marine fauna recovered from ocean cores. However, increasing 
attention is being placed on other natural isotope recorders, such as speleothems 
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Antarctica 

Arctic Circle 

F I G U R E 5.1 Location of principal ice-coring sites in the Canadian Arctic and Greenland, and in Antarctica. 
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TABLE 5.2 Locations of Ice Cores with Records Going Back into the Last Glaciation^ 

Drill Site Location'' Max. Depth (m) 

Camp Century 
GISP2 (Summit) 

GRIP 

Dye-3 

Renland 

Agassiz 

Devon 

Barnes 

Penny 

Byrd 

J9 (Ross ice shelf) 

Dome C 

Vostok 

Law Dome 

Taylor Dome 

Dome Fuji 

Dunde 

Guliya 

Huascaran 

Sajama 

Dasuopu 

N.W. Greenland 
C. Greenland 

C. Greenland 

S. Greenland 

E. Greenland 

N. EUesmere Island 

Devon Island 

Baffin Island 

Baffin Island 

West Antarctica 

West Antarctica 

East Antarctica 

East Antarctica 

East Antarctica 

East Antarctica 

East Antarctica 

Western China 

Western China 

Peru 

Bolivia 

Western China 

1387 
3053 

3029 

2037 

324 

338 
299 

334 

2164 

905 

3350 

1203 

375 

2500 

140 

309 

166 

133 

168 

^ Other short cores (<100 m) and surface samples from ice sheet margins in Greenland and Antarc-
tica have also recovered ice from the last glacial period. 

^ See Figures 5.1 and 5.2 for locations. 
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(stalactites and stalagmites), tree rings, ostracods, and peat (Swart et ah, 1993). In 
this section a brief introduction to the theory behind stable isotope work is 
provided and applications to ice-core analysis are discussed. The importance of sta-
ble isotopes in other branches of paleocUmatic research are dealt with in Chapters 
6, 7, and 10. 

Water is the most abundant compound on Earth. The primary compound in all 
forms of life, it is perhaps the most important agent in weathering, erosion, and 
geological recycling of materials, and, of course, plays a crucial role in the global en-
ergy balance. The study of "fossil water," either directly in the form of firn and ice, 
or indirectly through materials deposited from solution in "fossil water" (e.g., speleo-
thems) thus has important implications in many aspects of paleo-environmental 
reconstruction. 

In common with most other naturally occurring elements, the constituents of 
water, oxygen, and hydrogen may exist in the form of different isotopes. Isotopes 
result from variations in mass of the atom in each element. Every atomic nucleus is 
made up of protons and neutrons. The number of protons in the nucleus of an ele-
ment (the atomic number) is always the same, but the number of neutrons may 
vary, resulting in different isotopes of the same element. Thus, oxygen atoms 
(which always have 8 protons) may have 8, 9, or 10 neutrons, resulting in three 
isotopes with atomic mass numbers of 16, 17, and 18, respectively (^^O, ^^O, and 
^^O). In nature these three stable isotopes occur in relative proportions of 99.76% 
(i^O), 0.04% (i^O), and 0.2% (^^O). Hydrogen has two stable isotopes, ^H and ^H 
(deuterium) with relative proportions of 99.984% and 0.016%, respectively. Con-
sequently, water molecules may exist as any one of nine possible isotopic combina-
tions with mass numbers ranging from 18 (^H^ ^^O) to 22 (^H2 ^^O). However, as 
water with more than one "heavy" isotope is very rare, generally only four major 
isotopic combinations are common, and only two are important in paleoclimatic 
research (^H^H^^O, generally written as HDO, and ^H^^^O). 

The basis for paleoclimatic interpretations of variations in the stable isotope 
content of water molecules is that the vapor pressure of ^^2^0 is higher than that 
of HDi^O and U^^^O (10% higher than HDO, 1% higher than W^^^O), Evapora-
tion from a water body thus results in a vapor that is poorer in deuterium and ^^O 
than the initial water; conversely, the remaining water is (relatively speaking) en-
riched in deuterium and ^^O. At equilibrium, for example, atmospheric water vapor 
contains 10 %o (parts per thousand or per mil) less ^^O and 100 %o less deuterium 
than mean ocean water. When condensation occurs, the lower vapor pressure of 
HDO and H^^^O results in these two compounds passing from the vapor to the liq-
uid state more readily than water made up of lighter isotopes. Hence, compared to 
the vapor, the condensation will be enriched in the heavy isotopes (Dansgaard, 
1961). Further condensation of the vapor will continue this preferential removal of 
the heavier isotopes, leaving the vapor more and more depleted in HDO and H^^^O 
(Fig. 5.3). As a result, continued cooling will give rise to condensate with increas-
ingly lower HDO and H^^^O concentrations than when the condensation process 
first began. The greater the fall in temperature, the more condensation will occur 
and the lower will be the heavy isotope concentration, relative to the original water 
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F I G U R E 5.3 Diagrammatic plot of the '^O/'^O ratio (8'®0) In a water (liquid-vapor) system in which the 
liquid is removed as it is formed by progressive condensation. Isotopic equilibrium between vapor and liquid is 
assumed (i.e., an equilibrium Rayleigh condensation process).—,8 vapor; ,8 liquid; f = percentage of the 
original water vapor condensed (Epstein and Sharp, journo/ of Geology, 6 7 , © 1959 by the University of 
Chicago). 

source (Fig. 5.4). Isotopic concentration in the condensate can thus be considered 
as a primary function of the temperature at which condensation occurs (subject to 
certain reservations to be noted in Section 5.2.2). 

5.2.1 Stable Isotopes in Water: Measurement and Standardization 

In the majority of paleoclimatic studies using stable isotopes, oxygen is generally 
the element of primary interest, though deuterium is important in ice core research. 
In oxygen isotope work, the water sample is isotopically exchanged with carbon 
dioxide of known isotopic composition: 

The relative proportions of ^^O and ^^O in carbon dioxide from the sample are then 
compared with the isotopic composition of a water standard (Standard Mean 
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F I G U R E 5.4 Schematic diagram to illustrate isotopic depletion of water vapor en route to the Antarctic 
ice sheet. As an air mass cools, precipitation produced is preferentially enriched in '^O, leaving the remaining va-
por relatively depleted. Consequently, with further condensation, the precipitation contains less and less '^O 
(i.e., lower 8 '^0 values).This isobaric effect is accentuated by uplift (adiabatic) effects over the ice sheet itself, 
so that the lowest delta '^O values are found in the ice-sheet interior (Dansgaard et o/., 1971; Robin, 1977). 

Ocean Water or SMOW^^) and the results expressed as a departure (h^^O) from this 
standard, thus 

5I80 = (i80/^^0)sample - (^^0/^^0)SMOW ^ ^ . 3 , . 
77̂  — X l U /oo 

( i 8 o / i 6 o ) S M O W 

11 In order that isotopic analyses in different laboratories be comparable, a universally accepted stan-
dard is used, knov^n as SMOW (Standard Mean Ocean Water; Craig, 1961b). This is not an actual oceanic 
water sample, but is based on a US National Institute of Standards and Technology distilled water sample 
(NIST-1). However, the zero point on the SMOW scale has been adjusted so that it is more or less equiva-
lent (-0.1 %o) to the isotopic composition of real ocean water (measured in samples from depths of 200-
500 m in the Atlantic, Pacific, and Indian Oceans; Epstein and Mayeda, 1953). Isotopic studies based on 
carbonate fossils use as a standard a Cretaceous belemnite from the Peedee Formation of North Carolina 
(PDB-1). Carbon dioxide released from PDB-1 - + 0.2%o relative to CO^ equilibrated with SMOW (Craig, 
1961b). Recent updates to international reference standards are described by Coplen (1996). 
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All measurements are made using a mass spectrometer and reproducibility of results 
within ± 0.1%o is generally possible. 

A 8^^0 value of -10 therefore indicates a sample with an ^^O/^^O ratio 1% or 
10%o less than SMOW. Under our present cHmate, the lowest 8^^0 value recorded 
in natural waters is —58%o (-454%o in 8D) in snow from the highest and most re-
mote parts of Antarctica (Qin et aL, 1994). 

5.2.2 Oxygen-18 Concentration in Atmospheric Precipitation'^ 

In Section 5.2.1, and Fig. 5.3, the isotopic composition of water in equiUbrium with 
water vapor was considered. In reality, we cannot consider the process to be always 
at equilibrium between vapor and condensate, nor can the process be considered to 
occur in isolation. Exchanges between atmospheric water vapor, water droplets in 
the air, and water at the surface (which may be isotopically "light") do occur con-
tinuously, so this complicates any simple temperature-isotope effect that we might 
expect to find (Koerner and Russell, 1979). There are also kinetic effects on frac-
tionation that occur during evaporation and condensation, and the latter can be es-
pecially important at very low temperatures (see Section 5.2.5). Overall, the ^^O 
content of precipitation depends on 

(a) the ^^O content of the water vapor at the start of condensation (this could 
be very low if evaporation occurred over an inland lake or ice body where 
^^O concentrations are less than mean ocean water); 

(b) the amount of moisture in the air compared to its initial moisture content; 
(c) the degree to which water droplets undergo evaporation en route to the 

ground and whether any of this re-evaporated vapor re-enters the precipi-
tating air mass (Ambach et al, 1968); 

(d) the temperature at which the evaporation and condensation processes take 
place; and 

(e) the extent to which clouds become supersaturated, with respect to ice, at 
very low temperatures. 

In spite of these complications, empirical studies have demonstrated that geo-
graphical and temporal variations in isotopes do occur, reflecting temperature ef-
fects due to changing latitude, altitude, distance from moisture source, season, and 
long-term climatic fluctuations (Dansgaard et al., 1973; Koerner and Russell, 1979; 
Petit et al,, 1991). As any interpretation of ice-core isotopic records is rooted in an 
evaluation of these factors, it is important to consider them in more detail. 

5.2.3 Geographical Factors Affecting Stable Isotope Concentrations 

For the last 30 years or so, precipitation samples from many locations throughout the 
world have been analyzed for their 8^^0 content (Rozanski et aL, 1992, 1993). Fig-
ure 5.5 shows that 8^^0 values of January and July precipitation generally reflect the 
distribution of temperature, decreasing at higher latitudes and at higher elevations 

-̂̂  In this section, 8^^0 is generally referred to, but the same principles apply to variations in 8D. 
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F I G U R E 5.5 Mean 8'^0 in January (upper figure) and July precipitation (lower figure) collected at precipi-
tation stations throughout the world, based on analyses by the International Atomic Energy Authority over the 
last few decades (Lawrence and White, 1991). 
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(e.g., in the high interior parts of Greenland and in the Andes). The influence of the 
Gulf Stream is also apparent on the January map (Lawrence and White, 1991). 
Changes in temperature from winter to summer are also reflected in S^^O, and this 
leads to an annual cycle in 8^^0 of snowfall that can be used to count annual accu-
mulation layers in ice cores (see Section 5.3.2). 

Figure 5.5 indicates a strong latitudinal influence on 8^^0. Lower 8^^0 values are 
found at higher latitudes as a result of the loss of heavy isotopes in water condensed 
en route to those regions. This is sometimes referred to as an isobaric effect, implying 
a systematic change brought about by overall cooling at a particular level in the at-
mosphere, rather than cooling brought about by a change in elevation (adiabatic 
cooling). With increasing elevation, adiabatic coohng of the precipitating air mass 
leads to precipitation that is more and more depleted in ^^O due to preferential re-
moval of the heavier isotope in the condensation process. For example, the Quelccaya 
Ice Cap in Peru receives moisture that has undergone adiabatic cooling as the air rises 
over the Andes from the Amazon Basin. This uplift reduces 8^^0 in precipitation by 
~ll%o (Grootes et al, 1989). On large ice sheets, the adiabatic effect is superimposed 
on a "distance from moisture source" factor that results in lower 8^^0 concentrations 
as the distance from oceanic moisture sources increases (Koerner, 1979). Hence, at 
high elevations in central Antarctica, thousands of kilometers from the southern 
oceans, atmospheric precipitation has the lowest heavy isotope concentrations of any 
natural water occurring today (Morgan, 1982; Qin et al, 1994). 

These different influences on h^^O in precipitation lead to the geographical pat-
terns seen in Fig. 5.5. There is a very strong correspondence between temperature 
and 8^^0 in extra-tropical regions (Fig. 5.6). The overall S^^O-surface temperature 
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F I G U R E 5.6 Annual S'^O in precipitation in relation to mean annual temperature at the same site, based 

on data from the International Atomic Energy Authority (Jouzel et al., 1994). 
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relationship for locations in the extra-tropics (regions with mean annual tempera-
tures <15 °C) is 

8i8o = 0 .64T-12 .8 

but this varies geographically (Jouzel et al., 1987b; 1994). In the colder regions of 
Antarctica, the slope of this relationship is greater (-0.8, on average). At low lati-
tudes, 8^^0 is not related to temperature, but is more a function of precipitation 
amount (Dansgaard, 1964; Rozanski et al, 1993). Significant departures from the re-
gression may be expected in certain circumstances (Hage et al., 1975): (a) if precipita-
tion occurs in an area where very stable (i.e., inversion) conditions are common, 
surface temperatures will be lower than expected from the regression (and conversely, 
8^^0 values will appear anomalously high); and (b) if local precipitation is derived 
from water that was re-evaporated from a source with an already low 8^^0 content 
(e.g. freshwater lake or snow cover) the mean annual 8^^0 value may fall below the 
regression line, perhaps by as much as 10%o for complete re-evaporation of precipi-
tated water) (Koerner and Russell, 1979). 

5.2.4 Calibrating 8'^0 for Paleotemperature Reconstruction 

A number of studies in Antarctica have shown that there is a strong relationship 
between 8^^0 of snowfall and temperature on a daily (storm event) basis. How-
ever, strong surface-based temperature inversions essentially decouple the surface 
from the atmospheric circulation above the ice cap; temperatures are often much 
lower at the surface (<P) than at the top of the inversion ( 0 ) and on average, $ = 
0 .670 - 1.2 (Jouzel and Merlivat, 1984). Hence, there is a much stronger rela-
tionship between 0 (or cloud temperatures above the inversion) and 8^^0, than 
between surface temperature and the isotopic content of snowfall. This was first 
demonstrated by Picciotto et al, (1960), who found a relationship between the 
mean temperature within precipitating clouds at King Baudouin Station, Antarctica 
(Fig. 5.7) and the isotopic composition of snowfall at the surface (8^^0 = 0.9T + 6.4, 
where T is in the range +5 °C to -30 °C). Subsequently, Aldaz and Deutsch (1967) 
conducted a similar study at the South Pole, in which isotopes in snow samples col-
lected during the course of a year were compared with temperatures at the surface 
and up to 500 mb. They found a relationship between 8^^0 values and condensa-
tion level temperatures {t) such that 8^^0 = 1.4^ + 4.0 (where t is in the range -25 to 
-50 °C). These results were confirmed by Jouzel et al. (1983), who found that cor-
relations between mean annual 8D and surface temperature at the South Pole were 
not as good as with temperatures just above the inversion layer. 

These process-based studies are important in testing the statistically based rela-
tionships evident in long-term measurements from around the globe (see Fig. 5.6) 
with data from the polar ice sheets. However, with few exceptions (Steffensen, 
1985) studies of 8^^0 in polar regions rely on the spatial relationship, which has 
been observed between 8^^0 in surface snowfall and mean annual temperature de-
rived from 10-m depths (where the annual temperature cycle has been damped to 
near zero). Such data are derived from a geographically extensive network of ice 
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F I G U R E 5.7 Isotopic composition (8'®0) in snowfall compared to the corresponding temperature in the 
precipitation cloud (Picciotto et aL, 1960). 

cap sites. In looking at mean annual or mean monthly temperatures and corre-
sponding 8^^0 values, the difficult problems associated with the development of 
precipitation and the processes occurring in clouds on a storm-to-storm basis are 
avoided. In effect, it is assumed that mean condensation temperature and mean an-
nual temperature vary in parallel. Why this should be so is hard to understand; 
most snov^rfall on polar ice sheets results from a small number of synoptic events oc-
curring on only a fraction of days per year (generally <50%) so mean annual tem-
perature, v^hich is greatly influenced by strong surface inversions in dry winter 
months, should have little in common with 8^^0 values in the ice cores (Peel et aL, 
1988). Nevertheless, empirical observations do show that mean annual 8^^0 values 
and mean annual temperature are strongly correlated in the spatial domain^ as 
shown in Fig. 5.6. Whether this relationship can be applied to the temporal 
domain^ to convert variations in 8^^0 or 8D over time to changes in mean annual 
temperature, is an important issue (and one that also applies to many other paleo-
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climate proxies). Cuffey et al. (1994, 1995) used borehole temperatures at GISP2 to 
examine this question. The down-hole temperature profile represents the thermal 
history of the site that is, in a sense, buried with the accumulating snow. The down-
core b^^O record represents another measure of that thermal history. By developing 
a model that optimizes the fit between these two records, Cuffey et aL were able to 
resolve the long-term relationship (over the past 600 yr) between 8^^0 and temper-
ature (8^^0 = 0.53T - 18.2%o). However, longer-term changes (over the last glacial-
interglacial cycle) using a deeper borehole record produced a solution of 8^^0 = 
0.33T - 24.8%o. These differences must be considered in terms of the temporal 
scale, or frequency domain of interest. The large range in estimates of the slope (a) 
of the 8^^0-temperature relationship may be related to the various timescales being 
considered. On the timescale of individual storm events ^ = >1; for monthly to an-
nual values, a = -0 .65, and even lower values of a seem to be appropriate when 
considering changes over longer timescales. Thus, in comparing changes averaged 
over decades to millennia, 8^^0 ~ 0.5T and over even longer periods of time (sev-
eral to tens of millennia) 8^^0 « 0.35T (Boyle, 1997). On this basis, Cuffey et al. 
(1995) interpreted the overall glacial to interglacial temperature change at GISP2 as 
+14-16 °C, considerably greater than previous estimates (which had relied on 8^^0 
~ 0.65T). For short-term (abrupt) changes in 8^^0, higher values of ^ are probably 
more appropriate; thus Dansgaard et al. (1989) used a = 0.65 when interpreting 
abrupt changes in 8^^0, giving mean annual temperature changes of ~7 °C within 
50 yr. Such an interpretation implicitly assumes that the factors that influence mod-
ern patterns operated essentially unchanged (or at least with the same overall gradi-
ents) as they do today; changes in moisture source, or in the seasonal distribution 
of precipitation are not considered to be important. However, a change in the tim-
ing of precipitation could be particularly important, as mean temperatures change 
in the Spring and Fall by several degrees Celsius per week; a shift in precipitation 
events by only a few weeks could result in large changes in 8^^0 without any real 
change in mean annual temperature (Steig et al., 1994). Similarly, changing source 
regions for precipitation could also account for the abrupt isotopic shifts (Charles 
et al., 1994; Kapsner et al., 1995). Indeed, the rapid changes seen in Greenland ice 
cores during the last glaciation are associated with changes in other parameters 
(e.g., dust and Ca"̂ "" levels), which suggests that the precipitation source regions did 
vary. 

Many other factors affecting 8^^0 at a location today have not been constant 
over time. During glacial periods, ice thicknesses gradually increased on many ice 
sheets, resulting in lower 8^^0 values at the surface because of the increase in eleva-
tion. However, this may not have been the case everywhere; there is evidence that 
both the GISP2 and Vostok sites were lower in the LGM (due to lower accumula-
tion rates during colder times) so this could have led to less adiabatic cooling and 
higher 8^^0 levels (Lorius et al., 1984; Cuffey and Clow, 1997). More extensive sea 
ice during glacial periods would effectively have increased distance to moisture 
sources, leading to lower 6^^0 values in isolated continental interiors (Kato, 1978; 
Bromwich and Weaver, 1983). Furthermore, during glacial periods the isotopic 
composition of ocean water itself changed (a 8^^0 value of --l.l%o higher than 
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today) due to the storage of water depleted in ^^O in large ice sheets (Labeyrie et aL, 
1987; Shackleton, 1987). Finally, as temperatures fell to very low levels in some re-
gions, 8^^0 would decrease more rapidly for a given drop in temperature, because 
of the curvilinear nature of the 8^^0-temperature relationship (Fig. 5.8). Any inter-
pretation of isotopic values in ice cores must consider all these factors, which 
undoubtedly have had an effect on the isotopic composition of high-latitude precip-
itation over time. 

One approach to understanding how these various factors have interacted to 
influence the isotopic content of precipitation in the past is to use general circula-
tion models (GCMs) with isotopic tracers in the hydrological cycle (Joussaume 
et aL, 1984). Results from simulations with modern boundary conditions compare 
very well with observations (Jouzel et aL, 1987b, 1991). Running the models with 
glacial age boundary conditions suggests that there was little change in 8^^0 equa-
torward of 40° N or 50° S at the last glacial maximum (LGM) but that there were 
large decreases in 8^^0 at higher latitudes (Fig. 5.9) (Joussaume and Jouzel, 1993; 
Jouzel et aL, 1994; Charles et aL, 1994). 

F I G U R E 5.8 Relationship between oxygen isotope ratio (8'®0) and temperature of condensation level in 
samples of Antarctic precipitation. Curves A and B are based on empirical observations at King Baudoin base 
and Amundsen-Scott Station. Curves I and 2 are theoretical using different assumptions about the fractionation 
of '^O at very low temperatures (Aldaz and Deutsch, 1967). 
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6''0 Differences: LGM - Present (%o) 

F I G U R E 5.9 Differences between modem observed 8'^0 in annual precipitation (using the same data as 
in Figs. 5.5 and 5.6) and simulated values for the last glacial maximum (LGM). Largest differences are associated 
with the polar ice sheets; in the intertropical zone, LGM values are actually higher than modern values, possibly 
reflecting a direct effect of higher 8'^0 values in the ocean at that trme. However, the tropical values are incon-
sistent with 8 '^0 in LGM groundwater in North Africa. Further data are needed to resolve this discrepancy 
Oouzel eto/., 1994). 

5.2.5 Deuterium Excess 

On a global scale, fractionation of oxygen and hydrogen during evaporation and 
precipitation processes approximates a well-defined relationship, whereby 8D = 
88^^0 +10. This defines what is termed the meteoric water line (Craig, 1961c), 
which in effect characterizes the "normal" equilibrium conditions that exist between 
8^^0 and 8D. The offset value (10 in this case) is termed the deuterium excess (d, 
where d = 8D - 88^^0). However, deuterium excess varies under non-equilibrium 
conditions, providing information not available from 8^^0 and 8D alone. 

Values of d vary because of kinetic effects occurring at both the evaporation 
and condensation stages of the water cycle. During evaporation, higher rates of dif-
fusion to the water surface of molecules containing light isotopes leads to an in-
crease in the light isotope content of water vapor, relative to the water source. This 
effect is in addition to the fractionation effect caused by the lower vapor pressure of 
water containing heavier isotopes (discussed in the preceding section). However, 
because of the different masses of HDO and H^^^O^ the kinetic effect is slightly 
greater for H2^^0 than for HDO, resulting in changes of d when conditions deviate 
from equilibrium. Thus, when there is strong mixing of the surface waters (by higher 
wind speeds) or when relative humidities increase (reducing evaporation rates) 
or when water temperatures decrease (also reducing evaporation rates) the kinetic 
effect is reduced and values of d in precipitation will be lower. Thus, Jouzel et al. 
(1982) interpreted low values of deuterium excess (d = 4%o) in the pre-Holocene 
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section of an ice core from Dome C, Antarctica, as indicative of higher relative hu-
midities and/or higher wind speeds in the water vapor source regions than during 
the Holocene (when d = 8%o). Increased levels of Na"̂  (from sea salt) and aeolian 
dust confirmed that wind speeds and humidities were probably higher in glacial 
time than in the Holocene. 

A model of the isotopic fractionation of precipitation, based on the Rayleigh dis-
tillation process described earlier, works well at temperatures above — 1 0 °C, but 
under the colder conditions common in Greenland and Antarctica, the simple model 
cannot explain the observed 8D - 8^^0 relationship, or the isotope-temperature 
gradients. At such low temperatures, clouds become supersaturated with respect to 
ice and the transition from water vapor in clouds directly to ice crystals is the princi-
pal mode of precipitation formation. However, the lower molecular diffusivity of 
water molecules containing heavier isotopes (HDO, H2^^0) leads to the preferential 
condensation of isotopically light water molecules on the ice crystals. This is analo-
gous to the kinetic fractionation effect that occurs at the ocean surface during 
the process of evaporation. By taking this additional kinetic effect into account, a 
much better fit between modeled and observed deuterium excess values, and a real-
istic isotopic-temperature relationship is obtained for snow forming at very low 
temperatures (Jouzel and Merlivat, 1984). Unfortunately, snowfall deposited on 
polar ice sheets has generally undergone a complex history; the transition temper-
ature at which clouds become primarily made up of ice crystals rather than water 
vapor is not well known, yet this significantly influences the value of d (Fisher 
1991, 1992). 

Models of isotopic fractionation taking into account kinetic effects during 
evaporation and snow formation can be used to constrain the uncertainties inher-
ent in these processes, providing good simulations of observed variations (Jouzel 
and Merlivat, 1984; Petit et al, 1991; Fisher, 1992). Petit et aL (1991), for example, 
show that the observed relationship between d and 6D in East Antarctica could only 
be accounted for if initial sea surface temperature at the air mass source region was 
between 15 and 22 °C, corresponding to latitudes 30-40° S (Fig. 5.10). Changes in 
humidity in the source region are of secondary importance, but are of more signifi-
cance at higher values of 8D (warmer, lower elevation sites in Antarctica). Of 
course, it is unrealistic to expect that the moisture source for Antarctic snow is con-
fined to only one latitudinal band, and this factor has also been modeled. Simula-
tions in which moisture was added to the air mass as it passed from 30-40° S to 
Antarctica give results that are consistent with observations, suggesting that up to 
30% of moisture originates from areas with SSTs <10 °C (Petit et aL, 1991). This 
model thus provides strong support that mid-latitudes are the primary moisture 
source for at least the interior of Antarctica, with smaller contributions from re-
gions at higher latitudes. 

On the other hand, experiments with the NASA/GISS general circulation model 
incorporating deuterium (which can be traced back to each ocean basin) suggest 
that the average source region SST for Antarctic mid-winter precipitation is consid-
erably lower, in the range 9-14 °C (Koster et aL, 1992). Further experiments on to-
tal annual precipitation may help to resolve these differences. Whatever the solution 
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F I G U R E 5.10 Model-derived estimates of how the latitude of the oceanic moisture source region influ-
ences the average 8D and d values in Antarctic precipitation (solid lines) compared to the observed 8D-d rela-
tionship In Antarctica (symbols — based on surface snow samples across a wide geographical region). Each 
model line uses a different supersaturation function (relating the supersaturation of water vapor [with respect 
to ice] to the snow surface temperature) optimized to produce the best fit with observed data.The latitudes 
30-40° S correspond to SSTs of -• 15-21° S (Petit et o/., 1991). 

is, small seasonal variations in d (± 5%o) in snowfall at the South Pole seem to indi-
cate that the process of delivering snow to this location involves fairly consistent 
pathways from the moisture source, year-round. Similar conclusions were reached 
by Johnsen et al, (1989) for the higher elevations of Greenland, though Fisher 
(1992) found that the isotopic content of snow at the summit region of the ice sheet 
(Crete) was not compatible with a single moisture source, and that a mixture of 
moisture from the east (2/3) and west (1/3) seemed probable. This conclusion is 
similar to that reached by Charles et al, (1994) using a GCM with isotopic tracers 
in the model's hydrological cycle. When glacial age boundary conditions were im-
posed on the model, source regions changed; the southern part of the ice sheet was 
dominated by North Atlantic moisture sources, and the northern part by North Pa-
cific moisture. With the incorporation of isotopic tracers into other general circula-
tion models, it should be possible to gain further insights into fractionation 
processes occurring today, providing greater confidence in the interpretation of past 
changes observed in ice core records (Jouzel et al., 1993a). 

Variations in deuterium excess in relation to 8^^0 and 8D also shed light on the 
abrupt changes observed in Greenland ice cores during the LGM. Unlike the situa-
tion in the Antarctic Dome C record, during the coldest episodes of the LGM, d was 
no lower than in the Holocene (d = 8%o), suggesting that conditions in the moisture 
source were no different than today, with most of the moisture originating in the 
subtropical Atlantic. However, when there were abrupt shifts to warmer conditions 
(higher values of 8^^0) d became lower (by 4-5%o). Temperatures in the moisture 
source region must therefore have been lower in the milder episodes (and/or 
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humidities and/or wind speeds were higher). Johnsen et al. (1989) explain this counter-
intuitive conclusion by suggesting that the milder periods of the LGM were asso-
ciated with an abrupt shift in oceanic conditions in which the sea ice boundary 
rapidly retreated northward, revealing colder waters that acted as a local moisture 
source near to the ice sheet. Subsequently, as water temperatures increased, deu-
terium excess values became higher. 

Variations in d will be better understood when a transect or network of ice 
cores across the major ice sheets becomes available, because unique explanations 
are generally not possible with only one record. Nevertheless, it is clear that a con-
sideration of deuterium excess together with 8D and 8^^0 will provide new insights 
into paleoclimatic conditions which cannot be obtained from dD or 8^^0 alone. 

5.3 DATING ICE CORES 

One of the most important problems in any ice-core study is determining the age-
depth relationship. Many different approaches have been used and it is now clear 
that very accurate timescales can generally be developed for at least the last 10,000-
12,000 yr if accumulation rates are high enough. Prior to that, there is increasing 
uncertainty about the age of ice, but new approaches are constantly improving age 
estimates, allowing comparisons with other proxy records to be made with more 
confidence (see Section 5.4.5). Furthermore, many of the methods that have been 
investigated in order to improve the dating of ice cores have themselves produced 
important paleoclimatic information. Some of the principal methods used and their 
paleoclimatic implications are now reviewed. 

5.3.1 Radioisotopic Methods 

Several different radioactive isotopes have been analyzed in ice cores in an attempt 
to provide quantitative chronological methods for dating ice. These include: ^^Be, 
i^C, ^^Cl, ^^Ar, 8iKr, and ^^^Pb (Stauffer, 1989). At present, however, apart from 
^^^Pb and ^^C analysis, radioisotopic dating of ice and firn is not a routine opera-
tion and other stratigraphic techniques are generally preferred. 

The ^^^Pb (half-Hfe: 22.3 yr) is washed out from the atmosphere as a decay 
product of ^^^Rn (see Fig. 3.21). It has been used successfully in studies of snow ac-
cumulation over the last 100-200 yr, providing an important perspective on the 
very short accumulation records otherwise available in remote parts of Antarctica 
and Greenland (Crozaz et al, 1964; Dibb and Clausen, 1997). The AMS "̂̂ C dates 
on CO2 enclosed in air bubbles in ice can be obtained from ice samples as small as 
10 kg (equivalent to a conventional ice core -1.5 m in length) though precision is 
improved with larger samples (Andree et al., 1986). Unfortunately, the dates on 
CO2 obtained may differ from the age of the enclosing ice by hundreds, or thou-
sands, of years because of the time delay before gas bubbles become entirely sealed 
from the atmosphere (see Section 5.4.3). This problem limits the value of "̂̂ C dates 
on ice core samples. 
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5.3.2 Seasonal Variations 

Certain components of ice cores show quite distinct seasonal variations, which en-
able annual layers to be detected. These can then be counted to provide an ex-
tremely accurate timescale for as far back in time as these layers can be detected. 
Where uncertainties exist in one seasonal chronology, a comparison with other pa-
rameters enables accurate cross-checking to be accomplished, thereby reinforcing 
confidence in the timescale produced (Hammer et aL, 1978). For example, annual 
layer counts (back to 17,400 yr ago) have been carried out on the GISP2 ice core 
from Summit, Greenland, using a combination of, inter alia^ visual stratigraphy, 
electrical conductivity measurements (ECM), laser light scattering (from dust) oxy-
gen isotopes, and chemical variations in the ice (Meese et aL, 1995, 1997). When 
compared to the independently derived chronology from the nearby GRIP ice core, 
the two records match to within 200 yr back to 15,000 calendar yr B.P. (Taylor et 
aL, 1993a).^^ However, at greater depths the counts diverge significantly as the dif-
ficulty of unequivocally identifying annual layers increases. In this section, the 
different types of information used in layer counting are discussed. 

Visual stratigraphy: visual stratigraphy provides a "first cut" at identifying an-
nual increments in an ice core. Cores are examined on a light table to identify 
changes in crystal structure and the presence of dust layers. In the GISP2 ice cores, 
a distinctive coarse-grained depth hoar layer, characteristic of each summer, can be 
seen (Alley et aL, 1997a). In cores from the Quelccaya ice cap, Peru, a pronounced 
dust layer, which is diagnostic of conditions from May-August, permits the count-
ing of annual layers (Thompson et aL, 1985). 

8^^0: Because of the greater cooling that occurs in winter months, much lower 
8^^0 concentrations are found in winter snow than in summer snow. This results in 
a very strong seasonal signal that can be used as a chronological tool, providing ac-
cumulation rates are reasonably high (>25 cm water equivalent per year), wind 
scouring of snow is not severe, and no melting and refreezing of snow and firn has 
occurred. In effect, the annual layer thickness can be identified by counting each 
couplet of high and low 8^^0 values from the top of the core downward (Fig. 5.11). 
Unfortunately, at increasing depths in polar ice sheets the amplitude of the seasonal 
signal is reduced until it is eventually obliterated. In the upper layers, where density 
is <0.55 g cm"^, this results from isotopic exchange between water vapor and firn. 
In lower, denser layers, where air channels are closed off, obliteration results from 
diffusion of water molecules within the ice. This process is accelerated due to thin-
ning by plastic deformation as the annual layers approach bedrock; thinning in-
creases isotopic gradients in the ice, making molecular diffusion more effective in 
obliterating the seasonal variations (see Fig. 5.11). 

In cores where seasonal isotopic differences are still preserved down to dense 
firn and ice layers, further smoothing due to molecular diffusion is so slow that the 
signal may then be preserved for thousands of years. This does not occur in most of 

^̂  For the GISP2 ice core, multi-parameter dating cross-checked with various independent reference 
horizons, suggests that the age of the ice is known to within <1% for the last 2000 yr, increasing to 2% 
by -40,000 yr B.R, to 10% by 57,000 yr B.P. and up to 20% by -110,000 yr B.P. (Meese et ai, 1997). 



144 5 ICE CORES 

CAMP CENTURY 

5-7 

115 

500 

776 

1000 

1061 

1079 

1198 

.35 

.36 

.20 

.16 

.074 

.054 

15-21 -30 k 

280 

S54 S55" 

J 

1_ w 

655 I 

r \ 
L 

^ 

•F 

\«"^ 

w 

§50 

A 
. ' 1 

_ J 
\ Wp' 

S49 • 

W 
1 

" S48 ] 

(b) 

1800 

•25p"i i s s s s s"' i s 'i s s^ 

r^ii ^ J IT W IT W .W W \ J . W W | 

3300 -30 

6500 

8300 

9000 -30 
-32 

17000 

(e) 

F I G U R E 5.1 I The 8 '^0 variations in snow and firn at different depths in ice core from Camp Century, 
Greenland.The S and W indicate interpretations of summer and winter layers, respectively. As the ice sinks to-
wards the base of the ice sheet, the annual layer thickness (X) is reduced due to plastic deformation. Within a 
few years, short-term 8 '^0 variations are obliterated by mass exchange in the porous firn.With increasing age, 
the amplitude of the seasonal delta cycle is reduced to 2%o. As annual layers become thinner, the seasonal 8'®0 
gradients increase and molecular diffusion in the ice smoothes out the intra-annual variations. Eventually, sea-
sonal differences are obliterated entirely (Johnsen et o/., 1972). 
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Antarctica, though, because of low accumulation rates (generally <25 cm water 
equivalent per year), which result in the seasonal signal being "lost" at relatively 
shallow depths. In many cases, removal of seasonal (or indeed annual) accumula-
tion by wind scouring may occur, destroying any seasonal signal entirely. On tem-
perate glaciers and ice caps, where snowmelt and percolation of meltwater takes 
place, it is also impossible to detect a reliable seasonal isotopic signal. In these con-
ditions, seasonal differences in both 8D and b^^O are rapidly smoothed out (within 
a few meters of the surface) due to isotopic exchange as the ice recrystallizes (Arna-
son, 1969). 

Microparticies and glaciochemistry: Detailed studies of microparticulate matter 
and ice chemistry (major ions and trace elements) in ice cores from Antarctica and 
Greenland reveal pronounced seasonal variations (Fig. 5.12). In Greenland, 
microparticies increase to a maximum in late winter-early spring, presumably as a 
result of a more vigorous atmospheric circulation at this time of year. Conversely, 
microparticle frequency minima are generally observed in autumn. There are simi-
lar seasonal variations in various cations and anions (e.g., sodium, calcium, nitrate, 
chloride) with spring concentrations of these ions commonly greater than at other 
times of the year (Hammer, 1989). 

Compared to the diffusion rate of water molecules, which leads to obliteration 
of the seasonal b^^O record at depth, diffusion of microparticies and metallic ions is 
essentially zero. Hence the counting of seasonal variations may allow dating of ice 
back to late Wisconsin time, or perhaps even earlier. This approach is particularly 
useful in areas where accumulation rates are so low that seasonal isotopic differ-
ences are rapidly lost at depth. For example, in parts of Antarctica, the concentra-
tion of sodium ions (Na^) varies markedly, due to pronounced seasonal changes in 
the influx of marine aerosols (Herron and Langway, 1979; Warburton and Young, 
1981). At Vostok, in eastern Antarctica, Na^ concentrations reach a maximum in 
summer layers, due to sublimation of snow, leaving higher residual ionic concentra-
tions (Wilson and Hendy, 1981). These variations are visible far below the level at 
which seasonal 8^^0 variations become obliterated, and can even be detected at 
-950 m depth in the Vostok ice core. 

One difficulty in microparticle and trace element analysis is to ensure that the 
sample size selected is small enough to detect intra-annual changes. Near the sur-
face, this is not a big problem, but in ice from very deep ice cores (where the actual 
thickness of an annual layer is not accurately known) intense lateral and vertical 
compressive strain may result in dust layers being merged together so that they can-
not be adequately distinguished. This is particularly true if the strain rates of dirty 
ice and of clean ice are very different, as suggested by Koerner and Fisher (1979). 
Non-destructive laser light scattering can be used to produce a continuous record of 
dust variations in an ice core (Ram and Illing, 1995) but the problem of identifying 
each annual layer remains. This can lead to an underestimation of ice age at depth 
if the microparticle variations observed represent several years rather than seasonal 
variations. Fortunately, independent corroboration of age estimates can generally 
be achieved using multiple indicators, though difficulties increase greatly at depth. 
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Electrical conductivity measurements (ECM): ECM provides a continuous 
record of ice acidity by recording the ability of ice to conduct an electrical current. 
A current with a large potential difference is passed betw^een two electrodes in con-
tact with the surface of the ice core (1250 V was used on the GRIP and 2100 V on 
the GISP2 ice cores). When the ice contains strong acids from volcanic eruptions, 
ECM is high; layers containing alkaline continental dust, or ammonia (e.g., from 
biomass burning) have low ECM (Taylor et ai, 1993a, b). Changes in deposition of 
CaC03 dust are associated with large changes in ECM, reflecting changes in the 
source region and/or transport and deposition processes. Pronounced changes in 
ECM characterize the transitions from cold, glacial periods to warmer interstadials 
in the GISP2 ice core (see Figs. 5.26a and b). Figure 5.13 shows in detail the ECM 
record at the transitions marking the beginning and end of the Younger Dryas pe-
riod (-12,850 and 11,670 calendar yr before present in this record). 

5.3.3 Reference Horizons 

Where characteristic layers of known age can be detected, these provide valuable 
chronostratigraphic markers against which other dating methods can be checked. 
On the short timescale, radioactive fallout from atmospheric nuclear bomb tests in 
the 1950s and 1960s can be detected in firn by measuring the tritium content (or 
gross P activity). As the timing of the first occurrence of these layers is fairly well 
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F I G U R E 5.13 Electrical conductivity measurements (ECM) in the GISP2 ice core from Summit, Greenland, 
at the transitions to (below) and from (above) the Younger Dryas cold episode. Annual layer thickness varies 
from ~6 cm yr ' in warmer intervals (high ECM) to ~3 cm y r ' in colder intervals (low ECM). Counting of annual 
layers is not based on ECM alone, but involves multiple parameters (Taylor et ai, 1993b). 
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known (spring 1953 in Greenland and February 1955 over much of Antarctica, 
reaching maximum levels in 1963) they can be used as marker horizons for snow 
accumulation studies, facilitating regional surveys of net balance over the last few 
decades (Crozaz et al, 1966; Picciotto et aL, 1971; Koerner and Taniguchi, 1976; 
Koide and Goldberg, 1985). 

On a much longer timescale, other reference horizons have resulted from major 
explosive volcanic eruptions. Violent eruptions may inject large quantities of dust 
and gases (most importantly hydrogen sulfide and sulfur dioxide) into the strato-
sphere where they are rapidly dispersed around the hemisphere. The gases are oxi-
dized photochemically and dissolve in water droplets to form sulfuric acid, which is 
eventually washed out in precipitation. Hence, after major explosive volcanic erup-
tions, the acidity of snowfall increases to levels significantly above background val-
ues (Hammer, 1977). By identifying highly acidic layers resulting from eruptions of 
known age, an excellent means of checking seasonally based chronologies is avail-
able (Fig. 5.14). For example, variations in electrical conductivity (a measure of 
acidity) along a 404 m core from Crete, Central Greenland, reveal a record that 
closely matches eruptions of known age (Hammer et aL, 1978, 1980). The core was 
originally dated by a combination of methods, primarily seasonal counting (Ham-
mer et aL, 1978). This enabled the acidity record to be checked against historical 
evidence of major eruptions during the last 1000 yr (Lamb, 1970) confirming that 
the timescale developed was extremely accurate. Once major acidity peaks have 
been identified they can be used as critical reference levels over the entire ice sheet. 
For example, the highest acidity levels in the last 1000 yr in Greenland ice resulted 
from the eruption of Laki, Iceland, in 1783. At Crete, the only acidity peak of 
greater magnitude in the last 2000 yr resulted from another Icelandic eruption 
(Eldgja) at A.D. 934 ± 2, providing two very distinct reference layers (Hammer, 
1980). Similarly, a major eruption of Huaynaputina (Peru) in February A.D. 1600 
provides a diagnostic reference horizon in conductivity records from the Quelccaya 
and Huascaran (Peru) ice cores, as well as in Antarctica (Delmas et aL, 1992; Cole-
Dai et aL, 1995) (see Fig. 5.38). Further discussion of the volcanic record in ice 
cores can be found in Section 5.4.4. 

Volcanic dust (tephra) from large eruptions may also provide chronostrati-
graphic horizons if the chemical "fingerprint" of the layer can be correlated be-
tween the different sites. In the GISP2 (Greenland) ice core, for example, volcanic 
particles from an Icelandic eruption 52,680 ± 5000 yr ago can be matched with the 
Z2 tephra found in many marine sediment records from the North Atlantic (Ruddi-
man and Glover, 1972; Kvamme et aL, 1989; Zielinski et aL, 1997). Similarly, vol-
canic particles in the Younger Dryas section of the Dye-3 and GISP2 ice cores have 
the same geochemical signature as the Vedda ash (^"^C-dated at 10,320 yr B.P.), 
which is widely distributed in northwest Europe and the North Atlantic (Mangerud 
et aL, 1984; Johnsen and Dansgaard, 1992; Birks et aL, 1996; Zielinski et aL, 1997). 

Another important reference horizon is provided by "spikes" in the ^̂ Be record 
found in some polar ice cores. The ^^Be is a cosmogenic isotope, produced in the 
upper atmosphere, which eventually settles, or is washed out, to the earth's surface 
(see Section 5.4.1). Two large increases in ^^Be, far above background levels, are 
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seen in the Vostok ice core around 35,000 and 60,000 yr B.R (Raisbeck et ai, 
1987). The reason for these peaks is not clear; they may have resulted from a change 
in primary cosmic ray flux, or a reduction in solar or geomagnetic modulation of cos-
mic rays penetrating the atmosphere (Baumgartner et aL, 1998), or even from a 
super nova. Whatever the cause, these anomalies can be seen in many ice cores and 
can be used as chronostratigraphic markers. For example, the 35 ka B.R ^̂ Be spike 
is found in ice cores from Vostok, Dome C, and Byrd (Antarctica), enabling these 
records to be properly aligned (Figure 5.19). There is also a ^̂ Be peak in the Camp 
Century ice core from Greenland and a spike of ^^Cl (also a cosmogenic isotope) in 
the Guliya (w^estern China) ice core at about the 35 ka level, confirming the age 
models applied to these records and allov^ing them to be aligned w îth those from 
Antarctica (Reeh, 1991; Beer et aL, 1992; Thompson et aL, 1997). However, the 60 
ka ^^Be anomaly is less pronounced and has not been as useful a marker. Interest-
ingly, a second ^̂ Be spike seen in the Camp Century ice core, if ascribed to the 60 
ka event, w^ould force a major revision in the chronology of this record, and of the 
Dye-3 record (in southern Greenland) with which it was correlated, making both 
series much shorter than envisioned by Dansgaard et al. (1982). Reeh (1991) argues 
that this is in fact the case, because the ice sheet was considerably smaller in the last 
interglacial, so that higher 8^^0 values prior to 70 ka B.R (in his revised chronol-
ogy) were due to a smaller, lower ice sheet. This argument is supported by the stud-
ies of Koerner (1989) and Letreguilly et al, (1991). The counterargument is that the 
"60 ka" B.R spike in Camp Century is not reliable (based on only a single high 
value) and that the chronology of Dansgaard et al, (1982) in fact fits much better 
with other proxy records and with reasonable flow model assumptions, which place 
the "60 ka" horizon closer to 95 ka B.R (Beer et al,, 1992; Johnsen and Dansgaard, 
1992; Reeh, 1991). This controversy nicely illustrates the difficulties of dating ice at 
depth, particularly in Greenland where there may have been dramatic changes in 
the ice sheet configuration over the last 150,000 yr. Clearly, having unequivocal 
stratigraphic markers would be extremely helpful in resolving such controversies. 
Other approaches, using gases in ice cores, are discussed further in Section 5.4.5. 

As noted earlier, the best approach to identifying annual layers is a composite 
one, using 8^^0 profiles, microparticles, variations in conductivity, and reference 
horizons. In this way, questionable sections of one record may be resolved by refer-
ence to the others. This multiparameter approach was adopted by Meese et al, 
(1995, 1997) in dating the upper section of the GISP2 ice core. Having established 
the annual chronology, it was then possible to calculate accumulation rate changes 
over time, given certain assumptions about vertical strain since deposition and den-
sity variations down core (Meese et al,, 1994). Figure 5.15 shows the accumulation 
record from Summit, Greenland, derived in this way for the last 11,500 yr. Accu-
mulation was considerably lower in the last glacial period, increasing by >30% 
from -12 ka to 9 ka B.R Thereafter, the record (subjected here to 100 yr smooth-
ing) reveals only minor changes (± 5% on this timescale). Interestingly, a drop in ac-
cumulation at -8200 B.R corresponds to very low h^^O values in many ice cores, as 
well as a sharp reduction in CH^ (see Fig. 5.33), indicating that a significant and 
abrupt, large-scale climatic change occurred at this time (Alley et al,, 1997c). 
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A more detailed examination of the last 200 yr reveals considerable variability, 
but no overall trend in accumulation. One problem v^ith accumulation is that it is 
far less spatially coherent than temperature, making it difficult to correlate w îth 
other records. Hence it is perhaps not surprising that the GISP2 record shows few 
similarities with earlier studies of accumulation changes over the last 800-1500 yr 
at Dye-3, Milcent, or even Crete (Reeh et al., 1978). Nevertheless, all studies seem 
to support the conclusion that there has not been any significant long-term change 
in accumulation over much of the Greenland Ice Sheet over (at least) the last 1400 
yr. This is similar to the conclusion reached by Koerner (1977) for the Devon 
Island Ice Cap. 

5.3.4 Theoretical Models 

Dating ice at great depth poses severe problems which cannot be easily resolved by 
the methods previously described. At present, the method most widely used to date 
pre-Holocene ice is to calculate ice age at depth by means of a theoretical ice-flow 
model (Dansgaard and Johnsen, 1969; Reeh, 1989; Johnsen and Dansgaard, 1992). 
Such models describe mathematically the processes by which ice migrates through 
an ice sheet. Snow accumulating on an ice sheet is slowly transformed into ice dur-
ing densification of the firn. As more snow accumulates the ice is subjected to verti-
cal compressive strain in which each layer is forced to thin, and is advected laterally 
towards the margins of the ice sheet (Fig. 5.16). Hence, a core from any site, apart 
from the ice divide, will contain ice deposited up-slope, with the oldest and deepest 
ice originating at the summit. Because summit temperatures are cooler, if the core is 
not recovered from the highest part of the ice sheet, 8^^0 values at depth must be 
corrected for this altitude effect, which will be present regardless of whether any 
long-term climatic fluctuation has occurred. Because of the nature of ice flow and 
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deformation, most of the time period recorded in an ice core is found in the lowest 
5-10% of the record. This means that even small differences in an age-depth model 
can result in large discrepancies in age estimates for the lowest part of deep ice cores 
(see e.g., revisions made in the Dye-3 chronology by Dansgaard et aL, 1982 and the 
discussion of age uncertainties in Reeh, 1991). 

Simple models can provide a rough estimate of ice age at depth, but for more 
accurate age estimates, some knowledge of past changes in ice thickness and tem-
perature, accumulation rates, flow patterns, and ice rheology (which changes with 
dust content) is required (Paterson, 1994). Many of these problems are minimized 
in the case of ice cores from ice divides (e.g., the GRIP core at Summit, Greenland) 
or in cores that penetrate very thick ice sheets to depths well above the bed (e.g., 
Vostok, Antarctica). Nevertheless, even in these cases, uncertainties related to past 
ice sheet dimensions and the stability of ice divides, changes in ice sheet thickness 
and especially changes in accumulation rate, can change age-depth relationships 
very significantly in the deepest sections of a core. On the other hand, if ice can 
be dated independently by some other means (see Sections 5.4.4 and 5.4.5), flow 
models can then be constrained and used to estimate changes in those parameters, 
such as accumulation rate, which would otherwise be problematical (Dahl-Jensen 
et al., 1993). In this way, iterative changes in models, using best estimates of 
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various parameters and how they might realistically have varied in the past, to-
gether v^ith the ages of certain fixed points (such as tephras of known age, or the 
-35,000 yr B.P. ^^Be anomaly) can be used to refine and improve an ice core 
chronology. 

5.3.5 Stratigraphic Correlations 

In addition to the methods described already, attempts have been made to correlate 
certain stratigraphic features in ice cores with other proxy paleoclimatic records 
that may have better chronological control. For example, a revised timescale for the 
Camp Century ice core was proposed by Dansgaard et al. (1982), who matched ma-
jor (low-frequency) changes in the ice-core record with 8^^0 changes in benthic 
foraminifera from the oceans. They assumed that a lowering of 8^^0 values in the 
ice core indicates cooling and/or an increase in ice thickness, which corresponds to 
higher 8^^0 values in the foraminifera due to reduced ocean volume as the ice sheets 
on land expanded (see Section 6.3.1). On this basis, they reinterpreted their original 
timescale (Dansgaard et aL, 1969), changing the estimated -60 ka B.P. horizon to 
-115 ka B.P. Interestingly, differences between their revised timescale and that orig-
inally predicted by a theoretical flow model imply that the accumulation rate was 
higher in the intervals 125,000-115,000, 80,000-60,000, and 40,000-30,000 yr 
B.P., all times when the oceanic 8^^0 record indicates periods of major global ice 
volume increase. 

One danger in the correlation approach is that certain "events" (e.g., the onset 
of colder conditions, broadly characterized as the Younger Dryas interval) may be 
used to align records from different regions. However, the "Younger Dryas transi-
tion" may not be synchronous and overly simplistic correlations may obscure po-
tentially important leads and lags in the climate system, whereby changes in one 
area ultimately trigger a delayed response elsewhere. Thus, it has yet to be demon-
strated that the "Younger Dryas" oscillation in Greenland ice cores is precisely syn-
chronous with a similar oscillation seen in Antarctic ice (Jouzel et aL, 1987a). This 
has important implications for understanding the cause of this event and the mech-
anisms involved in its propagation. 

Other approaches to stratigraphic correlations between ice cores in Antarctica 
and Greenland, and between ice cores and marine sediments, are discussed in Sec-
tions 5.4.4 and 5.4.5. 

5.4 PALEOCLIMATIC RECONSTRUCTION FROM ICE CORES 

Ice cores have revolutionized our understanding of Quaternary paleoclimatology by 
providing high resolution records of many different parameters, recorded simulta-
neously at each location. Here, we highlight the main results from the northern and 
southern hemispheres and show how these records are related to each other, and to 
changes in forcing. 
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5.4.1 Ice-core Records from Antarctica 

A number of long ice-core records are available from Antarctica but the "crown 
jewel" of Antarctic ice cores is the record from Vostok on the East Antarctic ice 
plateau (78°28' S, 106°48' E, 3488 m above sea level). This is an important record, 
not only because it spans a very long interval of time (3350 m, -426 ka) but because 
it has been recovered from an area where the ice is extremely thick (>3.5 km) and 
complications due to ice flow and disturbance at the bed are minimal. Furthermore, 
the relationship between isotopic fractionation and temperature is clear in this re-
gion, making a climatic interpretation of the isotopic record fairly straightforward. 
Thus, Vostok provides the longest well-resolved ice-core record on earth and a 
yardstick for comparison with other paleoclimatic records (Petit et aL, 1997). 

Figure 5.17 shows the 8^^0 record from Vostok over the uppermost 2083 m of 
the core (Lorius, et aL, 1985). Stages A to H designate the major features of the 
record, with stage A being the Holocene and Stage G being the last interglacial pe-
riod. Four major cold periods (B, D, F, and H), each with 8^^0 of around -62%o, are 
clearly recognizable. Establishing a precise chronology for this record is a funda-
mental problem (as with all ice cores) and requires several assumptions, including 
the original source of the snow (the local ice flow regime) and the accumulation 
rate. At Vostok sub-ice topographic effects are minor and the most significant fac-
tor is the change in accumulation rate over time. Today, accumulation is very low 
(-2.2 g cm"^ a"\ compared to >50 g at Dye-3 in Greenland) but it was probably 
even lower during glacial times, as precipitation in Antarctica is closely related to 
temperature. This relationship has been used to assess precipitation changes by as-
suming that precipitation is a function of the ratio of the derivative of the satura-
tion vapor pressure (s.v.p.) of water at time Z to the same parameter today. As the 
slope of the s.v.p. increases exponentially with temperature, so precipitation will 
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MIS 1-4, and H approximates MIS 6.Thick line is from continuous sampling, thin line from less detailed analysis 
(Lorius et aL, 1985). Stages A and G are interglacials. 
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change as a non-linear function of temperature. Temperature changes are in turn es-
timated from 8^^0 (or 8D) using empirical relationships observed in studies of con-
temporary snowfall (Jouzel et al., 1983). Using this approach, precipitation rates 
at Vostok are estimated to have been 50-55% of modern values during glacial 
times, and, with this estimate, the chronology shown in Fig. 5.17 was established. 
It should be noted that even small differences in estimates of the "modern" accu-
mulation rate at Vostok are amplified at depth; for example, a 10% difference at 
the surface produces an uncertainty of 10,000 yr in the chronology at 2000 m. 
Nevertheless, the proposed time-scale is supported by ^̂ Be data from the same core. 
The ^̂ Be is a cosmogenic isotope produced by cosmic-ray bombardment of the up-
per atmosphere. Assuming a constant production rate, any changes in ^̂ Be concen-
tration in snowfall at Vostok would be due to changes in the accumulation rate 
(Yiou et al., 1985). On this basis, precipitation at the last glacial maximum was 
- 5 0 % of modern values (i.e., only -1.1 g cm"̂  a'^). Both of these approaches to esti-
mating paleo-precipitation rates yield surprisingly similar results (Fig. 5.18). Fur-
thermore, using the s.v.p./precipitation rate relationship as the basis for calculating 
independent chronologies at Vostok and Dome C, a ^̂ Be "spike" is found to coin-
cide (almost) in both cores at around 35,000 yr B.P. (a 3 % correction is required in 
the Dome C s.v.p.-derived chronology), providing confidence that this approach to 
dating the record has validity (Raisbeck et al., 1987). Additional support comes 
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F I G U R E 5.18 Normalized precipitation at Vostok, Antarctica with respect to the Holocene mean value 
(which is I). Upper record is based on the assumption that '°Be concentration in snowfall is a function only of 
changing accumulation rate (thick line not taking '°Be peaks at ~35,000 and 60,000 B.P. Into account). Lower 
record is based on the saturation vapor pressure (s.v.p)-temperature relationship, using 8D to estimate changes 
in temperature, and assuming precipitation is directly related to s.v.p. (jouzel et al, 1989a). 
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from the Byrd ice core where accumulation changes can be estimated down-core by 
continuous acidity measurements (which enable seasonal cycles to be observed) 
(Jouzel et aL, 1989a). These show that accumulation during glacial time was 50% 
of Holocene levels (as at Dome C and Vostok) and with this taken into account, a 
^̂ Be spike is also observed at -35,000 yr B.R in the Byrd record (Fig. 5.19) (Beer 
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FIGURE 5.19 The '°Be concentration "spike" observed in Vostok and Byrd ice cores at --35,000 B.R, as-
suming precipitation was -50% of Holocene levels at LGM (Raisbeck et ai, 1992, and Beer et o/., 1992). 
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et aL, 1992). Hence through a series of procedures, each based on a somewhat ar-
guable premise, there emerges strong support for the notion that precipitation 
amount (at least in East Antarctica) is directly related to temperature (as repre-
sented by isotopic changes) and that precipitation was much lower in glacial times 
than in warmer periods. This provides considerable confidence that the chronol-
ogy shown in Figs. 5.17 and 5.18 is likely to be approximately correct; Lorius et 
aL (1988) suggest an uncertainty of 10,000-15,000 yr at around 160,000 yr in 
this chronology. 

More recent studies of the Vostok record, including an extension of the record 
to >400,000 yr B.P., have focused on continuous measurement of 8D (8^H) rather 
than gi^O (Jouzel et aL, 1987b, 1989a, 1989b, 1993a). The 8D changes by 6%o per 
°C (at the ice surface) in East Antarctica, according to empirical observations and 
model-derived estimates (Jouzel et aL, 1983; Jouzel and Merlivat, 1984). This was 
discussed in more detail in Section 5.2.3. After correcting for higher 8D levels in wa-
ter vapor during glacial times (because of isotopic enrichment of the ocean by the 
heavier isotope of hydrogen) the 8D change from the last glacial to the Holocene 
represents an increase in surface temperature of ~9°C at Vostok (Jouzel, et aL, 
1987a). This compares with an independent estimate based on ice crystal growth 
rate changes with depth, of -11 °C (Petit et aL, 1987) (though this approach is dis-
puted by Alley et aL, 1988). The isotopic estimates assume no change in ice sheet 
thickness, though the lower accumulation rates of the last glacial period suggest 
that the ice sheet elevation may have been lower during stage B than Stage A (Jouzel 
et aL, 1989a). This would make the glacial-Holocene temperature estimate from 
8^^0 or 8D a minimum estimate. 

The 8D values for the last interglacial (Stage G) indicate a period warmer than 
the Holocene by ~2 °C; interstadial Stages C and E were 4-6 °C warmer than the 
glacial maximum (Stage B). Of particular interest is the "two-step" change in tem-
perature during the last deglaciation, when rapidly rising temperatures were inter-
rupted by a cooling episode lasting -1500 yr. It is estimated that surface 
temperatures fell by - 3 - 4 °C at Vostok during this "Antarctic Cold Reversal" 
(based on a peak-to-peak change in 8D of 20%o, for ~25-yr means; Fig. 5.20) 
(Jouzel et aL, 1992; Mayewski et aL, 1996). Detailed analysis of the ice from 
Dome C indicate this cold episode lasted from -13,500 to 11,700 (calendar) yr B.P. 
and seems to be related in some way to the Younger Dryas oscillation seen in many 
records from around the world (Wright, 1989; W. Berger, 1990; Peteet, 1992). Un-
like the records from Greenland ice cores, this "reversal" is not associated with an 
increase in continental dust, or with a drop in CH^ or CO2 levels; CO2 levels ap-
pear to have leveled off at this time, and CH^ levels declined slightly later in the 
cold episode, possibly reflecting tropical aridification and/or cooUng (or even freez-
ing) of high latitude peatland (Jouzel et aL, 1992). However, levels of chloride at 
Taylor Dome during this cold episode indicate an increase in the flux of marine 
salts due to higher wind speeds at that time (Mayewski et aL, 1996). Temperatures 
at Vostok and other locations gradually declined during the Holocene, by -1 °C at 
the surface (Ciais et aL, 1992) a pattern also seen in the Arctic (Koerner and Fisher, 
1990; Bradley, 1990). 
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F I G U R E 5.20 The 8'^0 record (and interpreted changes in atmospheric temperature, above the surface 
inversion) at four Antarctic sites during the last deglaciation, showing a hiatus or reversal in the 8 '^0 increase, 
from ~13,500 to ~ l 1,700 (calendar) yr B.P. Note that here the absolute chronology of each core is not well 
known; they are "matched" based on an optimum fit, relative to the Dome C record (jouzel et o/., 1992). Recent 
work has fixed the Dome C chronology with respect to GISP2 (Mayewski et o/., 1996). 

Further drilling at Vostok has yielded additional ice down to 3350 m. Com-
parison with the SPECMAP marine isotope record (see Section 6.3.3) strongly sug-
gests that the ice core record extends to -426,000 and thus spans the last four 
interglacial-glacial cycles (Fig. 5.21). Of particular note is the long cold episode 
from -180-140 ka B.P. when 8D values remained at levels comparable to the Last 
Glacial Maximum (Petit et al, 1997). 

5.4.2 Ice-core Records from Greenland 

Four ice cores to bedrock have now been recovered from the Greenland ice sheet: 
from Camp Century, Dye-3, and two from Summit, the so-called GISP2 (Greenland 
Ice Sheet Project 2) and GRIP (Greenland Ice Core Project) cores. Three other long 
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F I G U R E 5.21 Deuterium record from Vostok, Antarctica, plotted with the SPECMAP 8'^0 record of con-

tinental ice volume changes (above) (Petit et o/., 1997). 

records have been obtained from the ice sheet margin (Reeh et ai, 1987, 1991, 
1993; Johnsen and Dansgaard, 1992). The GISP2 and GRIP cores, in particular, 
have provided an enormous amount of information about the cUmatic history of 
Greenland and of processes that must have operated over a large area of the North 
Atlantic region, with effects of hemispheric or even global significance. Here, wc 
discuss the long paleoclimatic series from these sites and examine their relationship 
to other records in the area. 

Figure 5.22 shows the 8^^0 record from the GRIP ice cores (Dansgaard et ai, 
1993). The GISP2 and GRIP records are highly correlated down to -2750 m (esti-
mated in the GRIP core to be -103,000 yr ago by means of a flow model) (Grootes 
et ai, 1993). A number of important characteristics of the 8^^0 series can be clearly 
seen. First, the Holocene record was a period of relative stability with a mean 8^^0 
value of-34.9%o at GRIP and -34.7%o at GISP2. Fluctuations are small — on the 
order of ±l-2%o — and show little correlation in detail between sites, probably due 
to local differences in accumulation and wind drifting of snow. A slight decline in 
8^^0 over the course of the Holocene is apparent in both records. Around 8250 yr 
ago (calendar years) a pronounced episode of low 8^^0 values is observed (Fig. 
5.22) and this has been seen at several other sites, including ice cores from the 
Canadian Arctic (Fisher et ai, 1995); it also corresponds to an abrupt drop in at-
mospheric methane levels (Blunier et ai, 1995; Alley et al., 1997c). 
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F I G U R E 5.22 The GRIP 8'^0 record from Summit, Greenland, plotted linearly with respect to depth. Sec-
tion A (left) is the Holocene section, showing only minor changes; section B (right) shows the preceding 250 
kyr record at the same 8 '^0 scale. Note the very large and rapid oscillations throughout the pre-Holocene 
record. Proposed interstadial isotope stages (IS) 1-24 are indicated, together with comparable European pollen 
stages. Dating was by annual layer counting to 14.5 kyr B.P and beyond that by an ice-flow model (Dansgaard 
etai, 1993). 

All Greenland ice cores show that dramatically different climatic conditions 
prevailed in the late Pleistocene, compared to the last 10,000 yr (Dansgaard et al., 
1984; Johnsen et al, 1992; Grootes et al., 1993). In contrast to the relative stability 
of Holocene climate, the preceding -100,000 yr were characterized by rapid 
changes between two (or more) modes. Dansgaard et al. (1993) recognize 24 inter-
stadial episodes between 12,000 and 110,000 yr B.P. when isotopic values were as 
high as -37%o at the GRIP site, separated by stadials, with values dropping precipi-
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tously to as low as -42 %o (see Fig. 5.22). These abrupt changes can be correlated 
between cores as far apart as Dye-3 (southern Greenland), Camp Century (north-
west Greenland), and Renland (east-central Greenland) so, whatever their cause, the 
changes were geographically extensive (Fig. 5.23) (Johnsen and Dansgaard, 1992; 
Johnsen et aL, 1992). Indeed, they are well correlated to changes seen in North At-
lantic marine sediments (Bond et aL, 1992, 1993) that represent large-scale shifts in 
water masses in that region. This is discussed in more detail in Section 6.10. 

Figure 5.22 shows that the changes from low to high h^^O were rapid, followed 
by a slower decline to low values once again (Dansgaard et aL, 1993). This "saw-
tooth" characteristic (Dansgaard et aL, 1984) is seen most clearly in the detailed 
studies that have been carried out on the most recent sequence of changes. The 8^^0 
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F I G U R E 5.23 The 8'®0 records from four Greenland sites (see Fig.5.1) showing parallel,large-amplitude 
changes over very short periods of time. Changes are commonly "saw-tooth" in pattern (see Stage 8, for example) 
with an abrupt shift to higher 8'^0 levels, followed by a slower return to lower values (Johnsen et 0/., 1992). 
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rose very abruptly (over -10 yr) from the Older Dryas (cold) phase to the 
Bolling/Allerod warm period, then fell slowly over the next 1700 yr to the very cold 
Younger Dryas episode (Dansgaard et al, 1989) (Fig. 5.24). This lasted for 1250 ± 70 
yr then ended very abruptly again (within a decade, around 11,640 ± 250 yr ago). 
The transition marked the beginning of Pre-Boreal conditions, which slowly led to 
higher Holocene 8^^0 values. Dansgaard et al. (1989) argue that the Younger 
Dryas/Pre-Boreal shift in 8^^0 of 5 %o at Dye-3 can be interpreted as an increase in 
mean annual surface temperature of 7 ""C, more than half of the total Pleistocene/ 
Holocene change (estimated as at least -12 "̂ C in southern Greenland). Deuterium 
excess (d) also increased at the Younger Dryas/Pre-Boreal transition, suggesting the 
source area of moisture shifted rapidly northward at that time. The exposure of rel-
atively cold seawater closer to the Summit site would provide both a moisture 
source (for the heavier accumulation of the Pre-Boreal period) and a lower evap-
oration temperature in the moisture source region, leading to lower d values in 
snowfall at Summit. Later, as the North Atlantic became warmer, d values slowly 
increased (Dansgaard et al., 1989). 

Pronounced isotopic changes were accompanied by equally dramatic changes 
in accumulation (Fig. 5.25). Accumulation more than doubled at the transition 
from the Older Dryas to the BoUing/AUerod, then declined to low values in the 
Younger Dryas, before doubling within only a few years at the start of the Pre-
Boreal period (Alley et al., 1993). This increase in accumulation must have been as-
sociated with an increase in temperature, because precipitation amount, 8^^0, and 

F I G U R E 5.24 The Dye-3, Greenland record at the time of the Younger Dryas episode. Right side of dia-
gram shows in detail the changes at the end of this episode, around 10,700 (calendar yr) B.R 8 '^0 increased by 
~6%o within 50 yr, accompanied by an even more rapid decline in deuterium excess and in dust levels (Dans-
gaard et al, 1989). 
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F I G U R E 5.25 Accumulation changes at the Summit site, Greenland (from the GRIP ice core) between 
-17,500 and 9500 calendar yr B.P.The very rapid changes at the transitions between climate stages are shown 
in detail in the bottom half of the figure. Colder stages were associated with much lower levels of accumulation 
(Alley eto/., 1993). 

temperature are all positively correlated (Clausen et al., 1988; Dahl-Jensen et al., 
1993). On this basis, Alley et al. (1993) also estimate that temperature changed by 
up to 7 °C from the Younger Dryas to the Pre-Boreal period. 

Changes in atmospheric dust also occurred, with the colder periods being times 
when relatively alkaline (Ca^^ rich) continental dust accumulated on the ice cap 
(Mayewski et al., 1993, 1994). This is most clearly seen in the electrical conductiv-
ity (ECM) of the ice (Fig. 5.26a) where the cold dry periods are seen as having lower 
ECM values than the wetter interstadials (Taylor et al., 1993). This is true for the 
BoUing/AUerod/Younger Dryas episodes as well as earlier stadial/interstadial events 
(Fig. 5.26b) and provides a vivid picture of how climatic conditions oscillated be-
tween different states before 27,000 yr ago, and again in late glacial time. The ECM 
in the Vostok ice core provides a similar indication of dust levels associated with a 
changing climate. 

The deepest -300 m of both GRIP and GISP2 ice cores poses a dilemma as 
there is very little correspondence between them (Taylor et al., 1993a; Johnsen et 
al., 1995). This is surprising in view of the excellent agreement between the two 
cores (and with other cores) above these levels. The differences appear to be related 
to disturbances in the ice (at one, or both, core sites) due to deformation at depth. 
The GRIP site is at the present day ice divide and, therefore, simple vertical strain is 
the primary factor in thinning each annual layer that accumulated, unless a shift in 
the position of the ice divide occurred. The GISP2 site is off to the side of the divide 
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F I G U R E 5.26 Electrical conductivity (ECM) in the GRIP Summit ice core (Greenland) between 15,500 and 
10,500 and 10,000-40,000 calendar years B.P. Cold episodes such as the Younger Dryas are characterized by 
low ECM values, warmer episodes by higher values reflecting the relative change in atmospheric dust loading 
(Taylor et o/., 1993b). 

and so the ice is more likely to have been subjected to shear (Alley et aL, 1995). At 
both locations it is possible that "boudinage effects" (Staffelbach et aL, 1988; Cun-
ningham and Waddington, 1990) have caused some layers to be differentially 
thinned at great depths. Boudins are "pinch and swell" structures (Fig. 5.27) that 
can develop in materials where viscous layers are sandwiched between less viscous 
material. In such conditions, initially small surface irregularities in individual lay-
ers can become amplified as the layers thin. Because ice from the last interglacial pe-
riod is relatively clean (like Holocene ice, it contains little wind-blown dust; 
Mayewski et aL, 1993) whereas glacial age ice is quite dust-laden (and therefore less 
viscous than the interglacial ice), conditions appear to be favorable for flow boudi-
nage, leading to "swelling" of layers in some locations relative to others; indeed 
some parts of a particular layer may have been pinched out altogether. Obviously in 
the narrow diameter of an ice core only a tiny sample of any layer is obtained and it 
is impossible to tell if a "pinch" or "swell" is being sampled. However, theoretically 
such flow boudinage could lead to sharp discontinuities in the 8^^0 record. 

As the two Summit cores correlate well with each other down to -2700 m, and 
with ice cores from Dye-3 and Camp Century, the abrupt changes in the last glacial 
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FIGURE 5.27 Schematic diagram to illustrate the potential problems caused by flow boudinage on the 
Interpretation of two adjacent ice cores due to the "pinching out" of layers. 

period certainly represent some sort of large-scale climatic process, but the differ-
ences between GRIP and GISP2 cores at greater depth point to possible distur-
bances in one or both of the cores. One way to resolve the problem is to look for 
evidence of inclined or disturbed layering in the core stratigraphy at depth (Meese 
et aL, 1997; Alley et al, 1997b). In the GRIP core, such layering is seen at 2847 m 
but in the GISP2 site it starts around 2678 m (Grootes et al, 1993). In the GRIP 
core there is no strong evidence of overturned folding of the ice, though there is a 
section (from 2900-2954 m) that is quite disturbed; above and below that, how-
ever, there appears to be a relatively undisturbed sequence (Johnsen et aL, 1995). 
This suggests that, overall, there may be a longer climatic record at the GRIP site, 
but the (undisturbed) record may be separated by sections that are uninterpretable. 
Chappellaz et al, (1997) examined this possibility by comparing CH^ in the lower 
GRIP and GISP2 ice cores to the Vostok CH^ record, which is undisturbed. This re-
vealed that sections of both cores are very probably undisturbed and of interglacial 
age, whereas other sections are made up of either older or younger ice. Hence, the 
seemingly abrupt changes in 8^^0 should not be interpreted as representing rapid 
changes in climate during the Eemian. 

One final point worthy of note concerning ice core records from Greenland: 
remarkable records have been recovered by sampling surface ice along the ice sheet 
margin, from the equihbrium line to the ice edge (Reeh et al., 1991). The 8^^0 from 
these "horizontal ice cores" is highly correlated with that in deep ice cores (Fig. 5.28) 
because ice flow has advected ice originally deposited in the accumulation area to the 
ice sheet margin (see Fig. 5.16). The significance of this is that, potentially, large sam-
ples of quite old ice could be obtained by literally mining the ice margin, rather than 
coring the base of the ice sheet to obtain very small samples (Reeh et al., 1987). Reeh 
et al. (1993) note that Summit cores yield less than 10 kg of ice per century for stud-
ies of ice older than 40,000 yr B.P., and less than 5 kg for ice of interglacial age. 
Larger samples from the ice margin might permit detailed investigations of, say, dust 
or pollen content in the distant past. 



166 5 ICE CORES 

-40 -35 
8^'0 (%o) Be(10''atoms/g) 

F I G U R E 5.28 Comparison of 8 '^0 records from Pakitsoq (on the west Greenland ice sheet margin) and 
Camp Century. Arrows connect the points considered to be synchronous.The dashed lines show the expected 
change in 8'^0, even without a change in climate, due to ice flow to the sample site (from higher elevations, and, 
therefore, lower 8'^0) (modified from Reeh, 1991). 

5.4.3 Past Atmospheric Composition from Polar ice Cores 

Ice cores are extremely important archives of past atmospheric composition. In par-
ticular, they contain records of how radiatively important trace gases — carbon 
dioxide, methane, and nitrous oxide — have varied both in the recent past, and over 
longer periods of time (Raynaud et aL, 1993). In addition, ice cores provide records 
of air mass characteristics (seen in total ion glaciochemistry) as well as the history 
of explosive volcanic eruptions and changes in atmospheric dust content that may 
have had significant effects on the global energy balance. 

Instrumental measurements of radiatively important trace gases ("greenhouse 
gases") have a relatively brief history, generally providing a perspective on current 
gas concentrations of less than 40 yr. These measurements reveal dramatic increases 
in CH4, CO2, N^O, and industrial chlorofluorocarbons. Over the same period, lev-
els of heavy metals such as lead and vanadium, as well as anthropogenic sulfate and 
nitrate have also increased dramatically (Oeschger and Siegenthaler, 1988; Ehhalt, 
1988; Stauffer and Neftel, 1988; Mayewski et aL, 1992). Ice cores enable the short 
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instrumental records of these contaminants to be placed in a longer-term perspec-
tive, providing some measure of the background, preindustrial levels that prevailed 
before global-scale anthropogenic effects became important (Etheridge et al., 1996). 
Fig. 5.29 shows the concentration of CO2 and CH^ in Antarctic ice cores over the 
last 150-250 yr; in 1995, CH^ concentration reached 220% of its eighteenth 
century values whereas CO^ was at 130% of its preindustrial level. The N2O levels 
were 110% of what they were 250 yr ago. Collectively, these data unequivocally 
document the dramatic increases in greenhouse gases over the last 200-300 yr, to 
levels far higher than anything seen in records spanning the last 220,000 yr 
(although older records cannot provide the same time resolution of more recent ice 
cores). The extent to which these changes are responsible for recent changes in 
global temperature remains controversial (Lindzen, 1993; Karl 1993; Mann et aL, 
1998) but there is little doubt that if current trends continue, significant changes in 
global climate will occur. 

One of the more important results from the Vostok ice core is the evidence that 
atmospheric composition has not remained constant over glacial-interglacial cycles. 
In particular, the concentration of radiatively important trace gases — carbon diox-
ide, methane, and nitrous oxide — have all changed significantly. There is also evi-
dence that aerosol concentrations changed dramatically and that changes in the 
global sulphur cycle may have had important consequences for global cloudiness 
and hence the earth's energy balance. These changes can also be used to link the 
chronologies of ice core records in both hemispheres because the mixing times of 
the important trace gases are short (1-2 yr), so that changes observed in one record 
should be essentially synchronous in both hemispheres. In this section, these issues 
are examined in more detail. 

A fundamental problem in constructing a paleo-record of trace gas concentrations 
from ice cores is the fact that the air in ice bubbles is always younger than the age of 
the surrounding ice (Schwander and Stauffer, 1984). This is because as snow is buried 
by later snowfalls and slowly becomes transformed to firn and ice, the air between the 
snow crystals remains in contact with the atmosphere until the bubbles or pores of air 
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F I G U R E 5.29 The CO2 and CH^ levels in Antarctic ice cores (Siple and DE08, see Fig. I). Solid lines are 
instrumentally recorded values (Raynaud et aL, 1993). 
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become sealed at the firn/ice transition (when density increases to 0.8-0.83 g cm"^). 
The sealed bubbles thus contain air that is representative of atmospheric conditions 
long after the time of deposition of the surrounding snow (Fig. 5.30). "Pore close-off" 
varies with accumulation rate, ranging from -100 yr at high accumulation sites like 
Dye-3 in Greenland or Siple Station in Antarctica, to as much as 2600 yr at very low 
accumulation sites in central East Antarctica. Furthermore, this value will have 
changed over time because accumulation rates were much lower in glacial times and 
thus the density-depth profile (or time to "pore close-off") will have been considerably 
longer. At Vostok, the change in accumulation rate from interglacial to glacial time 
changed the air-ice age difference from -2500 yr to -6000 yr or more (Barnola et al., 
1991; Sowers et al., 1992) (Fig. 5.31). Another consideration is that not all pores in a 
given stratum become sealed at the same time (perhaps closing over a period of -50 yr 
at Dye-3, but -500 years at Vostok, for example) so the air bubble gas record should 
be considered a "low pass" filtered record, with each sample of analyzed crushed ice, 
being representative of gas concentrations over several tens to several hundreds of 
years. The highest resolution records should therefore be found in high accumulation 
rate areas where snow is buried quickly and pore close-off is rapid. Such conditions 
tend to be found in warmer polar environments such as southern Greenland or in the 
more maritime sections of Antarctica. Unfortunately, this can create an additional 
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F I G U R E 5.3 I Difference in age (AT) between the ice and air which it encloses, atVostok, Antarctica, based 
on a model of the air trapping process. Changes in accumulation rate over time result in variations in AT 
(Barnola et o/., 1991). 

problem with some trace gas records if surface melting and refreezing has occurred. 
This can seriously affect CO2 levels in the ice, as appears to have happened in ice cores 
from Dye-3, southern Greenland; earlier records from that site are nov^ considered to 
be suspect (Jouzel et aL, 1992; Sowers and Bender, 1995). 

Figure 5.32 shows the CO^ and CH^ records over the last 220,000 yr from Vos-
tok, in comparison with the estimated temperature change in the atmosphere (above 
the surface inversion) derived from 8D, taking into account the air-ice age difference 
and its changes with depth (Jouzel, et aL, 1993b). It is clear that there is a very high 
correlation between AT and ACH^ (r^^~0.8). During glacial times CO2 levels were 
around 180-190 parts per milUon by volume (p.p.m.v.) compared to interglacial lev-
els of 270-280 p.p.m.v. Similarly, CH^ levels were around 350-400 parts per billion 
by volume (p.p.b.v.) in glacial times, versus -650 p.p.b.v. in interglacials. Of partic-
ular significance is the phase relationship between CO2 levels and AT during the 
transition from glacial to interglacial climate and back again to glacial times. At the 
change from Stage H to Stage G (penultimate glacial stage to last interglacial), CO2 
was essentially in phase with AT, as far as can be determined, given the uncertainty 
in ice-air age difference as discussed already. Similar in-phase relationships are seen 
in the Byrd and Dome C records (Raynaud and Barnola, 1985; Neftel et aL, 1988). 
However, in the subsequent shift towards colder conditions (from -130 ka to 115 
ka B.P.) CO2 levels remained high while AT dropped by an estimated 7 °C (Barnola 
et aL, 1987). This change in temperature occurred before continental ice growth in 
the northern hemisphere started to influence oceanic b^^O and sea level (Chappell 
and Shackleton, 1987). The most rapid decline in CO2 occurred from -115-105 ka 
B.R, when levels fell from -265 to 230 p.p.m.v. This points to some mechanism first 



170 5 ICE CORES 

:§ 

!5 

100 150 

Age (kyr B.P.) 

F I G U R E 5.32 The Vostok record of changes in the concentration of carbon dioxide (top) and methane (bot-
tom) with temperature above the surface inversion expressed as differences from present. Temperatures are esti-
mated from changes in 6D. The difference in age between the air and the enclosing ice has been tal<en into 
consideration, as have changes in this value, with variations in accumulation rate over time (jouzel et o/., 1993b). 

initiating a change in climate and subsequently leading to a situation in which at-
mospheric CO2 levels were drawn down. The most probable mechanism for such a 
scenario is orbitally driven radiation changes, which brought about changes in the 
deep ocean circulation. This may have resulted in increased biological activity in ar-
eas of upwelling, which then brought about a reduction in atmospheric CO2 levels. 
The radiative consequences of such a reduction would have reinforced any orbitally 
induced cooling, eventually leading to full glacial conditions. At a later stage, the 
rapid CO2 increase at glacial-interglacial transitions may have been more related to 
changes in the surface ocean circulation (Barnola et ai, 1987). 

The long-term record of CH^ is broadly similar to that of CO2 in the sense of 
large glacial-interglacial changes, but some important differences are nevertheless ap-
parent (Fig. 5.32). Whereas CO^ levels declined slowly from the last interglacial 
(Stage G) to Stage B, methane levels following Stage G remained generally low, punc-
tuated by higher levels during interstadial times (Chappellaz et ai, 1990; Brook et ai, 
1996). This difference in the CO^ and CH^ records reflects the fact that the primary 
driving forces for CO2 and CH^ are different. Atmospheric CO2 levels are largely the 
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result of oceanic changes, whereas there is relatively little CH^ dissolved in the ocean 
and atmospheric levels are driven by changes in source areas on the continents. In 
particular, the extent of w^etlands in the tropics (but also at high latitudes of the 
northern hemisphere) is of critical importance to CH^ levels in the atmosphere. This 
points to the significance of monsoon circulations and their influence on the extent of 
low latitude wetland areas over glacial-interglacial cycles (Petit-Maire et ai, 1991). 
Considering that CH^ is removed from the atmosphere largely by hydroxyl ion (OH") 
oxidation in the atmosphere, and that it is likely such a sink was more effective (with 
more abundant water vapor in the atmosphere) during warmer interglacial times, 
Raynaud et al, (1988) estimate that the global emissions of CH^ increased by a factor 
of 2.3 from glacial to interglacial times. This compares with an observed increase 
(in the ice core record) of 1.8. Such an increase probably resulted from more exten-
sive tropical wetlands and attendant anaerobic bacterial methanogenesis, and from 
higher rates of bacterial activity in high latitude peatlands during interglacials. Sup-
port for this hypothesis comes from detailed CH^ measurements spanning the 
Holocene period in the GRIP (Summit) ice core from Greenland (Blunier et al., 
1995). Methane levels reached a minimum of -590 p.p.b.v. at 5200 years B.P. com-
pared to early and late Holocene levels around 730 p.p.b.v. (Fig. 5.33). This decline 
in CH^ levels from the early to mid-Holocene corresponds to the well-recognized 
reduction in area of tropical wetlands over this interval with maximum aridity 
around 5000-6000 yr B.P. (Street-Perrott, 1993). The subsequent rise in CH4 levels is 
thought to be due to growth of high latitude peatlands, since tropical regions in gen-
eral remained relatively dry in the late Holocene. 
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As noted earlier, the large difference in age between gas content and the age of 
the enclosing ice in areas of low accumulation like Vostok makes it difficult to com-
pare directly the isotopic and gas records. This problem is minimized at Summit, 
Greenland where the CH^ and 8^^0 records over the period from 8000 to 40,000 
yr B.P. provide clear evidence that large CH^ and isotopic shifts have occurred es-
sentially simultaneously (Chappellaz et aL, 1993; Brook et al., 1996) (Fig. 5.34). 
Such rapid changes in the isotopic content of Greenland snow are considered to be 
linked to changes in North Atlantic themohaline circulation (deepwater produc-
tion), which may thus provide the connection between tropical wetland extent and 
high latitude temperature. Alternatively, the higher CH^ levels may reflect de-
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F I G U R E 5.34 The record of CH^ in air bubbles, and 8'®0 of ice from Summit, Greenland (based on the 
GRIP ice core).The solid line in the upper figure is the mean concentration and the thin lines represent measure-
ment uncertainty (2a). Higher CH^ levels are associated with higher 8'®0 levels (Chappellaz et al. 1993). 
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gassing of northern peatlands, in unglaciated areas (such as northern Eurasia and 
Alaska) during the warmer "interstadial" episodes seen in Fig. 5.34. Whatever the 
cause of these rapid oscillations, they will eventually provide a valuable chronologi-
cal tool for matching the Antarctic and Greenland ice core records, at least in those 
areas of high accumulation where high-resolution trace gas data can be obtained. 

Long-term changes in nitrous oxide (N2O), another greenhouse gas, have also 
been determined from air bubbles in Antarctic ice — in this case from the Byrd ice 
core (Leuenberger and Siegenthaler, 1992). As with CO2 and CH^, N2O levels were 
also much lower in glacial times, 30% lower than levels in the Holocene (-190 
p.p.b.v. vs -265 p.p.b.v.) (Fig. 5.35). Lower atmospheric N2O concentration proba-
bly resulted from a reduction in the production rate in soils during glaciations, 
when the global terrestrial biomass was significantly reduced (estimated reductions 
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F I G U R E 5.35 Concentrations of nitrous oxide and other greenhouse gases in the Byrd station ice core, 
Antarctica (plotted in terms of estimated gas age) with the 8 '^0 values.The LGM values of N j O vŷ ere 30% 
lower than in the Holocene (Leuenberger and Siegenthaler, 1992). 
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range from 22-57% of preindustrial conditions). Interestingly, the main sink for 
N2O is in the stratosphere, where it reacts with ozone. Hence, stratospheric ozone 
levels may have been higher during the LGM, leading to lower ultraviolet (UV) ra-
diation levels in the troposphere. 

Spectral analysis of the CO^ and CH^ records in Vostok ice reveals periodicities 
that appear to be related to orbital forcing, though the signal is not simple. In the 
original 160 ka chronology of CO2, for example, the strongest periodicity was in 
the precessional frequency band (-20 ka) but in the extended 220 ka record a 
strong obliquity (-41 ka) periodicity is apparent, as in the 8D series. The CH^ 
shows a strong precessional cycle over the last 160 ka but as can be seen in Figure 
5.32 this is less significant over the last 220 ka. For reasons as yet unknown, CH^ 
does not undergo strong variations in the penultimate glacial period and, indeed, 
there is no evidence of a lag between CO2 and AT going from warm conditions 
around 220 ka to 160 ka B.P., like that observed in the subsequent glacial cycle. 

If the 8D or 8^^0 record from Vostok is considered to be the "product" of vari-
ous forcing factors, multivariate analysis can be used to try to identify the most im-
portant of these "independent" variables (Genthon et al., 1987). Such an analysis 
reveals that changes in greenhouse gases are of primary importance in explaining 
the variance of temperature changes in Antarctica over the last glacial-interglacial 
cycle, though it is certainly likely that orbitally induced changes in solar radiation 
distribution in some way modulate changes in greenhouse gases such as CO2, CH^ 
and N2O. These considerations led Genthon et al. (1987) to conclude that "climatic 
changes [are] triggered by insolation changes, with the relatively weak orbital forc-
ing being strongly amplified by possibly orbitally induced CO2 changes." To this we 
could certainly add CH^, N2O and other atmospheric constituents (aerosols, DMS, 
etc.). This is of particular significance in understanding the synchronism of major 
glaciations in the northern and southern hemispheres, which are difficult to explain 
from orbital theory alone. 

Although the radiative effects of greenhouse gases (and their associated feed-
backs) are clearly important for the earth's energy balance, biogenic sulphur pro-
duction (dimethyl sulphide, DMS, which oxidizes to sulphate in the atmosphere) 
also plays an important role (Charlson et al., 1987). With higher levels of DMS pro-
duction, the number of cloud condensation nuclei increase, leading to more exten-
sive stratiform clouds, a higher planetary albedo, and hence (perhaps) lower 
temperatures (Legrand et al., 1988). Measurements of methane sulphonic acid (an 
oxidation product of DMS) in Dome C and less specific measurements of non-sea 
salt sulphate (nss SO^") in Vostok ice reveal important increases during cold peri-
ods (even after taking into account changes in accumulation rate and possible en-
hanced transportation of nss SO^" to Antarctica at those times) (Saigne and 
Legrand, 1987; Legrand et al, 1987, 1991). At Vostok, for example, in Stages B, C, 
and D, nss SO^" levels were 27-70% higher than in interglacial Stages A and H, 
suggesting greatly enhanced productivity of the oceanic biota that produce DMS 
during the period from -70-18 ka B.P. (Legrand et al, 1991). This probably reflects 
higher biological activity in upwelling areas of the ocean during colder intervals 
(Sarnthein f̂ ^/., 1987). 
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It is possible to estimate the direct radiative effects of the glacial-interglacial 
changes in greenhouse gases on global temperature change from radiative-convective 
models; for CO2 this is around 0.5 °C; for CH4 0.08 °C; and for N^O, 0.12 °C 
(Leuenberger and Siegenthaler, 1992). However, the more important issue con-
cerns the associated feedbacks, involving clouds, snow cover, sea ice, etc., which 
may have resulted from (and amplified) these changes. The overall (equilibrium) 
temperature change due to doubling of CO2, including radiative effects and feed-
backs, is referred to as the climate sensitivity and the amplification effect as the 
net feedback factor (f). General circulation model experiments lead to estimates 
of f in the range of 1-4 so that the direct radiative effects of a doubling of CO2 
levels will be increased by a factor of 1 to 4. Using the observed changes in green-
house gases, dust, non-sea salt sulphate and global ice volume, together with cal-
culated orbitally induced changes in radiation, Lorius et al. (1990) attempted 
to account for the overall variance in Vostok temperature over the last glacial-
interglacial cycle. Their analysis revealed that 50 ± 10% of the variance of the 
temperature record (~6 °C in the atmosphere above Vostok) is accounted for by 
greenhouse gas changes. If this figure can be applied to global glacial-interglacial 
temperature changes (estimated as --4-5 °C; Rind and Peteet, 1985) then it sug-
gests that changes in greenhouse gases were responsible for ~2 °C of the global 
temperature change over the last climatic cycle. Comparing this figure with the 
calculated direct radiative effect (0.7 °C) suggests a net feedback amplification 
value (f) of ~3 . This is in line with model estimates, though at the high end of the 
general range. Possibly this reflects a higher climate sensitivity in glacial times, 
when "slow feedbacks" associated with ice extent on land, and semi-permanent 
sea ice and ice shelves, may have played a stronger role in amplifying the radia-
tive forcing than they do at the present time. 

One of the more remarkable features of ice cores from both hemispheres is the 
dramatic increase in aerosol concentration during the last glacial period. At Vostok, 
there were three main episodes of increased aluminum concentrations (an index of 
continental dust, which is primarily made up of aluminosilicates); these peaks are 
centered on 160 ka, 60 ka, and 20 ka B.P. (i.e., cold Stages H, D, and B) (De Ange-
lis et al., 1987; Petit et al., 1990). Taking into account changes in accumulation 
rates over time, annual dust fluxes have been calculated (Fig. 5.36). These show that 
dust flux was 15 times higher in Stage B than during the Holocene. This is related 
to both an increase in mean wind speed (also leading to higher sea salt sodium lev-
els in glacial times; De Angelis et al., 1987) as well as drier conditions in many arid 
and semiarid areas of the world. Sources of dust in the southern hemisphere are the 
semiarid areas of Patagonia, and the extensive continental shelves that were ex-
posed during glacial times. Isotopic studies on dust from the LGM in Dome C 
clearly point to Patagonia as the primary source region (Grousset et al., 1992). Sim-
ilarly, geochemical analysis of dust in Byrd, Vostock, and Dome C ice cores indicates 
a mixture of both marine carbonates and clays (mainly illite) from the Patagonia 
desert areas (Briat et al., 1982; Delmas and Petit, 1994). Studies of the optical prop-
erties of LGM dust from Dome C suggest that there may have been important 
radiative effects on surface temperature due to the increased aerosol load (Royer et 
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F I G U R E 5.36 Dust flux atVostok (X lO'^cm y r ' ) In relation to the estimated surface temperature change 
from the present, derived from changes In 8D. Both records have been mathematically smoothed (see Fig. 5.32) 
(Petit eto/., 1990). 

aL, 1983). Although subject to considerable uncertainty, they estimate that the tem-
perature effect resulted in a warming of -2 °C over Antarctica, which would com-
pensate somewhat for the lower levels of atmospheric greenhouse gases at that time 
(Overpeck ^̂  ̂ /., 1996). 

Glaciochemical analysis of ice cores from Greenland and Antarctica provides a 
comprehensive perspective on air mass characteristics that can be characterized in 
terms of the total chemistry in the ice. Thus, Mayewski et al. (1997) recognize that 
in the GISP2 ice core two major circulation regimes prevailed during the last glacial 
interglacial cycle. One regime is dominated by a polar/high-latitude air mass (with 
higher levels of continental dust and marine-derived ions) and a second mid-, low-
latitude air mass (with high levels of biogenic nitrate and ammonium ions). Figure 
5.37 shows the variations of these two regimes over the last 110,000 yr. As one 
might expect, this reveals that the abrupt changes in h^^O during the last glacial 
(Dansgaard-Oeschger oscillations) were associated with pronounced shifts in circu-
lation regimes. During cold events (low 8^^0) a polar/high latitude circulation pre-
vailed whereas during the Holocene and mild interstadials, the mid-, low-latitude 
circulation pattern was more prevalent (Mayewski et aL, 1994). The changes in 
dominance of circulation regimes seen so prominently during the last glacial period 
are also identifiable (albeit more subtly) during the Holocene, enabling the princi-
pal circulation changes during recent millennia to be identified (O'Brien et ai, 
1995). Although such changes are defined by the ice-core geochemistry in a remote 
part of Greenland, there is evidence that they may have significance far beyond this 
region because of teleconnections linking the atmospheric circulation over long dis-
tances (Stager and Mayewski, 1997). 
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F I G U R E 5.37 Variations in the two main principal components of the glaciochemistry of the GISP2 ice 
core over the last 110,000 yr (based on covariations in sodium, potassium, ammonium, calcium, magnesium, sul-
fate, nitrate, and chloride ions).The lower line is interpreted as changes in the relative importance of polar/high 
latitude circulation regimes and associated air masses, and the upper line as changes in mid-, low-latitude circu-
lation regimes (Mayewski et o/., 1997). 

5.4.4 Volcanic Eruptions Recorded in Ice Cores 

Explosive volcanic eruptions may produce large quantities of sulfur and chlorine 
gases, which are converted to acids in the atmosphere and may be carried long dis-
tances from the eruption site (Devine et ai, 1984; Rampino and Self, 1984). When 
these acids are v^ashed out at high latitudes, the resulting acidic snov^fall (and dry de-
position of acidic particles directly on the ice sheets) produces high levels of electrical 
conductivity, which appear as "spikes" above natural background levels in ice cores 
(Hammer, 1977; Hammer et al, 1980). In most cases these acidity spikes result from 
excess sulfuric acid events (Figs. 5.14 and 5.38). Hammer's original studies showed a 
remarkable similarity between electrolytic conductivity in the Greenland Crete ice 
core and Lamb's Dust Veil Index (Lamb, 1970, 1983), indicating that the elevated 
acidity (above background levels) could be used as an index of volcanic explosivity. 
Large explosive eruptions are commonly associated with lower temperatures on a 
hemispheric (or sometimes even global) scale (Bradley, 1988) although circulation 
anomalies can lead to warmer conditions in some regions (Robock and Mao, 1995). 

Volcanically induced conductivity variations have now been extensively investi-
gated in other cores from Greenland, Antarctica and elsewhere, often with ionic 
analysis to determine the precise chemistry of the acidity spikes (Holdsworth and 
Peake, 1985; Mayewski etal, 1986; Legrand and Delmas, 1987; Lyons etal, 1990; 
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Moore et ai, 1991; Delmas et aL, 1992; Zielinski et aL, 1994). Chemical analysis 
enables more precise "fingerprinting" of individual eruptions, some of which pro-
duce large amounts of HCl or HF, for example, rather than H2SO4 (Symonds et aL, 
1988; Hammer et aL, 1997). 

The longest record of SO^' concentration in an ice core comes from the GISP2 
site in Greenland and spans the last -110,000 yr (Zielinski et aL, 1996). This pro-
vides a unique record of the volcanic aerosol, which is of most importance climati-
cally. Temporal resolution of the analyses is ~2 yr for the last 11,700 yr, but then 
declines back in time (3-5 yr-samples back to -14,800, 8-10 to -18,200, 10-15 to 
-50,000, and up to 50 yr per sample towards the oldest section of the core). This 
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makes it difficult to compare these short-lived events directly because a single acid-
ity spike readily seen in the Holocene w^ould be effectively diluted over the longer 
periods represented by deeper samples. Nevertheless, there are many episodes when 
SO4 concentrations exceeded those levels observed after recent major eruptions, 
suggesting that SO^ levels may have been extraordinarily high at times in the past, 
and/or maintained for up to several decades at climatically significant levels. Thus 
the SO4 record from GISP2 provides a very important perspective on volcanic 
events on the decade to millennial timescale (Zielinski et aL, 1996). Several periods 
stand out as having been particularly active, especially 8--15 ka and 22-35 ka B.P. 
(Fig. 5.39). It is interesting that these times correspond to the times of major ice 
growth and decay. This suggests that the greater frequency of eruptions may be a 
direct consequence of increased crustal stresses associated with glacial loading and 
unloading, and/or changes in water loading of ocean basins, especially in areas with 
a thin lithosphere (such as the volcanically active island arcs of the Pacific Rim 
(Zielinski et aL, 1996). Thus, there may be a direct feedback between continental 
ice growth and explosive volcanism, with orbitally driven ice volume changes 
driving shorter-term climatic changes associated with the eruptions. 

The five largest sulfate anomalies at GISP2 over the last 2000 yr were in 1831 
(Babuyan, Philippines), 1815 (Tambora, Indonesia), 1640 (Komataga-Take, Japan), 
1600 (Huaynaputina, Peru), and 1259 (possibly El Chichon, Mexico or a near-
equatorial source) (ZieUnski et aL, 1994). Several major eruptions were recorded in 
cores from Antarctica as well as Greenland, indicating near-equatorial events from 
which dust and gases spread into both hemispheres (Langway et aL, 1988; Palais 
et aL, 1992; Delmas et aL, 1992). This points to a difficult problem in assessing the 
overall eruption size from measurements in an individual ice core. Ice cores from 
Greenland, for example, are likely to record Icelandic and Alaskan eruptions as 
larger than equivalent-sized eruptions at lower latitudes, simply because Greenland 
is located closer to the high latitude source regions (Hammer, 1984). However, even 
deposition from nearby eruptions will not be dispersed uniformly over the ice sheets, 
so estimates based on single (-10-15cm diameter!) ice-core samples may be mislead-
ing (Clausen and Hammer, 1988). Indeed, some major eruptions were not registered 
at all in some ice cores (Delmas et aL, 1985). Ideally, a suite of cores extending lon-
gitudinally along the major mountain ranges of the world is needed to get a more 
global picture of volcanic aerosol dispersal. However, in many high altitude, low lat-
itude ice cores, deposition of alkaline aerosols neutralizes the volcanic acids and 
hence eliminates the eruption signal (also a problem during glacial times, when at-
mospheric dust levels were much higher than in the Holocene). Nevertheless, the col-
lection of many short cores from a wide area of the larger ice sheets, and along 
polar/alpine transects (e.g., from the South Pole to Ecuador) will eventually enable a 
better assessment of the spatial pattern of acid deposition to be made, leading to a 
more reliable record of past explosive volcanism in both the northern and southern 
hemispheres (Clausen and Hammer, 1988; Mulvaney and Peel, 1987). Cores from 
Antarctica reveal major eruptions affecting the southern hemisphere that were not 
recorded in the northern hemisphere, including a second major event shortly before 
Tambora (possibly around 1809) (Delmas et aL, 1992; Cole-Dai et aL, 1995). 
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F I G U R E 5,39 The GISP2 (Greenland) record of sulfate from volcanic eruptions with the terrestrial dust 
record, represented by Ca^*(upper diagram).TIme Is In years before A.D. lOOO.The eruptions of Toba, Indonesia 
(~7l,000 yr B.R),the Icelandic Z2 ash zone (-53,680 years B.R),and the Phlegraean Fields eruptlon/Campanlan 
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exceeding an SO^ concentration of 74 p.p.b. (dashed line); this Is approximately the magnitude of the largest his-
torical eruption (Tambora) recorded at GISP2. Because of the decrease In temporal resolution with depth, the 
number of individual eruptions is underestimated back in tIme.The solid line is an estimate of the number of 
eruptions that may have occurred, if the sampling resolution was the same as in the Holocene throughout the 
record; thus the lines are coincident for the last ~ 12,000 yr (ZielinskI et o/., 1997). 
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One approach that can be used to "scale" the ice-core sulfate (or acidity) record 
to compensate for long-distance dispersal of volcanic aerosols is to use the concen-
tration of atomic bomb fallout on the Greenland Ice Sheet (from both high and low 
latitude sources) as a guide to how aerosols, dispersed via the stratosphere, are de-
pleted en route from the source area (Clausen and Hammer, 1988). Using this idea, 
Zielinski (1995) estimated atmospheric optical depth changes resulting from major 
explosive eruptions of the last 2100 years. His analysis indicates that the overall im-
pact of volcanic eruptions on atmospheric turbidity was significantly greater in the 
last 500 years than in the preceding 1600 years. In particular, multiple large erup-
tions in the interval A.D. 1588-1646 and 1784-1835 probably had a significant cu-
mulative impact on atmospheric optical depth, leading to cooler conditions at those 
times (Bradley and Jones, 1995). 

5.4.5 Correlation of Ice-core Records from Greenland and Antarctica 

Because it is not yet possible to date deep ice cores directly by radiometric means 
(at least not beyond the radiocarbon timescale), establishing a precise chronology 
for long ice-core records relies on flow models, which are very sensitive to assump-
tions about past accumulation history and ice dynamics. Thus absolute chronolo-
gies are quite uncertain, making comparison of paleoclimatic records from one 
region to another quite difficult (Reeh, 1991). One means of correlating ice core 
records over long distances, at least in a relative sense, is to compare those con-
stituents that vary on a global scale and are thus likely to have fluctuations that are 
essentially simultaneous. One such parameter has already been mentioned: ^^Be 
"spikes," resulting from some short-term increase in production rate (the cause of 
which is, as yet, unknown) can be seen in ice cores from Byrd, Vostok, and Dome C, 
Antarctica, and Camp Century, Greenland, providing chronostratigraphic horizons 
that can be used to correlate these records directly (Raisbeck et al., 1987; Beer 
et al., 1992). Another approach relies on changes in atmospheric gas composition. 
As the mixing time of the atmosphere is short (on the order of 1-2 yr), changes in 
gas content should be essentially synchronous from the Arctic to Antarctica, so the 
temporal record of gases should be in parallel. Bender et al (1994) have used this 
fact to good advantage in linking the chronologies of the Vostok and GISP2 ice 
cores. They use variations of b^^O in gas bubbles in the ice as the common thread 
that ties the two records together. The S^^O^^j^ in the atmosphere today is +23.5%o 
(relative to SMOW), a result of the balance between the fractionation that occurs 
during photosynthesis and that which occurs during respiration (the "Dole effect"). 
The S^^Og^ in the ocean has changed over time due to removal of water relatively 
enriched in ^^O during times of continental ice build-up on the continents. Such 
changes are recorded in the CaC03 of benthic forams (see Chapter 6). However, if 
the isotopic content of the ocean changes, the atmospheric oxygen isotope content 
will undergo parallel changes, because all photosynthetically derived oxygen is af-
fected, directly or indirectly, by the oceanic isotopic composition (i.e., directly, if the 
O2 is produced by marine biota; indirectly, if O2 is produced by terrestrial biota that 
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are affected by isotopic changes in the hydrological cycle). By extracting O2 from 
bubbles in the ice, a direct measure of these changes can be obtained (Bender et ai, 
1985; Sowers et al., 1991, 1993). After taking into account the air-ice age differ-
ence at each site, the very similar variations in Ŝ ^O -̂̂ ĵ̂  at Vostok and Summit, 
Greenland provide a compelling argument for aligning the tv^o records relative to 
one another, though the absolute chronology remains imprecise (Fig. 5.40). The rel-
atively low^ frequency changes in S^^O^^j^ (reflecting slow^ changes in oceanic iso-
tope composition) contrast v^ith the higher frequency changes in S^^Oĵ .̂ , which 
reflect changes in fractionation processes during the formation and delivery of pre-
cipitation to each site. During the last glacial period at Summit, very abrupt, large 
amplitude changes in S^^Oj^^ are characteristic of the record. Of the 22 "interstadi-
als" recorded in the GISP2 ice core in the interval from 22-105 ka B.P., 8 are also 
identifiable in the Vostok 8D record. It appears that only the longer episodes (those 
lasting >2ka in Greenland) are also seen in Antarctica, associated with increases in 
5D of >15%o. Because the isotopic changes in Greenland are more frequent and 
more rapid. Bender et al. (1994) argue that the warming events began in the north-
ern hemisphere and eventually extended to Antarctica if they persisted for a long 
enough period of time. The most probable mechanism for such a linkage involves 
changes in heat flux brought about by oceanic circulation changes. 

40 60 80 100 120 140 

Age (kyr B.P.) 

F I G U R E 5.40 The S'^O^^,^ record in the GISP2 and Vostok ice cores (top) derived from gas bubbles in 
each core.The strong correlation has enabled the 8D and 8'®0 records in the ice (lower two series) to be 
aligned chronologically, though the absolute timescale remains uncertain.The two records show that interstadi-
als in the Greenland record can also be identified in Antarctica if they lasted more than --2 kyr (Bender et al, 
1994). 
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F I G U R E 5.41 Isotopic and gas records from Byrd and Vostok (Antarctica) and Summit, Greenland 
(GISPII and GRIP).The records have been aligned by finding the optimum fit between 8 '^0 in gas bubbles in 
the ice (taking into account the time-varying age of gases trapped in the ice). Wi th the chronologies phase-
locked in this way, it is apparent that C O j increased just as 8'®0 in ice at Byrd increased, whereas 8'®0 in 
Greenland ice did not increase until ~3300 yr later.The methane record has more in common with the 
Greenland record, as it is largely controlled by northern hemisphere continental sources (Sowers and 
Bender, 1995). 

An important by-product of being able to align the Antarctic and Greenland 
ice-core records together in time, using their respective ^^^O^^^ content, is the abil-
ity to then directly compare changes in other parameters such as CO2 and CH^ with 
temperature changes, as recorded by Ŝ ^Oĵ ^̂  (Fig. 5.41). By forcing the records of 
GISP2, Greenland and Byrd, Antarctica to match, Sowers and Bender (1995) 
showed that CO2 levels began to increase by -17 ka B.P., well before there were 
large increases in Ŝ ^Oĵ ^̂  in the Greenland record. This rise in CO2 is more or less 
synchronous with an increase in S^^Oj^^ at Byrd, as well as with an increase in SSTs 
in the Southern Ocean and tropical Atlantic, and with eustatic sea-level rise. By con-
trast, Greenland S^^Oj^^ shows no comparable changes, with a rapid shift from late 
glacial conditions delayed until -14.7 ka B.P. Hence, it appears that warming in 
Greenland and the North Atlantic was delayed until long after the southern hemi-
sphere and the Tropics had begun to emerge from the last glacial period. A possible 
explanation is that the North Atlantic polar front was locked in position around 
-45° N by the atmospheric circulation around the Laurentide Ice Sheet; only when 
the Laurentide was reduced in size to the point that it no longer had a major influ-
ence on circulation could the polar front and associated air masses shift northward 
(Keigwin et al., 1991). This shift is documented by the pronounced increase in 
Si^OjcEat GISP2 around 14.7 ka B.P 
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5.4.6 Correlation Between Ice Cores and Marine Sediments 

Because changes in the isotopic content of the ocean due to continental ice sheet 
growth affect atmospheric S^^O^^j^, variations in ^^O in both marine sediments and 
ice cores represent a common denominator that can be used to Hnk both types of 
record. There are several complicating factors that arise in such a comparison. Just 
as the time to pore close-off in ice cores acts as a time-varying lowpass filter on the 
ice bubble gas record, so bioturbation in marine sediments acts to smooth the 
changes that occurred in oceanic isotopic composition. Also, bottom water temper-
atures have changed over glacial-interglacial time, and such changes also influence 
the isotopic composition of benthic forams, requiring adjustments to be made to 
obtain an unbiased time series of S^^O^^. The overall residence time of O2, with re-
spect to processes of photosynthesis and respiration, is around 2-3 ka, so that 
changes in S^^O ĵ̂ ^ will lag those in the ocean by that amount of time. Finally, there 
are no compelling reasons to suppose that the "Dole effect" has remained constant 
over time; indeed it is likely that S^^O^ ĵ̂  has not simply followed S^^O^^ variations 
in the same way at all times; changes in the relative primary productivity of the ter-
restrial biosphere versus the marine biosphere, changes in continental hydrology, 
etc. may have affected the S^^O^^j^-S^^O^^ relationship over time. Nevertheless, in 
spite of these uncertainties, it is possible to make reasonable assumptions about 
each of these complications and then to correlate marine and ice core records over 
the last -130,000 yr. Figure 5.42 shows such a comparison, using the SPECMAP 

Lorius Age (ka) 

50 75 

SPECMAP Age (ka) 

F I G U R E 5.42 The S'^O^^.^ (from air bubbles in Vostok ice) compared to S ' ^O j^ (from benthic 
foraminifera) plotted on the SPECMAP timescale (Martinson, et 0/., 1987) (see Section 6.3.3).The 8'^O^j^ 
record has been forced to match the marine 8 '^0 record (Sowers et 0/., 1993).The upper timescale is the ice 
core chronology estimated by Lorius et 0/. (1985). 
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timescale for the marine S^^O^^ record, and optimizing the correlation with the ice 
core S^^O^^j^. Note that this comparison is between the age of the gas bubbles in 
the ice and the marine record; the age of the enclosing ice is older, the age difference 
being larger during low accumulation glacial periods than warmer interglacials. The 
overall correlation between these two records is excellent, though the fit is better at 
some times than at others, probably reflecting the fact that the Dole effect has not 
been constant over time. There is also very good agreement with the original Lorius 
et al. (1985) time-scale, which was based on fairly simple assumptions about past 
changes in accumulation rate at Vostok. However, the comparison suggests that the 
original ice-core chronology is "too old" at the penultimate glacial-interglacial tran-
sition (Termination 2) by S-6 ka relative to the estimated chronology of the marine 
record. This argument has also been made by several other investigators who have 
compared marine records with the Vostok chronology (Pichon et al., 1992; Shack-
leton et al., 1992). This does not resolve the question of whether the absolute 
chronology is correct and it is conceivable that both records are still incorrect in ab-
solute terms. Nevertheless, the alignment of the ice core and marine records is ex-
tremely valuable because it then enables other records to be compared, providing 
insight into how different parts of the climate system are related in time. Figure 5.43 
shows such a comparison between the Vostok 8D record and SSTs from a sub-
Antarctic oceanic site (46° S). The 8D at Vostok is a function of temperatures in the 
air above the surface inversion and can be expected to vary with air mass tempera-
tures over the surrounding oceans. Clearly, when aligned on a common temporal 
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Temperature above the inversion layer at Vostok (relative to present, derived from 8D) and 
SSTs at a sub-Antarctic site (46.5°S) plotted on the SPECMAP timescale after the Vostok 8'̂ O^y,̂  record was 
adjusted to produce an optimum fit with the SPECMAP S'^O^^ record (see Fig. 5.42) (Sowers et o/., l993).The 
upper timescale is the ice-core chronology estimated by Lorius et o/. (1985). 
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basis, there is a strong correlation between these series, providing support for the 
many assumptions made in using the S^^O^^j^-S^^Og^ relationship to relate the two 
records (Sowers et aL, 1993). 

5.4.7 Ice-core Records from Low Latitudes 

Ice caps are not confined to polar regions; they also occur at very high elevations in 
many mountainous regions, even near the Equator (Thompson et aL, 1985b). High 
elevation ice cores provide invaluable paleoenvironmental information to supple-
ment and expand upon that obtained from polar regions. By 1998 six high altitude 
sites had yielded ice cores to bedrock — Quelccaya and Huascaran in Peru, Sajama 
in Bolivia, and Dunde, Guliya, and Dasuopu Ice Caps in western China (see Fig. 5.1). 
In the Dunde and Huascaran ice cores the glacial stage ice is thin and close to the 
base, making a detailed interpretation very difficult (Thompson et al,, 1988b, 1989, 
1990, 1995). Nevertheless, even these short glacial sections can yield important in-
formation. For example, in ice cores from the col of Huascaran, Peru (6048 m) the 
lowest few meters contain ice from the last glacial maximum, with 8^^0 -8%o lower 
than Holocene levels, and a much higher dust content (Thompson et aL, 1995). The 
lower 8^^0 suggests that tropical temperatures were significantly reduced in the 
LGM (by -8-12 °C), which supports arguments that changes in tropical SSTs were 
much lower than those indicated by the reconstructions of CLIMAP (1981), which 
have guided thinking on this matter for many years (see Section 6.6), 

In the Guliya ice core, from the western Qinghai-Tibetan plateau, much of the 
ice appears to date from the last glaciation,^^ so details of conditions in this area 
at that time can be resolved in considerable detail (Thompson et aL, 1997). The 
long-term record reveals several stadial-interstadial oscillations since the last in-
terglacial (Fig. 5.44) with 8^^0 values in the "interstadials" reaching Holocene 

^ -12 

Age (ka) 

F I G U R E 5.44 The 8 '^0 in an ice core from Guliya Ice Cap, western Tibet (-35 °N, STEj.The 308 m 
record was dated by correlating the CH^ record fromVostok and GISP2 with the oscillations of 8'^O.This as-
sumes that the factors causing changes in 8'^0 at Guliya would increase and decrease in phase with CH^ (which 
is likely to be driven by low-latitude climatic changes) (Thompson et aL, 1997). 

^"^ ^^Cl in the core indicates that the very oldest section of the record (below 300 m) may be 

>500,000 yr old, making it the oldest ice ever recovered (Thompson et aL, 1997). 
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F I G U R E 5.45 A detailed section of the Guliya ice core, centered around 25,000 yr B.R, showing large ampli-
tude, rapid changes in 8'^O, with a period averaging ~200 yr in length. For the central section, details of variations 
in 8'^0, microparticles, NH^, and NO3 are shown; high values of 8'^0 are associated with an increase in the per-
centage of dust particles > I [xrr\, and higher levels of ammonium and nitrate ions (Thompson et 0/., 1997). 

levels, around -13%o. Abrupt, high amplitude changes in 8^^0 occurred from 
-15-33 ka B.P., with an average length of -200 yr (Fig. 5.45). These oscillations 
are much shorter than the Dansgaard-Oeschger oscillations seen in GISP2 and are 
associated v^ith higher levels of dust, NH^, and nitrate during w^arm (higher 8^^0) 
episodes (the opposite of v^hat is seen in Greenland). This may indicate that 
w^armer episodes occurred throughout the glacial stade, associated w îth less snow 
cover and more vegetation on the plateau. Whether the apparent periodicity is re-
lated to that seen in proxies of solar activity (-210 yr; Stuiver and Braziunas, 
1992) remains to be seen. 

Because of the high accumulation rates on mountain ice caps, high elevation ice 
cores can provide a high resolution record of the recent past, with considerable de-
tail on how chmate has varied over the last 1000-2000 yr, in particular (Thompson, 
1991, 1992). The Quelccaya ice cores have been studied in most detail over this in-
terval (Thompson et al., 1985, 1986; Thompson and Mosley-Thompson, 1987). 
Two cores extend back -1500 yr (though only one can be reliably interpreted be-
fore -A.D. 1200). These reveal a fairly consistent seasonal cycle of microparticles. 
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F I G U R E 5.46 Annual variations in 8'^0, microparticles, conductivity, and accumulation at the Quelccaya 
Ice Cap, Peru. A distinctive period of low 8'^0 values and relatively high microparticle concentrations is appar-
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conductivity and 8^^0, which (collectively) have been used to identify and date each 
annual layer. Dust levels increase in the dry season (June-September) when S^^O 
values and conductivity levels are highest, providing a strong annual signal. A 
prominent conductivity peak in A.D. 1600 (associated with a major eruption of the 
Peruvian volcano Huaynaputina in February-March, 1600) provides an excellent 
chronostratigraphic check on the annual layer counts. 

Over the last 1000 yr 8^^0 shows distinct variations in the Quelccaya core, 
with the lowest values from 1530-1900 (Fig. 5.46). This corresponds to the 
so-called "Little Ice Age" observed in many other parts of the world. The longer 
record from nearby Huascaran (9°S) provides a longer perspective on this episode; 
it had the lowest b^^O values of the entire Holocene (Thompson et aL, 1995b). Ac-
cumulation was well above average for part of this time (1530-1700) but then fell 
to levels more typical of the preceding 500 yr (Fig. 5.47). Accumulation was also 
higher from A.D. -600 to 1000. Archeological evidence shows that there was an ex-
pansion of highland cultural groups at that time. By contrast, during the subsequent 
dry episode in the mountains (A.D. -1040-1490) highland groups declined while 
cultural groups in coastal Peru and Ecuador expanded (Thompson et aL, 1988a). 
This may reflect longer-term evidence for conditions that are common in El Niiio 
years, when coastal areas are wet at the same time as the highlands of southern Peru 
are dry. Indeed, the Quelccaya record shows that El Niiios are generally associated 
with low accumulation years, though there is no unique set of conditions observed 
in the ice core that permits unequivocal identification of an ENSO event (Thomp-
son et aL, 1984a). Nevertheless, by incorporating ice-core data with other types of 
proxy record it may be possible to constrain long-term reconstructions of ENSO 
events (Baumgartner et aL, 1989). 

High-altitude ice cores have experienced significant increases in temperature 
over the last few decades, resulting in glaciers and ice caps disappearing alto-
gether in some places (Schubert, 1992). This is quite different from polar regions 
where temperatures have declined in many regions during the same period. At 
Quelccaya, temperatures in the last 20 yr have increased to the point that by the 
early 1990s melting had reached the Summit core site (5670 m), obscuring the de-
tailed 8^^0 profile that was clearly visible in cores recovered in 1976 and 1983 
(Thompson et aL, 1993). In the entire 1500-yr record from Quelccaya, there is no 
comparable evidence for such melting at the Summit site. Similarly, at Huascaran, 
in northern Peru, 8^^0 values increased markedly, from a "Little Ice Age" mini-
mum in the seventeenth and eighteenth centuries, reaching a level for the last cen-
tury that was higher than at any time in the last 3000 yr (Thompson et aL, 
1995b). Ice cores from the Gregoriev Ice Cap (in the Pamirs) Guliya and Dunde, 
China also show evidence of recent warming (Lin et aL, 1995; Yao et aL, 1995); 

ent,from -A.D. 1490 to A.D. 1880. Accumulation in this period was initially high (to -1700) then fell to low lev-
els. A large peak in conductivity in A.D. 1600 was the result of the eruption of nearby Huaynaputina.The histor-
ical record of El Ninos is also shown, based on Quinn et al. (1987). 8'®0 is in %o relative to SMOW; 
accumulation is in units of the standard deviation over the last 500 yr (I a = 34 cm of accumulation); total par-
ticulates are X10^ ml"'; conductivity is in microSlemens cm~' (Thompson, 1992). 
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F I G U R E 5.47 Decadal averages of net accumulation on the Quelcca/a Ice Cap (Peru) and the Guliya Ice 
Cap (western Tibet) over the past 1000 yr. Broadly similar trends are seen in both areas, though the reasons are 
not clear.These two regions are linked by teleconnections on the timescale of ENSO events (3-7 yr) and there 
may be similar teleconnections at lower frequencies linking monsoon precipitation at Guliya with snowfall 
amounts in the mountains of Peru (Thompson et al., 1995a). 

at Dunde, 8^^0 values were higher in the last 50 years than in any other 50-yr pe-
riod over the last 12,000 yr (though the record decreases in resolution with time). 
These records, plus evidence from other short ice cores from high altitudes (Has-
tenrath and Kruss, 1992) point to a dramatic climatic change in recent decades, 
prompting concern over the possible loss of these unique archives of paleoenvi-
ronmental history (Thompson et al., 1993). The cause of the recent warming re-
mains controversial. 



MARINE SEDIMENTS AND CORALS 

6.1 INTRODUCTION 

Occupying more than 70% of the Earth's surface, the oceans are a very important 
source of paleochmatic information. Between 6 and 11 biUion metric tons of sedi-
ment accumulate in the ocean basins annually, and this provides an archive of cli-
matic conditions near the ocean surface or on the adjacent continents. Sediments 
are composed of both biogenic and terrigenous materials (Fig. 6.1). The biogenic 
component includes the remains of planktic (near surface-dw^elling) and benthic 
(bottom-dwelling) organisms, which provide a record of past climate and oceanic 
circulation (in terms of surface water temperature and salinity, dissolved oxygen in 
deep water, nutrient or trace element concentrations, etc.). By contrast, the nature 
and abundance of terrigenous material mainly provides a record of humidity-
aridity variations on the continents, or the intensity and direction of winds blowing 
from land areas to the oceans, and other modes of sediment transport to, and 
within, the oceans (fluvial erosion, ice-rafting, turbidity currents, etc.). 

The CLIMAP research group (Climate: Long-range Investigation, Mapping, and 
Prediction) contributed greatly to our understanding of past changes in ocean sur-
face temperatures, generating many important new insights and hypotheses about 
orbital forcing and mechanisms of glaciation, such as the rates and timing of ice-
sheet growth and decay (Mclntyre et aL, 1975, 1976; CLIMAP Project Members, 
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F I G U R E 6.1 Pelagic sedimentation in the ocean (Hay, 1974). 

1976, 1981, 1984; Hays et aL, 1976; Ruddiman and Mclntyre, 1981a). Subse-
quently, the SPECMAP (Spectral Mapping Project) focused on determining the 
spectral characteristics of the ocean sediment-based paleoclimatic record, and es-
tablishing a basic timeframe for past climatic events (Imbrie et aL, 1984; Martinson 
et aL, 1987). The contribution of these projects to paleoclimatic research has been 
immense, but inevitably new research has raised questions about the validity of ear-
lier results, especially the reconstructions of tropical and equatorial SSTs at the last 
glacial maximum (LGM). In the CLIMAP SST reconstructions, it appeared that 
SSTs at lov^ latitudes changed very little at the time of the LGM, but current re-
search indicates that, in some areas, temperatures may have been considerably lower 
(by 3-5 °C) at that time (Guilderson et aL, 1994; Stute et aL, 1995). This is a very 
controversial, but extremely important issue (discussed further in Sections 6.4 and 
6.5) as it has significant implications for understanding not only past climatic 
changes, but also the potential magnitude of any future anthropogenic global warm-
ing. This is because low latitude SSTs play a key role in water vapor/cloud feedback 
within the climate system and are thus critical to assessing the overall climate sensitiv-
ity to particular forcing mechanisms. Current research also focuses on the three-
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dimensional structure of the world's oceans through time, in an effort to reconstruct 
not only surface water conditions in the past, but also the deepwater circulation 
that plays a critical role in energy transfer and the sequestration of carbon dioxide 
in the abyss. 

6.2 PALEOCLIMATIC INFORMATION FROM BIOLOGICAL MATERIAL IN OCEAN CORES 

Paleoclimatic inferences from biogenic material in ocean sediments derive from as-
semblages of dead organisms (thanatocoenoses), which make up the bulk of all but 
the deepest of deep-sea sediments (biogenic ooze). However, thanatocoenoses are 
generally not directly representative of the biocoenoses (assemblages of living 
organisms) in the overlying water column. For example, selective dissolution of 
thin-walled specimens at depth (see Section 6.6), differential removal of easily trans-
ported species by scouring bottom currents, and occasional contamination by ex-
otic species transported over long distances by large-scale ocean currents all 
contribute elements of uncertainty. Because of these problems, sediments over much 
of the ocean floor are unsuitable for paleoclimatic reconstruction. This is illustrated 
in Fig. 6.2 for foraminiferal studies (Ruddiman, 1977a) though it should be noted 
that in some areas unsuitable for foraminiferal preservation the remains of other 
organisms, such as diatoms or radiolarians, may provide a useful record (Sancetta, 
1979; Pichon et al., 1992; Pisias et al, 1997). 

Biogenic oozes are made up primarily of the calcareous or siliceous skeletons 
(tests) of marine organisms. These may have been planktic (passively floating or-
ganisms living near the surface [0-200 m]) or benthic (bottom-dwelling). For paleo-
climatic purposes, the most important calcareous materials are the tests of 
foraminifera (a form of zooplankton) and the much smaller tests, or test fragments, 
of coccolithophores (unicellular algae) known informally as coccoliths (Figs. 6.3 
and 6.4). These are sometimes grouped with other minute forms of calcareous fos-
sils and referred to as calcareous nannoplankton (nanno = dwarf) or simply nanno-
liths (Haq, 1978). Organic-walled dinoflagellate cysts are another important 
paleoceanographic indicator — of SSTs and sea-ice extent in high-latitude regions 
(de Vernal et al., 1993, 1994, 1998). The most important siliceous materials are the 
remains of radiolarians (zooplankton), silicoflagellates, and diatoms (algae) (Haq 
and Boersma, 1978; Fig. 6.5). By studying the morphology of the tests, individuals 
can be identified to species level and their ocean-floor distribution can then be 
related to environmental conditions (generally temperature and salinity) in the over-
lying water column (Fig. 6.6). However, it should be noted that the species assem-
blage in the sediment is a composite of all the species living at different depths in 
the water column as well as species with only a seasonal distribution in that partic-
ular area. The depth habitats of many zooplankton species are still not well known, 
and it is believed that some species live at different water depths at different times 
in their life cycles. Phytoplankton, and zooplankton that possess symbiotic algae, 
are restricted to the euphotic zone, at least during the productive phase of their life 
cycles. Depth habitats are of particular significance to isotopic studies of tests 



= FIGURE 6.2 Regions considered to  be optimal, marginally suitable, and unsuitable for accurate and detailed Quaternary paleoclimato- 
logical studies based on foraminifera (Ruddiman, 1977a). Recent cruises of the IMAGES project have targeted sites with high deposition rates 
on the continental shelves. Cores recovered from many of these sites provide very detailed records of past conditions that are unattainable 
from the deep ocean. 
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F I G U R E 6.3 Two calcareous tests (200x magnification) commonly used in paleo-oceanographic studies. 
Bottom: the foraminifera Neogloboquadrina pachyderma (left coiling) (ventral view, 200x), from the North 
Atlantic (irminger Basin). Top: Qobigehna bulloides (ventral view, 200x) from the Labrador Sea (photographs 
kindly provided by Laurence Candon, GEOTOP, Universite du Quebec a Montreal). 
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KINGDOM 

PHYLUM 

CLASS 

SUBCLASS 

Protista 

Chrysophyceae Bacillariophyceae 
(diatoms)* 

Silicoflagellatophycidae 
(silicoflagellates)* 

Protozoa 

Actinopoda Rhizopoda 

Radiolaria Foraminiferida 
(Radiolarians)* (forams)t 

ORDER Coccolithophorates 
(coccoliths)t 

F I G U R E 6.4 Taxonomic relationships of the main marine organisms used in paleoclimatic reconstructions. 
Asterisks indicate siliceous tests; the dagger indicates calcareous tests. 

because oxygen isotope composition is a function of the water temperature (and to 
some extent salinity) at which the carbonate is secreted (see Section 6.3). If test 
walls are secreted at varying depths through the lifespan of an individual, simple 
correlations with surface water temperatures and salinities may not be meaningful 
(Duplessy ^̂  ̂ /., 1981). 

Paleoclimatic inferences from the remains of calcareous and siliceous organisms 
have resulted from basically three types of analysis: 

(a) the oxygen isotopic composition of calcium carbonate in foram tests 
(Hecht, 1976; Mix, 1987); 

(b) quantitative interpretations of species assemblages and their spatial varia-
tions through time (Imbrie and Kipp, 1971; Molfino et aL, 1982) and 

(c) (of far less importance) morphological variations in a particular species 
resulting from environmental factors (ecophenotypic variations; Kennett, 
1976). 

Most work along these lines has concentrated on the Foraminiferida. In the fol-
lowing sections, therefore, the focus will be on foraminiferal studies. Paleoclimatic 
studies of coccoliths, radiolarians, diatoms, and silicoflagellates have mainly been 
in terms of changes in the relative abundance of assemblages (Pichon et aL, 1992) 
though isotopic studies of diatoms have also been carried out (Juillet-Leclerc 
and Labeyrie, 1987; Shemesh et aL, 1992). Oxygen isotope variations in cocco-
liths provide useful paleotemperature estimates and may provide even more reli-
able data than that based on forams alone (Margolis et aL, 1975; Dudley and 
Goodney, 1979; Anderson and Steinmetz, 1981). However, there are problems in 
isolating sufficiently pure samples of very small microfossils such as diatoms or 
coccoliths. 
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F I G U R E 6.5 Top left: The coccolith Cydococcolithus feptoporus (distal view, I Ox) from the Labrador Sea; 
top right: dinoflagellate cyst Spinifehtes mirabilis dorsal surface (scale bar = 20 |j,m) from the Gulf of Mexico 
(see de Vernal et ai, 1992). Bottom left: the centric diatom Thalassiosira cf. nordenskioeldii (lOOx) from the Gulf 
of St. Lawrence; bottom right: the pennate diatom Cymbelia proximo (1300x) from the estuary of the Gulf of 
St. Lawrence (photographs kindly provided by Johanne Turgeon and Anne de Vernal, GEOTORUniverslte du 
Quebec a Montreal). 
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30°C 

Globoquadrina pachyderma 

Globigerina quinqueloba 

Globigerina bulloides 

Globigerinita uvula 

Globorotalia scitula 

Globorotalia inflata 

Globigerinita glutinata 

Globorotalia truncatulinoides 

Globoquadrina dutertrei 

Globorotalia crassaformis 

Orbulina universa 

Globigerinell aaequilateralis 

Hastigerina pelagica 

Globorotalia hirsuta 

Globigerinoides ruber 

Globigerinoides conglobatus 

Globigerina rubescens 

Hastigerinella digitata 

Globorotalia menardii 

Globorotalia tumida 

Pulleniatina obliquiloculata 

Globigerinoides sacculifer 

Sphaeroidinella dehiscens 

Candeina nitida 

Globoquadrina conglomerata 

Globoquadrina hexagona 

Globigerinella adamsi 
*lndo-Pacific only 

F I G U R E 6.6 Sea-surface temperature ranges of some contemporary planktonic foraminifera, illustrating 

their temperature dependence.Width of lines indicates relative abundance (Boersma, 1978). 

6.3 OXYGEN ISOTOPE STUDIES OF CALCAREOUS MARINE FAUNA 

If calcium carbonate is crystallized slowly in water, ^^O is slightly concentrated in 
the calcium carbonate relative to that in the water. The process is temperature-
dependent, with the concentrating effect diminishing as temperature increases. In a 
nutshell, this is the basis for a very important branch of paleoclimatic research — 
the analysis of oxygen isotopes in the calcareous tests of marine microfauna (princi-
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pally foraminifera, but also coccoliths). The approach was first enunciated by Urey 
(1947, 1948) who noted, "If an animal deposits calcium carbonate in equiUbrium 
with the water in which it lies, and the shell sinks to the bottom of the sea . . . it is 
only necessary to determine the ratio of the isotopes of oxygen in the shell today in 
order to know the temperature at which the animal lived" (Urey, 1948). 

He then went on to calculate, from thermodynamic principles, the magnitude of 
this temperature-dependent isotopic fractionation. Although the principle of Urey's 
argument is correct, the numerous complications that arise in the real world have 
made direct paleotemperature estimates rather problematic. In fact, the oxygen iso-
tope record in marine sediments varies locally (with temperature, and to a lesser ex-
tent sahnity) and globally with variations in continental ice volume. This global signal 
is the single most important record of past climatic variations for the entire Cenozoic. 

6.3.1 Oxygen Isotopic Composition of the Oceans 

The oxygen isotopic composition of a sample is generally expressed as a departure 
of the ^^O/'^^O ratio from an arbitrary standard^^: 

(^^0/^^0)sample - (^^0/^^0)standard 

^0/^^0)standard S = "-^ \rsr<n6r^:. . : X 10' (^-D 

The resulting values are expressed in per mil (%o) units; negative values repre-
sent lower ratios in the sample (i.e., less 8^^0 than ^^O and, therefore, isotopically 
lighter) and positive values represent higher ratios in the sample (more 8^^0 than 
^^O and, therefore, isotopically heavier). 

Empirical studies relating the isotopic composition of calcium carbonate de-
posited by marine organisms to the temperature at the time of deposition have 
demonstrated a relationship that approximates the following^^: 

T = 16.9 - 4.2(8^ - bj + 0.13(8^ - bj\ (6.2) 

where T is water temperature in degrees Celsius, 8̂  is the per mil difference between 
the sample carbonate and the SMOW standard, and 8^ is the per mil difference be-
tween the 8^^0 of water in which the sample was precipitated and the SMOW stan-
dard (Epstein et ai, 1953; Craig, 1965). 

For modern samples, 8^ can be measured directly in oceanic water samples; in 
fossil samples, however, the isotopic composition of the water is unknown and can-
not be assumed to have been as it is at the site today. In particular, during glacial peri-
ods the removal of isotopically light water from the oceans to form continental ice 
sheets (Section 5.2) led to an increase in the ^^O/̂ ^O ratio of the oceans as a whole by 
-1.1 ± 0.25%o. Thus, the expected increase in 8̂  of foraminiferal tests during glacial 

^̂  See footnote 11 on page 131, Chapter 5; Isotopic studies based on carbonate fossils use as a 
standard a Cretaceous belemnite from the PeeDee Formation of North Carolina (PDB-1) or a cross-
referenced U.S. NIST sample. Carbon dioxide released from PDB-1 = +0.2%o relative to CO^ equili-
brated with SMOW (Craig, 1961b). 

^̂  The precise form of the relationship depends on the particular technique used in analysis and on 
the temperature at which fractionation occurs (for further discussion, see Shackleton, 1974; Mix, 1987). 
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periods due to lower water temperatures is complicated by the increase in 8^ of the 
ocean water at these times. How much of the increase in 8̂  is the result of variations 
in 8^ can be assessed by analyzing 8^^0 in pore waters squeezed from sediments of 
the last glacial age (Schrag and DePaolo, 1993) or in the tests of benthic (bottom-
dwelling) foraminifera. Bottom waters today (derived from cold, dense, polar water 
spreading through the deep ocean basins) are relatively close to the freezing point of 
seawater, so the bulk of the 8^^0 increase in benthic forams in glacial times can not 
be due to significantly lower temperatures; rather, the evidence indicates that at least 
70% of the increase results from the changing isotopic composition of the oceans 
(Duplessy, 1978; Mix, 1987). Hence, the isotopic changes recorded in benthic fora-
miniferal tests are primarily a record of changing terrestrial ice volumes, or a "paleo-
glaciation" record (Shackleton, 1967; Dansgaard and Tauber, 1969). The benthic 
isotope record thus demonstrates that there have been more than 20 periods of major 
continental glaciation during the Quaternary, with the largest changes in ice volume 
(from glacials to interglacials) within the last 900,000 yr (Shackleton et ai, 1990). 
The record of changing 8^^0 in relation to variations in continental ice volume 
(recorded in terms of eustatic sea level change) is discussed further in Section 6.3.4. 

Changes in the isotopic composition of ocean water through time are not the 
only complications affecting a simple temperature interpretation of 8̂  (Mix, 1987). 
Urey's initial hypothesis developed from a consideration of calcium carbonate pre-
cipitated inorganically, where the carbonate forms in isotopic equilibrium with the 
water. However, in the formation of carbonate tests by living organisms, metaboli-
cally produced carbon dioxide may be incorporated; in such cases, the carbonate 
would not be formed in isotopic equilibrium with the water and the resulting iso-
topic composition would differ from the thermodynamically predicted value, gen-
erally leading to 8^^0 (and 8^^C) lower than the expected equilibrium values 
(Duplessy et al,, 1970a; Vinot-Bertouille and Duplessy, 1973; Shackleton et ai, 
1973). This was termed the vital effect by Urey (1947). The contribution of meta-
bolic carbon dioxide to the test carbonate differs from one species of foraminifera 
to another (Grossman, 1987). Modern samples of Globigerinoides ruber, for exam-
ple, give isotopic values 0.5%o lighter than expected from thermodynamic principles 
alone (based on analysis of water from their modern habitat). This is equivalent 
to a temperature error of -2.5 °C (Shackleton et ai, 1973). On the other hand, not 
all forams exhibit this unfortunate characteristic. For example, samples of Pulleni-
atina obliquiloculata and Uvigerina spp. (benthic forams) appear to be in isotopic 
equilibrium with surrounding water (Shackleton, 1974). In other species, where iso-
topic equilibrium is not achieved, there is evidence that the vital effect remains con-
stant over time (Duplessy et ai, 1970a). It is thus possible to circumvent this 
particular problem by careful selection of the species being studied, or by assessing 
its specific vital effect, and adjusting the measured isotopic values accordingly. 

Another complication in calculating water temperatures from the isotopic com-
position of carbonate tests is the problem of variations in depth habitat of planktic 
foraminifera. Even if the ice effect and vital effects are known, there is still some un-
certainty as to whether foraminifera lived at the same depth from glacial to inter-
glacial times. Water temperatures in the upper few hundred meters of the ocean 
change rapidly with depth, particularly outside the Tropics (Table 6.1), so small 



= TABLE 6. I MeanVerticalTernperature Distribution (“C) andTernperature Gradients in theThree Oceans 
Between 40”N and 40”s 

Atlantic Ocean Indian Ocean Pacific Ocean Mean 
Temperature Gradient Temperature Gradient Temperature Gradient Temperature Gradient 

Depth(m) (“C) (OCIIOO m) (“C) (“CIIOO m) (“C) (“C1100 m) (“C) (“CI I00 m) 

0 20.0 22.2 21.8 21.3 

2.2 3.3 3.1 2.8 

100 17.8 18.9 18.7 18.5 

4.4 4.7“ 4.4“ 4.5“ 

200 13.4 14.3 14.3 14.0 

1.8 1.6 2.6 2.0 

400 9.9 11.0 9.0 10.0 

1.5 1.2 1.2 1.3 

600 7.0 8.7 6.4 7.4 

0.7 0.9 0.65 0.75 

800 5.6 6.9 5.1 5.9 

0.35 0.7 0.4 0.5 

1000 4.9 5.5 4.3 4.9 

0.20 0.4 0.4 0.35 

1200 4.5 4.7 3.5 4.2 

0.15 0.3 0.2 0.22 

1600 3.9 3.4 2.6 3.3 

0.12 0.15 0.1 0.12 

2000 3.4 2.8 2.15 2.8 

0.08 0.09 0.05 0.07 

3000 2.6 1.9 1.7 2.1 

0.08 0.03 0.03 0.05 

4000 1.8 1.6 1.45 1.6 

From Defant (1961). 
a Maximum gradient. 
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variations in depth habitat can be equivalent to a change in temperature of several 
degrees Celsius (i.e., a change perhaps as large as the glacial to interglacial change 
at the surface of the ocean). It is thus critical to know what factors control depth 
habitat of foraminifera, and in particular the depths at which tests are secreted 
(Emiliani, 1971). Several studies have concluded that water density (a function of 
temperature and salinity; Fig. 6.7) is of prime importance to individual species, as 
the same species may be found in different areas living at different depths, but in 
water of the same temperature and salinity (Emihani, 1954, 1969; Hecht and Savin, 
1972). During glacial periods, when the oceans were more saline (due to the 
removal of water to the continental ice sheets), foraminifera may have migrated up-
wards in the water column, to a zone of warmer water, in order to maintain a con-
stant density environment. Conversely, they, may have migrated downwards (to 
cooler water) in interglacials (Fig. (yj). Clearly, such vertical migrations would re-
sult in isotopic paleotemperature estimates of glacial to interglacial temperature dif-
ferences, considerably less than the changes actually occurring in the water column 
(Savin and Stehli, 1974). Hence, if this model is correct, any residual paleotempera-
ture signal obtained (after correcting for ice and vital effects) would have to be con-
sidered a minimum estimate only.^^ This problem may, however, be a relatively 
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F I G U R E 6.7 Temperature-salinity diagram: a = 10^ (p^ - I), where p^ = water density. Density of seawa-
ter is a function of both temperature and salinity. Lines of equal density are shown. During glacial periods, when 
the removal of water to the continental ice sheets would have made overall oceanic salinity higher, foraminifera 
may have migrated to warmer water (generally upwards in the water column) to maintain a constant-density 
environment (illustrated schematically as A - B - C). In an interglacial, the opposite situation may have prevailed 
and the response of foraminifera may have been to move downward in the water column to a cooler zone be-
low (A - D - E). 

^̂  In addition, the effects of sediment mixing (bioturbation), which tend to smooth out extremes in 
the record, also contribute to making actual glacial-interglacial S^^O differences appear smaller (Shack-
leton and Opdyke, 1976). 
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minor one compared to the important effect of variations in depth habitat of 
foraminifera during their Ufe cycle. There is now convincing evidence that although 
the tests of living forams contain CaC03 that has been secreted in isotopic equiUb-
rium with the upper mixed water layer, in certain species foram tests from the sea 
floor are significantly enriched with ^^O compared to their living counterparts (Du-
plessy et aL, 1981). This is apparently due to calcification of the tests at depths 
(>300 m) considerably below the upper mixed layer, during the process of gameto-
genesis (reproduction). Gametogenic calcification may account for - 2 0 % of foram 
test weight in samples from the sea floor and, because calcium carbonate has been 
extracted from water that is much cooler than that nearer the surface, the overall 
8^^0 values indicate a mean temperature significantly lower than the near-surface 
temperature (Fig. 6.8). Obviously, the rate at which the organism descends through 
the water column and the relative extent of gametogenic calcification will greatly 
influence the final isotopic composition of the test calcite. Similarly, as certain 
species are distinctly seasonal, the water temperature at those times will be reflected 
in 8^^0. In order to use 8^^0 in foram tests as a temperature indicator, it is neces-
sary to establish in some way exactly which temperatures (by depth and season) are 
being recorded. To determine empirically the optimum relationship, one approach 
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FIGURE 6.8 A typical vertical temperature, salinity, and density profile from the tropical oceans.As the 
amount of calcium carbonate secreted at depths below the upper mixed layer (generally -100 m) increases, so 
the '^O content of the test carbonate increases. Isotopic temperature estimates from foram tests that have un-
dergone gametogenic calcification at depth are considerably lower than those obtained from living foraminifera 
collected in the upper mixed layer (~0.2%o per degree Celsius). 
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to this problem is to compare the b^^O of forams in core-top assemblages or in 
sediment traps with oceanographic conditions in the overlying water column. For 
example, studies of 8^^0 in forams collected in sediment traps at depth in the 
Sargasso Sea, compared to the temperature profile in the overlying water column 
have shed light on both the seasonal occurrence of forams and the relationship be-
tween depth habitat and 8^^0 in the foram tests (Denser and Ross, 1989). This 
revealed, inter alia, that Globorotalia truncatulinoides adds calcite to its test at a 
depth of -800 m, resulting in a sample mean S^^O that does not correspond to SSTs 
but to water temperatures at -200 m. The sediment trap data also demonstrate that 
many species only occur at particular times of year. For example, P. obliquiloculata 
and Neogloboquadrina dutertrei live in the upper 100 m and give 8^^0 values that 
are representative of the winter mixed layer, whereas Globigerinoides ruber (pink 
variety), which also live in the mixed layer (upper 25 m), occur only in summer 
months, resulting in different values of 8^^0. This complication has some benefit; 
there is the potential of using seasonally occurring species of known depth habitat 
to reconstruct past changes in seasonality (and mixed layer depth) from-foram as-
semblages (Reynolds-Sautter and Thunell, 1989). 

One additional complexity in using 8^^0 as a paleotemperature indicator is that 
8^^0 is also strongly related to salinity (Fig. 6,9). Hence any change in salinity due to 
large-scale dilution effects (because of ice sheet melting) or to local changes in the pre-
cipitation-evaporation (P-E) relationship will also be recorded in foraminifera so af-
fected (Duplessy et ai, 1991). This can be put to good use in order to estimate salinity 
changes at the sea surface, providing all other effects can be determined independently. 
Thus, Duplessy et al. (1993) assessed local salinity changes off Portugal during the last 
deglaciation by first estimating SSTs (from micropaleontological transfer functions; see 
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F I G U R E 6.9 Relationship between 8 '^0 and salinity in oceanic surface waters, based on modern water 
samples (Broecker, 1989, using data of H. Craig). 
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Section 6.4) and taking into account the influence of ice sheet mehwater on surface 
saUnity and oceanic 8^^0. By comparing the 8^^0 record "expected" from such varia-
tions with the observed record, they argue that the resuhing series of differences must 
be due to local changes in salinity. In spite of the uncertainties in such an approach, 
the results strongly indicate that salinity v^as high during the time of maximum ice 
sheet melting (Meltwater Pulse 1, "mw^p-IA," around 12 ka B.P.; Fairbanks, 1989) due 
to either local changes in P-E or to a shift in water masses (Fig. 6.10). The same con-
clusions were reached in studies of other cores from the North Atlantic and Norwe-
gian Sea, providing no support for the notion of a low salinity lid on North Atlantic 
circulation during massive low latitude meltwater events, which might have been ex-
pected to inhibit the production of North Atlantic Deep Water (NADW). However, 
when meltwater was primarily discharged to the North Atlantic via the St. Lawrence 
River drainage, salinities were reduced, even though the overall freshwater discharge 
rates were lower. Apparently, additional feedbacks involving reductions in evapora-
tion, and/or increased precipitation, or reduced poleward advection of salty subtropi-
cal water, led to lower surface salinities in the North Atlantic, and a corresponding 

o Core SU 81-18 (off Portugal) 

10 

Age (kyr) 

F I G U R E 6.10 Estimated SST and salinity anomalies off the coast of Portugal (~38°N, IO°W) (upper dia-
gram) and salinity anomalies in relation to meltwater entering the world ocean (lower diagram) (Duplessy et o/., 
1992).The salinity was high during times of maximum meltwater flux (primarily from the Laurentide ice sheet 
via the Mississippi drainage into the Gulf of Mexico) but low during the Oldest Dryas and Younger Dryas events 
(-14,500-13,000 and I 1,000-10,000 '"̂ C yr B.R, respectively). Meltwater flux was estimated from the first 
derivative of sea-level change, as recorded by corals in Barbados (Fairbanks, 1989). See Section for 6.10.2 for 
discussion of changes during late glacial times. 
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reduction in NADW production (Duplessy et aL, 1992). Changes in circulation and 
salinity are discussed further in Section 6,9, 

A final problem affecting paleotemperature calculations from the isotopic com-
position of test carbonate concerns the effect of dissolution on species composition 
in the thanatocoenoses. This is a pervasive factor with implications not only for iso-
topic studies, but for all paleoclimatic studies based on floral and faunal assem-
blages. Because of its importance, it is discussed in more detail in Section 6.6, 

6.3.2 Oxygen Isotope Stratigraphy 

Oxygen isotope analyses have been carried out on cores from most of the impor-
tant areas of calcareous sedimentation throughout the world and, in many cases, 
studies have been made of both planktic and benthic species (Shackleton, 1977). 
The overwhelming conclusion from such studies (after making due allowance for 
variations in sedimentation rates, vital effects, and other complicating factors men-
tioned in the previous section) is that similar isotopic (8^^0) variations are recorded 
in all areas (Mix, 1987). This is because the primary b^^O signal being recorded is 
that of ice volume changes on the continents and concomitant changes in the iso-
topic composition of the oceans (see Section 6.3.1). Indeed, such changes also affect 
the 8^^0 content of the atmosphere, as recorded in air bubbles from ice cores (see 
Section 5.4.5). Because the mixing time of the oceans is relatively short (-10^ yr) 
this global-scale phenomenon results in essentially synchronous isotopic variations 
in the sedimentary record (though bioturbation [mixing by burrowing organisms in 
the upper sediments] tends to smooth out fine details in the record). These synchro-
nous variations enable correlations to be made between cores that may be thou-
sands of kilometers apart (Pisias et aL, 1984; Prell et aL, 1986). 

Because there is a consistent stable isotope signal in marine sediments from 
around the world, universally recognizable isotope stages can be defined (Emiliani, 
1955, 1966; Pisias et aL, 1984). Warmer periods (interglacials and interstadials) are 
assigned odd numbers (the present interglacial being number 1) and colder (glacial) 
periods are assigned even numbers (Fig. 6.11). This provides a relative chrono-
stratigraphic scheme, but absolute dating must then be based on a variety of tech-
niques, such as radiocarbon, U-series dating, and paleomagnetism (see Chapters 3 
and 4). A comparison of terrestrial chronostratigraphic markers of known age with 
equivalent horizons in the ocean sediments enables further checks to be made on 
the isotopic chronology. For example, the Barbados high sea-level stands (dated by 
uranium-series analyses of raised corals at 83,000, -104,000, and -125,000 yr 
B.P.; Gallup et aL, 1994; Stirhng et aL, 1995) should correspond to isotopically 
light carbonate values in foraminiferal tests if interpolated timescales are correct. 
Such correspondence has been convincingly demonstrated by Shackleton and 
Opdyke (1973) and Shackleton and Matthews (1977), indicating that the chronol-
ogy of the last interglacial-glacial cycle, at least, is fairly well established (Fig. 
6.12). Five stages are recognized in the isotopic record of the last -130,000 yr, with 
stage 5 being subdivided into several substages, bearing the letter designations 5a 
to 5e (centered on timelines 5.1 to 5.5 in the scheme proposed by Imbrie et aL, 
1984). Stages 5a, 5c, and 5e were periods of reduced terrestrial ice volume and/or 
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Climatic 
State 

Estimated Summer Stratigraphic i_ou.iiaicuoum.Mc. kotODe A Q C ^Ifa^yrdpi 
Sea-Surface Temperature ^.J" /x,oorc R D \ Control 

(Core V23-82) (°C) Stage (years B.P.) 
Levels 

Deglacial 
jrmination 

Main 
glacial 

transition 

Glacial 
inception 

Deglacial 

Present J 
Interglacial 1 

Main Wisconsin J 
Glaciation 1 

Early Wisconsin! 
Glaciation 1 

Peak J 
Interglaciation 1 
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F I G U R E 6 .12 Summer sea-surface temperature reconstructions for the North Atlantic Ocean based on 
foraminiferal assemblage paleotemperature estimates, using coreV23-82 from 53" N 22° W (Sancetta et o/., 
1973a,b). Chronological controls used in other cores are shown on the right (tephra layers and Barbados 
sea-level stands). Isotopic stages are after Shackleton and Opdyke (1973). Generalized climatic conditions and 
major changes are shown at left (Ruddiman, 1977b). 

higher temperatures, with substage 5e being the peak of the last interglacial (Shack-
leton, 1969). Stages 5b and 5d were periods of cooler temperature and/or terres-
trial ice growth, but on a smaller scale than occurred in stage 4. Interestingly, the 
change in benthic 8^^0 commonly recorded between stages 5e and 5d is so large 
and so rapid that it is almost impossible to account for it only in terms of ice-sheet 
growth. Ice sheets take thousands of years to grow to such a size that they affect 
oceanic isotopic composition (Barry et aL, 1975). It seems likely that at least part 
of this change reflects a rapid temperature decline (of >1.5 ®C) in abyssal water tem-
perature (Shackleton, 1969, 1987). Subsequent changes in S^^O (in stages 5c to 1) 
were then primarily the result of changing ice volumes on the continents, according 
to this argument. However, paleo-sea-level data from New Guinea also points to a 
very rapid change in eustatic sea level (-60 m) between -115,000 and -105,000 yr 
B.P., which bears out the simple ice-growth interpretation of the 8^^0 record (Fig. 
6.13). If this change did indeed occur, it represents an extraordinary episode in late 
Quaternary history, with the water equivalent of one Greenland ice sheet being 
transferred from the oceans to the continents every 1000 yr during this interval (see 
also Section 6.34). 
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F I G U R E 6.13 Sea levels of the last 150,000 yr estimated from dated coral reef terraces on the Huon 
peninsula of New Guinea (see also Fig. 6.17) (Chappell and Shackleton, 1986, with some additional data added 
based on high-precision radiometric dates). (Linsley, 1996). 

Because the isotopic record provides an integrated summary of global ice vol-
ume changes, marine isotope stages are commonly used as standard reference units 
for both marine and terrestrial deposits (Shackleton and Opdyke, 1973). On the 
land, studies of continuous stratigraphic sequences spanning the last 150,000 yr or 
more are rare; more often, deposits studied are discontinuous both in time and 
space. In the oceans, the sedimentary record has been less disturbed so there are 
cogent reasons for using marine stratigraphic divisions to clarify and help under-
stand the terrestrial record (Kukla, 1977, 1987b; Rutter et ai, 1991b). Hov^ever, 
it should be emphasized that the isotopic signals in ocean cores contain both a 
temperature and an ice-volume component, which may not be synchronous. Fur-
thermore, the ice-volume signal is an index of global ice volume and says nothing 
about ice extent in any one geographical area. This makes the application of a ma-
rine isotope stratigraphic frame of reference to many areas of questionable utility 
because local stratigraphy may bear little relationship to the marine isotopic 
record. For example, the Canadian High Arctic may not have had its most exten-
sive ice cover during isotope stage 2 (the time of the global ice volume maximum) 
and may have experienced glacial advances and retreats out of phase with the 
larger continental ice sheets, variations of which dominate the oceanic isotope 
record (England, 1992). Furthermore, although there is a generally good corre-
spondence between the marine isotope record of continental ice volume changes 
and glacial stratigraphy over North America, at least over the past ~1 M years (11 
episodes of glaciation) nowhere in North America was the Laurentide Ice Sheet at 
its maximum extent at 18,000 yr B.P. (the marine isotope maximum); generally the 
ice sheet reached its greatest geographic extent 2000-3000 yr earlier (Fullerton and 
Richmond, 1986). 
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6.3.3 Orbital Tuning 

An entirely different approach to dating marine sediments is to assume that or-
bital forcing has been the primary factor driving the growth and decay of ice 
sheets on land, and therefore of the 8^^0 signal in benthic marine sediments. As 
the different periods associated with changes in eccentricity, precession, and obliq-
uity are well-known, this provides an opportunity to "tune" the chronology of 
8^^0 in marine sediments to orbital frequencies (Imbrie, 1985). This strategy de-
veloped from the discovery of a strong orbital signal in several different marine 
sedimentary records, with changes in the earth's orbit acting as a "pacemaker" of 
ice ages (Hays et aL, 1976). In orbital tuning, the astronomically driven changes 
(the forcing) alters the climate system in some way, which is then registered in the 
proxy record (Fig. 6.14). Providing the phase lag between orbital forcing and cli-
matic response is constant, tuning the proxy record to the original forcing will 
enable an absolute chronology to be established (Martinson et aL, 1987). In prac-
tice, tuning is carried out at only one or two frequencies and the resulting, tuned 
record is then analyzed to see if changes at other orbital frequency bands can be 
recognized. If there is coherency at other orbital frequencies, this provides strong 
support for the tuning strategy adopted. For example, Imbrie et aL, (1984) ana-
lyzed several records, in the 23,000 and 41,000 yr (precession and obliquity) fre-
quency bands, initially using a rough chronology made up of points in each 
record, the ages of which were approximately known (e.g., the Brunhes-
Matuyama boundary at 730,000 yr B.P., and the Stage 5-6 boundary at 127,000 
yr B.P.). Assuming a time constant for large ice sheets of -17,000 years (estimated 
from an ice-sheet growth model) an age model was constructed to maximize the 
coherency spectrum between the record of orbital forcing in these frequency 
bands and the sedimentary 8^^0 record. The analysis proceeded iteratively, even-
tually dropping the initial assumption that certain points were of known age so 
that the final record was entirely based on orbital tuning. The ultimate test was 
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F I G U R E 6.14 Schematic diagram illustrating the relationship between orbital forcing and the signal that is 
eventually preserved in the sedimentary record. 
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then to examine the coherency spectrum of the tuned record with the spectrum of 
orbital forcing at frequencies other than those used in the tuning procedure. In the 
tuned records obtained by Imbrie et aL, (1984), coherency was not only very high 
in the tuning bands but also in the -100 ka eccentricity band, which was not used 
in tuning at all. 

This tuning procedure was applied to a set of 8^^0 records, which had previ-
ously been "stacked" (aligned with respect to important stratigraphic features, but 
without a timescale), to produce a standard reference chronostratigraphy for the 
late Quaternary (Fig. 6.15). The resulting "SPECMAP" (Spectral Mapping Project) 
record thus enables other 8^^0 records to be adjusted to fit the reference chronol-
ogy, even if no dates are available for the new records (Prell et aL, 1986; Martinson 
et aL, 1987). Table 6.2 gives the estimated ages of major stage boundaries over the 
last 250 ka based on the orbital (or astronomical) tuning approach. The isotopic 
record can be viewed (in terms of its major low-frequency components) as being 
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F I G U R E 6.15 The SPECMAP composite chronology for a set of seven stacked (superimposed) 8 '^0 
records from different ocean basins of the world.The records were stacked according to their common strati-
graphic characteristics (like those used to derive Fig. 6.11) but without a reliable chronology. The chronology 
applied here is derived by orbital tuning that assumes that the primary forcing controlling the frequency charac-
teristics of each sedimentary record is related to Mllankovlch orbital variations and that there has been a con-
stant phase lag between the orbital forcing and system response over the last 300,000 yr. The tuning was first 
applied to subpolar Indian Ocean core RC11-120 and the chronology then transferred to the composite set of 
normalized records (I.e., each had a mean of 0 and a standard deviation of I). Major stadlal episodes (isotopic 
stages 2,4,6, and 8) are shaded. Vertical lines are times of transition between stages or substages as defined by 
Martinson et o/. (1987); substages 5a to 5e are centered on lines 5.1 to 5.5, respectively. The age error estimates 
on the stacked stage boundaries average -±5000 yr but this varies from one part of the record to another, as 
shown in Table 6.2 (Martinson et o/., 1987). 
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TABLE 6.2 Estimated Ages of Oxygen Isotope Stage Boundaries and Terminations 

Boundary^ Termination'' 
Estimated ages (x 10^ years) 

Erroi^ 

2.0 I 

3.0 

4.0 

5.0 

5.1 

5.2 

5.3 

5.4 

5.5 

6.0 II 

7.0 

8.0 III 

8-9 

9-10 IV 

10-11 

11-12 V 

12-13 

13-14 

14-15 

15-16 VI 

16-17 

17-18 

18-19 

Brunhes/Matuyama boundary 

Jaramiilo (top) 

Jaramillo (bottom) 

Olduvai (top) 

Olduvai (bottom) 

13 

32 

64 

75 

128 127 

195 190 

251 247 

297 276 

347 336 

367 352 

440 453 

472 480 

502 500 

542 551 

592 619 

627 649 

647 662 

688 712 

700 728 

128 

188 

244 

279 

334 

347 

421 

475 

505 

517 

579 

608 

671 

724 

908 

983 

1640 

1820 

11 

29 

61 

73 

128 

188 

244 

11 

27 

58 

72 

12.05 

24.11 

58.96 

73.91 

79.25 

90.95 

99.38 

110.79 

123.82 

129.84 

189.61 

244.18 

3.14 

4.93 

5.56 

2.59 

3.58 

6.83 

3.41 

6.28 

2.62 

3.05 

2.31 

7.11 

^ Isotope boundary designation 2.0 (Pisias et al., 1984) is alternatively referred to as 1-2. 
^ Terminations from Broecker and van Donk (1970). They defined terminations on the basis of their interpreta-

tion of the saw-toothed character of the oxygen isotope record. 
^ Estimates from Shackleton and Opdyke (1973) by linear interpolation in core V28-238, using a mean sedimen-

tation rate of 1.7 cm per thousand years. 
^ Estimates from Hays et al. (1976), Kominz et al. (1979), and Pisias and Moore (1981), based on the assump-

tion that variations in the tilt of the Earth's axis (obliquity) have resulted in variations of global ice volume, and that 
the phase shift betw^een the Earth's tilt and the 41,000-yr component of the isotopic record has remained fixed with 
time. See Section 6.8 for discussion. 

^ Estimations from Morley and Hays (1981) based on adjustments to maintain a constant-phase relationship be-
tween variations in oxygen isotope ratios and changes in obliquity and precession. 

^Derived from orbital tuning by Martinson et al. (1987); paleomagnetic transition ages from Shackleton et al. (1990). 
^ Error estimates for the stacked record of Pisias et al. (1984) derived from the orbital tuning of Martinson et al. 

(1987) applied to those records; error averages ± 5000 yr over the last 300,000 yr, but is lower in some segments than 
in others. 
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made up of periods of gradually increasing 8^^0 separated by shorter, relatively 
abrupt episodes when 8^^0 values decrease. The curve is thus "saw-toothed" in 
character, the slow increase in S^^O resulting from the gradual build-up of ice on 
the continents, followed by a period of rapid deglaciation when isotopically light 
water was returned to the oceans. Broecker and van Donk (1970) referred to the 
sharp decreases in 8^^0 as Terminations, signifying the end of a glacial period, the 
most recent deglaciation being Termination I. Estimated ages of other Terminations 
are included in Table 6.2. 

Orbital tuning has now been extended back over 2.5 Ma yr for selected cores 
(Fig. 6.16) (Shackleton et aL, 1990; Hilgen, 1991; Imbrie et aL, 1993b; Chen et 
aL, 1995). A number of important features are apparent in such records. First, 
8^^0 values have rarely been lower than Holocene levels, indicating that there 
have been very few occasions when there has been less continental ice than there is 
at present; these episodes were principally in isotope stages 5e, 9, 11, 31, and 37 
(Raymo, 1992). From 3.1 to 2.6 Ma B.P. an increase in 8^^0 indicates a progres-
sive cooling,.probably associated with the growth of the Antarctic ice sheet, and 
of continental ice sheets in the northern hemisphere. Around 2.7 Ma, a dramatic 
increase in the production of ice-rafted debris is seen in marine sediments from the 
North Atlantic. This increase in frequency corresponds with an increase in 8^^0 
values to levels typical of recent stadials. Only since isotope stage 22 (-800 ka ago) 
have there been episodes of continental glaciation comparable in magnitude to the 
most recent ice age (stage 2). Finally, the record provides a remarkable perspective 
on the increased importance of variance in the 100 ka (eccentricity) frequency 

Age (Ma) 

F I G U R E 6.16 Benthic oxygen isotope record from equatorial Atlantic core ODP-607 for the past 3.2 Ma. 
Dashed horizontal lines indicate the 8 '^0 values for the Holocene (upper line), stage 5c (middle line), and the 
stage 2/1 boundary (lowest line), as recorded at this site. Note the increased importance of the -100 ka cycle 
within the last I M yr (Raymo, 1992). 



2 1 4 6 MARINE SEDIMENTS AND CORALS 

band over the last 1 M years, when continental ice sheets were much larger (as reg-
istered by higher levels of 8^^0) compared to the preceding period. It seems 
unlikely that this is due simply to a change in the amplitude of eccentricity varia-
tions because over this interval there has actually been a shift away from variance 
in the 100 ka eccentricity frequency band, and an increase in variance at lower fre-
quencies (-412 ka) (Imbrie et aL, 1993a). The 100 ka period in 8^^0 is therefore 
likely to result from feedbacks internal to the climate system, which amplified the 
orbitally driven radiative forcing. From ice core records, greenhouse gases are 
clearly implicated in this amplification process (see Section 5.4.3). Ruddiman et 
aL, (1986) also point to the possibly critical effects of an increase in the elevation 
of major mountain ranges (Himalayas-Tibet and the north-south mountain ranges 
of western North America). As these ranges became higher, their effect on the gen-
eral circulation would have been to establish a more meridional circulation regime, 
which may have favored faster ice sheet growth under certain orbitally driven ra-
diation regimes. 

An important by-product of orbitally tuning the S^̂ O record is that it then pro-
vides age estimates on the timing of paleomagnetic polarity boundaries recorded 
within the sediments, which are independent of radiometric age determinations. 
Thus, if the chronology of the tuned ODP record by Shackleton et al. (1990) is cor-
rect, revisions in the paleomagnetic timescale are called for, such that the Brunhes-
Matuyama boundary was -780,000 B.P., the Jaramillo lasted from 1.07 M to 0.99 
Ma B.P., the Olduvai from 1.95 to 1.77 Ma B.P. and the Matuyama-Gauss bound-
ary was at -2.6 Ma B.P. In fact, recent reassessments of radiometric data indicate 
that the orbitally derived dates are compatible with new high resolution dates on 
paleomagnetic reversals (Tauxe et aL, 1992; Chen et aL, 1995). The marine isotope 
chronology can also be used to date other stratigraphic events, such as the level at 
which particular species became extinct (its last appearance datum, or LAD) 
(Berggren et aL, 1980). These biostratigraphic events may then be used as chrono-
stratigraphic markers in their own right, independent of both radioisotopic and 
stable isotope analyses on the sedimentary record in question. For example, 
extinction of the radiolarian Stylatractus universus has been found by stable iso-
tope stratigraphy to have occurred throughout the Pacific and Atlantic Oceans at 
425,000 ± 5000 yr B.P. (Hays and Shackleton, 1976, Morley and Shackleton, 
1978). Similarly, the coccolith Pseudoemiliania lacunosa became globally extinct 
in the middle of isotope stage 12, at -458,000 yr B.P. and the coccolith Emiliania 
huxleyi made its first appearance at -268,000 yr B.P., late in isotope stage 8 (Thier-
sitmetaL, 1977). 

Stable isotope stratigraphy has also enabled volcanic ash horizons to be accu-
rately pin-pointed in time (e.g., the -53,000 year B.P. Z2 ash layer in the North 
Atlantic) so that they can also be used as independent chronostratigraphic markers 
(Kvamme et aL, 1989). This is particularly important where the ash can also be 
found in terrestrial deposits, such as ice cores, loess or lake sediments, enabling 
direct correlation of land and marine records to be carried out (Gronvald et aL, 
1995). 
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6.3.4 Sea-level Changes and 8'^0 

It was noted earlier that the bulk of the S^^O signal in benthic foraminifera is re-
lated to changes in the isotopic composition of the oceans under the influence of 
changing continental ice volume. As ice sheets grew on the continents, the 8^^0 of 
the ocean increased and global sea level fell. Hence, there should be some sort of re-
lationship between 8^^0 in forams, continental ice volume, and sea-level change. 
However, the connections between these three phenomena are complex; the mean 
isotopic composition of ice sheets no doubt changed over time, depending on the 
ice-sheet location (latitudinally) and its mean elevation. If ice sheets remained in a 
steady state for extended periods, the mean 8^^0 of ice lost at the margin (repre-
senting older ice formed at lower elevations) would probably have been higher than 
precipitation falling later on the high elevation accumulation zone of the ice sheet, 
leading to a systematic enrichment of the ocean in ^^O without any change in ice 
volume. There is therefore a non-linear relationship between ice-sheet volume and 
oceanic 8^^0 composition (Mix and Ruddiman, 1984). Furthermore, the 8^^0 of 
benthic forams is not only influenced by oceanic 8^^0; if water temperature (or 
salinity) changed, this would affect 8^^0 and such effects may have been more im-
portant at certain times than at others. Finally, estimates of paleo-sea level are gen-
erally based on coral reefs found on rising coastlines so that the record of former 
low sea-level stands are now found at locations well above present sea level. Under-
standing how sea level at various times in the past relates to global ice volume 
changes requires not only a tectonic model for local uplift but also an understand-
ing of global sea-level distribution, relative to the mean geoid. Temporally synchro-
nous sea-level terraces may not be at equivalent heights above present sea level due 
to geophysical constraints on the distribution of water on the planet (Peltier, 1994). 

Notwithstanding these difficulties, the relationship between 8^^0 and sea level 
has been considered by Chappell and Shackleton (1986) and Shackleton (1987). By 
comparing paleo-sea-level estimates from U-series dated coral terraces on the Huon 
Peninsula of New Guinea (Fig. 6.17) with the record of 8^^0 in benthic fora-
minifera, it is apparent that the relationship between sea level change and 8^^0 has 
not been constant over the last glacial-interglacial cycle. In fact, it seems likely that 
temperatures in the deep ocean must have been at least 1.5 °C cooler in glacial and 
interstadial times (-110-20 ka B.P.) than during the interglacials (isotope stages 1 
and 5e). If it is further assumed that such a change has been typical of earlier 
glacial/interglacial cycles, it is then possible to estimate (from benthic 8^^0) the rel-
ative magnitudes of ice volumes in glacial and interglacial extremes back in time, 
for which no well-dated sea-level terraces exist. Such an analysis leads to the con-
clusion that continental glaciation during marine isotope stage 6 was slightly 
greater than in stage 2, but that in stages 12 and 16 it was even larger (Shackleton, 
1987). However, there is little evidence that previous interglacials 7, 13, 15, 17, or 
19 were significantly warmer (i.e., had much less ice remaining on the continents) 
than the present one. Stages 1, 5e, 9, and 11 were all similar (isotopically) though 
independent evidence suggests that stages 5e and 11 (at least) were somewhat 
warmer with sea level > 6 m above present levels. 
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F I G U R E 6.17 Raised coral terraces, indicative of former sea levels, on the Huon Peninsula of Papua New 
Guinea.The coastline in this area has been continuously rising at the same time as sea level has been rising and 
falling due to ice volume changes on the land (eustatic sea-level changes). Upper Terrace Vila (-140 ka B.R) is 
slightly above Terrace VIlb (-125 ka B.R). Terrace VI (-107 ka B.R) is a small fringing reef above Terrace V (-85 
ka B.R). The dated sea-level record is shown in Fig. 6.13 (photograph courtesy of A.L. Bloom). 

6.4 RELATIVE ABUNDANCE STUDIES 

The possibility of reconstructing paieoclimates by using the relative abundance of a 
particular species, or species assemblage, in ocean sediment cores was first proposed 
by Schott (1935). Schott recognized that variations in the number of Globorotalia 
menardii (a foraminifera characteristic of subtropical and equatorial waters) are in-
dicative of alternating cold and warm intervals in the past. However, 30 yr were to 
elapse before the availability of relatively long undisturbed cores and improved dat-
ing techniques enabled others to capitalize on Schott's work, and to develop his 
ideas further. For example, Ruddiman (1971) derived time series of the ratios of all 
warm-water species to cold-water species to obtain qualitative paleotemperature es-
timates that showed good correlations with oxygen isotope paleoglaciation curves. 
Although somewhat of an improvement over earlier studies based on individual 
species, Ruddiman recognized that the technique was still relatively simplistic 
in considering all species as equally "warm" or "cold" when gradations in their indi-
vidual tolerances obviously exist. 
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In the early 19708, major advances in paleoclimatic and paleo-oceanographic 
reconstructions were made by a number of workers. Multivariate statistical analy-
ses of modern and fossil data were used to quantify former marine conditions ("ma-
rine climates") in an objective manner (Imbrie and Kipp, 1971; Hecht, 1973; Berger 
and Gardner, 1975; Williams and Johnson, 1975; Molfino et ai, 1982). The gen-
eral approach in all of these studies is to caHbrate the species composition of mod-
ern (core-top) samples in terms of modern environmental parameters (such as 
sea-surface temperatures in February and August). This is achieved by developing 
empirical equations that relate the two data sets together. These equations (transfer 
functions) are then applied to down-core faunal variations to reconstruct past envi-
ronmental conditions (Fig. 6.18). Mathematically, the procedure can be simply ex-
pressed as follows: 

7'. = Xf .andT^ = Xfp (6.3) 

where T^ and T are modern and paleotemperature estimates, respectively, F^ and 
F are modern and fossil faunal assemblages, respectively, and Xis a transfer coeffi-
cient (or set of coefficients). 

A fundamental assumption in the use of transfer functions to reconstruct marine 
climates is that former biological and environmental conditions are within the "ex-
perience" of the modern (calibration) data set (as illustrated in Fig. 6.19). If this is 
not so, a no-analog condition exists and erroneous paleoclimatic estimates may re-
sult (Hutson, 1977). Another important assumption is that the relationship that cur-
rently exists between marine climate and marine fauna has not altered over time due, 
for example, to evolutionary changes of the species in question. However, perhaps 
the major uncertainty in these studies concerns the very nature of the calibration 
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FIGURE 6.18 Schematic quantitative paleoclimatic model. In step I, the transfer function (X) is calculated 
by calibration of the modern (core-top) foraminlferal data set (fm) with modern sea-surface temperatures {Jrr\). 
In step 2 the transfer function is applied to a down-core (fossil) data set (Fp) to yield estimates of past temper-
atures (Tp) (Hutson, 1977). 
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F I G U R E 6.19 Venn diagram illustrating conditions that are ideal (top) and nonideal (bottom) for calibrat-
ing a transfer function. In an ideal situation, the calibration data set C encompasses the range of all biological 
and environmental conditions that exist in the down-core data set D. In a non-ideal situation the calibration data 
set C does not reflect all the biological and environmental conditions that are represented within the down-
core data set D and a no-analog condition results (shaded area). U Is the universe of all biological and environ-
mental conditions both today and in the past (Hutson, 1977). 

data set itself. The "modern" faunal assemblages are generally derived from core-top 
samples that may represent a depositional period of several thousand years, due to 
bioturbation and disturbance during core recovery (Emiliani and Ericson, 1991). In-
deed, the chronological heterogeneity of core-top samples v^as considered by Imbrie 
and Kipp (1971) to be the largest single source of error in their paleoenvironmental 
reconstructions ("most [core-top samples] represent. . . the last 2000 to 4000 years 
and. . . . some may contain materials deposited in the age range 4000-8000 years 
B.P."; Imbrie and Kipp, 1971). Furthermore, it is not unusual for modern oceano-
graphic parameters to be poorly knov^n, commonly being based on interpolation be-
tween observations that are both short and geographically sparse (Levitus 1982). 
This is a particular problem in remote areas where sea-surface temperature and/or 
salinity gradients are strong, and may result in paleotemperature estimates for cer-
tain regions that are in error by several degrees. However, this is probably close to 
the magnitude of uncertainty associated with modern values, particularly in areas 
where significant changes of sea-surface temperature have occurred, even during 
the brief period of modern instrumental observations (Wahl and Bryson, 1975; 
Levitus, 1989). Under such circumstances the selection of a modern calibration value 
to equate with the core-top faunal assemblage is somewhat problematic, though by 
no means a problem unique to marine data (Bradley, 1991). 

Of all the multivariate approaches to the quantification of former marine cli-
mates, the methodology of Imbrie and Kipp (1971) has been most widely applied. 
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In their original study, an attempt was made to reconstruct sea-surface temperature 
variations at a core site (V12-122) -150 km south of Haiti. To achieve this, the 
species composition of core-top samples from 61 sites in the Atlantic Ocean (and 
part of the Indian Ocean) were used as the basic "modern fauna" data set. As a first 
step, Imbrie and Kipp reduced the number of independent variables in this data set 
by the use of principal components analysis. Principal components analysis is an ob-
jective way of combining the original variables into linear combinations (eigenvec-
tors) that effectively describe the principal patterns of variation in a few primary 
orthogonal components, leaving the less coherent aspects ("noise") for the last few 
components (Sachs et al, 1977). Thus, Imbrie and Kipp were able to condense much 
of the spatial variation of species abundance in 61 core-top samples from the At-
lantic Ocean into five principal components or assemblages, which accounted for al-
most all of the variance in the original data set. By mapping the relative contribution 
of each component to the variance of each core-top sample, it was clear that four of 
these assemblages were related to temperature variations near the sea surface and 
could be simply described as subtropical, transitional, subpolar, and polar assem-
blages (Fig. 6.20). A fifth assemblage was more related to oceanic circulation around 
the subtropical high-pressure cells and was termed the gyre margin assemblage. 

The next step was to utilize the relative weightings of each assemblage (factor 
scores) at each site to predict sea-surface temperatures. A stepwise multiple regres-
sion procedure was used, with temperature as the dependent variable and the factor 
scores as independent variables (predictors). In this way, an equation was derived 
that parsimoniously described sea-surface temperature in terms of the relative im-
portance of the factor scores at each site. In the case of winter temperatures, for ex-
ample, the following calibration equation was derived: 

T^ = 23,6A + 10.4J5 + 2.7C + 3.7D + 2.0K (6.4) 

where A, B, C, and D refer to the four major assemblages (tropical, subtropical, 
subpolar, and polar) and K is a constant.^^ This equation explained 9 1 % of vari-
ance in the modern winter sea-surface temperature observations (Fig. 6.21). 

At this stage, the modern faunal data set had been calibrated in terms of sea-
surface temperatures. It was then necessary to transform the fossil (down-core) 
faunal variations from core V12-122 into relative weightings of the major faunal 
assemblages already defined. Finally, these values were entered into the calibra-
tion equation to produce paleotemperature estimates. These are shown in Fig. 
6.22 together with 8^^0 measurements on the foraminifera Globigerinoides ruber 
from the same core (Imbrie et al., 1973). A sequence of cooler episodes can be 
seen separated by warmer periods when temperatures approached modern (core-
top) values and the cooler periods generally coincide with high 8^^0 values (and 
vice versa). However, the changes in water temperatures can only account for a 
small fraction (-20%) of the isotopic change and, in fact, provide support for 
the view that global ice-volume changes are manifested mainly in the 8^^0 record 

^̂  Gyre margin assemblage was not considered in this analysis. 
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60 

F I G U R E 6.20 Core-top foraminifera assemblages, defined by factor analysis. Each zone represents an area 
dominated by a particular assemblage (polar, subpolar, transitional, subtropical, or gyre margin—off Equatorial 
West Africa) (Molfino et o/., 1982). 
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F I G U R E 6.21 Winter sea-surface temperature based on modern instrumental observations (including in-
terpolated values) vs those estimated from fauna! assemblages in 61 core-top samples using factor analysis and 
transfer function methods (Imbrie and Kipp, 1971). 
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F I G U R E 6 .22 Winter sea-surface paleotemperature estimates (right) and 8'®0 values (left) based on 
Caribbean core VI2-122.The sea-surface temperature estimates are derived from transfer functions, in the 
manner shown schematically in Fig. 6.18 (Imbrie et o/., 1973). 
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(see Section 6.3.1). From this reconstruction of Caribbean Sea paleotempera-
tures, it appears that sea-surface temperatures in this region have been predomi-
nantly cooler than today over the duration of the core record (-560,000 yr) v^ith 
winter temperatures as much as -7.5 °C lower than today around 430,000 yr B.P. 
(Imbrie ^̂  ̂ /., 1973). 

Since Imbrie and Kipp's pioneering work, there have been several attempts to 
refine and improve on their methodology (Ruddiman and Esmay, 1987; Dowsett 
and Poore, 1990). An alternative strategy was proposed by Prell (1985), who 
used a modern analog technique (MAT) to find the modern (core-top) assemblages 
that most closely resemble each fossil assemblage. Prell uses a statistical measure 
(a similarity coefficient) to quantify how closely each modern assemblage is to the 
fossil one. The modern sea-surface temperatures of the "top 10" modern assemblages 
are then used in a weighted average, to estimate the paleo-SST. This approach is de-
veloped further for the Atlantic Ocean, by Pflaumann et al,, (1996), who demon-
strate a very high degree of skill (r^ = 0.99) in estimating modern SSTs for both 
summer and winter seasons over the entire range of Atlantic temperatures, from 
-1.4 °C (in winter at high latitudes) to +28.6 °C (in summer in equatorial regions). 
This augurs well for reliable paleo-SST estimates when this approach is applied 
to down-core foram assemblage records, providing differential dissolution of paleo-
assemblages has not biased their representativeness. 

One of the most rewarding and interesting applications of Imbrie and Kipp's 
methodology has been use of the technique to provide a synoptic view of paleo-
oceanographic conditions in the past. By applying transfer functions to samples 
from a particular time horizon in many different cores, it is possible to reconstruct 
and map marine climates as they were at that time. This was one of the major ob-
jectives of the CLIMAP project, which focused attention on marine conditions at 
18,000 yr B.P. (CLIMAP Project Members 1976, 1981, 1984). The date of 18,000 
(radiocarbon) yr B.P.̂ ^ was selected as the time of the last maximum continental 
glaciation (LGM) defined by maximum 8^^0 values during isotope stage 2 (Shack-
leton and Opdyke, 1973). Using transfer functions derived for each of the major 
world oceans, February and August sea-surface temperatures have been recon-
structed for this period (Table 6.3). Most studies relied mainly on foraminiferal as-
semblage data, but in areas where siliceous fossils predominate (e.g., in the South 
Atlantic and Antarctic Oceans) the technique has also been applied to radiolarian 
assemblages (Lozano and Hays, 1976; Morley and Hays, 1979) and to diatoms (Pi-
chon et aL, 1992; Kog Karpuz and Schrader, 1990). In the Pacific Ocean, where 
preservational characteristics of carbonate and siliceous fossils vary significantly 
from one area to another, it has been found advantageous to develop transfer func-
tions based on four major microfossil groups (coccoliths, foraminifera, Radiolaria, 
and diatoms) to achieve optimum paleotemperature reconstructions (Geitzenauer et 
al, 1976; Luz, 1977; Moore, 1978; Sancetta, 1979; Moore et aL, 1980). Although 
the paleotemperature maps for 18,000 yr B.P. are of interest alone, it is perhaps of 
most interest to use the reconstructions to produce maps of differences in tempera-

^̂  This "̂̂ C date is approximately equivalent to -21,000 calendar yr B.P. (see Section 3.2.1.5). 
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TABLE 6.3 Sea-surface Paleotemperature Reconstructions for 18,000 Yr B.P. 

Area 

North Atlantic 

South Atlantic 

Norwegian and 
Greenland Seas 

Caribbean and equatorial 
Atlantic 

Western equatorial Atlantic 

Eastern equatorial Atlantic 

Indian Ocean 

Antarctic Ocean 

Pacific Ocean 

South 

North and South 

North 

North and South 

North and South 

World Ocean 
(summary) 

Principal faunai 
groups used 

Foraminifera 

Radiolaria 

Foraminifera 

Diatoms 

Foraminifera 

Foraminifera 

Foraminifera 

Foraminifera 

Radiolaria 

Diatoms 

Foraminifera 

Coccoliths 

Diatoms 

Radiolaria 

All four groups 
(synthesis) 

Foraminifera 
Radiolaria, Coccoliths 

Major reference 

Kipp (1976), Mclntyre et al (1976) 

Morley and Hays (1979) 

T. Kellogg (1975, 1980) 

K09 Karpuz and Schrader (1992) 

VTd\etal{\976) 

Be et al. {^976) 

Gardner and Hays (1976) 

Hutson (1978), Prell and Hutson (1979), 
Prelle^^/. (1980) 

Lozano and Hays (1976), Hays (1978) 

Vichon etai (1992) 

Luz (1977) 

Geitzenauer et al. (1976) 

Sancetta (1979, 1983) 

Moore (1978) 

Moore ^^^/. (1980) 

CLIMAP Project Members (1976) 

ture between modern conditions and those at 18,000 yr B.P. Such maps are shown 
in Figs. 6.23-6.29 and are discussed briefly in the following sections. But first, a few 
caveats are neccessary. 

One aspect of the CLIMAP SST reconstructions that has been controversial 
from the outset is the apparent lack of a significant temperature change in low lati-
tude ocean surface temperatures at the last glacial maximum (LGM) (Prell, 1985). 
This conclusion does not fit well with other evidence from the tropics, such as the 
much lower snowlines recorded in mountainous areas (Selzer, 1990). If SSTs 
remained more or less constant, yet temperatures at an altitude of 4-6 km fell, an 
increase in lapse rate in the lower atmosphere is implied, but this is very difficult to 
envision (Webster and Streten, 1978). Furthermore, general circulation models can 
not reproduce an appropriate drop in snowline without sea-surface temperatures 
5-6 °C lower than modern values (Rind and Peteet, 1985). 

Recently, several independent lines of evidence have converged to challenge the 
veracity of low latitude CLIMAP SST estimates. Analysis of strontium/calcium ra-
tios (see Section 6.8.5) in corals dating 10,200 B.P. from 16° S in the central Pacific 



2 2 4 6 MARINE SEDIMENTS AND CORALS 

indicate that temperatures were ~5 °C cooler at that time (Beck et ai, 1992). A 
similar result was obtained with corals of LGM age from Barbados (Guilderson et 
aL, 1994). Temperature changes of this magnitude are supported by studies of no-
ble gases in groundwater from tropical Brazil. The concentration of noble gases 
(Ne, Ar, Kr, and Xe) in groundwater is largely a function of the temperature at the 
water table where dissolution occurs. By comparing noble gas concentrations in 
radiocarbon-dated groundwaters of Holocene and of glacial age, a temperature 
difference of 5.4 ± 0.6 °C was estimated. Additional evidence for lower tropical 
temperatures at the LGM comes from 8^^0 measurements in an ice core from the 
high mountains of Peru (Huascaran: 6050 m elevation), which shows that snow-
fall was ~8%o lower in 8^^0 in glacial times compared to the Holocene (Thompson 
et aL, 1995b). This indicates much lower temperatures in the lower troposphere at 
that time. Finally, Miller et aL, (1997) estimate that temperatures in central Aus-
tralia were at least 9 °C colder in glacial times compared to the Holocene, based 
on the extent of racemization of amino acids in ^"^C-dated emu eggshells. As race-
mization is a function of age and temperature, by controlling for age, paleotem-
peratures can be calculated (see Section 4.2.1.4). These very diverse lines of evidence 
all point to significantly cooler temperatures in tropical and subtropical latitudes 
at the LGM. 

Other lines of evidence are more in line with the original CLIMAP estimates 
(Table 6.4). For example, several recent studies use the temperature dependence of 
long chain alkenones (synthesized by planktic primnesiophyte algae — see Section 
6.5) as a means of reconstructing SSTs (Brassell et aL, 1986). These studies generally 
find that LGM SSTs were only 1-2 °C lower in the western and eastern tropical Pa-
cific (Ohkouchi et aL, 1994; Prahl et aL, 1988) and central equatorial Atlantic (Sikes 
and Keigwin, 1994) but up to -2.5 °C lower in the central equatorial Indian Ocean 
(Rostek et aL, 1993; Bard et aL, 1997) and 2-3 °C lower in the eastern tropical At-
lantic (with colder episodes as much as 4-5 °C lower for periods of a few hundred 
years at a time, corresponding to enhanced flow of the cool Canaries current during 
Heinrich events) (Zhao et aL, 1995). In addition, a reassessment of the LGM SSTs 
using a large database of modern core-top samples to identify optimum down-core 
analog assemblages (the "modern analog technique") led Prell (1985) to conclude 
that the original CLIMAP estimates were not biased by methodology and required 
no drastic revision. This was also the view of Thunell et aL, (1994) who used a high-
quality core-top data set from the western Pacific; they found that LGM SSTs were 
generally within 1 °C of modern values between 20° N and 20° S, indicating that the 
western Pacific Warm Pool has existed since at least the LGM, and probably 
throughout the last glacial-interglacial cycle. 

Such a view is strongly contested by EmiHani and Ericson (1991), who examine 
several lines of evidence which call into question the CLIMAP SST estimates at low 
latitudes. For example, they note that certain species of foram, with well-defined 
temperature tolerances, can be used as indicators of threshold temperatures in the 
past. Thus, the absence of Fulleniantina obliquiloculata and Sphaeroidinella debts-
cens from equatorial Atlantic and Caribbean sediments of LGM age suggests that 
winter temperatures fell below 18.5 °C, a drop of at least 7-8 °C from modern val-
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TABLE 6.4 Paleotemperature Estimates for the Last Glacial Maximum 

Location 

Based on planktonic forums'^ 

Western Pacific (many sites) 

Based on alkenones ̂  

E. Equatorial Atlantic 

N.E. Equatorial Pacific 

W. Equatorial Pacific 

Off N.W.Africa 

Off N.W Africa 

Off N.W Africa 

Indian Ocean (a transect) 

N.E. Atlantic 

N.E. Atlantic 

Central N. Atlantic 

Based on Sr/Ca or U/Ca 

Huon Peninsula, New Guinea 

Huon Peninsula, New Guinea 

Vanuatu, southwestern Pacific 

Vanuatu, southwestern Pacific 

Barbados 

Barbados 

Based on noble gases 

Brazil 

Based on amino acid 
racemization 

Central Australia 

Lat 

22° N-20° S 

0° 

r N 
3.5° N 

19° N 

19° N 

21° N 

20° N-20° S 

48.3° N 

56° N 

43.5° N 

15.5° S 

Long 

120° E-165° E 

23° W 

139° W 

142° E 

20° W 

20° W 

18.5° W 

-36° E 

25° W 

12.5° W 

30.4° W 

167° E 

A T f C ) 

<2 

1.8 

1.3 

<1.5 

3-4 

~3 

3-4 

0.5-2.5 

3-4 

5 

4-5 

>3 

>5-6 

>4-5 

>6.S 

~5 

4-5 

5.4 

~9 

Reference 

T:\i\xnnd\etal. (1994) 

Sikes and Keigwin (1994) 

PrahUfdf/. (1989) 

Ohkouchi ê  ̂ /. (1994) 

Zhao e^^/. (1995) 

Chapman e?^/. (1996) 

Eglington ^̂  ̂ /. (1992) 

Bard ^^^/. (1997) 

Madureira g? ̂ /. (1997) 

Sikes and Keigwin (1996) 

Villaneuva ê  ̂ /. (1998) 

Aharon and Chappell (1986) 

Mmetal{\995) 

Mine^^/. (1995) 

Beck e?d!/. (1997) 

Guilderson e^ ^/. (1994) 

Mmetal(\99S) 

Stutt etal. (1995) 

MiWtretal. (1997) 

'^ Using Modern Analog Technique for foram assemblages. 
^ Up-to-date estimates can be found at http://NRG.NCLAC.UK:8080/CLIMATE/Art.htm 

ues (see Fig. G.6). They argue that the primary reason for the "incorrect" CLIMAP 
SST estimates is the probabiHty (noted earHer) that many of the "modern" core-top 
samples were in fact not representative of truly modern sediments, but were con-
taminated by early Holocene faunas, which represent quite different oceanographic 
conditions in many tropical regions. If this is so, they argue, then not surprisingly 
any further analysis of this data set is only likely to confirm the original (erroneous) 
conclusions. However, this cannot be true of the high resolution data set used by 
Thunell et al., (1994) in which core-tops were demonstrably modern. 

Finally, a thorough review of planktic isotope data from the tropical oceans 
led Broecker (1986) to conclude that the LGM 8^^0 values are consistent with the 
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relatively small changes in SST revealed by the CLIMAP studies. This conclusion 
has been reinforced by Stott and Tang (1996), who examined 8^^0 in individual 
planktic forams from the Holocene and the LGM in the tropical Atlantic. The ma-
jority of their samples showed that the tropical Atlantic SSTs were ~2 °C cooler at 
the LGM than in the Holocene. However, the presence of individuals with signifi-
cantly higher 8^^0 values (i.e. indicative of colder conditions) may reflect short-term 
episodes like those found by Zhao et al,, (1995) in their alkenone studies. 

No doubt, this controversial subject will continue to be hotly debated as new 
evidence is brought to bear on the problem. But it is worth noting that the matter is 
of more than academic interest because the role of tropical SSTs is very important 
in understanding how global climates may change in the future. If large decreases in 
tropical SSTs did occur during glacial times, it implies that climate sensitivity to 
changes in greenhouse gases (and associated feedbacks) is at the high end of most 
estimates (-4.5 °C for a doubling of CO2), otherwise the LGM forcing would not 
have produced such large changes (Crowley, 1994). Hence, resolving these differ-
ences in LGM SSTs is critical for a clearer understanding of the evolution of future 
climate. Meanwhile, when examining differences between modern SSTs and the 
CLIMAP reconstructions in Figs. 6.23-6.29 one should bear in mind that an ocean 
of controversy continues to surround LGM SST estimates at low latitudes. 

One final point before the CLIMAP reconstructions are introduced; it is impor-
tant to note that the maps are derived by interpolation between discrete sample 
points, which are often widely separated. This may lead to erroneous SST estimates 
being extrapolated over huge areas of the surrounding ocean (especially in the Pa-
cific). This problem has been examined by Broccoli and Marciniak (1996), who find 
that the correspondence between GCM simulations of LGM paleotemperatures is 
significantly better when individual data points are compared, compared to using the 
interpolated paleo-SST maps. This should be borne in mind when examining Figs. 
6.23-6.29; for example, in Fig. 6.23 the strongest gradients in temperature anomalies 
in the North Atlantic (located south of Newfoundland) are not well constrained by 
data (shown by the black dots) and result from the difference between an interpolated 
paleo-SST map and modern instrumentally measured conditions. This is not to say 
that they are wrong, but only that due caution is needed in interpretation of the maps. 

6.4.1 North Atlantic Ocean 

Situated between major ice sheets of the Northern Hemisphere (at 18,000 yr B.P.) 
the North Atlantic experienced the most significant changes in temperature of all 
oceanic areas (Figs. 6.23 and 6.24). At 18,000 yr B.P. August sea-surface tempera-
tures were more than 10 °C cooler in a broad zone from 40-45° N in the west to 
45-50° N in the east. This reflects a marked southward movement of polar and 
subpolar water at the time. In February, temperatures were less depressed off the 
North American coast (AT = 3-5 °C) but in the eastern North Atlantic temperatures 
were 6-12 °C cooler than today in a triangular area stretching from Scandinavia to 
Portugal. In both seasons, strong upwelling off the coast of northwestern Africa 
(presumably related to stronger Trade winds, see Section 6.7) resulted in signifi-
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F I G U R E 6.23 Difference between modern and 18,000 yr B.R August sea-surface temperatures. Contour 
interval is 2 °C. Cores used in paleotemperature study shown as dots. Paleotemperatures were derived from 
fauna! assemblage transfer functions. Figure derived by subtracting map of modern temperatures from map of 
paleotemperatures (both containing interpolated data). Hence the estimates of paleotemperature increase since 
18,000 yr B.R contain large values in some areas, even though core data may not have been available from those 
areas (e.g., the western North Atlantic between 42** and 50° N). See text for discussion of uncertainties in trop-
ical SSTs (Mclntyre et o/., 1976). 

candy cooler temperatures in that area (AT = 5-8 °C). Relatively minor temperature 
differences were apparent over most of the subtropical North Atlantic to the w^est, 
though February sea-surface temperatures in the Caribbean were 2-4 °C cooler than 
today at 18,000 yr B.R 

Considered together, the two maps suggest that the North Atlantic is made up of 
two zones, an area of dynamic change from -40 to 50° N and a relatively stable zone 
to the south. Such a condition has apparently been characteristic of a much longer 
period than just the last 18,000 yr. Mclntyre et ai, (1975) have reconstructed major 
water-mass boundaries along a meridional north-south transect through the Atlantic 
Ocean (at 20° W) for the past 130,000 yr (i.e., an interglacial-glacial cycle) and their 
study clearly indicates that the North Atlantic has been the most variable zone of 
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F I G U R E 6.24 Difference between nnodern and 18,000 yr B.R February sea-surface temperatures, derived 
as explained in Fig. 6.23. Contour interval is 2 °C (Mclntyre et o/., 1976). 

both hemispheres (Fig. 6.25). At 50° N, fauna! assemblages have varied from being 
predominantly subtropical at 125,000 yr B.P. (the last interglacial) to polar from 
-35,000 to 15,000 yr B.P. Furthermore, changes of a similar nature have been ob-
served in cores reaching back over 600,000 yr, indicating that seven complete glacial-
interglacial cycles have occurred during this period (Ruddiman and Mclntyre, 1976). 

6.4.2 Pacific Ocean 

August sea-surface temperature differences were maximized in subarctic and equa-
torial regions (Fig. 6.26). In the area around Japan, temperatures were as much as 
8 °C cooler at 18,000 yr B.P. due to a southward displacement of the warm Kuroshio 
current at that time and its replacement by subarctic water (Oyashio current). Less 
pronounced temperature depressions occurred in the Gulf of Alaska and southward 
along the California coast (AT = 2-4 °C), a fact which stands in marked contrast to 
conditions in the eastern Atlantic Basin. In equatorial regions, temperatures were 
cooler by 2-4 °C in a broad band, perhaps related to greater advection of cool 
waters into North and South Equatorial currents due to intensified tradewinds at the 



= FIGURE 6.25 Variations of Atlantic surface water masses along the 20" W meridian, f rom 60" S (left) to 60" N (right) over the last 
130.000 yr  (vertical axis). Principal ocean currents along the 20" W meridian are shown schematically at top.Water mass variations shown 
cover the last interglacial-glacial cycle. Note the large latitudinal variations in water masses in the Nor th  Atlantic (Mclntyre et af., 1975). 
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F I G U R E 6.26 Differences between modern and 18,000 yr B.RAugust sea-surface temperatures in the Pa-
cific Ocean. Dots show locations of cores used in paleotemperature estimates. Dark shading indicates 18,000 yr 
B.R temperatures >4 °C cooler; intermediate shading 2—4 °C cooler; light shading 0-2 ''C cooler than modern 
values. Areas where it was warmer at 18,000 yr B.R than under modern conditions are unshaded. See text for 
discussion of uncertainties in tropical SSTs (Moore et ai, 1980). 

time. In the South Pacific, cooler waters adjacent to the coast of South America and 
west of New Zealand are noteworthy (AT = 2-4 °C). It is also of interest to note that, 
in addition to areas of major cooling, large parts of the Pacific Basin appear to have 
been warmer at 18,000 yr B.P. than at present. In particular, core regions of subtrop-
ical high-pressure centers are reconstructed as having been 1-2 °C warmer than 
modern values. Temperatures along the eastern coast of Australia were also warmer 
(by up to 4 °C) perhaps due to enhanced equatorial flow from the stronger Equator-
ial currents. However, this view is contested by Anderson et aL, (1989), who show 
that the CLIMAP paleo-SSTs in this region are too high. One potentially important 
problem in deriving paleo-SSTs from the tropical Pacific is the effect of differential 
dissolution, which tends to remove "warm" forams from the core-top assemblages. 
During the LGM, if dissolution in the Pacific was less, there may have been more 
"warm" forams preserved, leading to an erroneous view of overall temperature 
changes (Broccofi and Marciniak, 1996). 

Similar patterns of difference are observed in many areas in the February sea-
surface temperature reconstructions (Fig. 6.27) with maximum temperature changes 
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F I G U R E 6.27 Difference between modern and 18,000 yr B.R February sea-surface temperatures in the 
Pacific Ocean. Dots show location of cores used in paleotemperature estimates. Shading as in Fig. 6.26 (Moore 
etaL, 1980). 

in the area east and north-east of Japan (AT = 6-8 °C). Cooler temperatures at this 
season could have resulted in sea-ice formation over an extensive area (Sancetta, 
1983). In the Southern Hemisphere, cooling was relatively minor at 18,000 yr B.R, 
except in the Peruvian current off the western coast of South America (AT = 2-4 °C) 
and in the extreme south due to an expanded subpolar water mass. Again, a notice-
able feature is the extensive area of warmer sea-surface temperatures at 18,000 yr 
B.R centered over the subtropical high-pressure cells. It is particularly interesting 
to note the large extent of this positive anomaly in the Southern Hemisphere, asso-
ciated with the poleward movement of the subtropical high-pressure center at this 
time of yean A corresponding southward shift in the Northern Hemisphere posi-
tive anomaly field is also apparent in the February maps compared to those for 
August. Such a pattern suggests a more intense Hadley cell circulation at 18,000 
years B.R, with well-developed subtropical high-pressure centers. In these areas, 
adiabatic warming and clear skies would favor warmer sea-surface temperatures 
and, on the subtropical margins, trade winds and gyre margin ocean currents 
would be strengthened. All these factors fit together quite coherently in relation to 
the reconstructed paleotemperatures, which demonstrates that the overall recon-
structions are at least internally consistent. 
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6.4.3 Indian Ocean 

August sea-surface temperature anomalies reveal relatively minor differences be-
tween 18,000 yr B.P. and today (Fig. 6.28). Apart from areas associated w îth the 
eastern and v^estern boundary currents, off the western coast of Australia and off 
southeastern Africa (the Agulhas Current) most areas at 18,000 yr B.P. were within 
1 or 2 °C of modern values. It is interesting that temperatures in the Arabian Sea 
were ~1 °C warmer at 18,000 yr B.P., suggesting a weaker Southwest Monsoon 
flow at that time, resulting in less upwelling of cool water (Prell et ai, 1980). How-
ever, this is not supported by alkenone evidence from off the Arabian Peninsula, 
which indicates glacial-interglacial temperature differences of >3 °C in spite of re-
duced upwelling at the LGM (which would tend to lessen the difference) (Emeis et 
ai, 1995). 

February maps reveal larger temperature differences, particularly in the area 
centered on 40° S, where northward movement of the Antarctic Convergence zone 
and associated subpolar water caused temperatures to be lower by 4-6 °C at 18,000 
yr B.P. (Fig. 6.29). Compared to the other ocean basins, however, temperature 
changes in the Indian Ocean were relatively small (overall cooling of only -1.8 °C) 
and large areas off the coast of eastern Africa and in the Arabian Sea may have been 
slightly warmer at 18,000 yr B.P. than they have been in recent years. 

90 105 120 135 
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AT 

LGM-MODERN 

105 120 135 

F I G U R E 6.28 Difference between modern and 18,000 yr B.P. August sea-surface temperatures. LGM = 
last glacial maximum. Contour interval is I °C. Widely spaced diagonal lines indicate areas warmer at 18,000 yr 
BP than today. Closely spaced diagonal lines indicate areas at least 4 °C cooler than today at 18,000 yr B.R See 
text for discussion of uncertainties in tropical SSTs (Prell et ai, 1980). 
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F I G U R E 6.29 Difference between modern and 18,000 yr B.R (LGM) February sea-surface temperatures. 
Contour interval is I °C. Shading as in Fig. 6.2 (Prell et o/., 1980). 

6.5 PALEOTEMPERATURE RECORDS FROM ALKENONES 

Certain marine phytoplankton of the class Prymnesiophyceae, most notably the 
coccolithophorid Emilyania huxleyi, respond to changes in water temperature by 
altering the molecular composition of their cell membranes. Specifically, as water 
temperature decreases, they increase the production of unsaturated alkenones 
(ketones). Cells contain a mixture of long-chain alkenones with 37, 38, or 39 car-
bon atoms (n-C^^ to n-C39), which are either di- or tri-unsaturated (designated for 
example, as C3-7.2 and C^^,^^ respectively). A temperature-dependent unsaturation 
index U|^ is defined as: 

[C37;2J 1^37:4] 

LC37.2 + C37.3 H- C37.4] 
(6.5) 

where [C37.2] represents the concentration of the di-unsaturated methyl ketone, 
alkadienone, containing 37 carbon atoms. The index varies from -1 (when all 
alkenones are C37.4) to +1 (all C3y.2). However, as C37.4 is absent in most sediments 
the index can be simplified to: 

TTK' _ 1^37:2] 
^37 - r ^ , ^ (6.6) 

37:3J 
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SO that values are generally positive (-0.2 to 0.98) in Quaternary sediments (Brasell 
et a\., 1986). The importance of these organic biomarkers is that they do not appear 
to significantly degrade in marine sediments, nor are they influenced by changes in 
salinity or isotopic composition of the ocean. They thus provide a crucial comple-
ment to 8^^0 and faunal composition studies of marine paleotemperatures, as dis-
cussed in v^hat follows. 

Studies of the algae £. huxleyi in controlled grov^th chambers, and of sediments 
accumulating beneath areas with different SSTs, show a strong signal relating water 
temperature to 113^ (Prahl et al, 1988; Sikes et al., 1991; Rosell-Mele et ai, 
1995; Muller et ai, 1998). From controlled experiments (Prahl et aL, 1988) the 
U^^ -temperature relationship is: 

T (°C) = {l]% - 0.039)70.034 (6,7) 

Others have found that this relationship varies somewhat, but generally the slope is 
the same over the range of 15-25 °C. 

The potential of U^y as an SST paleothermometer is tremendous and is the ba-
sis of an emerging new field in paleoclimatology (molecular stratigraphy). A num-
ber of studies have now been carried out to reconstruct SSTs from the alkenone 
record in marine sediments. Almost uniformly, these studies show a smaller temper-
ature difference between Holocene and LGM SSTs than estimates based on faunal 
composition (using modern analog or transfer functions). However, part of this dif-
ference is probably related to the fact that the two approaches are not dealing with 
precisely the same phenomena. Alkenone-based SSTs are derived from phytoplank-
ton that live predominantly in the photic zone, with the bulk of the organisms in-
habiting the upper 10 m of the water column. Furthermore, phytoplankton blooms 
commonly occur rapidly in the spring or early summer and the resulting organic 
sediment may thus represent a relatively short episode of only a few weeks (Sikes 
and Keigwin, 1994, 1996). By contrast, the foram-based paleotemperatures are 
based on a set of different organisms that may reach peak abundances at different 
times of the year, and live at different depth habitats. Consequently, such estimates 
are likely to represent a more time and depth-integrated measure of temperature 
change than that from alkenones. Furthermore, foram assemblage (and 8^^0) data 
are subject to potential biases due to dissolution effects, whereas alkenone-based 
paleotemperatures are not (Sikes and Keigwin, 1994). However, in areas with a 
large annual range of SSTs, any shift in the seasonal timing of maximum phyto-
plankton productivity could result in a shift in alkenone-based paleotemperatures, 
even without any real change in oceanographic conditions (Chapman et aL, 1996). 

By combining alkenone-based paleotemperature reconstructions with other 
approaches (such as faunal assemblage, or 8^^0-based paleotemperature estimates) 
important new insights into paleo-oceanographic conditions can be obtained. For ex-
ample, Zhao et aL (1995) studied sediments from off the northwest coast of Africa 
and found that paleotemperature minima at different times in the last 80 ka corre-
spond closely to Heinrich events seen in North Atlantic sediments (see Section 
6.10.1). These abrupt changes appear to represent times when cold meltwater, pro-
duced by ice-rafting events, was transferred southward by the Canary current, caus-
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F I G U R E 6.30 The U^^-based temperature reconstruction of SSTs in ODP core 658C from off the north-
west coast of Africa (upper panel) compared to percentages of the cold-water foram N. pachyderma (s.) in two 
cores from the North Atlantic.The strong relationship between Heinrich events and cold water episodes in the 
North Atlantic with episodes of low SSTs off the African coast suggests a linkage via the cold Canary current 
carrying cool, low salinity meltwater southward at these times (Zhao et o/., 1995). 

ing temperatures to decline by 3-4° C in <100 yr (Fig. 6.30). Meltwater effects were 
also detected in northeastern Atlantic sediments by Sikes and Keigwin (1996) by com-
paring both alkenone and 8^^0 records. This approach was used to good effect in 
"backing-out" past changes in salinity from an Indian Ocean sediment record by Ros-
tek et al, (1993). They established SSTs using alkenones, then applied that to the 
8^^0 record to reconstruct paleosalinity. By subtracting the local temperature effect 
on 8^^0, and knowing the effect of changing ice volume on 8^^0, the residual change 
in 8^^0 was interpreted as a record of changing salinity (Fig. 6.31). Fligh salinity (by 
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F I G U R E 6.3 I Paleosalinity reconstructed for the site of Indian Ocean core MD 9000963, (South south-
west of lndia).This was derived from 8'^0 by obtaining paleotemperatures from alkenones, then adjusting the 
8 '^0 record for these changes, plus changes in global ice volume and salinity due to continental ice growth and 
decay.The residual 8'®0 changes are interpreted as a record of paleosalinity Dotted lines bracket the range of 
paleosalinity estimates (Rostek et o/., 1993). 

+ 0.5-l%o) from 160-140 ka and 75-25 ka B.P. resulted from a weaker southwest 
monsoon (with less rainfall on the subcontinent, and hence less runoff to the Bay of 
Bengal) and/or a stronger northeastern (counter) monsoon airflow at those times. 

Other studies have applied alkenone analysis to high-resolution paleotempera-
ture reconstruction of both recent sediments (e.g., to examine ENSO events; 
Kennedy and Brassell, 1992) as well as to periods of rapid environmental change 
during glacial Terminations. "Younger Dryas-type" oscillations were found to have 
occurred during Terminations II and IV, suggesting that similar mechanisms involv-
ing rapid reorganization of North Atlantic deepwater formation had ocurred dur-
ing earlier deglaciation events, as well as the most recent one (Eglinton et aL, 1992). 

6.6 DISSOLUTION OF DEEP-SEA CARBONATES 

Throughout the deep ocean basins of the world, a major factor affecting preserva-
tion of carbonate tests is the rate of dissolution at depth. The oceans are predomi-
nantly undersaturated with respect to calcium carbonate at all depths below the 
upper mixed layer (the zone above the thermocline; Olausson, 1965, 1967). After 
death of the organisms, deposition of the test on the ocean floor leads to dissolu-
tion in the undersaturated water (Adelsack and Berger, 1977). Pteropod tests (com-
posed of calcium carbonate in the form of aragonite) are most susceptible to 
solution and are the first to disappear; pteropods are thus only found in relatively 
shallow waters where undersaturation is not pronounced (Berger, 1977). At greater 
depth, dissolution of tests made of calcite (e.g., foraminifera and coccoliths) be-
comes apparent. The level at which calcite dissolution is at a maximum is the lyso-
cline (Berger, 1970, 1975) generally encountered at 2500-4000 m depth in the 
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F I G U R E 6.32 Schematic diagram illustrating selective dissolution of planktonic foraminiferal species at depth, 
due to undersaturation of the water with respect to calcium carbonate. Dark circles represent the resistant species 
Globoratalia tumida. Open circles represent Globigerinoides ruber, that is dissolved relatively easily. Globigerina bulloides 
(open circle with a line) is intermediate in resistance. Dissolution alters the species composition of the sediment 
so it may not be representative of species in the overlying water column. At depths below the compensation depth 
only the occasional Globoratalia tumida may survive. Changes in the depth of the lysocline and compensation depth 
through time may offset the sediment species composition, due to differential dissolution (Be, 1977). 

oceans (Fig. 6.32). In the Atlantic, there is evidence that this corresponds to the 
boundary between North Atlantic Deep Water and the deeper Antarctic Bottom 
Water (Berger, 1968). Below this level, calcite dissolution rates increase markedly, 
until at extreme depths the water is so corrosive to calcite that virtually no tests 
survive to be deposited. The depths at which the dissolution rate equals the rate of 
supply of carbonate tests from the overlying water column is the calcite compensa-
tion depth (CCD) (Berger, 1970). This can be envisioned as analogous to a snow-
line on land; deep ocean basins below the compensation depth are devoid of 
carbonate sediments, and higher levels are increasingly blanketed by microfossil 
tests (Berger, 1971). Because the calcite compensation depth is a function of both 
the rate of supply of carbonate tests and the dissolution rate, its actual depth varies 
from one area to another (Fig. 6.33) though generally it is <4000 m (Berger and 
Winterer, 1974). As vast areas of the ocean floor are below 4000 m, particularly in 
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the Pacific Basin, this phenomenon greatly restricts the area in which foraminiferal 
studies can be usefully carried out (see Fig. 6.2). Even in less deep areas of the ocean, 
sediments accumulating below the lysocline are subject to significant dissolution. 
Most importantly, dissolution does not affect all species uniformly; selective removal 
of the more fragile, thin-walled species may significantly alter the original assem-
blages (biocoenoses), leaving behind thanatocoenoses which are unrepresentative of 
productivity in the overlying water column. Assemblages may be enriched with resis-
tant species, which tend to be deep-dwelling, secreting their relatively thick tests in 
water that is significantly cooler than that near the ocean surface (Ruddiman and 
Heezen, 1967; Berger, 1968). Similarly, in populations of a particular species, the 
thicker-walled, more robust individuals, which are preferentially preserved, tend to 
build their shells in deeper, colder water and are therefore isotopically heavier than 
their more fragile counterparts (Hecht and Savin, 1970, 1972; Berger, 1971). 

Studies of the relative abundances of different foraminiferal species, in cores 
from various depths, have demonstrated these effects well (Fig. 6.34) and enabled 
species to be ranked according to their relative susceptibility to solution. Similar 
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F I G U R E 6.34 Changes in percentage abundance of several diagnostic planktonic foraminifera in equatorial 
Atlantic core tops with increasing water depths due to differential dissolution.The more corrosive Antarctica 
Bottom Water dissolves poorly resistant species (such as Globigerinuides ruber) so that more resistant species 
(such as Qoboratalia tumida) increase in relative abundance (Ruddiman and Heezen, 1967). 
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Studies of coccoliths indicate corresponding problems, with structurally solid, cold-
water forms preferentially preserved in thanatocoenoses (Berger, 1973a). 

Berger (1973b) suggests that the partially dissolved assemblages be designated 
taphocoenoses, to distinguish them clearly from assemblages more representative 
of the original biocoenoses. Clearly, paleoclimatic reconstructions based on tapho-
coenoses require very careful interpretation. This is particularly so if the rate of 
dissolution has changed over time as suggested by a number of studies (Chen, 
1968; Broecker, 1971; Berger, 1971, 1973b, 1977; Thompson and Saito, 1974; Ku 
and Oba, 1978). There is evidence that dissolution rates increased during inter-
glacial times in the tropical Pacific and Indian Oceans, resulting in the removal of 
many less resistant species, and a relative concentration of individuals with a cold-
water aspect (Wu and Berger, 1989).^^ Conversely, in glacial times, dissolution 
rates were reduced, giving rise to assemblages of both solution-susceptible and 
solution-resistant forms. In short, glacial-interglacial changes may be characterized 
by corresponding dissolution cycles in these areas (Berger, 1973b). Such effects 
would result in erroneous isotopic paleotemperature estimates as interglacial-age 
samples would have a higher abundance of cold-water individuals compared to 
glacial-age samples, thereby reducing the apparent glacial-interglacial temperature 
range (Berger, 1971; EmiUani, 1977; Berger and Killingley, 1977). Similarly, in 
foraminiferal assemblage studies (Section 6.4) dissolution cycles may result in 
taphocoenoses, which lead to quite erroneous paleotemperature estimates. Thus, 
Berger (1971) and Ruddiman (1977a) urge that all carbonate sediments be consid-
ered residual, unless easily dissolved material is present. 

One interesting, and potentially very important, aspect of dissolution rate 
changes over time is the presence of a "deglacial preservation spike" or strati-
graphic zone representing a peribd when dissolution rates were markedly reduced 
(Broecker and Broecker, 1974; W. Berger, 1977). There is evidence that at around 
14,000 yr B.P. (and during other terminations) there was a significant worldwide 
drop in the aragonite compensation depth and the lysocline, lasting for only a rela-
tively short period (perhaps <1000 yr). This resulted in enhanced preservation of 
carbonate fossils at that time and hence a "spike" of well-preserved foraminifera 
and pteropods in the sedimentary record (Wu et aL, 1990). Indeed, the preservation 
spike is particularly apparent because dissolution rates appear to have been even 
greater at -12,000 yr B.P., directly following the time of the dissolution minimum 
(Berger and Killingley, 1977). 

Another significant dissolution signal (the "Brunhes dissolution cycle") is seen 
in sediments from the equatorial Pacific and Indian Oceans (Wu and Berger, 1989). 
This is clearly shown in Fig. 6.35 in which the difference in oxygen isotope stra-
tigraphies between records from the Ontong Java Plateau are plotted; one record 
(V28-238) is from 3120 m and the other (V28-239) is from 3490 m water depth. A 
generally positive difference in 8^^0 (of ~0.3%o) between these records is expected 
because the core from the deeper site has been affected by dissolution (making it 

^̂  In the equatorial Atlantic and Gulf of Mexico, dissolution seems to have increased in glacial 
times (Gardner, 1975; Luz and Shackleton, 1975). 
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F I G U R E 6.35 Two oxygen isotope records from the Ontongjava Plateau (eastern Equatorial Pacific) (up-
per diagram) and the difference between them (V28-239 minus V28-238) (lower diagram).The V28-239 record 
is from 3490 m andV28-238 from 3120 m water depth. Dissolution has affected the deeper record leading to 
the preservation of forams with a higher '^O content. In addition, a pronounced episode of enhanced dissolu-
tion Is seen in the lower diagram, from -300-500 kyr B.R (Wu and Berger, 1989). 

isotopically heavier) and this effect is enhanced during the interglacials. However, 
from -300-500 ka B.P. the dissolution effect is systematically greater, indicating 
some persistent influence on carbonate dissolution. This has also been seen in Indi-
an Ocean sediments (Peterson and Prell, 1985) but the reason is not, as yet, fully 
understood. 

The cause of these rapid shifts in compensation depth is not clear and, in fact, 
may result from a combination of many factors. Redeposition of carbonate from 
the continental shelves as sea level rose could have increased oceanic alkalinity and 
thereby reduced dissolution (W. Berger, 1977). However, as the sea level rose a low 
salinity upper water layer may have formed (from continental ice-sheet melting) cre-
ating a lid on the ocean and preventing vertical mixing (Worthington, 1968). Con-
tinued biological activity in the oceans might have led to the accumulation of CO2 
and hence increased dissolution (Berger et al., 1977). Perhaps it is this signal that is 
observed following the dissolution minimum. Such a hypothesis has intriguing im-
plications; if an extensive meltwater layer did exist during deglaciation (and if this 
resulted in a build-up of CO2 in the subsurface waters), when ocean mixing was 
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eventually restored an increase in atmospheric CO2 concentrations would have en-
sued, resulting in an enhanced greenhouse effect. This may have been the sequence 
of feedbacks that contributed to the further decay of ice sheets and to early Holo-
cene w^armth. 

6.7 PALEOCLIMATIC INFORMATION FROM INORGANIC MATERIAL IN OCEAN CORES 

Weathering and erosion processes in different climatic zones may result in charac-
teristic inorganic products. When these are carried to the oceans (by w^ind, rivers, 
or floating ice) and deposited in offshore sediments, they convey information about 
the climate of adjacent continental regions, or about the oceanic and/or atmo-
spheric circulation, at the time of deposition (McManus, 1970; Kolla et al., 1979). 
On continental margins, the bulk of sediment is deposited by rivers, but in remote 
areas of the ocean, far from land areas and the influence of floating ice, very fine 
v^ind-blown material washed out of the atmosphere may form a significant propor-
tion of the total sediment accumulation (Windom, 1975). Modern observations 
show that total dust flux thousands of kilometers downwind of arid regions is 
mainly a function of conditions in the source region, whereas variations in grain 
size are more related to changes in (upper level) wind speed (Rea, 1994). Thus, by 
examining variations in the eolian fraction of marine sediment cores, an important 
index of continental aridity, modulated by changes in airflow patterns, can be ob-
tained. For example, in a sediment core 2500 km east of the Chinese Loess Plateau, 
Hovan et al, (1989, 1991) found large variations in eolian accumulation rates that 
correspond to changes in the environment of the Loess Plateau. During inter-
glacials, when loess accumulation slowed and soils formed on the plateau, eolian 
flux rates were low, but during glacial periods (defined by the benthic 8^^0 record 
of the same core) eolian flux rates were many times higher (Fig. 6.36). By correlat-
ing the periods of high eolian flux in the marine sediments with episodes of loess ac-
cumulation and low magnetic susceptibility, improvements in the chronology of 
loess deposition could be made by taking advantage of the SPECMAP 8^^0 chrono-
logical template. 

Numerous studies of inorganic material in cores from off the coast of West 
Africa have enabled climatic fluctuations of the adjacent land mass to be deduced. 
In this area today, vast quantities of silt and clay-sized particles (>25 million tons 
per year) are transported from the Sahara desert westwards across the Atlantic by 
the northeast trade winds (Chester and Johnson, 1971). During late Quaternary 
glacial epochs, an even higher proportion of terrigenous material accumulated in 
the equatorial and tropical Atlantic off West Africa due to stronger tradewinds and 
a more extensive arid zone (Fig. 6.37) (Sarnthein et al., 1981; Matthewson et al., 
1995). Further support for this scenario of drier conditions during glacial episodes 
is provided by studies of biogenic detritus in ocean cores. The concentration of 
freshwater diatoms (Melosira) and opal phytoliths (minute silica bodies derived 
from epidermal cells of land plants, particularly grasses) increased during glacial 
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F I G U R E 6.36 Eolian flux recorded in North Pacific coreV2l- l46 (from -38° N, 163" E) and benthic iso-
tope record in the same core (center graphs) compared to the magnetic susceptibility of loess in a stacked set 
of records from the Chinese Loess plateau (right graph).The chronology of loess and paleosol units described 
by Kukia (1987a) is shown on the extreme left (column I). Revised ages, based on correlations between the ma-
rine record and the loess susceptibility are shown in the second (column II) (Hovan et o/., 1991). 

periods in cores south of 20° N off the coast of West Africa. It is suggested that this 
resuhs from deflation of lacustrine sediments by stronger tradewinds in relatively 
dry glacial times, following more humid interglacial periods when vegetation (grass-
land) was extensive and lakes were more common (Parmenter and Folger, 1974; 
Pokras and Mix, 1985). 

Another region of major eolian dust flux to the oceans is off the coast of the 
Arabian Peninsula. Today, strong northwesterly winds carrying fine-grained sedi-
ments to the Indian Ocean sweep over low-level southwesterly (monsoon) winds 
from Somalia. In modern sediments, the 30% isohne of siliciclastic grains (>6 ]im) 
approximates the location of the main convergence zone between the northwesterly 
and southwesterly airflows. Reconstructions of the position of this isoline for vari-
ous time-slices in the past thus track variations in this convergence zone, showing 
that it was farther to the southeast during the LGM (i.e., stronger northwesterly 
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F I G U R E 6.37 The lithogenic component of marine core CD53-30 (-20° N , 2 r W , f r o m off the northwest 
coast of Africa) (bottom panel) compared to the SPECMAP marine isotope record (upper panel) and the com-
bined northern hemisphere record of precession, obliquity, and eccentricity forcing (middle panel, see Fig. 2.16). 
Glacial periods (shaded) correspond to higher levels of eolian dust flux from the Sahara to the adjacent ocean. 
The rapid increases in dust are generally associated with decreasing northern hemisphere radiation, driven by 
changes in precession, though the abrupt shifts in dust content suggest a nonlinear response to orbital forcing 
(Mathewson et o/., 1995). 

airflow) but much closer to the coast 6-9 ka B.P. (Fig. 6.38) (Sirocko and Sarnthein, 
1989;Sirocko^^^/., 1991). 

A final example comes from the southern hemisphere where eolian sediments in 
the Tasman Sea record variations in aridity in southeastern AustraUa (Hesse, 1994). 
During glacial periods, dust flux increased by 50-300% and the northern boundary 
of the main dust plume shifted equatorward by -350 km. This cyclical pattern of in-
creased dust flux during glacial periods and reduced dust flux in interglacials is su-
perimposed on a longer-term increase in overall eolian sediment which began 
-350-500 ka ago, reflecting the increasing aridification of southeastern Australia. 

In each of these cases, there is strong evidence that eolian dust flux to the oceans 
was much greater during the last glaciation, as well as during earlier glacial events. 
Part of this increase was probably related to a stronger Pole-Equator temperature gra-
dient and higher wind speeds (Wilson and Hendy, 1971) but there were also much 
larger arid areas in the intertropical zone during glacial times (Sarnthein, 1978). Both 
factors led to far higher levels of atmospheric turbidity during glacial periods, and this 



= FIGURE 6.38 Percentages of siliciclastic grains >6km in the siliciclastic fraction of cores off the Arabian Peninsula, at 3000-yr intervals 
from 21-24,000 yr B.P (bottom right) to  0-3000 yr B.P (top left).The 30% isoline corresponds t o  the main convergence zone between north- 
westerly airflow carrying dust from the Arabian Peninsula and southwesterly monsoon airflow from the horn of Africa (Somalia) (Sirocko et 
ol., 1991). 
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is well recorded in remote polar (and high-elevation) ice cores as a pronounced in-
crease in particulate matter (Petit et al, 1990). There has also been speculation that 
the higher amounts of eolian material may have played a role in controlling carbon 
dioxide levels in the atmosphere during glacial periods. Because biological activity 
(particularly in the southern ocean) is limited by a lack of iron, it has been suggested 
that the additional iron deposited in the oceans during glacials may have increased 
oceanic photosynthetic activity to the point that carbon dioxide levels w êre reduced 
(Martin et al, 1990). Recent experiments to "seed" large ocean areas with iron have 
indeed shown that productivity increases significantly when this limiting factor is 
removed (Price et al,, 1991; Coale et al, 1996) but whether this effect can explain the 
lower carbon dioxide levels of glacial times remains controversial. 

Coarse-grained sediments found in sediment cores in remote parts of the ocean 
provide evidence of former ice-rafting episodes (either from icebergs or formerly 
land-fast sea ice). One of the most compelling Hues of evidence that continental 
glaciation began in late Pliocene time (-2.4 M yr ago) is ice-transported coarse sedi-
ment in cores from both the North Atlantic and the North Pacific (Shackleton et al,, 
1984). In the late Quaternary, there were quasi-periodic episodes of major ice-
rafting in the North Atlantic (above ambient background levels); these are now 
termed Heinrich events (Heinrich, 1988) (see Section 6.10.1). They appear to be 
correlated in some way with abrupt changes in 8^^0 seen in ice cores from the 
Greenland ice sheet (Dansgaard-Oeschger events — see Section 5.42). At least some 
of these coarse layers contain an abundance of detrital carbonates, with a geograph-
ical distribution that indicates a source region in Foxe Basin (west of Baffin Island) 
or Hudson Bay. It appears that the material was transported to the North Atlantic 
through Hudson Strait, via icebergs that calved from a major ice stream of the Lau-
rentide ice sheet (Andrews et al,, 1994; Dowdeswell et al, 1995) (see Fig. 6.47). 

Isotopic studies of individual mineral grains have been carried out in an attempt 
to pinpoint the provenance of material in different Heinrich events. Two ap-
proaches, one using lead isotopes, the other using neodynium and strontium isotope 
ratios, and strontium concentrations, to characterize the sediments and their poten-
tial source rocks have led to conflicting interpretations. Lead isotopic ratios point 
quite specifically to the Churchill Province of the Canadian Shield (northwest of 
Hudson Bay, Hudson Strait, and Baffin Island) as the source of debris in Heinrich 
event 2 (-21,000 yr B.P.) (Gwiazda et al, 1996a). By contrast, Sr and Nd isotopes 
allow for the possibility of multiple sources of detrital material during this and 
other Heinrich events (including the Icelandic, Fennoscandian, and British Isles ice 
sheets) (Grousset et al,, 1993; Revel et al., 1996). These different interpretations 
have important implications for identifying the forcing mechanisms that led to 
Heinrich events. If all Heinrich events involve only material from the Laurentide ice 
sheet (via Hudson Strait) this points to some sort of internal mechanism controlling 
ice discharge, such as the binge-purge model of MacAyeal (1993). However, if the 
Heinrich events result from ice being discharged from ice sheets all around the 
North Atlantic, this suggests a more pervasive climatic forcing mechanism that can 
influence both small (Icelandic) and large (Laurentide) ice sheets more or less simul-
taneously (Bond and Lotti, 1995). This is discussed further in Section 6.10.1. 



6.8 CORAL RECORDS OF PAST CLIMATE 247 

6.8 CORAL RECORDS OF PAST CLIMATE 

The term "coral" is generally applied to members of the order Scleractinia, which 
have hard calcareous skeletons supporting softer tissues (Wood, 1983; Veron, 
1993). For paleoclimatic studies, the important subgroup is the reef-building, mas-
sive corals in w^hich the coral polyp lives symbiotically with unicellular algae (zoo-
xanthellae); these are known as hermatypic corals (as opposed to ahermatypic, 
which contain no algal symbionts and are not reef-builders). The algae produce car-
bohydrates by photosynthesis and thus are affected by water depth (most growing 
between 0-20 m) as well as water turbidity and cloudiness. Much of the organic 
carbon fixed by the algae diffuses from the algal cells, providing food for the coral 
polyps, which in turn provide a protective environment for the algae. Reef-building 
corals are limited mainly by temperature and most are found within the 20 °C mean 
sea-surface temperature (SST) isotherm (generally between 30° N and 30° S). When 
temperatures fall to 18 °C, the rate of calcification (skeletal growth) is significantly 
reduced and lower temperatures may lead to death of the colony. 

Coral growth rates vary over the course of a year; when sectioned and x-rayed, an 
alteration of high- and low-density bands can be seen (Fig. 6.39). High density layers 
are produced during times of highest SSTs (Fairbanks and Dodge, 1979; Lough and 
Barnes, 1990) providing a chronological framework for subsequent analyses. Dating 
in this way is fairly accurate as shown by the close correspondence between large ex-
cursions in 8^^0 and known El Niiio-Southern Oscillation (ENSO) events (Cole et ai, 
1992) and by very close similarity between annual counts and precise ^^^Th dates on 
individual bands (Dunbar et aL, 1994). In some regions, exceptional runoff events 
from adjacent continents are recorded by fluorescent bands in corals (visible under UV 
light) and provide a further cross-check on coral chronologies (Isdale, 1984; Isdale 
etaL, 1998). These bands result from terrestrially derived fulvic acid being incorporated 
into the coral structure (Boto and Isdale, 1985). Such banding could also provide valu-
able estimates of the recurrence interval of extreme river discharge in certain regions. 

Samples for analysis are generally drilled from the coral section at regularly 
spaced intervals along the coral growth axis. Assigning the precise seasonal time to 
each sample is problematic and is usually done by assuming a linear growth rate be-
tween the denser marker bands, the edge of which is assigned to the "onset" of high 
SSTs. However, if coral extension (growth) is nonlinear, very detailed sampling 
(6-10 samples per yr) is required or the samples may not cover the entire seasonal 
range, and provide only minimum estimates on total interannual variability. Fur-
thermore, under extreme conditions (often associated with major El Niiio-Southern 
Oscillation [ENSO] events) coral growth in some areas may even cease, so that the 
real extremes may go unrecorded in corals from those regions. 

Coral studies have focused mainly on the environmental record in coral growth 
rates, isotopes, and trace elements. This has led to new information about paleo-SSTs, 
rainfall, river runoff, ocean circulation, and tropical wind systems. Many studies have 
been based on relatively short periods of time (the last few decades) to provide a bet-
ter understanding or calibration of the parameter being analyzed, thereby increasing 
confidence in the paleoreconstructions. So far, only a few studies spanning more than 



- FIGURE 6.39 Positive x-ray photographs of slabs of coral (Porites luteo) from off the coast of Kenya showing annual banding.The slabs 
cover the period from I994 (top left) back to < I700 (bottom right). (Photograph kindly provided by Rob Dunbar). 
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Site 

Bermuda 

Cebu Island 
Philippines 

Gulf of Chiriqui 
Panama 

Tarawa Atoll 
Kiribati 

Isabela Island 
Galapagos 
Islands 

Espiritu Santo 
Vanuatu 

Great Barrier 
Reef Australia 

New Caledonia 

Latitude 

32° N 

10° N 

8 ° N 

VN 

0.4° S 

15° S 

22° S 

22° S 

Longitude 

65° W 

124° E 

82° W 

172° E 

91° W 

167° E 

153° E 

166° E 

Record length 

-1180-1986 

-1860-1980 

1707-1984 

1893-1989 

1587-1953 

1806-1979 

1635-1957 

1655-1990 

Parameter 

Growth 
rate 

8180 

8180 

8180 

8180 

813C 

Ai^C 

8180 

Indicator of: 

SST/upwelling 

SST and rainfall/ 
cloudiness 

Rainfall/ ITCZ 
position 

Rainfall 

SST 

SST and rainfall/ 
cloudiness 

Oceanic advection 
and/or upwelling 

SST 

Reference 

Patzold and 
Wefer, 1992 

Patzold, 1986 

Linsley et ai, 
1994 

Cole et ai, 
1993 

Dunbar et ai, 
1994 

Quinn et ai, 
1993 

Druffel and 
Griffin, 1993 

Quinn et ai, 
1996 

a century have been published (Table 6.5), but many more records are likely to be 
produced in the years ahead. Indeed, it is likely that the tropical oceans, having been 
almost totally unrepresented by high resolution paleoclimatic records in the past, may 
soon provide some of the best records, especially for the last few centuries (Dunbar 
and Cole, 1993). Furthermore, corals from raised marine terraces are found through-
out the Tropics, some of which date back to the last interglacial, or even earlier. Pro-
viding diagenetic changes in the coral aragonite have not occurred (Bar-Matthews et 
ai, 1993) it may be possible to reconstruct SSTs (and annual variations in SSTs) for 
selected intervals over the last 130,000 yr or more (Beck et ai, 1992, 1997). 

6.8.1 Paleoclimate from Coral Growth Rates 

Coral growth rates are dependent on a variety of factors, including SSTs and nutri-
ent availability (Lough et ai, 1996). The longest record of coral growth rate varia-
tions is that of Patzold and Wefer (1992), who produced an 800-yr record from a 
massive coral head (Montastrea cavernosa) in Bermuda. In this region, growth rates 
are inversely related to SST, as cool upwelling water is nutrient-rich, which causes 
increased coral growth. The record shows that SSTs were generally above the long-
term mean from -1250-1470. Coolest conditions were experienced from - 1 4 7 0 -
1710 and from -1760 to the end of the nineteenth century, followed by twentieth 
century warming. This is broadly similar to estimates of northern hemisphere sum-
mer temperature change over this period (Bradley and Jones, 1993). By contrast, in 
the Galapagos Islands coral growth rates generally increase with SSTs; growth in-
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creased from -1600 to the 1860s, then decHned, reaching the lowest rates from 
-1903-1940 (Dunbar et aL, 1994). However, this record bears Uttle relation to the 
8^^0 record of SSTs in the same corals, suggesting that in this area other factors are 
probably involved in growth rate besides water temperature. 

6.8.2 5i»0 in Corals 

It has long been known that a temperature-dependent fractionation of oxygen iso-
topes occurs when biological carbonate is precipitated from solution (Epstein et aL, 
1953). The 8^^0 decreases by ~0.22%o for each 1 °C increase in temperature. Sea-
sonal variations in 8^^0 along the growth axis of a coral and their relationship to 
seasonal SST variations were first reported by Fairbanks and Dodge (1979). Subse-
quently, Dunbar and Wellington (1981) also showed that, if finely sampled, corals 
can provide an intra-annual record of SST changes (Fig. 6.40c). Offsets from pre-
dicted equihbrium values may be caused by vital effects (see Section 6.3.1) but these 
are constant for a given genus (Weber and Woodhead, 1972). 
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F I G U R E 6.40 Comparison between recorded SSTs (3-week averages of daily temperatures) at a tidal sta-
tion on the Ryukyu Islands, Japan (dashed lines) and geochemical variations in a nearby coral: A ) Mg/Ca ratios 
(r = 0.92); B) Sr/Ca ratios (r = 0.85); C) 8 '^0 (r = 0.88). Analytical error bars are indicated; these amount to 
±0.5, ± 1.6, and ±0.4 °C, respectively (Mitsuguchi et o/., 1996). 
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In those areas of the Tropics where seasonal changes in the isotopic composition 
of seawater occur, a simple SST-8^^0 relationship is not found. In areas with season-
ally heavy rainfall, which is depleted in 8^^0 during convective activity, the ocean sur-
face mixed layer becomes isotopically light during the wet season, producing a 
pronounced seasonal signal in coral 8^^0 (Cole and Fairbanks, 1990; Linsley et aL, 
1994). In some regions, this effect is brought about, or enhanced, by flooding of near-
coastal waters by isotopically light river water discharged from the continents (Mc-
Culloch et aL, 1994). Conversely during prolonged hot, dry conditions, surface 
evaporation can increase sea-surface sahnity (SSS) and lead to isotopic enrichment 
(more 8^^0) due to the preferential removal of ^^O. To avoid these complications, 
most studies either focus on areas with large annual changes in rainfall (Cole et aL, 
1993; Linsley et aL, 1994) or on areas with little change in SSS, but large SST changes 
(Dunbar et aL, 1994). For example, in parts of the western Pacific El Niiios are asso-
ciated with unusually heavy rainfall. At Tarawa Atoll (1° N, 172° E) negative 8^^0 
excursions of 0.6 ± 0.1%o occur during ENSO events as a result of dilution of the 
mixed layer by isotopically depleted rainfall (Cole and Fairbanks, 1990). In this re-
gion, the anomalies provide a diagnostic signal of ENSO events over the past century. 
By identifying the appropriate ENSO signal in different parts of the Pacific Ocean, it 
should be possible to reconstruct the spatial and temporal characteristics of ENSO 
events (both "warm" and "cold") far back in time (Cole et aL, 1992). 

In those areas that experience extreme SST anomalies during ENSO events, 
8^^0 in corals may provide a unique record of such occurrences (Carriquiry 
et aL, 1994). Using a 8^^0 record in the coral Favona clavus from the Galapagos 
Islands, Dunbar et aL (1994) reconstructed SST variations over the past 380 yr 
(Fig. 6.41). This record shows that, of the the 100 largest negative 8^^0 anomalies 
over the last 350 yr (indicating extremely high SSTs in the region) 88 corresponded 

1600 1650 1700 1750 1800 

Year A.D. 
1850 1900 1950 2000 

F I G U R E 6.41 Annual 8 '^0 values from a specimen of Pavona clavus, a coral from the Galapagos Islands ex-
pressed as departures from the long-term mean.The standard deviation of the data is 0.07%o. Lower figure shows 
the data filtered by a 5-point running mean to emphasize lower frequency variations. Sea-surface paleotempera-
ture estimates are given on the right-hand axis (Dunbar et o/., 1996, Dunbar et ai, 1994). 
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(±1 yr) to Quinn's (1992) chronology of El Nino events, derived from historical 
sources. They then examined the changing pattern of dominant perodicities in the 
record using evolutionary spectral analysis. This involves applying spectral analysis 
to the data sequentially, in overlapping intervals of time (in this case, 120 yr inter-
vals, from 1610-1730 to 1862-1982) in order to map out the time/frequency re-
sponse of SSTs in this area (Fig. 6.42). The analysis reveals several shifts in the 
dominant frequency modes; in the early 1700s, the quasi-periodic El Nino events 
shifted from the 4.6-7-yr band to 4.6 and 3 yr. A second shift occurred in the mid-
1800s to a predominant period around 3.5 years. Similarly timed changes in the 
dominant lower frequency variance are also seen, especially in the mid-1800s, from 
-33 to -17 yr. It is interesting that a pronounced change (towards warmer and/or 
dryer conditions) also occurred in the mid 1800s (around 1866) in the South Pacific, 
as recorded in a coral record from Vanuatu (southwestern Pacific) (Quinn et aL, 
1993). Whether such changes are coincidental or represent major reorganizations of 
the tropical ocean-atmosphere climate system (as Dunbar et aL, [1994] suggest) will 
become more apparent as new coral records are developed from throughout the 
tropical oceans. 
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F I G U R E 6.42 Evolutionary spectral diagram of the Galapagos coral record shown in Fig. 6.41.The diagram 
shows spectral density as a function of time (x-axis) and frequency (y-axis) based on analysis carried out in 120-
yr segments, each offset by 10 yr Shaded areas correspond to frequencies at which significant variance occurs, the 
darker the shading the greater the statistical significance. Lowest frequencies (secular trends) are shown in the 
upper part of the diagram, and increasingly higher frequencies (shorter periods — see right-hand axis) are shown 
in the lower part of the diagram.The record indicates a shift to higher frequencies occurred around A.D. 1750 
and again around A.D. 1850 (Dunbar et aL, 1994). 
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6.8.3 8>̂ C in Corals 

The 8^^C in coralline carbonates is affected by a variety of factors, including the 
8^^C of seawater (related, in part, to the relative contributions of surface and 
upwelled waters) and fractionation of carbon isotopes during algal photosynthesis. 
Algae preferentially take up ^^C from dissolved inorganic carbon (DIG) in ocean 
waters, so higher rates of photosynthesis lead to DIG becoming enriched in ^̂ G (less 
negative 8^^G), which in turn affects the 8^̂ G of the skeletal carbonate being con-
structed (McGonnaughey, 1989). Several studies have shown that 8^̂ G declines 
with water depth (Fairbanks and Dodge, 1979) and during cloudy months (i.e., as 
photosynthesis rates are reduced) (Shen et aL, 1992a; Quinn et aL, 1993), suggest-
ing 8^̂ G in coral bands may provide a long-term index of cloudiness. However, 
complications related to coral geometry (varying growth rates and photosynthetic 
activity around a coral head) and possible nonlinear photosynthetic responses to 
changing light levels, have generally assigned 8^̂ G records a back seat to d^^O in 
stable isotope paleoclimatic reconstructions from corals. 

6.8.4 Â Ĉ in Corals 

Ghanges in oceanic mixed layer A '̂̂ G (that is '^^C anomalies from long-term trends) 
are related to either changes in atmospheric "̂̂ G levels or to upwelling of "̂̂ G-
depleted waters from the deep ocean. The A '̂̂ G anomalies are also recorded in tree 
rings and, therefore, changes observed in corals, which are not seen in tree rings, 
are presumably related to changes in oceanic circulation, indicating either coral up-
welling or advection of "̂̂G depleted (or enriched) waters from other regions. Thus, 
Druffel and Griffin (1993) related unusually large excursions of A '̂̂ G values in 
corals from the southwestern Great Barrier Reef between 1680 and 1730 to changes 
in the relative contributions of waters from the South Equatorial Gurrent (A^'^G-
"60%o) and the East Australia current (A^^G- -38%o). 

6.8.5 Trace Elements in Corals 

Because certain elements (Sr, Ba, Mn, Gd, Mg) are chemically similar to Ga, trace 
amounts of these elements may be found in coral skeletal carbonate. Many studies 
have shown that the relative concentration of such elements (expressed as the ratio 
of the trace element to calcium) often provides a paleoclimatic, or paleoceano-
graphic signal (Shen and Sanford, 1990). For example, because Gd levels are gener-
ally much higher below the mixed layer, Gd/Ga ratios in Galapagos corals increase 
in association with seasonal upwelling (Shen et aL, 1987). The Ba/Ga ratios are in-
versely related to SSTs (Lea et aL, 1989) so low Gd/Ga and Ba/Ga ratios provide a 
useful index of El Nino events (in the Galapagos area) because such events are asso-
ciated with very high SSTs and minimal upwelling. The Mn/Ga ratios also provide 
valuable information in some regions; for example, in the west-central Pacific, 
Mn is remobilized from lagoonal sediments during strong episodes of equatorial 
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westerly winds, (associated with El Niiios) and thus large Mn/Ca ratios in corals are 
indicative of such conditions (Shen et aL, 1992a, b). Elsewhere, Mn/Ca (and per-
haps also Ba/Ca) ratios may provide information on runoff from continental re-
gions because terrestrial material is rich in Mn and Ba compared to ambient levels 
in the oceanic mixed layer. 

Other paleotemperature indicators are provided by Sr/Ca, U/Ca and Mg/Ca ra-
tios in corals (see Fig. 6.40a, b) (McCuUoch et aL, 1994; Min et aL, 1995; Mitsuguchi 
et aL, 1996). This opens up the prospect of using multiple parameters to reconstruct 
paleotemperatures in both recent and fossil corals with high accuracy. However, re-
cent studies by de Villiers et aL (1995) indicate that estimates based on Sr/Ca may 
be in error by several degrees. Sr/Ca (and perhaps Mg/Ca) ratios are very dependent 
on coral growth rate, leading to lower paleotemperature estimates in coral sections 
with low growth rates compared to those derived from faster-growing sections of 
the same coral. If such problems can be resolved, perhaps by a combination of 
growth rate measurements and the analysis of Sr/Ca, as well as Mg/Ca and/or U/Ca 
ratios, it would be of great value in helping to resolve controversial tropical SST es-
timates from the last glacial period. So far, a number of coral studies point to much 
lower tropical SSTs in glacial time than other oceanic paleotemperature indicators 
(Table 6.4). For example. Beck et aL (1992) estimated paleotemperatures from 
Sr/Ca in corals from a paleoreef on Espiritu Santo, Vanuatu that were dated 
-10,000 B.P. They calculated that SSTs were -5.5 °C cooler than today, similar to 
the results of Min et aL (1995), who used U/Ca to estimate a temperature difference 
of 4-5 °C (LGM today) in the same area. Studies of Sr/Ca in corals from Barbados 
also indicate SSTs were ~5 °C lower at the LGM compared to today (Guilderson et 
aL, 1994). These results stand in stark contrast to both foram- and alkenone-based 
SST reconstructions (Table 6.4); determining which approach provides the correct 
answer (or if all are correct with respect to the actual temperature being recorded) 
is a key issue in paleoclimatology today. 

6.9 THERMOHALINE CIRCULATION OF THE OCEANS 

Circulation of water at the ocean surface is largely a response to the overlying atmo-
spheric circulation which exerts drag at the surface. However, circulation of deeper 
waters in the oceans of the world is a consequence of density variations, which result 
from differences in temperature and salinity brought about by sensible and latent heat 
fluxes, precipitation, and runoff at the ocean surface; this is termed the thermohaline 
circulation. In areas where surface waters become relatively dense, due to cooling 
and/or evaporation (thereby increasing salinity) they will sink to the level at which 
they reach equilibrium (neutral buoyancy) with surrounding water masses.^^ Also, ar-
eas of sea ice formation, which result in salt expulsion from the ice, produce brine 

^̂  A water mass, like an air mass, is recognized by its distinctive physical properties (principally 
temperature and salinity), which enable it to be distinguished from adjacent water masses. As a water 
mass moves from its source region it will slowly mix with other waters and gradually lose its original 
identity. 
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which increases the water density, causing water to sink and form a cold dense water 
mass. Dense water masses flow away from their source regions as either Bottom Wa-
ters or Intermediate Waters, depending on their relative density. Much of the deepest 
sections of the world's oceans are filled by dense Antarctic Bottom Water (AABW), 
which originates from areas of sea-ice formation adjacent to the Antarctic continent. 
Antarctic Bottom Water (AABW) is characterized by a temperature of - - 0 . 4 °C and 
a salinity of ~34.7%o. In the Atlantic Ocean, much of the deepest sections (>2 km) are 
occupied by North Atlantic Deep Water (NADW), which forms mainly in the Nor-
wegian Sea (-60° N, east of Iceland) and in the Greenland Sea (north and west of Ice-
land) (Kellogg, 1987; Hay, 1993). Deepwater does not form at present in the North 
Pacific, where waters are less saline than in the North Atlantic. 

Overlying these dense water masses (at ~1 km depth) are Intermediate Waters, 
which generally have slightly lower salinities and/or higher temperatures. Much of 
the world ocean is occupied by Antarctic Intermediate Water (AAIW), which has a 
temperature of 2-4 °C and a salinity of ~34.2%o and originates in the circum-
Antarctic polar frontal zone. At high latitudes of the North Atlantic, intermediate 
water from the Labrador Sea (3-4 °C, 34.92%o) is found (sometimes referred to as 
Upper North Atlantic Deep Water, or Northwestern Atlantic Deep Water) and far-
ther south saline water flowing from the Mediterranean Sea can also be traced at 
intermediate levels. 

Changes in deepwater circulation are important for paleoclimatology because, 
as a result of deepwater formation and compensating fluxes of water in the upper 
mixed layer, large quantities of heat are carried around the globe. Of particular sig-
nificance is the thermohaline circulation associated with the formation of North At-
lantic Deep Water (Dickson and Brown, 1994). As noted earlier, NADW forms 
north of -60° N as surface waters cool (by evaporation and sensible heat loss) and 
their salinity increases, thereby creating a dense water mass that moves southward 
at depth (Fig. 6.43) and carries saline water to the South Atlantic and other ocean 
basins (Fig. 6.44). The loss of water in this manner is compensated for by the pole-
ward movement of warm, saline surface waters to the North Atlantic, in the Gulf 
Stream and associated North Atlantic Drift. These water masses are responsible for 
the relatively mild temperatures western Europe experiences, even in winter. 

The movement of warm salty water to high latitudes of the North Atlantic, the 
formation of dense NADW, and the displacement of water as this water mass exits 
from the North Atlantic can be considered as a linked system or conveyor belt; dis-
turbances to the system may cause it to change its speed (rate of water exchange) or 
even to cease operation altogether (Broecker, 1991). In fact, models indicate that the 
system is quite sensitive to disturbance, particularly by freshwater inflows into the 
North Atlantic (Manabe and Stauffer, 1988; Rahmstorf, 1994; Weaver and Hughes, 
1994). Currently, the North Atlantic Basin loses slightly more freshwater via evapo-
ration than it gains from either precipitation or river runoff (-1.21 m a'̂ , v. +0.87 m 
and 0.21 m, respectively). It is this fact, together with a flux of saline Gulf Stream 
water and strong cooling (especially in winter) that leads to NADW formation. 
However, if the freshwater flux were to increase (as it may have when the major con-
tinental ice sheets melted) it would create an upper, low salinity water layer that 
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F I G U R E 6.43 Meridional cross section of the Atlantic Ocean showing the principal water masses and their 
distribution today. NADW = North Atlantic Deep Water; AABW = Antarctic Bottom Water; A lW = Atlantic In-
termediate Water; AAIW = Antarctic Intermediate Water; M = Mediterranean Intermediate Water. During the 
last glacial maximum, NADW was more limited in extent, whereas AABW penetrated farther north into the 
deep basins of the North Atlantic (see Fig. 6.45) (adapted from Brown et o/., 1989). 

F I G U R E 6.44 Schematic diagram showing the thermohaline ("conveyor belt") circulation. Near surface 
waters are shown by the darker shaded arrows, deepwater by the lighter colored arrows. Sinking of surface wa-
ters occurs in the North Atlantic, and to a much lesser extent in the North Pacific and Indian Ocean. Estimates 
of the volume of water transported in each section are shown in the circles (in Sverdrups; I sv = 10^ m^ s" ') . 
(Schmitz 1995). 
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would disrupt this process, and shut-down NADW formation. This in turn would 
"turn-off" the conveyor belt of NADW, eventually leading to a reduction of Gulf 
Stream water to replace that lost through sinking in the North Atlantic. This would 
mean less heat transported into the North Atlantic and generally colder climatic con-
ditions leading to less freshwater runoff. Eventually the process of NADW forma-
tion would be restored, turning the conveyor back on and allowing the overall 
circulation to revert back to its former condition. Thus, the North Atlantic thermo-
haline circulation can be thought of as having two distinct modes ("conveyor on" or 
"conveyor off") controlled by the relative balance of freshwater flux to the surface 
waters of the North Atlantic Basin (Broecker et aL, 1985b; Broecker and Denton, 
1989; Broecker et aL, 1990a, b; Broecker, 1994). When the conveyor is off, the rate 
of salt export from the North Atlantic (in NADW) is less than the rate of salt build-
up resulting from evaporation and water vapor export to adjacent regions. Salinity 
gradually increases until some critical density threshold is reached, at which point 
the conveyor switches on, which brings more saline water to the North Atlantic via 
the Gulf Stream. Providing that meltwater flux to the North Atlantic is less than the 
salt build-up, NADW will continue to form. However if meltwater and/or salt ex-
port exceeds that threshold, NADW formation will be greatly reduced or eliminated 
altogether (Broecker et aL, 1990a). In this way the ocean-atmosphere-cryosphere 
systems are in dynamic equilibrium, in which disturbance of one part of any system 
may lead to a nonlinear response in another system (Broecker and Denton, 1989). 

In a reassessment of this model, Boyle and Rosener (1990) question whether the 
coupled system really has only two modes or whether in fact there have been multi-
ple stable circulation patterns as suggested by model simulations (Rahmstorf, 1994, 
1995). They suggest that rather than being controlled by an "on-off switch" the sys-
tem may be considered as responding more to a "valve" whereby there are many 
possible quasi-stable circulation states. Unfortunately, the resolution of deep-sea 
sediments is frequently insufficient (because of low sedimentation rates and biotur-
bation) to resolve which of these models is correct, though there is evidence that 
when NADW was not formed (e.g., in the Last Glacial Maximum) a distinct North 
Atlantic Intermediate Water was being produced (Boyle and Keigwin, 1987). This 
suggests an additional scenario, perhaps the result of some balance of factors nei-
ther at one extreme nor the other. Lehman and Keigwin (1992a, b) make the argu-
ment that the formation of deepwater in the Norwegian Sea ("Lower NADW") was 
disrupted quite often in Late Glacial times (see Section 6.10.2) but deepwater from 
the Labrador Sea ("Upper NADW") continued to form. Another scenario is 
proposed by Veum et aL (1992), who suggest that deepwater, formed by brine re-
jection during sea-ice formation, formed in the marginal ice zone of the Greenland-
Iceland-Norwegian Seas throughout the Last Glacial Maximum, ventilating the 
deep basins of this region. By contrast, no deepwater formed to the south in 
the open North Atlantic Ocean, the deep basins of which were occupied by AABW 
until -12,600 yr B.R There may thus be many different states of deepwater circula-
tion that have developed over time, with complete shutdown of both Lower and 
Upper NADW being the extreme end-member state of a whole range of possible 
conditions. 
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Before discussing further the evidence for such changes, it is first necessary to 
consider the means by which changes in deepwater circulation can be identified. 
Each water mass has certain geochemical characteristics that can be identified by 
analysis of benthic forams living in those waters. The geochemistry of benthic 
forams in marine sediments thus serves as a "tracer" of deepwater conditions at the 
time the forams were deposited. Of particular importance is the ^^C/̂ ^C ratio (8^^C) 
in the carbonate tests, derived from dissolved CO2 in the water column. The 8^^C 
value for the atmosphere is -7.2%o; because of fractionation effects, seawater in 
equiUbrium with the atmosphere has a 8^̂ C value of ~+3.5%o (at 2 °C) (Mook et aL, 
1974). By contrast, organic matter has a 8^^C of-20 to -25%o. Oxidation of organic 
matter falling through the water column therefore causes the 8^^C of the water to 
decline. If surface waters are nutrient-rich and productive, the large input of organic 
material to the deep ocean will result in low 8^^C and reduced oxygen levels. The 
low 8^^C is balanced to some extent by dissolution of the carbonate tests of planktic 
forams as they fall through the water column, because these have a 8^^C value close 
to that of total dissolved CO2 in the upper water column. Hence the overall 8^^C of 
a water mass reflects a balance between the amount of organic matter oxidized, and 
dissolution processes. Nevertheless, the global distribution of 8^^C strongly reflects 
the nutrient content and organic productivity of the water mass (Kroopnick, 1985). 
For example, Antarctic waters are nutrient-rich and productive, resulting in deep-
water (AABW), which is depleted in ^^C; North Atlantic deepwater, on the other 
hand, has lower nutrient levels, is less productive, and has a higher 8^^C value 
(Duplessy and Shackleton, 1985). These characteristics, preserved in the tests of 
benthic forams, can be used to trace the presence and distribution of NADW and 
AABW over glacial-interglacial cycles (Curry et ^/., 1988; Raymo et aL, 1990). Fur-
thermore, in areas of deepwater formation, the vertical distribution of 8^^C is fairly 
homogeneous (due to convective mixing) so that the 8^^C signal in the calcareous 
tests of both benthic and planktic foraminifera are similar. With increasing distance 
from areas of deepwater formation, the difference between surface and deepwater 
8^^C increases, and this is reflected in the tests of the deep-dwelling and surface 
forams (Duplessy et aL, 1988). Hence 8^^C can be used to identify changes in areas 
of deepwater formation, and to track their movement over time. 

There are two slight complications to this neat approach. First, not all benthic 
foram species record the same values of 8^^C, apparently due to a species-dependent 
habitat effect; this can be resolved by selecting only benthic forams (such as Cibici-
doides wuellerstorfi) that do not show such an effect, or by using those whose effect 
is known (Zahn et aL, 1986). Second, the global mean 8^^C level decreased by 0 .3-
0.4%o during glacial times due to a reduction in terrestrial biomass, and a remobi-
lization of 8^^C-depleted organic material on the exposed continental shelves (when 
sea level was up to 120 m lower) (Boyle and Keigwin, 1985; Duplessy et aL, 1988; 
Curry et aL, 1988; Keigwin et aL, 1994). This affects all records equally so it is eas-
ily accommodated; 8^^C thus provides a valuable proxy indicator of water masses 
in the past (Fig. 6.45). 

Another useful tracer of deepwater is the Cd/Ca ratio in benthic foram tests 
(Boyle and Keigwin, 1982; Boyle, 1988). Cadmium is a proxy for oceanic nutrient 
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The Last Glacial Maximum 
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F I G U R E 6.45 Cross section through the Atlantic Ocean showing the distribution of 8'^C today 
(GEOSECS data) and In benthic foramlnlfera from the last glacial maximum (LGM).The 8'^C Is used to charac-
terize particular water masses; thus the lowest values are Indicative of deep water produced In the sub-Antarctic 
(AABW). At the LGM, NADW (which has higher 8'^C values) penetrated only to Intermediate depths, whereas 
today It sinks to greater depths and occupies most of the deep Atlantic basins, as far south as the Equator (see 
Fig. 6.43). Changes in this and other tracers of deepwater circulation reflect Important differences In the ther-
mohallne circulation over time (Duplessy and Maier-Reimer, 1993). 

levels; Antarctic Bottom Waters have relatively high Cd levels compared to NADW 
so Cd/Ca provides a useful index of these water masses (Boyle, 1992). Although Cd 
levels in the world ocean were higher during glacial time, sediments from the 
Bermuda Rise show that during the last glacial maximum (isotope stage 2) and dur-
ing the Younger Dryas interval, Cd levels in the deep Atlantic Ocean increased even 
more, indicating that NADW flux was reduced and replaced by AABW at those 
times (Boyle and Keigwin, 1987). This supports the 8^^C data, which also points to 
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a shift in deepwater circulation towards increased AABW flux (see Fig. 6.45) not 
only in the last glacial but also in isotope stage 6 (135 ka B.P.) and earlier glacial 
periods (Duplessy and Shackleton, 1985; Boyle and Keigwin, 1985; Oppo and Fair-
banks, 1987; Curry et ai, 1988; Raymo et al., 1990). The fairly rapid changes in 
deepwater recorded during the late glacial/Younger Dryas interval clearly link the 
well-documented changes in surface oceanic conditions and climate around the 
North Atlantic (mainly in western Europe) with deepwater variations. 

Another important aspect of deepwater formation relates to the transport of 
oxygen into the deep ocean basins of the world. Water at the surface is generally 
well oxygenated but as deepwaters form and sink, oxygen levels decline as oxida-
tion of organic matter falling through the water column proceeds. In effect, deep-
water formation ventilates the deep ocean by carrying oxygenated water to great 
depths. Ventilation rates can be estimated by measuring the radiocarbon content of 
the water; once the water is isolated from the atmosphere, radiocarbon is no longer 
in equilibrium with the atmospheric reservoir and "̂̂ C levels will decline. The radio-
carbon age of deepwater therefore reflects the time since isolation from the surface; 
this obviously varies from one area to another (see Fig. 3.7) but typically deepwater 
in the Atlantic has a "̂̂ C age of -400 yr, in the Indian Ocean -1200 yr, and in the 
Pacific Ocean, ~1600yr.^^ Broecker et al. (1988a) compared planktic and benthic 
forams from the last glacial maximum (LGM) in Atlantic and Pacific Ocean sedi-
ments. On average, the discrepancy between ages of forams in the upper and lower 
water columns increased during the LGM, from 400 to 600 yr in the Atlantic and 
from 1600 to 2100 yr in the Pacific, indicating that ventilation rates were signifi-
cantly lower in glacial times compared to the present. A similar conclusion was 
reached by Bard et al, (1994), who found evidence for reduced North Atlantic 
ventilation during the cold Younger Dryas oscillation. 

6.10 OCEAN CIRCULATION CHANGES AND CLIMATE OYER THE LAST 
GUCIAL-INTERGLACIAL CYCLE 

Analysis of 8^^C and Cd/Ca in benthic foraminifera and 8^^0 in planktic forams (re-
flecting temperature and/or salinity changes in surface waters) have enabled circula-
tion changes to be reconstructed over the last glacial-interglacial cycle in some 
detail; longer-term changes in 8^^C are examined by Raymo et al, (1990). These 
studies indicate that significant changes in the thermohaline circulation of the oceans 
have occurred. Although production and circulation of NADW was similar to today 
in the last interglacial (5e), glacial periods were characterized by a reduction (or even 
cessation) of NADW production, or perhaps a change towards less dense Intermedi-
ate Water forming in the central North Atlantic and/or Labrador Sea (Duplessy et 
al, 1988, 1991; Keigwin et al, 1994; Oppo and Lehman, 1995). The extent to 
which deepwater formed in the Norwegian Sea in isotope stages 2 or 6 is unclear, 

^^ Organisms living in upwelling areas where they develop organic tissue in equilibrium with "old 
water" will have an apparent radiocarbon age several hundred (and in some areas more than two thou-
sand) years older than "modern." 
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with some studies suggesting none, others indicating intermittent production, or per-
haps a shifting source area across the Greenland-Iceland-Norwegian Sea region, 
in close connection with the sea-ice margin (Veum et aL, 1992; Oppo and Lehman, 
1995). Antarctic Bottom Water occupied most of the deep basins of the world 
oceans at those times (see Fig. 6.45) (Duplessy and Shackleton, 1985). 

Deepwater changes are clearly related to changes in surface ocean conditions in 
the North Atlantic; when the surface waters were cold and less saline (as recorded 
by a high percentage of the cold-water foraminifera Neogloboquadrina pachyderma 
[sinistral]) deepwaters did not form, at least not in the areas where they form today. 
However, in the last interglacial when the marine polar front was far to the north, 
and North Atlantic surface waters were saltier and warmer, NADW filled the 
deep basins of the Atlantic Ocean (Broecker et aL, 1988b). What then could have 
brought the interglacial to a close? Of course, orbital variations were slowly bring-
ing about a reduction in summer insolation and an increase in winter insolation (in 
the northern hemisphere) but other internal factors may have also played an impor-
tant role. A higher interglacial sea level (+ 6 m) would have led to an increased flux 
of water through the Arctic Ocean from the North Pacific, bringing more low salin-
ity water into the North Atlantic (Shaffer and Bendtsen, 1994). Higher tempera-
tures may have increased evaporation and precipitation rates at high latitudes, 
adding additional freshwater to the North Atlantic and its surrounding drainage 
basins. If all of these factors were enough to lower surface water density, deepwater 
production (and its attendant changes in compensatory surface inflow) may have 
been reduced or even eliminated, setting the stage for renewed continental glacia-
tion (Cortijo et aL, 1994). Once temperatures began to fall, evaporation rates 
would also have decreased, allowing salinity levels to remain low. The problem is 
that all of these factors are intimately related in a positive feedback loop that makes 
identifying "cause" and "effect" extremely difficult, especially when the resolution 
of sedimentary records is low and dating uncertainties are relatively high (W. Berger, 
1990). This is particularly problematic during times of very rapid change, as oc-
curred at the end of the last glacial period (see Section 6.10.2). Nevertheless, where 
high resolution records exist, there is evidence that changes in surface water tem-
peratures and deepwater circulation often occurred simultaneously, and often very 
rapidly even within the coldest intervals (Boyle and Rosener, 1990; Lehman and 
Keigwin, 1992a; Oppo and Lehman, 1993; Keigwin et aL, 1994). 

6.10.1 Heinrich Events 

One of the most intriguing aspects of the Greenland ice-core records from the last 
glacial period is the evidence for very rapid changes in 8^^0 during the last 75,000 
yr (marine isotope stages 2 to 4). There is now convincing evidence that these 
rapid changes were also recorded in marine sediments from the North Atlantic 
(Rasmussen et aL, 1996). Heinrich (1988) first noted large changes in the percent 
of lithic materials in the >180 pm fraction of marine sediment cores from the 
northeastern North Atlantic during the last glacial period (Fig. 6.46). These per-
centage increases were to some extent related to an increase in the occurrence of 
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F I G U R E 6.46 Ice-rafted debris (IRD) as a percentage of the total number of forams + ice-rafted particles 
in a sediment core from the North Atlantic (-47° N, 20° W) . Isotopic stage boundaries and volcanic ash layers 
are shown (Ash I was deposited approximately 10,800 yr B.R and Ash II -54,000 B.R).Times of maximum ice-
rafted debris are now known as Heinrich events (see Table 6.5) (Heinrich, 1988). 

N. pachyderma (sin.) which makes up the rest of this size fraction and, as noted 
earher, is characteristic of cold polar waters. Further studies showed that these 
peaks of lithic material (now known as Heinrich events) could be traced over wide 
areas of the North Atlantic Ocean (Grousset et aL, 1993). Six events (H^ to H^) 
have been identified in numerous sediment cores; younger events were dated 
by bracketing AMS "̂̂ C dates (Table 6,6). Each event appears to have been an 
episode of very rapidly accumulating ice-rafted detritus (IRD) at times associated 
with a drop in foram concentration, due to lower productivity and/or increased 
dissolution (Broecker et aL, 1992; Broecker, 1994). A further four events within 
marine isotope stage 5 have been recognized in two cores from the North Atlantic, 
as well as a peak of IRD in stage 6. Bond et aL (1993) also identify IRD in sedi-
ments of Younger Dryas age from the Labrador Sea, which they characterize as an 
additional Heinrich event (H^ in Table 6.6) (Keigwin and Jones, 1995). 

Heinrich originally described the IRD as mainly angular quartz grains, but 
cores from farther south and west have a relatively high percentage of distinctive 
limestone and dolomite in each detrital layer, suggesting a single source for these 
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H H I TABLE 6.6 Age of Heinrich Events'' 

H„ 
H, 

H^ 

H3 

H4 

H5 

H, 
"H/' 

"Hs" 

"H," 
«T_T « 

^10 

"H„" 

11,000 

14,300 

21,000 

27,000 

35,500 

-52,000 

-69,000 

-71,000 

-76,000 

-85,000 

-105,000 

-133,000 

" HQ to H3 bracketed by AMS ^^C dates 
on foraminifera. H^ to H^ based on extrapo-
lation of sedimentation rates in upper sec-
tions of sediment cores and therefore subject 
to revision (Bond et al, 1992, 1993). Older 
events (designated here as "H^" to "Hjj") 
are based on tv^o cores studied by McManus 
et al. (1994) w îth ages subject to uncertain-
ties of probably ±5%. 

materials. Also, Heinrich layers 1 and 2 increase in thickness westward, in a belt 
from 43-55° N, towards the Labrador Sea, suggesting that material originated from 
the Laurentide ice sheet and was dispersed across the Atlantic by icebergs (Fig. 
6.47). Furthermore, Nd/Sr isotope ratios and K/Ar dates of -900 Ma on detrital 
clays point to a source in the Pre-Cambrian shield rocks of northwest Greenland or 
northeastern Canada (Bond et aL, 1992; Grousset et al, 1993; Andrews et al.^ 
1994). Heinrich events 3 and 6 differ from the others in that the IRD distribution is 
largely confined to the western Atlantic, perhaps because these events occurred 
when the Laurentide ice sheet was smaller (at the start of Stages 2 and 4, respec-
tively) so the delivery of icebergs and entrained debris would have been more lim-
ited (Gwiazda et al, 1996b). 

It is significant that several of the Heinrich events occurred at the end of pro-
longed cooling episodes, as recorded by increased percentages of N. pachyderma 
leading up to the event (Fig. 6.48). Furthermore, these longer-term cooling cycles 
can be correlated with similar variations in 8^^0 in the GRIP Summit ice core from 
Greenland, indicating direct links between the ocean and atmospheric systems, 
which each record primarily represents, and changes in ice sheet dynamics, 
recorded by IRD in the Heinrich layers. Following each Heinrich event, there is an 
abrupt shift to warmer conditions, which (from ice core evidence) apparently took 
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F I G U R E 6.47 Thickness (cm) of Heinrich layers in North Atlantic sediments, based on whole-core mag-
netic susceptibility data. Cross-hatching denotes major ice sheets; HSt = Hudson Strait, thought to have been 
the major ice stream supplying material to the North Atlantic from the Laurentide ice sheet. Upper figure: Hein-
rich Event I (-14.3 ka '^C yr B.R; lower figure: Heinrich Event 2 (~2lka '^C yr B.R) (Dowdeswell, et o/.,l995). 

place over just a few decades. The cause of these large-scale changes in the ocean-
atmosphere-ice systems is not known. Clearly, they took place on timescales far 
shorter than forcing related to orbital variations. Indeed, Bond and Lotti (1995) 
find evidence in high resolution marine sediments for even more episodes of ice-
rafting between the major Heinrich events — 13 events from 38,000 to 10,000 B.P. — 
and these too seem to correspond to low 8^^0 in the GRIP ice core (Fig. 6.49). As 
the detrital material clearly originates from ice-rafting, there must have been quasi-
periodic increases in iceberg calving rates into the North Atlantic. High-resolution 
records show that not only detrital carbonate but also volcanic glass and hematite-
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F I G U R E 6.49 Oxygen isotope record from the GRIP ice core (Summit, Greenland) compared with num-
bers of lithic grains per gram, and percentage of the planktonic cold water foram Neogloboquadrina pachyderma 
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record. Two alternative chronologies for the ice-core record are given; one is based on layer counting to 
-41,000 (calendar) yr B.R,the other based on a flow model.The sediment record is largely based on ''*C dating 
(Bond and Lotti, 1995). 

coated grains are characteristic of many layers, suggesting more widespread sources 
of discharge (including Iceland) for the IRD than just the Laurentide ice sheet. Sedi-
ment cores from off Norway also show strong correlations between episodes of IRD 
and 8^^0 in Greenland ice cores, again with cold periods (low 8^^0 in the ice) asso-
ciated with increased ice-rafting (Fronval et aL, 1995). Thus, there appear to have 
been numerous episodes when there was a massive draw-down of ice in one or more 
circum-Atlantic ice sheets, resulting in "armadas of icebergs" and entrained basal de-



6.10 OCEAN CIRCULATION CHANGES AND CLIMATE OVER THE LAST GLACIAL-INTERGLACIAL CYCLE 2 6 7 

bris entering the cold waters of the North Atlantic (Broecker, 1994). Surprisingly, 
these episodes were not brought about by warmer conditions, but occurred when 
conditions were already cold (Madureira et al., 1997), and much of the North At-
lantic was covered by cold polar waters. One possible explanation, suggested by 
modeling experiments, is that ice sheets may grow to a point where they develop in-
stabilities (basal ice melting), which cause rapid discharge (surges) into marine em-
bayments via ice streams and ice shelves (MacAyeal, 1993; Alley and MacAyeal, 
1994). Cold, slow-moving ice can freeze rock debris into its base, but during times 
of destabilization channelized ice streams develop where frictional heating allows ice 
to slide over a relatively warm and wet bed. Debris-laden icebergs are generated 
when the surging ice streams enter the marine environment, and this continues until 
the ice sheet becomes stable once again. This "binge-purge" model could account for 
the quasi-periodic character of the observed record, though just what climatic condi-
tioi^ are needed to bring about destabilization of the ice sheets is not clear. Appar-
ently, there is a fairly delicate balance between conditions that: (a) maintain an ice 
sheet in a quasi-equilibrium state; (b) cause a periodic collapse, but then allow re-
covery; and (c) cause irreversible collapse (i.e., complete deglaciation). The interplay 
of ocean, atmosphere, and ice with the added complexities of eustatic sea-level 
change and glacio-isostatic adjustments as ice loads changed, allows for many possi-
ble scenarios of how the observed changes may have been brought about and pro-
vides a fruitful area for future research. One possible consequence of the increased 
calving rates was that the North Atlantic became flooded with a low salinity melt-
water "lid"; this may have acted as a shallow mixed layer, with low thermal inertia, 
which could have warmed up fairly rapidly, leading to higher air temperatures and 
the observed 8^^0 increase seen in GRIP ice cores (Fairbanks, 1989). This would 
have been a short-lived episode that came to an end as the meltwater layer became 
mixed with the deeper ocean. Alternatively, the iceberg flux associated with Heinrich 
events would presumably have been followed by a period with very little iceberg dis-
charge and a rapid reduction in freshwater flux to the North Atlantic, allowing salin-
ity to increase, and a return to the conveyor "on" mode, with increased advection of 
warmer water and air masses into the Greenland area (Paillard and Labeyrie, 1994). 

One additional complexity to be considered in explaining the abrupt changes seen 
in marine sediments and ice cores during the last glacial period is that rapid 8^^0 shifts 
in Greenland ice cores are associated with pronounced changes in atmospheric 
methane (cf. Figs. 5.34 and 6.49). This implicates (or necessitates an explanation 
involving) tropical and/or high latitude wetlands such that the warmer, high 8^^0 
episodes following Heinrich events (and other minor IRD events) are somehow associ-
ated with periods of CH^ release. Possibly this in turn may have provided some posi-
tive feedback due to an enhanced greenhouse effect. Interestingly, there is some 
evidence that Heinrich events themselves may be a direct consequence of circulation 
changes in low latitudes brought about by orbital forcing (Mclntyre and Molfino, 
1996). Increases in the abundance of the coccolith Florisphaera profunda in the equa-
torial Atlantic coincide with Heinrich events in the North Atlantic, with a mean pe-
riod of 8.4 ka. Variations in precession at this frequency cause changes in the strength 
of the zonal component of the tropical easterlies; when the easterlies diminish in 
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Strength (which favors an increase in the abundance of R profunda) the "reservoir" of 
w^arm water within the Caribbean/Gulf of Mexico is no longer restricted and it rapidly 
"drains out" of these two basins, becoming entrained in the western boundary cur-
rents of the North Atlantic. In this way, warm salty waters would have periodically 
entered the subpolar Atlantic, causing rapid melting of ice sheets and the initiation of 
Heinrich events. This may help to explain the quasi-periodic nature of Heinrich events 
that has frequently been noted (Heinrich, 1988; Bond and Lotti, 1995). 

6.10.2 Environmental Changes at the End of the Last Glaciation 

It is now well-documented that numerous rapid changes in ocean circulation and at-
mospheric conditions took place throughout the last glacial period. Studies of well-
dated high resolution sediments and uplifted coral reefs provide particularly valuable 
insights into such events at the very end of the last glaciation (Termination 1). 

The 8^^0 in benthic forams provides a broad-scale perspective on continental ice 
volume changes since the last glacial maximum (LGM) around 18,000 (̂ "̂ C yrs) B.P. 
and many records demonstrate that deglaciation took place in two stages (Termina-
tions la and lb) (Duplessy et aL, 1986; Jensen and Veum, 1990). However, because 
of low sedimentation rates and bioturbation, the details of events during deglacia-
tion are difficult to decipher accurately from the benthic record (Ruddiman, 1987). 
Fairbanks (1989) was able to address this situation by obtaining a detailed sea-level 
record from drowned coral reefs off the coast of Barbados (Fig. 6.50). His studies 
reveal that the maximum sea level lowering due to ice build-up on the continents 
was 121 ± 5 m at -18,000 (̂ "̂ C yr) B.P. As deglaciation set in, sea level slowly in-
creased by -20 m over the next 5000 yr, followed by a very rapid rise in sea level, 
centered on 12,000 (̂ ^̂ C yr) B.P. At that time (termed Meltwater Pulse lA, mwp-IA) 
the discharge of water from the continents to the world ocean reached - 14,000 km^ 
a"̂  and sea level rose a further -24 m in <1000 yr (see Fig. 6.50). This was followed 
by a slower rate of sea-level rise, and then a second major meltwater pulse (mwp-IB) 
centered on 9500 (̂ "̂ C yr) B.P., when sea level rose an additional 28 m in -1500 yr. 
Thus, more than two thirds of the LGM continental ice had melted by the beginning 
of the Holocene,^^ and almost all of this was discharged to the world ocean (via the 
North Atlantic) in two short episodes, lasting a total of -2500 yr. Fairbanks argues 
that the periods of most rapid meltwater flux resulted in a reduction of surface wa-
ter salinity right across the North Atlantic, as seen in planktic forams from off the 
coast of Portugal where abrupt decreases in 8^^0 (Terminations la and lb) appear to 
be directly linked to the coral reef record of ice volume discharge and sea-level rise 
(Duplessy et aL, 1986; Bard et ai, 1989; Fairbanks, 1989). 

One of the problems of understanding the exact sequence of events in Late 
Glacial time is the chronological uncertainty posed by "̂̂ C production rate changes 
at the very time when rapid climatic changes were taking place. Indeed the "̂ "̂ C 

•^^ If the Holocene is defined in calendar years, the •̂ ^̂ Th/̂ '̂̂ U calibration of the "̂̂ C timescale (Bard 
et al., 1990), applied to Fairbanks (1989) sea-level record indicates that sea level had risen 85 m (of the 
120 m LGM depression) by the start of the Holocene sensu stricto (see Fig. 6.50). 
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F I G U R E 6 .50 Paleo-sea level, as reconstructed from dated corals {Acropora palmata) submerged off the 
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position (8'^0) of the world ocean (Fairbanks, 1990). 

plateau" is probably related to the very changes that are of interest, involving shifts 
in ocean circulation and de-gassing of "old" carbon from the deep ocean (Section 
3.2.1.5). Bard et aL (1990, 1996) calibrated the ^̂ Ĉ record in this crucial interval by 
2307î /234u dates on corals, so that the Fairbanks (1989) meltv^ater record can be 
"corrected" to calendar yr (Fig. 6.51). This then places the peak of mwp-IA and 
mwp-IB at 14,000 and 11,300 calendar yr B.P., respectively (i.e., -11,800 and 
~10,000i4CyrB.P.). 

A somewhat different scenario is presented by Keigwin et aL (1991) who link 
evidence for NADW reduction at 14,500, 13,500, 12,000, and 10,500 ^^C yr B.P., 
with times of increased meltwater flux to the North Atlantic. The 14,500 yr B.P. 
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event was related to meltwater from the Fennoscandian and Barents Sea ice sheet, 
the 10,500 yr B.P. event to drainage of freshwater from the Baltic Ice Lake 
(Brunnberg, 1995). The 14,500 yr B.P. event is clearly documented by low 8^^0 in 
planktic forams from the Norwegian and Greenland Sea (Lehman et aL, 1991) 
whereas the events at 13,500 and 12,000 yr appear to have been low salinity 
episodes in the subtropical Atlantic due to increased Mississippi River outflow at 
those times.-̂ "̂  At all four times, Cd/Ca data from the Bermuda Rise show clear evi-

"̂̂  Keigwin et al. (1991) argue that the Fairbanks sea-level record may be incomplete between 
14,300 and 12,500 yr B.P. because sea level rose too rapidly for coral growth to keep pace, thereby 
"missing" the 13,500 yr B.P. discharge maximum. Broecker (1990) points out that Fairbanks's episodes 
of most rapid sea-level rise are actually gaps in the coral stratigraphy, perhaps also because of an over-
whelming rate of sea-level rise at those times. Another possibility is that melting of marine-based ice 
sheets (e.g., the Barents and Kara Sea Ice Sheets) placed significant amounts of meltwater in the Atlantic 
without significantly changing sea level (Veum et al., 1992). 
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dence of reduced NADW, suggesting that meltwater from both northern and south-
ern sources entering the North Atlantic may have disturbed the thermohahne circu-
lation system enough to reduce or shut down deepwater production at these times 
(Boyle and Keigwin, 1987). 

This scenario is consistent with evidence from western Europe for a series of 
cold episodes punctuating the overall warming trend that brought about deglacia-
tion. The coldest of these, (the Younger Dryas, YD), lasted from 11,000-10,000 
(i^C yrs) B.P. (-13,000-11,700 calendar yrs B.P.). Evidence for this cold episode is 
recognized in continental deposits from many parts of the world but is most dra-
matically seen in pollen diagrams from western Europe where an abrupt reversal of 
post-glacial warming is well documented (Peteet, 1995). Broecker et ai. (1988b, 
1989) proposed that the Younger Dryas was the result of meltwater from the Lau-
rentide Ice Sheet being diverted from the main Mississippi River drainage to the St. 
Lawrence River, thereby flooding the North Atlantic with low salinity meltwater 
that shut down the North Atlantic Deep Water production and consequently re-
duced the flow of warm subtropical waters in the Gulf Stream and North Atlantic 
Drift. This cessation of NADW flux in turn led to other parts of the world being af-
fected, which would explain why many areas remote from the North Atlantic do 
appear to have experienced a correspondingly abrupt change in climate at that time 
(see the collection of papers in Quaternary Science Reviews, 12, 5, 1993 and 14, 9, 
1995). The coral sea-level record poses a problem because it indicates that the YD 
occurred at a time when discharge to the world ocean was far less than in either the 
preceding or subsequent 1000 years (Bard et ai, 1996). Furthermore, de Vernal et 
al. (1996) showed that meltwater flux from the St. Lawrence River was reduced 
during the Younger Dryas episode. Broecker (1990) tried to reconcile these diverse 
factors by suggesting that the period of rapid sea-level rise prior to the YD (mwp-
lA) "set-up" conditions in the North Atlantic for a shut down (or major reduction) 
of NADW by significantly lowering salinity in the mixed layer. This idea is sup-
ported by the modeling studies of Fanning and Weaver (1997). Subsequent changes 
in outflow from the Laurentide ice sheet, or possibly even changes in the precipitation/ 
evaporation balance in the North Atlantic, then pushed the system "over the edge," 
leading to the cessation of NADW production (seen by Keigwin et al., 1991) and 
very cold conditions around the Atlantic Basin. This in turn reduced continental ice 
sheet melting, which allowed oceanographic conditions to re-equilibrate, eventually 
restoring NADW production and terminating the YD episode. The Mwp-IB then 
followed shortly thereafter. This scenario is also supported by strong evidence that 
sea surface temperatures in the North Atlantic were indeed much lower in YD time; 
most of the North Atlantic was dominated by the cold water foram G. pachyderma 
(sin); (Ruddiman and Mclntyre, 1981). 

Another perspective is provided by very high-resolution sediment records from 
off the Norwegian coast (61-63° N) (Ko^ Karpuz and Jansen, 1992; Lehman and 
Keigwin, 1992). Diatom assemblages are a sensitive indicator of sea surface temper-
ature (SSTs) in the area (K09 Karpuz and Schrader, 1990) and document a series of 
oscillations in water temperature over the last 15,000 yr. The first occurrence of 
diatoms was at 13,400 B.P., indicating ice-free conditions (at least seasonally). This 
corresponds to Termination lA of Duplessy et al, (1986) and was a time of major 
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changes in SST throughout the North Atlantic as seen in cores over a wide area, 
from 45 to 63° N. Five major chmatic episodes can be recognized (Fig. 6.52): a 
Bolhng-Allerod "Interstadial Complex" from 13,200-11,200 (̂ ^C yr) B.P. when 
summer SSTs reached 4.5-7.5 °C. This interval was punctuated by a series of cold 
episodes each lasting 100-300 yr. Conditions changed abruptly at -11,200 B.P. 
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F I G U R E 6.52 Reconstruction of SSTs in August (open circles) and February (dots) in the southeastern 
Norwegian Sea (~63° N) over the last 13,400 ('"^C) yr, based on diatom assemblages calibrated with modern 
SSTs. Oscillations of temperature within the Bolling-Allerod chronozones (Older Dryas I and 11, Boiling Cold 
Periods I and II) and meltwater peaks lA and IB are indicated (Ko? Karpuz and Jansen, 1992). 
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(the Start of the Younger Dryas period) with summer SSTs dropping to ~1 °C in <50 
yr, and remaining low for the next 1000 yr. During this interval, glaciers advanced 
in many areas and quite dramatic changes in the distribution of flora and fauna 
took place throughout western Europe. An equally rapid warming ensued at 
-10,200 B.R, followed by a short cool spell centered on 9800 B.P. at the beginning 
of the Pre-Boreal period. SSTs then rose to Holocene maxima (13-14.5 °C in sum-
mer) from 9500-5000 yr B.P. These changes are remarkably synchronous with the 
S^^O record from Dye-3 in southern Greenland, which reflects the changes in 
oceanic heat flux and associated atmospheric temperature signal (Fig. 6.53). The 
b^^O records from the same area indicate that meltwater from the Fennoscandian 
and Barents Sea ice sheets played a critical role in bringing about these oscillations. 
The strongest meltwater signal (resulting in low sea surface salinities, as seen in un-
usually low S^^O values) began -14,700 yr B.P., reaching a maximum at -13,500 yr 
B.P. (Sarnthein et aL, 1992), at which point SSTs at 63° N rose to the level where 
diatoms could survive (Duplessy et aL, 1992). Thus, initial melting was probably 
related to the orbitally induced insolation increase, amplified by calving into a ris-
ing sea level, as the ice continued to melt back. Once warmer waters penetrated 
northward, the subsequent melting of the ice sheet was very much controlled by as-
sociated warm air advection. However, meltwater played a key role in controlling 
SSTs and led to the series of warm-cold oscillations in late Glacial and early 
Holocene time. Koq Karpuz and Jansen (1992) suggest that as meltwater from the 
Fennoscandian ice sheet flooded the Norwegian Sea, the low salinity surface waters 
would have frozen over in winter, minimizing mixing in the upper layers of the 
ocean and restricting the warmer Atlantic water to below the halocline. The ensu-
ing cooler conditions would have reduced melting, eventually leading to erosion of 
the shallow low-salinity mixed layer and rapid warming as the warmer waters reap-
peared at the surface. This in turn led to renewed melting and the entire sequence 
began again, as recorded in the Boiling-Allerod Interstadial Complex of oscillating 
warm and cold episodes (see Fig. 6.52). The Younger Dryas cold event may have 
lasted longer because of major drainage of meltwater from the Laurentide ice sheet 
(mwp-IA), which in some way set up the conditions necessary to prolong disruption 
of circulation in the North Atlantic, as noted earlier. Similar conditions may have oc-
curred during the final cool episode around 9800 yr B.P., which coincided with mwp-
IB (Fig. 6.53). The 8^^C in benthic forams from the Bermuda rise record reductions 
in NADW flux from the Norwegian Sea during the Younger Dryas episode, though 
a less dense intermediate water ("upper NADW") from the Labrador Sea may have 
continued to form, as registered even as far away as the Southern Ocean at that time 
(Lehman and Keigwin, 1992a, b; Charles and Fairbanks, 1992). 

An alternative scenario for the Younger Dryas involves Arctic Ocean sea ice. 
During the LGM, when sea level was 120 m lower and warm waters did not pene-
trate to the northern reaches of the North Atlantic Basin, the Arctic Ocean was ex-
tremely isolated. The exposed Bering Land bridge prevented North Pacific water 
from entering the Arctic Basin, and the only source of ice export from the Arctic Ocean 
was through a very restricted channel (a narrower Fram Strait, between northeast 
Greenland and Svalbard) as the Barents Sea region was occupied by a grounded ice 
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sheet. Cold conditions with minimal melting and the continual accumulation of 
snow and superimposed ice during the LGM would have led to the build-up of ex-
tremely thick sea ice (tens of meters in thickness, like the ice shelves of northern 
Ellesmere Island today) which was essentially locked in place within this restricted 
basin. This composite of snow, superimposed ice, and sea ice would have remained 
more or less immobile until rising sea level, break-up of the Barents Sea ice sheet, 
and the return of warmer sub-surface waters to the Arctic Ocean induced some dis-
turbance in (and heat flux to) the floating ice mass. The final trigger for a massive 
discharge of very thick, low salinity ice into the Atlantic Ocean may have come 
about when sea level rose to the point where Bering Strait was flooded (at -40 to 
-50 m) causing the Trans-Polar Current to become established. Recent "̂̂ C dates on 
terrestrial peats from the Chukchi Shelf, north of Bering Strait (which were flooded 
by the transgressing sea) place the time of this crucial event at around 11,000 "̂̂ C 
yr B.P. (Elias et aL, 1996b). This suggests a direct link to the onset of Younger Dryas 
conditions in western Europe as a result of the North Atlantic being flooded, not by 
icebergs from the Laurentide Ice Sheet, but by Arctic Ocean sea ice, which then re-
duced, or displaced, NADW production for the next 1000 yr. 

Although the exact sequence of events that took place in late Glacial and early 
Holocene time is not yet entirely understood, it is clear that meltwater entering the 
North Atlantic is implicated as a critical factor influencing climatic fluctuations at 
that time (Manabe and Stouffer, 1995; Bard et aL, 1996). Very abrupt changes in 
thermohaline circulation took place, involving reductions in deepwater formation, 
or shifts in the pattern of deepwater production, with compensatory reductions in 
the flux of warm surface waters to the North Atlantic. Nevertheless, several enig-
mas remain. Perhaps because of "̂̂ C dating problems, the timing of observed 
changes does not always fit together nicely, and sometimes the geochemical evidence 
is contradictory. Distinguishing deepwater produced in different areas is difficult, 
compounded by the fact that deepwater production regions probably shifted over 
time (Duplessy et aL, 1980, 1988). The timing and magnitude of meltwater dis-
charges from the Arctic and Fennoscandia, and from both the northern and south-
ern drainage systems of the Laurentide ice sheet remain problematic. Indeed, Clark 
et aL (1996) believe that meltwater from the Antarctic ice sheet must be implicated 
in the late glacial oceanographic changes of the North Atlantic; they argue that the 
estimated volumes of meltwater from the Laurentide ice sheet and the timing of dis-
charge events (based on what is known from the geological record on land) do not 
fit with the various explanations so far proposed for changes in North Atlantic cir-
culation. Further high resolution sediment studies will no doubt help to resolve 
many of these issues. Meanwhile, the important question to ask today is whether, in 
the absence of ice major sheets, changes in the North Atlantic salinity structure can 
be brought about by imbalances in the precipitation-evaporation-runoff relation-
ship. This issue is especially relevant as greenhouse gases increase to unprecedented 
levels, with a possible consequence being higher precipitation and runoff into the 
North Atlantic Basin or a drastic reduction in Arctic Ocean ice cover. If the thermo-
haline circulation were to be disrupted by such changes, there may indeed be "un-
pleasant surprises in the greenhouse" (Broecker, 1987). 
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6.11 CHANGES IN ATMOSPHERIC CARBON DIOXIDE: THE ROLE OF THE OCEANS 

It is clear from ice-core records that carbon dioxide levels in the atmosphere (PCO2) 
were considerably lower (by 90-100 p.p.m.v.) at the Last Glacial Maximum than in 
the Holocene (see Section 5.4.3). Indeed, long-term carbon dioxide changes parallel 
8^^0 in ice and must have played a role in glacial-interglacial climatic changes, ei-
ther directly or indirectly. How did such changes come about? Because the ocean 
carbon content is 50-60 times that of the atmosphere, even relatively small changes 
in the rates of ocean carbon dioxide uptake or loss (de-gassing) can have large ef-
fects on atmospheric CO2 levels (Broecker, 1982). Changes in sea-surface tempera-
ture and salinity in glacial times (to a colder, more saline ocean) can account for 
- 1 0 % of the observed PCO2 changes (simply by the difference in CO2 solubility un-
der such conditions) but the bulk of the change must be related to an increase in bi-
ological productivity in the ocean during glacial periods. The CO2 dissolved at the 
ocean surface is removed by biological activity in the photic zone, which forms the 
organic tissue and carbonate shells of marine organisms. As these die and fall 
through the water column, the carbon fixed near the surface is transferred to deeper 
layers of the ocean and may be deposited in the sediments. This process can be 
thought of as an "ocean carbon pump" whereby carbon is continually removed 
from the ocean surface (Volk and Hoffert, 1985); upwelling of carbon-rich deepwa-
ter returns CO2 to the atmosphere. Thus, some areas of the ocean are carbon sinks 
and some are carbon sources for the atmosphere. Factors that alter the biological 
productivity of surface waters and the rate of upwelling, or which change the distri-
bution of sources and sinks of carbon, can therefore have a significant effect on at-
mospheric CO2 levels (Ennever and McElroy, 1985). 

An important index of photosynthetic activity in the surface waters of the 
ocean is the relative proportion of ^̂ C to ^^C. During photosynthesis, ^^C is prefer-
entially removed from the water to produce organic material with low 8^^C. In 
many regions of the ocean, productivity is limited by a lack of nutrients (particu-
larly phosphate and nitrate). Broecker (1982) suggested that during glacial periods, 
when sea level was lower, phosphates that had accumulated on the continental 
shelves would be eroded and dispersed into the ocean, increasing nutrient levels and 
hence productivity in the near-surface waters. This would lead to ^^C removal from 
near the surface and cause the 8^^C gradient between the upper and deep ocean to 
increase. At the same time, higher productivity in the photic zone would increase 
the rate of CO2 removal from the ocean, causing an increase in the CO2 flux to the 
atmosphere, thereby lowering PCO2. Hence, there should be evidence of lower at-
mospheric CO2 levels preserved in the skeletal remains of organisms that lived near 
the surface, compared to those that lived in the deep ocean. Shackleton et al, 
(1983) examined this question by measuring the difference between ^^C in the car-
bonate tests of planktonic and benthic forams in an equatorial Pacific core (Fig. 
6.54a). The resulting record of the 8^̂ C gradient between near surface and deep wa-
ters (A8^^C) provides a proxy of atmospheric CO2 levels, with stronger gradients sig-
nifying increased productivity at the surface and hence lower PCO2. This record is 
remarkably similar to that obtained from the Vostok ice core (Fig. 6.54b), suggesting 
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that changes in the rate at which organic carbon is sequestered in the ocean (as dis-
tinct from changes in the carbonate content, which would not affect near surface 
8^^C) have been the dominant cause of atmospheric CO2 changes on glacial to inter-
glacial timescales. Furthermore, spectral analysis of this record in relation to benthic 
8^^0 (a proxy of continental ice volume) shows that CO2 changes are strongly in 
phase with orbital forcing, but lead ice-volume changes at all orbital frequencies 
(Shackleton and Pisias, 1985). This points to CO2 variations as playing a key role in 
the forcing of climatic changes involving ice sheet growth and decay, rather than be-
ing only a passive response to such changes. It also indicates that the phosphate mo-
bilization idea of Broecker (1982) cannot be the main factor initiating productivity 
changes, as that mechanism is tied to sea-level changes (which lag by several thou-
sand years both orbital forcing and CO2 changes). It is of interest that much of the 
variance of the CO2 record is in the frequency band related to obliquity, which has 
its main impact on radiation receipts at higher latitudes. This suggests that the sub-
polar ocean areas (perhaps via switches in thermohaline circulation) play a critical 
role in driving CO2 changes and hence amplifying orbitally forced climatic change 
(Wenk and Siegenthaler, 1985). 

One additional point to note is that the overall 8^^C content of the ocean was 
lower (by ~0.4%o) in glacial times because of the significant decrease in biomass on 
the continents. Approximately 500 Gton carbon (with a 8^^C of -25%o) was added 
to the ocean-atmosphere system at such times, lowering the ^^C content of the 
ocean accordingly (Siegenthaler, 1991). With less photosynthetic activity on land, 
one might expect higher PCO2 levels during glaciations, but this was more than 
compensated for by enhanced CO2 solubility (in cooler waters) and increased 
oceanic biological activity. 

In a subject as complex as ocean geochemistry there is room for many alter-
native hypotheses, and in this field alternatives abound. Much attention has been 
paid to mechanisms that could have brought about changes in oceanic nutrient 
content and hence biological productivity. Martin (1990) for example points to 
the much higher levels of iron-rich atmospheric dust that was dispersed across the 
globe during the last glaciation. He suggests that this dust fertilized the sub-
Antarctic Ocean, greatly increasing productivity and leading to a reduction in 
PCO2. This idea has been controversial on biological (e.g., Dugdale and Wilker-
son, 1990; Sunda et al., 1991) as well as geological grounds, because there is con-
flicting evidence for increased productivity in this area during glacial periods 
(Mortlock et aL, 1991; Kumar et ai, 1995). Others have suggested that the 
general idea may have more merit in terms of changing productivity at lower lati-
tudes, though distinguishing between increased productivity due to Fe fertiliza-
tion, from a general increase in nutrient levels due to changing ocean circulation 
regimes, and increased surface wind stress and upwelling associated with glacial 
periods is very difficult (Sarnthein et aL, 1988; Berger and Wefer, 1991). Further-
more, there is evidence that in some upwelling areas, even when productivity in-
creased, the net effect was insufficient to overcome the transfer of CO2 from the 
ocean surface to the atmosphere. Hence, there may be some situations where 
higher productivity does not always equate with a reduction in atmospheric PCO2 
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due to the even stronger influence of de-gassing from carbon-rich upwelUng wa-
ters (Pedersen et ai, 1991). 

One interesting argument in favor of increased high latitude biological activity 
was suggested by Kumar et al. (1995), who examined "excess" ^^^Pa/^^^Th and 
iogg/230Yĵ  in sub-Antarctic sediments as a measure of past biological productivity. 
They point out that because most of the biomass initially deposited as sediment is 
not preserved, the measured sediment accumulation rate is not a reliable index of 
former productivity. The radionuclides protactinium-231 and thorium-230 (dis-
persed throughout the ocean from the decay of uranium in seawater) are removed 
from the water column by attachment to particles. However, ^^^Pa is less easily re-
moved than ^^^Th, so as particle flux (productivity) increases the disparity in the 
scavenging rate of the two radionuclides increases (i.e, the ^^^Pa/^^^Th ratio in-
creases). A similar index is provided by ^^Be/^^^Th; ^^Be is a cosmogenic isotope 
that is widely dispersed across ocean basins, but like ^^^Pa, it has a longer residence 
time than ^^^Th. Thus an increase in ^^Be/̂ ^^Th also provides a measure of particle 
flux. Both ^^^Pa/^^^Th and ^^Be/̂ ^^Th accumulate in the sediments even though the 
particles that transported them to the sea floor may no longer be present. An "ex-
cess" of these radionuclides (over that expected from a steady sedimentation rate) 
thus documents formerly high productivity in the overlying water column. Studies 
of these and other productivity indices reveal that sub-Antarctic waters were much 
more productive in glacial times, but this was not the case in the Southern Ocean, 
closer to the Antarctic continent (perhaps because of more extensive sea ice). The 
sediments provide evidence that perhaps 30-50% of the observed reduction in CO2 
can be explained by a more efficient biological pump in the cold waters surround-
ing Antarctica during glacial episodes. 

Studies of nitrogen isotopes point to another mechanism with important impli-
cations for atmospheric CO2 changes (Altabet et ai, 1995; Ganeshram et al., 1995). 
As already noted, nitrate (N03~) is a key nutrient limiting biological productivity in 
many parts of the ocean. Oceanic nitrate concentration is the result of the balance 
between upwelling of nitrate-rich waters and processes of denitrification carried out 
by bacteria in low oxygenated zones of the ocean. Denitrification produces gaseous 
nitrogen and nitrous oxide, which then escapes from the water column, thereby re-
ducing the supply of fixed nitrogen available for plant growth, which in turn influ-
ences atmospheric CO2 levels. During denitrification, fractionation results in the 
preferential loss of "̂̂ N, enriching the waters in ^^N, which is then incorporated into 
whatever organic material is forming and settling to the sea floor. Consequently, 
sediments from times of reduced denitrification have a lower 8^^N, as is evident dur-
ing marine isotope stages 2, 4, and 6 in cores from off the northwestern coast of 
Mexico (Fig. 6.55) and from the Arabian Sea. Together with the eastern equatorial 
South Pacific, these areas are especially important for denitrification in the modern 
ocean, accounting for almost all of the water column denitrification going on today. 
The evidence for greatly reduced denitrification in glacial periods, plus the fact that 
lower sea level would have reduced the contribution of denitrification processes in 
continental shelf sediments, suggests that overall ocean nitrate levels would have 
been considerably higher at such times. This would have led to increased biological 
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F I G U R E 6.55 The record of 8 '^0 in benthic forams and 8'^N in bulk sediments from off the northwest-
ern Mexican continental margin, spanning the last 140,000 yr. Principal glacial stages are shaded.The benthic 
record shows the familiar index of continental ice growth and decay; the 8'^N records denitrification processes 
occurring in the water column. Low values of 8'^ indicate relatively low rates of denitrification, which imply 
higher levels of productivity and a reduction in atmospheric CO^ levels (Ganeshram et o/., 1995). 

activity in areas of the ocean that are today relatively unproductive (oligotrophic), 
causing a general decline in atmospheric PCO2. Altabet et al, (1995) also point out 
that the reduced level of greenhouse gas N^O, observed in glacial periods in the 
Vostok ice core (see Fig. 5.35) may be a direct consequence of reduced oceanic de-
nitrification at those times. 

From this brief summary of various lines of evidence, it is apparent that several 
factors were probably operating simultaneously to lower atmospheric carbon diox-
ide levels during glacial periods. Collectively, these factors increased ocean produc-
tivity to the point where there was a net flux of CO2 from the atmosphere to the 
ocean, eventually leading to atmospheric PCO2 levels -100 p.p.m.v. lower than 
pre-industrial levels. The initial driving force for such changes seems to be orbital 
forcing, though no doubt additional feedbacks (involving SST changes, thermoha-
line circulation, surface wind stress, etc.) then amplified these changes. In view of 
the importance of fully understanding all the factors affecting atmospheric CO2 lev-
els (as well as other greenhouse gases such as N2O) there will no doubt be a great 
deal more research on this topic in the future that may considerably revise our cur-
rent understanding of this complex topic. 

6.12 ORBITAL FORCING: EVIDENCE FROM THE MARINE RECORD 

The availability of continuous paleoclimatic records from the ocean floor, spanning 
several hundred thousand years, has enabled hypotheses about the causes of cli-
matic change to be tested, and has facilitated the development of new models. One 
of the most important hypotheses is that propounded by Milankovitch (1941), who 
argued that glaciations in the past were principally a function of variations in the 
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Earth's orbital parameters, and the resulting redistribution of solar radiation reach-
ing the Earth (see Section 2.6 for a complete discussion). Emiliani (1955, 1966) was 
the first to note that 8^^0 maxima in Caribbean and equatorial Atlantic cores 
closely matched summer insolation minima at 65"^ N, which was the latitude that 
Milankovitch had considered critical for the growth of continental ice sheets. Sub-
sequently, Broecker and van Donk (1970) suggested revisions of Emiliani's 
timescale, but still concluded that insolation changes were a primary factor in con-
tinental glaciation. In addition, dates of coral terrace formation, indicative of a for-
merly higher sea level (lower global ice volume), were shown to be closely related 
to times of insolation maxima, again supporting the ideas of Milankovitch 
(Broecker et aL, 1968; Mesolella et aL, 1969; Veeh and Chappell, 1970). 

The first rigorous attempt to assess the evidence for orbital changes in paleocli-
matic data was made by Hays et al. (1976) using two ocean core records from the 
southern Indian Ocean (43° and 46° S). Three parameters were studied: 8^^0 val-
ues in the foraminifera Globigerina bulloides (an index of global, but primarily 
northern hemisphere ice volume); summer sea-surface temperature (TJ derived 
from radiolaria-based transfer functions (an index of sub-Antarctic temperatures); 
and abundance variations of the radiolaria Cycladophora davisiana (considered to 
be an index of Antarctic surface water structure). Using the ~450,000-yr record 
available. Hays et al, (1976) showed that much of the variance in these proxy 
records was concentrated at frequencies corresponding closely to those expected 
from an orbital forcing function. Specifically, spectral peaks were found at periods 
of --100,000 yr, 40,000-43,000 yr, and 19,500-24,000 yr. Such periodicities 
closely match spectral peaks in orbital data (at -100,000, -41,000, and 
19,000-23,000 yr, associated with variations in eccentricity, obliquity, and preces-
sion, respectively). Furthermore, not only are the proxy and orbital series closely 
matched in the frequency domain, but an examination of the time domain of each 
periodic component showed fairly consistent phase relationships (back to 300,000 
yr) between orbital parameters and the "resultant" climatic signal. Such results are 
very improbable by chance and the work of Hays et al. thus provided the first really 
strong evidence that changes in the Earth's orbital geometry played an important 
role in causing glacial-interglacial variations over the past 300,000-400,000 yr. 

Numerous other studies have subsequently confirmed these pioneering results 
and it is now quite clear that orbital forcing played a key role in pacing glaciations 
during the Quaternary period (Berger, 1990). However, the mechanisms involved in 
linking changes in insolation to changes in the climate system are not so clear. As 
noted in Section 2.6, the principal periodicity in the 8^^0 marine sediment record 
lies in the 100 ka band, but this has relatively little power in the insolation record 
(see Fig. 2.22). Imbrie et al, (1992, 1993b) have examined this matter in great detail 
and propose a comprehensive model to account for this enigma. Their model builds 
on the earlier ideas of Weyl (1968), Broecker et al, (1985b), and Broecker and Den-
ton (1989), different aspects of which were discussed in Sections 6,9 and 6.10. 
However, by focusing on how different parts of the climate system respond at the 
three distinct orbital frequencies (23 ka, 41 ka, and 100 ka), Imbrie et al, were able 
to demonstrate a recurrent geographical sequence of orbitally driven changes at all 
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frequencies during the course of a glacial-interglacial cycle. By looking at the 
phase relationships between insolation, global ice volume, and other climate prox-
ies, it was clear that certain parts of the climate system have a consistent early re-
sponse to northern hemisphere high latitude insolation changes, whereas others 
respond later. By mapping the geographic distribution of these responses a mecha-
nistic model of glacial-interglacial changes was constructed. This revealed that four 
key subsystems control the rate at which radiation changes are propagated through 
the climate system, each having a different level of inertia. Near-surface processes 
on the land and in the upper ocean, and in the deep waters of the southern ocean 
respond quickly (in < Ika) whereas changes involving ice sheets, displaced wind sys-
tems, and deep ocean chemistry take longer (3-5 ka). Through the interaction of 
these different subsystems, the sequence of events leading to glaciation and de-
glaciation slowly unfold. 

Like earlier researchers, Imbrie et al. (1992) determined that a critical factor 
driving glacial-interglacial changes is salinity-controlled convection in the Icelandic, 
Norwegian, and Greenland ("Nordic") Seas and in the Labrador Sea, which they re-
fer to as the Nordic and Boreal heat pumps, respectively. During interglacials, both 
areas produced deepwater, which drove the thermohaline circulation of the Atlantic 
and carried heat to the Southern Ocean, thereby restricting sea ice around Antarc-
tica. With both heat pumps operating, ventilation of the deep ocean was at its max-
imum. As summer insolation decreased at high northern latitudes the atmosphere 
and ocean surface cooled, reducing evaporation and increasing snowfall and sea-ice 
cover. Eventually, salinity in the Nordic Seas decreased, at first slowing and then en-
tirely eliminating convective overturning via the Nordic heat pump, drastically cur-
tailing warm water flux to the southern hemisphere. However, the Boreal heat 
pump continued to operate, producing intermediate water, but the net result was 
for a dramatic reduction in thermohaline circulation and, hence, in the return flow 
of warm water to the North Atlantic. As Antarctic sea ice expanded, Antarctic Bot-
tom Water flux to the north increased and an equatorward shift in the southern 
Westerlies led to ocean circulation changes that sequestered carbon in the Southern 
Ocean. This led to a reduction in atmospheric CO2 levels, which further reinforced 
the downward insolation trend. Further cooling in the northern hemisphere resulted 
in ice growth on land and a fall in sea level, allowing extensive marine-based ice 
sheets to develop in locations that were vulnerable to later sea-level increases. Ice 
sheet growth eventually disrupted the westerly wind system causing sea ice to form 
over large areas of the North Atlantic which increased the production of Intermedi-
ate Water and caused a slight increase in NADW, leading to a minor recession in 
Antarctic sea-ice extent. As the insolation cycle returned once more to higher north-
ern hemisphere summer energy receipts, the northern oceans slowly warmed, and 
on the continents, snow melted and the ice margins retreated. This allowed the zone 
of maximum westerly winds to shift northward, and warmer waters and subtropi-
cal air masses could then be advected from the south, causing the ice sheets to 
rapidly melt, and sea level to rise very quickly with catastrophic collapse of marine-
based ice sheets. At the same time, sea ice rapidly receded and this, together with 
the advected waters from the south, resulted in a sharp increase in the salinity of the 
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North Atlantic and a resumption of the Nordic heat pump. Large-scale melting 
events due to the rapid melting of continental and marine-based ice sheets may have 
resulted in short-term reversals of these trends (as discussed in Section 6.10.2) but 
eventually the primary sequence of events driven by orbital forcing prevailed, lead-
ing once more to a strong thermohaline circulation involving both the Boreal and 
Nordic heat pump systems. 

Although this sequence of events appears to be causally linked to the 23 ka and 
41 ka precession and obliquity cycles in a simple linear relationship, most of the 
variance in the ice volume record is actually in the 100 ka eccentricity cycle. As vari-
ations in radiation due to eccentricity changes are an order of magnitude smaller 
than those due to precession and obUquity changes, it is difficult to understand v^hy 
changes at this frequency are so large. Several models have been proposed to ex-
plain this problem. One set of models generally viev^s the climate system as having 
the ability to develop internal (free) oscillations or resonance in response to some 
external forcing, possibly unconnected to orbital forcing. Another set views the cli-
mate system as follow^ing the same sequence of responses noted for the 23 ka and 
41 ka cycles, but in a non-linear manner; at some point a threshold is crossed that 
then gives rise to a much larger response (Imbrie et ai, 1993b). The critical factor 
driving this non-linear response appears to be the size of the continental ice sheets 
(primarily the Laurentide ice sheet). Large ice sheets significantly disrupt the west-
erhes, leading to strong meridional circulation, w^hich then greatly amplifies the se-
quence of climate system changes associated w îth 23 and 41 ka cycles. Thus, when 
some combination of forcing at the 23 ka and 41 ka bands leads to the ice sheets 
exceeding some critical size, they then overtake the "normal" system response to 
orbital forcing. In effect the ice sheets themselves become the principal agents 
driving the climate system, producing a cycle of changes with a longer (100 ka) peri-
odicity due to the large amount of inertia associated with ice-sheet growth and de-
cay. This model provides an elegant explanation for the changes observed over the 
last few hundred thousand years, but why this pattern became more significant in 
the last million years remains to be fully explained. 
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7 
NON-MARINE GEOLOGICAL EVIDENCE 

7.1 INTRODUCTION 

The range of non-marine geological studies providing information pertinent to paleo-
climatology is vast; indeed, one could argue that virtually all continental sedimentary 
deposits convey a paleoclimatic signal to some degree. Aeolian, glacial, lacustrine, 
and fluvial deposits are, in large part, a function of climate, though it is often difficult 
to identify the particular combination of climatic conditions leading to the formation 
of the deposit. Similarly, erosional features such as lacustrine or marine shorelines, 
cirques, or other features of glacially eroded landscapes indicate in a general sense a 
particular type of climate, but quantitative paleoclimatic reconstructions based on 
this kind of information present real challenges (Flint, 1976). Commonly, climatic in-
ferences drawn from such evidence are qualitative and even dating the features may 
be very difficult. Nevertheless, such evidence of past changes in climate is ubiquitous, 
and many innovative approaches to interpreting their paleoclimatic significance have 
been developed. 

In this chapter no attempt will be made to review all of the possible paleoclimate-
related geological and geomorphological phenomena. Instead, discussion will be lim-
ited to the smaller number of approaches that have either provided quantitative 
paleoclimatic data or helped in establishing the chronology of paleoclimatic events. 

285 
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7.2 LOESS 

Loess is a deposit of wind-blown silt that blankets large areas of the continents. It is 
characteristically creamy-brown in color and calcareous, consisting predominantly of 
quartz feldspars and micas (Pye, 1984, 1987). Geographically, loess is extensive in 
the North American Great Plains, south-central Europe, Ukraine, central Asia, 
China, and Argentina (Fig. 7.1). In North America, loess deposits are related to for-
merly extensive outwash deposits from the Laurentide ice sheet and to the floodplains 
of large, braided rivers. Similarly, in Europe loess deposits are common between the 
former Alpine and Scandinavian Ice Sheets though the thickest loess sections, in the 
Czech Republic, Slovakia, and Austria, may also have had a more local origin related 
to formerly extensive braided rivers at a time when vegetation cover was greatly re-
duced (Kukla, 1975b). In North America, loess deposits are up to 50 m thick in 
Alaska (Beget et aL, 1991) and sections along the Mississippi River valley may reach 
20 m in thickness (Forman et ^/., 1995; Oches et aL^ 1996). Elsewhere, loess is re-
lated to desert conditions, especially the formerly extensive deserts of central Asia. In 
north central China (southeast of the Gobi Desert) loess deposits are extremely thick, 
up to 300 m in places, and completely cover the underlying topography, forming an 
extensive loess plateau (Liu ^̂  ^/., 1985). It is there that the most comprehensive pa-
leoclimatic studies of loess deposits have been carried out (Kukla, 1987a; Kukla and 
An, 1989). Loess has accumulated on the Loess Plateau for -2.5 Ma and during 
episodes of warmer and wetter conditions weathering of the loess led to soil forma-

F I G U R E 7.1 Location of principal loess deposits in the world (Pye, 1984). 
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tion. Today the alternating sequence of loess units and intervening paleosols (Fig. 7.2) 
form the most complete terrestrial records of Quaternary paleoclimatic conditions to 
be found on the continents (An et al, 1990; Ding et al, 1993). 

7.2.1 Chronology of Loess-Paleosol Sequences 

Early studies of loess-paleosol sections took a simple relative dating approach, 
counting the first v^ell-developed soil below the surface (Holocene) soil as equivalent 
to the last interglacial, and older soils representing earlier interglacial episodes. Thus, 
in China the conventional terminology is based on counting back from the Holocene 
soil (SQ) to the last loess episode (L )̂ then to the preceding interglacial soil (Ŝ ) and 
underlying loess (L2) and so on down the section. In this way, as many as 37 soils 
and associated loess episodes have been recognized at the Baoji type-section (on the 
southwestern margin of the Loess Plateau); of these, 32 (8 -̂832) are at least as well 
developed as the Holocene soil, and document the alternation between glacial and 
interglacial conditions throughout the Quaternary (Rutter et ai, 1991a). In Europe, 
loess deposits are mostly restricted to river terraces and are, therefore, generally less 
continuous, leading to confusion over the chronology of loess-paleosol sequences 
and how they are related from one region to another. Recent aminostratigraphic 
studies (on snails embedded in the loess) have clarified the stratigraphic relationships 
between many different locations, improving the correlations between sections 
(Oches and McCoy, 1995b, 1995c). Thermoluminescence dating has proven useful 
in determining the chronology of loess deposition during the last glacial cycle but 

F I G U R E 7.2 Part of the loess-paleosol sequence near Luochuan, north central China, showing an exposed 
section of loess with interbedded soil units. In this section, the upper loess unit (L,) and Holocene soil (SQ) have 
been eroded away. Soils developed during more humid periods when monsoon rainfall was higher, but loess 
continued to accumulate in winter months albeit at a slower rate. During major loess deposition episodes, the 
summer monsoon rainfall rarely penetrated this far into China (photograph by R.S. Bradley). 
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dates on older deposits remain controversial (Wintle, 1990; Forman, 1991). For the 
longer Quaternary record, paleomagnetic studies have provided the fundamental 
chronology (Heller and Liu, 1984; Rolph et al, 1989; Rutter et al, 1990; Thistle-
wood and Sun, 1991) (Fig. 7.3). Once the basic reversal record has been determined 
some studies then simply interpolate between chron/subchron boundaries to obtain 
a chronology of the intervening loess and paleosol units (Rutter et aL, 1991a). How-
ever, this does not realistically take into account the changing loess accumulation 
rates from full glacial to interglacial conditions (when loess slowly accumulated as 
soils developed). A more realistic approach assumes a higher loess deposition rate in 
glacial times (Liu et al., 1993 and Ding et aL^ 1994 assumed loess accumulated at 
1.5 to 2 times that during interglacial soil-forming intervals). This provides a first-
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F I G U R E 7.3 Magnetic stratigraphy of the loess-paleosol section at Baoji, Loess Plateau, north central 
China. Major paleosols (S) and loess units (L) are numbered from the top down (Holocene soil = SQ). Changes 
In polarity are clearly indicated by the inclination record on the right (B/M = Brunhes-Matuyama boundary;] = 
Jaramillo subchron; O = Olduvai subchron; M/G = Matuyama-Gauss boundary). Loess began to accumulate over 
a red clay deposit around the time of the Gauss-Matuyama transition (Liu et o/., 1993). 
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order approximation that reveals the strong relationship between the chronology of 
loess-paleosols in China and the marine isotope record (Fig. 7.4). Loess units corre-
spond to even-numbered marine isotope stages (i.e., times of continental ice build-
up) and the soil units correspond to interglacial (odd-numbered isotope stages). 
Weak soils appear to be related to interstadial events. 
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F I G U R E 7 . 4 Composite marine oxygen isotope record (left) with stages indicated, and its proposed cor-
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indicated by dark bands, though not ail soils are equally well developed. Magnetic stratigraphy of the records is 

indicated (Rutter et 0/., 1990). 
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This general correspondence suggests that a more accurate chronology of loess-
paleosol sequences might be determined by tuning some diagnostic parameter to 
orbital forcing, just as the SPECMAP group did to resolve the chronology of the 
marine isotope record (Section 6.3.3). Using this approach, Ding et al. (1994) ad-
justed the record of grain-size variations at Baoji (a proxy of winter monsoon 
strength in north central China) to optimize power at frequencies corresponding 
to the principal orbital periodicities (Berger and Loutre, 1991). Following Imbrie 
et al. (1984), they used changes in orbital eccentricity, obliquity (lagged 8000 yr), 
and precession (lagged 5000 yr) as the combined target to which the grain size 
record was tuned (Fig. 7.5). Confidence in the resulting timescale is provided by a 
good match with predicted ages of K/Ar-dated paleomagnetic boundaries in the 
loess-paleosol sequence. Spectral analysis of the Baoji timescale, so derived, reveals 
some important changes over the course of the Quaternary. For the last 600 ka the 
grain-size record was dominated by the 100 ka eccentricity period, which accounts 
for 46% of the variance in this interval of time. However, from 0.8-1.6 Ma the 
record has a much stronger 41 ka obUquity cycle (30% of total variance) and from 
1.6-2.5 Ma a more complex spectrum is apparent, with power concentrated mainly 
at 55 ka and 400 ka periodicities (35% of total variance). This shift towards a 
stronger obliquity signal around 1.6 Ma is not seen in the marine isotope record, 
suggesting some regional response to forcing, whereas the mid-Pleistocene change 
to a strong -100 ka period is also clear in the marine isotope record and appears to 
be of global significance (Ding et aL^ 1994). 

7.2.2 Paleoclimatic Significance of Loess-paleosol Sequences 

Several approaches to interpreting the alternation of loess deposits and paleosols 
have been made. At the simplest level, modern analogs of similar soils and loess 
accumulation areas provide an approximation to climatic conditions prevalent at 
different times in the past. Thus, Ding et al, (1992) suggest that the oldest thick loess 
units (L33 and L32) represent mean annual temperatures 12 °C lower than today 
and precipitation levels less than 25% of modern values, based on the modern cli-
mate of locations thought to be analogous to conditions prevailing when the loess 
accumulated. Maher et al, (1994) and Maher and Thompson (1995) focused on 
magnetic susceptibility as a proxy of rainfall. They argue that susceptibility is higher 
in soils due to the in situ formation of ultrafine (<0.02 pm) ferromagnetic 
(maghemite) grains by inorganic precipitation, aided by the presence of magneto-
tactic (iron-reducing) bacteria (Maher and Thompson, 1992; Heller et al., 1993; 
Verosub et al,, 1993; Liu et al,, 1994). Alternations of wetting and drying cycles 
favor this process so that susceptibility profiles can be considered a proxy for 
past rainfall variations. By establishing the relationship between modern rainfall 
amounts and susceptibility measurements on young soils throughout the Loess 
Plateau, they were able to calibrate the long record of susceptibility at Xifeng (span-
ning the past 1.1 M years) in terms of paleoprecipitation (Fig. 7.6). On this basis, 
rainfall has varied by a factor of ~2 over this interval (from -400 to -750 mm) and 
for 80% of the last 1.1 Ma, rainfall has been less than today at Xifeng. Liu et al, 
(1995) took a similar approach in reconstructing rainfall at Xifeng, but only for the 
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F I G U R E 7.5 Grain size variations at Baoji, Loess Plateau, north central China, compared to the 
41,000- and 100,000-yr periodicities associated with variations in obliquity and eccentricity. Grain size varia-
tions are represented here by the ratio of the fraction of <2 jjm grains to > I0 |jm;thus higher ratios represent 
a finer size distribution. Dashed lines show the filtered series bandpassed at 4! ka and 100 ka. A strong coher-
ence between the loess record and the 100,000-yr period is noticeable over the last 0.6 Myr whereas prior to 
that the record has a stronger 41 kyr signal (back to -1.6 Myr).The earliest I Myr of the record is poorly cor-
related with both frequencies (Ding et o/., 1994). 
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F I G U R E 7.6 The record of magnetic susceptibility at Xifeng, Loess Plateau, north central China, inter-
preted in terms of variations in annual rainfall. As rainfall increased the amount of magnetic material produced 
by weathering processes increased, leading to higher susceptibility levels (Maher and Thompson, 1995). 

last glacial-interglacial cycle. They concluded that rainfall fell to much lower levels 
in glacial times (<200 mm a'^) than estimated by Maher and Thompson (1995). 
Further studies with a much more extensive set of modern data may resolve these 
differences. 

Increased wind speed, possibly coupled with an expanding desert margin dur-
ing glacial periods, is reflected in variations of grain size in loess sections (An et aL, 
1991). This is clearly seen in the general change from low median grain size during 
interglacials to higher values during glacial periods, but there are higher frequency 
variations superimposed on that pattern which may be of significance (Xiao et aL, 
1995). Porter and An (1995) argue that many of these peaks correspond (within 
dating error limits) to Heinrich events (episodes of ice rafting) in the North Atlantic. 
They believe that the ice sheets of North America and Europe in some way are fun-
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damentally linked to the winter monsoon regime, leading to stronger winds and 
large particles being deposited on the Loess Plateau during times when catastrophic 
draw-down of the ice sheets took place. It is difficult to envision the mechanism for 
such a linkage and it may be that the dating imprecision in both systems make the 
connection more apparent than real. The importance of precise dating in linking the 
loess record to other regions is well-illustrated by detailed studies of the Younger 
Dryas interval. In the North Atlantic area (at least) this is characterized by a return 
to near-glacial conditions. It might therefore be expected that this would corre-
spond to an increase in loess deposition at that time in China. Indeed there was a 
late glacial oscillation on the Loess Plateau, but careful "̂̂ C dating reveals that con-
ditions actually became more humid during the Younger Dryas interval, though 
temperatures remained low (Zhou et al.^ 1996). Evidently, the insolation maxi-
mum during that period led to higher levels of summer monsoon rainfall while 
cold northeasterly winter winds continued to deposit loess across the region (An 
etal, 1993). 

7.3 PERIGLACIAL FEATURES 

The use of fossil periglacial phenomena as an index of former climatic conditions is 
limited by two basic problems. First, dating periglacial features directly is often dif-
ficult, if not impossible; generally they are dated by reference to the deposits within 
which they are found, thereby obtaining only a maximum age for the features. Sec-
ondly, although regions of modern periglacial activity can be circumscribed by par-
ticular isotherms, the occurrence of similar activity in the past can only indicate an 
upper limit to temperatures at the time, not a lower limit (R. Williams, 1975). Thus, 
in general terms, permafrost today only occurs in areas where the mean annual air 
temperature is <-2 °C and it is virtually ubiquitous north of the -6 to -8 °C isotherm 
in the Northern Hemisphere (Ives, 1974). Evidence of more extensive permafrost in 
the past, however, only demonstrates that temperatures were below these levels, and 
provides little information on how much lower. Mapping the distribution of relict 
periglacial features may indicate how far the southernmost boundary of the per-
mafrost zone was displaced, but within this zone only the limiting maximum paleo-
temperature estimates are possible. Nevertheless, periglacial features are of 
particular interest because they provide information about the periods of extreme 
temperature depression during past glacial episodes. They also provide information 
about areas close to the ice-sheet margins, for which there are few other sources of 
proxy paleoclimate data. 

It has already been mentioned that permafrost only occurs in areas with mean 
annual temperatures below a certain level, but permafrost itself may leave no 
morphological evidence of its former existence. Paleochmatic inferences can only 
be based on features which develop in regions of permafrost and disturb the sedi-
ments in a characteristic manner. In this way fossil or relict features can be identi-
fied and their distribution mapped (Fig. 7.7). The most useful and easily identified 
features include fossil ice wedges, pingos, sorted polygons, stone stripes, and 
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FIGURE 7.7 
burn. 1979b). 

Distribution of patterned ground of Devensian (= Wisconsin) age in Great Britain (Wash-

periglacial involutions (Washburn, 1979a). The problem is to identify those cli-
matic factors that are necessary for the formation of the features in question; 
commonly this can only be done in general terms (Table 7.1). Ice wedges, for ex-
ample, result from thermal contraction at subfreezing temperatures. Winter tem-
peratures of-15 to -20 °C (or less) are required before active frost cracking occurs, 
but the exact requirements depend on the material being considered. Cracking 
and ice-wedge formation will occur at higher temperatures in silts and fine-
grained material than in gravels where mean annual temperatures of-12 °C may 
be necessary. Furthermore, the amount of snowfall is a significant factor because 
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TABLE 7.1 Climatic Threshold Values for the Distribution of Periglacial Geomorphic 
Features (after Karte and Liedtke 1981) 

Periglacial geomorphic featuresf 
Climatic threshold values:]: 

MAT(X)§ MAP(mm)a 

Periglacial geomorphic features whose 
formation requires permafrost 

1.1 Features connected with continuous 
permafrost Ice-wedge polygons 

Sand-wedge polygons 
Closed system pingos 

1.2 Features connected with discontinuous permafrost 
Open system pingos 

1.3 Features which occur in connection with 
continuous, discontinuous, and sporadic 
permafrost 

Depergelation forms ("thermokarst" forms, active 
layer failures, detachment failures, ground ice 
slumps, permafrost depressions, alas, 
"baydjarakhs," "dujodas," alas thermokarst 
valleys, beaded drainage, thaw lakes, oriented 
lakes, thermo-erosional niches, 
thermo-abrasional niches, degradation 
polygons, thermokarst mounds) 

Seasonal frost mounds (frost blisters, 
hydrolaccoliths, bugor) 

Palsas 
Rock glaciers 

Features whose formation requires intense 
seasonally frozen ground but which also occur in 
connection with permafrost 

2.1 Seasonal frost-crack polygons (ground wedges) 

2.2 Frost mounds (thufurs) 
Tundra hummocks (high latitude occurrences) 
Earth hummocks (high latitude occurrences) 
Earth hummocks (high altitude occurrences) 

2.3 Non-sorted circles (mud boils, mud circles) 

2.4 Sorted circles and stripes (>1 m) 

< 100 mm 

< - 4 t o < - 8 ° C 
> 50-500 mm 

Other climatic indication: rapid temperature drops 
in early winter 

< - 1 2 t o < -20°C 
< - 5 X 

<-rc 

< - 1 ° C 

Other important indication: high 
ground-ice content 

< - l t o < - 3 ° C 
< 0 t o < - 3 ° C 
< +2 to < 0°C < 1200 mm 
Other climatic indications: continental climates with 

high incoming radiation, sublimation, evaporation 
and little snowfall 

< 0 to < - 4 ° C 

Other climatic indication: mean temperature of 
coldest month 

< -8°C 

< -10°C 
< - 6 ° C 
< -F3°C 

< - 2 ° C > 400-800 mm 

< - 4 ° C 

(Continues) 
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TABLE 7.1 (Continued) 

2.5 Sorted circles and stripes (<1 m) < +3°C 

2.6 Gelisolifluction microforms (lobes, steps, 
ploughing blocks) < - 2 ° C 

2.7 Nivation and cryoplanation features < — 1°C 
(nivation hollows, cryoplanation terraces, 
frost-riven cliffs) 

3 Features which are linked to diurnally frozen ground 
and needle ice but which also occur in connection 
with seasonally frozen ground and permafrost 

3.1 Miniature polygons 
3.2 Miniature sorted forms and stripes < + 1 ° C 
3.3 Microhummocks 

t For a description of these features, see Washburn (1979b). 
X The thermal threshold values represent upper limits for development of features. 
§ Mean annual air temperature. 
XX Mean annual precipitation. 

snow will insulate the ground surface from the effects of severe cold. This has been 
demonstrated in many areas where today active ice-wedge formation does not 
normally occur; where snow is artificially removed (e.g., from roads or airport 
runways), frost cracks and ice wedges will develop. Paleoclimatic reconstructions 
based on such phenomena are thus subject to a certain amount of uncertainty, and 
similar problems have to be faced when dealing with other types of periglacial 
features. Nevertheless, it is possible to make conservative estimates of tempera-
ture change based on the former distribution of different types of periglacial fea-
tures (Fig. 7.8). Accuracy is really limited by our understanding of the climatic 
controls on similar contemporary features. From this preliminary map, it would 
appear that mean annual temperatures in Europe were at least 14-17 °C below 
recent averages during the maximum phase of the last (Wisconsin/Wiirm/Weichsel) 
glaciation (Washburn, 1979b). Although many features used to compile the map 
are not well-dated, and often are simply considered to reflect conditions during 
the maximum stage of the last glaciation, it is worth considering the point made 
by Dylik (1975) that maximum temperature depression was generally not coinci-
dent with the maximum extent of ice (maximum "glaciation"). Dylik considers 
the extent of glacier ice to be more of an index of snowfall (i.e., of cold and hu-
mid conditions) than simply of low temperatures. Periglacial features may thus 
achieve their maximum development during periods of minimum temperature 
prior to the maximum extent of major ice sheets; this may explain the large dis-
crepancy between botanically derived paleotemperatures for the last glacial max-
imum (sometimes indicating mean annual temperatures only 3-6 °C below those 
of today) compared with paleotemperature estimates derived from periglacial 
phenomena. 
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F I G U R E 7.8 Temperature increases in Europe since the last glacial maximum, based on periglacial features. 
Increases are minimum estimates. Maximum ice limits are shown as heavy lines (Washburn, 1979a). 

Where a variety of periglacial features of varying ages can be identified in a lim-
ited area, it may be possible to reconstruct paleotemperature through time. This has 
been attempted by Maarleveld (1976) using observations of relict periglacial features 
in the Netherlands (Fig. 13), Maarleveld associated each type of feature with particu-
lar temperature constraints; pingo remnants, for example, indicated maximum mean 
annual temperatures o f -2 °C, whereas "extensive coarse snow meltwater deposits" 
were indicative of a range in mean annual temperature of -5 to - 7 °C. Unfortunately, 
Maarleveld does not identify which sections of his graph are based on estimates of 
maximum temperature and which are based on a defined temperature range, so the 
graph may be more precise in some sections than in others. Nevertheless, as a first ap-
proximation to paleotemperature reconstruction through time the results compare 
well with other proxy data series (Fig. 7.9) and indicate the potential value of 
periglacial studies for paleoclimatic analysis. 

7.4 SNOWLINES AND GLACIATION THRESHOLDS 

In regions of permanent snow accumulation, it is possible to identify an altitudinal 
zone separating the lower region of seasonal snow accumulation from the upper re-
gion of permanent snow. The term zone is used because from year to year the ac-
tual boundary or snowline will vary in elevation, depending on the particular 
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F I G U R E 7.9 Paleotemperature reconstruction for Europe based on periglacial features (right column) 
compared to other long proxy data records (Maarleveld, 1976). 

weather conditions during the accumulation and ablation seasons. On a glacier, this 
would be equivalent to the firn line or (on temperate glaciers where there is no su-
perimposed ice zone) the equiUbrium line altitude (ELA). If observations were made 
over a period of time, the average elevation of the snowline would be apparent, en-
abling the regional or climatic snowline to be identified (0strem, 1974). Observa-
tions of modern glaciers indicate that the ELA approximates the height at which the 
accumulation area of the glacier occupies -70% of its total area. To estimate paleo-
snowlines, the common practice is to reconstruct the paleo-ELA by mapping the 
former glacier area (from moraine position) and then determining where the ELA 
would have been, based on an accumulation area ratio of -0.7. This generally cor-
responds to the uppermost limit of lateral moraines. Mapping the difference be-
tween modern and paleo-ELAs constructed in this way can provide useful insights 
into past climatic conditions. For example, Pewe and Reger (1972) were able to 
demonstrate that the Arctic Ocean plays no significant role as a moisture source in 
the present-day glaciation of Alaska, because the snowline gradient along the north 
coast is not steep and the snowline does not fall to low elevations (Fig. 7.10). By 
contrast, snowline gradients in the south, adjacent to the Bering Sea, are very steep 
and increase in elevation rapidly away from the moisture source. A similar pattern 
of snowlines (though considerably lower) occurred in late Wisconsin times, indicat-
ing that the main moisture sources then were like those of today. 
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(a) Wisconsinan 
isoglacihypses 

(b) Modern 
isoglacihypses 

F I G U R E 7.10 Modern and Wisconsin snowlines in Alaska (in meters). Snowlines today show the same pat-
tern as glacial age snowlines, suggesting that no major change in moisture sources has occurred.The Gulf of 
Alaska, not the Beaufort Sea, was thus the most important source of moisture for glaciation (P6we and Reger, 
1972). 

A similar index is provided by glaciation levels or glaciation thresholds that 
define the lowest limit at which glaciers or permanent ice fields can develop (Miller 
et ai, 1975; Porter, 1977). This is usually determined by identifying the highest 
unglacierized, and the lowest glacierized, mountain summits in a region and aver-
aging the two elevations. Both snowlines and glaciation thresholds can be used in 
paleoclimatic reconstructions if similar features can be mapped for periods in the 
past (Osmaston, 1975), though obviously they only provide information about 
(extreme) glacial periods and can add nothing to our knowledge of warmer inter-
vals. Although much effort has been expended in mapping both modern and for-
mer snowlines, with only a few exceptions, paleoclimatic reconstructions have 
been simplistic and the results often equivocal. This is due mainly to the following 
problems: 

(a) Present-day snowlines have not been adequately studied in relation to 
present climate; cHmatic "controls" on modern snowline elevations are 
not well understood and cannot be assumed to be the same in all areas. 
Furthermore, atmospheric lapse rates have not been well-documented in 
mountain regions and are problematic in paleotemperature reconstructions. 
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(b) Paleosnowline reconstructions are often based on features of varying age, 
possibly accounting for the large variations in estimates of past snowline 
lowering (Reeves, 1965; Brakenridge, 1978). 

7.4.1 The Climatic and Paleoclimatic Interpretation of Snowlines 

It has commonly been assumed that snowlines are related to the height of the sum-
mer 0 °C isotherm, and, indeed, Leopold (1951) demonstrated a close correspon-
dence between the two surfaces, in the western United States from 35° to 50° N. 
Paleosnowlines approximately 1000 m lower than today were thus interpreted as 
indicating lower summer temperatures. Using modern free air lapse rates of 0.6 °C 
per 100 m in summer months, Leopold concluded that July temperatures were 6 °C 
lower than today when snowlines were at the position of maximum depression. 
Other months were assumed to have cooled proportionately less, with midwinter 
(January) temperatures having remained the same as those today. As a result, he 
concluded that mean annual temperatures had been 4-5 °C lower. Using similar 
logic, but an assumed lapse rate of 0.75 °C per 100 m. Reeves (1965) concluded 
that the 1300 m lowering of the snowline in New Mexico was equivalent to a de-
crease in July temperature of 10 °C and in mean annual temperature of 5.1 °C. 
Considerable doubt was cast on these estimates by Brakenridge (1978), who found 
no strong relationship between present-day snowline in the American southwest 
and the July 0 °C isotherm, or indeed any July isotherm, as the latitudinal snowline 
gradient is considerably steeper. A better fit is obtained with the -6 °C mean annual 
isotherm; the "full glacial" snowline has a similar gradient, suggesting that there 
was a fall in mean annual temperature of 7 °C. In the central Andes (10°-30° S) 
snowlines are actually lower in areas with higher temperatures, because such areas 
have higher precipitation, which compensates for the warmer conditions; the high-
est snowlines are found in the cold, arid mountains of the western Altiplano (Sierra 
Occidental) (Fox, 1991). 

These studies illustrate the basic problems of identifying how snowlines vary 
with temperature and, if they do, what lapse rate should be assumed in order to use 
former snowlines as an indicator of temperature change. It is probably not a rea-
sonable assumption to use modern lapse rates in such calculations, as both temper-
ature and moisture conditions in the past would have been different from today, 
perhaps resulting in lower lapse rates in many areas. However, this entire approach 
is extremely simplistic and neglects other important factors. Snowline is not only a 
function of lapse rate but also depends on the variation of accumulation with eleva-
tion (accumulation gradient), radiation balance, wind speed, humidity, and the vari-
ation of albedo with temperature (as temperature influences the frequency of 
snowfall vs rainfall events) (L. WilUams, 1975; Seltzer, 1994). 

The importance of precipitation in controlling snowline elevation and spatial 
variation has been noted for the Cordilleran mountains of both North and South 
America. In the Cascade Range of Washington, for example, 86% of the variance 
in glaciation thresholds is explained by accumulation season precipitation (though 
mean annual temperature is highly correlated with precipitation) (Porter, 1977). By 
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assessing the amount of temperature change during the late Wisconsin (Fraser) 
glaciation from palynological evidence, Porter estimated that winter precipitation 
was 20-30% less than today, accompanied by ablation season temperatures 5.5 
± 1.5 °C lower than at present. Extending this approach to the Rocky Mountains, 
Porter et al. (1983) estimated that the lower late Pleistocene snowlines of that re-
gion required substantially lower temperatures than a simple lapse rate calculation 
would suggest (T = -10 to -15 °C vs -6 °C) because conditions were drier at the 
time. Unless both temperature and precipitation changes are taken into account, 
erroneous conclusions would be reached. However, such an approach is seen by 
Seltzer (1994) as only a partial solution because there were undoubtedly also 
changes in incoming radiation (due to orbital forcing) as well as regional effects due 
to changes in cloudiness and, hence, in the overall radiation balance. He proposes a 
model incorporating many of these factors, but estimating how the important vari-
ables may have changed remains a major challenge. 

In the Andes, snowlines are highest (>6000 m) at the latitude of maximum arid-
ity (Fig. 7.11). "Pleistocene" snowlines were lower by 650-1500 m, the depression 
being greatest in the hyperarid regions of southern Peru and northern Chile, and 
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FIGURE 7.1 I Modern ( ) and Pleistocene ( ) snowline elevations along west-east transects in 
the South American Andes. Principal zonal wind components today are shown by arrows at diagram on left. At 
the northern and southern locations Pleistocene snowlines were uniformly lower throughout the transect. In 
the central location (28° S) a reversal of snowline gradient is apparent between Pleistocene and modern times. 
This resulted from a shift in the subtropical high-pressure cell and associated wind fields, changing from pre-
dominantly onshore flow in Pleistocene time to offshore today (Hastenrath, 1971). 
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least in the equatorial zone. This suggests a general temperature decrease over the 
entire region, but substantially higher precipitation amounts in the desert zone 
(Hastenrath, 1967). Further insight is provided by east-west transects across the 
mountain barrier, which indicate a reversal of modern snowline gradients between 
28° and 32° S (Fig. 7.11). This is related to the prevailing circulation around sub-
tropical high-pressure cells centered at -30° S; prevailing winds are easterly to the 
north and westerly (onshore) to the south. During glacial periods the lower snow-
line gradients generally parallel modern snowlines, but at 28° S this is not the case. 
"Pleistocene" snowlines show a reversal of gradient, suggesting an equatorward 
shift of •>'5° in the boundary between temperate latitude westerlies and tropical east-
erlies in the lower troposphere. Where westerly wind regimes became established, a 
marked eastward rise of Pleistocene snowline resulted (Fig. 7.11). Similar reversals 
of firn line gradient, from modern times to glacial periods, have also been noted in 
parts of East Africa (Hamilton and Perrott, 1979). 

From this brief survey it is apparent that snowlines in different regions are con-
trolled by different climatic parameters and that these must first be understood in 
order to use paleosnowlines in paleoclimatic reconstructions. However, some as-
sessment of the relative importance of different climatic variables to snowline low-
ering can be made by the use of an energy balance model that takes into account 
many of the relevant variables and the interactions between them. For example, 
such a model has been applied to the question of what climatic conditions were nec-
essary to bring about extensive glacierization of northern Canada (Williams, 1979). 
By calculating the regional snowline for varying climatic conditions it was possible 
to determine where perennial snow cover is most likely to have developed in the 
past (i.e., which areas are most susceptible to glacierization) and the extent of glaci-
erization brought about by different changes in climatic conditions. Interestingly, 
Williams's model indicates that a substantial fall in summer temperatures (10-
12 °C) is necessary to extensively glacierize Keewatin and Labrador, though smaller 
changes in temperature are sufficient to glacierize Baffin Island, to the north (Fig. 
7.12). This confirms the view that Baffin Island is particularly sensitive to climatic 
fluctuations, and is Ukely to have been a primary site for ice-sheet initiation in the 
past (and probably in the future also) (Tarr, 1897; Bradley and Miller, 1972; An-
drews et aL, 1972). It is also of interest that the model results indicate that increased 
snowfall has little impact on the areal extent of glacierization; temperature changes 
seem to be of most significance for regional snowline lowering and glacierization in 
this region (Williams, 1979). 

7.4.2 The Age of Former Snowlines 

In the preceding section, reference has frequently been made to "former" or "Pleis-
tocene" snowlines without qualification. However, not all paleosnowlines are de-
fined in the same way, further confusing the paleoclimatic picture. A common 
method is to estimate the average elevation of cirque floors occupied by glaciers 
during a particular glacial period (Pewe and Reger, 1972). Alternatively, paleosnow-
lines may be located at the median altitude between the terminal moraine of a given 
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F I G U R E 7.12 Boundaries of perennial snow cover predicted by an energy balance model for various 
amounts of uniform spring and summer temperature decrease, assuming "normal" (1931-1970) snow accumu-
lation and Earth-orbital parameters of 116,000 yr B.P.for 31 March. For example, with a spring-summer lower-
ing of 6-8 °C the perennial snow cover would have been confined mainly to the Arctic Islands and the northern 
tip of Labrador-Ungava; with a 10-12 °C temperature lowering extensive areas of Keewatin and Labrador would 
have been glacierized (L D.Williams, 1979). 

advance and the highest point on the cirque headwall (Richmond, 1965). In both 
approaches, orientation of the cirque is an important factor, not only in terms of ra-
diation receipts, but also in terms of prevailing winds and enhanced precipitation 
catchment in the lee of mountain barriers. Markedly different paleosnov^lines may 
result from studies based on different cirque populations of varying orientation. 
Furthermore, the use of cirque floor elevation without knowledge of the age 
of glacial deposits associated with the feature may lead to a mixed population of 
paleosnowline estimates. Thus, Hastenrath (1971) is only able to describe the paleo-
snowlines he mapped as "Pleistocene" and Pewe and Reger (1972) describe their 
paleosnowlines as "generalized Wisconsin age" features. Such factors may explain 
the large variations in snowline depression commonly reported; in New Mexico, for 
example, estimates of regional snowline lowering vary from 1000 to 1500 m (Brak-
enridge, 1978) and even larger variations are noted in other studies (Reeves, 1965). 
This imprecision in dating, and uncertainty over climatic controls on snowline ele-
vation, severely limits the value of most snowline studies for paleoclimatic recon-
struction. However, careful study of modern conditions and of well-dated glacial 
deposits can provide important insights into paleoclimatic conditions of mountain 
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regions, as shown by Porter (1977). Indeed, there would appear to be considerable 
potential in a re-evaluation of this subject for many mountainous parts of the 
world. 

An interesting example is provided by Dahl and Nesje (1996) in their study of 
Holocene paleoclimate in the mountains of southern Norway. They estimated 
changes in the size of Hardangerjokulen from glaciofluvial and glaciolacustrine sedi-
ments, relying on the fact that as the outlet glacier advanced and retreated certain 
thresholds were passed, which were recorded as diagnostic signatures in downstream 
sediments. This enabled the ice cap area to be estimated, and from that the paleo-
ELA could be calculated (Fig. 7.13). Changes in the upper limit of pine (Pinus 
sylvestris L.) provided an assessment of variations in summer temperature, and from 
these estimates of temperatures at the EL A could be obtained (using a lapse rate of 
0.6 °C per 100 m). They then used a well-established relationship between winter ac-
cumulation {A) and temperature (t) at the equiHbrium line of Norwegian glaciers 
(A = 0.915 e^-^^^^) to reconstruct the change in winter accumulation at the ELA (as-
suming this relationship has remained constant over time) (Fig. 7.13). Their ap-
proach reveals that at certain times in the past (9500-8300, 7200--6200, and at 
-5500 and -4500 [calibrated ^̂ Ĉ] yr B.P.) the ice cap grew in size due to higher win-
ter precipitation, in spite of warmer summer temperatures. The major "Little Ice 
Age" advance (culminating in the eighteenth century) was unusual in resulting from 
both higher winter precipitation and lower summer temperatures, which perhaps ex-
plains why the ELA at that time was lower than at any other time in the Holocene. 

7.5 MOUNTAIN GLACIER FLUCTUATIONS^^ 

Glacier fluctuations result from changes in the mass balance of glaciers; increases in 
net accumulation lead to glacier thickening, mass transfer, and advance of the gla-
cier snout; increases in net ablation lead to glacier thinning and recession at the 
glacier front. A glacial advance therefore corresponds to a positive mass balance 
brought about by a climatic fluctuation, which favors accumulation over ablation 
(Fig. 7.14). However, there are many combinations of climatic conditions that 
might correspond to such a net change in mass balance (Oerlemans and Hoogen-
dorn, 1989) so that evidence of a formerly more extensive ice position does not pro-
vide an unequivocal picture of climate at the time. However, if a check on one 
important variable (such as temperature) is available from an independent source 
of paleoclimatic data, it may be possible to calculate, or model, the overall change 
in climate which resulted in the advance or retreat of the glacier terminus (Allison 
and Kruss, 1977). 

Changes in mass balance are not transformed immediately into changes in glac-
ier front positions. There may be a period of down-wasting, during which the glacier 

^̂  The growth and decay of continental ice sheets, and associated changes in sea level and oceanic 
and atmospheric circulation are fundamental characteristics of the Quaternary Period (for a global 
overview, see Quaternary Science Reviews, 5, 1986 and 9, 2/3, 1990). Such studies provide important 
regional information on ice extent in response (implicitly) to large scale changes in climate. 
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F I G U R E 7.13 Variations in equilibrium line altitude (ELA) on Hardangerjokulen, south central Norway 
(top panel), summer temperature based on subfossil wood (Pinus sylvestris L ) found above modern tree line 
(middle panel) and winter precipitation (accumulation) derived from modern relationships between accumula-
tion and temperature at the ELA (lower panel: note scale is inverted). Values are expressed relative to modern 
conditions. Ages are given in calibrated and uncalibrated '"̂ C years at top. Summer temperatures were above 
present levels for most of the Holocene; glacier advances were associated with periods of higher winter accu-
mulation. Only the "Little Ice Age" experienced both lower summer temperatures and higher winter precipita-
tion, leading to the largest ice advance of the entire Holocene (Dahl and Nesje, 1996). 
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F I G U R E 7.14 Mean departures (from 1851-1950 averages) of summer Ounejuly, and August) precipita-
tion (%) and temperature (°C) at seven stations above 2000 m in the Swiss Alps. Shaded areas indicate times 
when precipitation was above average and temperatures were below average.These correspond closely to the 
times of principal glacier advances in the area (bars at bottom) (Hoinkes, 1968). 

loses mass but does not recede. For example, the lower Khumbu Glacier, in the 
Mount Everest massif, thinned by -70 m between 1930 and 1956, but the glacier 
snout remained stationary (Muller, 1958). Even when down-wasting is not a signifi-
cant factor, glacier front positions will lag behind climatic fluctuations. Different 
glaciers have different response times to mass balance variations (Oerlemans, 1989). 
An increase in net mass results in a kinematic wave moving down the glacier at a rate 
several times faster than the normal rate of ice flow. The time it takes for this wave 
to reach the glacier snout is the response time of the glacier and depends on a num-
ber of factors including the glacier length, basal slope, ice thickness and temperature, 
and overall geometry of the glacier itself (Nye, 1965; Paterson, 1994). The South 
Cascade Glacier (Washington) for example, has a response time of only about 25-30 
years, whereas large ice sheets have response times on the order of millennia. 

There is some evidence that an excess of ablation over accumulation may 
cause a more rapid response, with ice recession lagging very little behind the cli-
matic fluctuation that caused the mass loss (Karlen, 1980). Glacier front variations 
are thus a rather complex integration of both short- and long-term climatic fluctu-
ations, so that one should not be surprised to see some larger glaciers advancing at 
the same time that smaller glaciers, with shorter response times, are retreating. In-
deed, many Arctic glaciers are still advancing today in response to cooler con-
ditions of the last century, at the end of the Little Ice Age, whereas smaller mid-
latitude alpine glaciers over the same interval have advanced, receded (due to 
the early twentieth century world-wide increase in temperatures), and subsequently 
readvanced in response to cooler conditions over the last two or three decades. 
Glaciers of different sizes and response times in different areas may therefore be 
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undergoing synchronous advances, but in response to different climatic events; the 
largest glacier systems respond to low-frequency climatic fluctuations whereas the 
smaller systems respond to higher-frequency fluctuations. 

7.5.1 Evidence of Glacier Fluctuations 

The complexity of climatic conditions and differing glacier response times makes 
glacier fluctuations, as viewed through the misty window of the paleoclimatic 
records, a rather complicated source of paleoclimatic data. This is compounded by 
the difficulties inherent in dating former glacier front positions in environments that 
generally have very little organic material for dating, and where weathering rates 
are extremely slow. 

A record of changes in glacier front positions is generally derived from 
moraines produced during glacial advances; periods of glacier recession, and the 
magnitude of the recession, are much harder to identify in the field, though the 
record of down-valley glaciofluvial or glaciolacustrine sediments may assist in the 
interpretation of former glacier front positions (Dahl and Nesje, 1996). The prob-
lem with the record of moraines is that they are commonly incomplete, with recent 
advances (which were often the most extensive) obliterating evidence of earlier, less 
extensive advances. However, detailed stratigraphic studies of glacial deposits may 
reveal buried soils and weathered profiles indicative of former subaerial surfaces, 
subsequently buried by more recent morainic debris (Rothlisberger, 1976; and 
SchneebeU, 1976). 

By far the greatest difficulty in the use of glacier front positions as a paleocli-
matic index is the problem of dating the glacial deposits. Radiocarbon dates on or-
ganic material in soils that have developed on moraines may be obtained, but they 
provide only a minimum age on the glacial advance. There may be a delay of many 
hundreds of years between the time a moraine becomes relatively stable and the 
time it takes for a mature soil profile to develop. If a soil has been buried by debris 
from a subsequent glacial advance, a date on the soil would provide only a maxi-
mum age on the later glacial episode because the organic material in the soil may 
be hundreds of years older (at least) than the subsequent ice advance (Griffey and 
Matthews, 1978; Matthews, 1980). Past variations in radiocarbon production 
rates further impede accurate dating, especially in the last 500 yr or so, encompass-
ing the critically important "Little Ice Age" glacier advances. For older glaciations 
in volcanic areas, tephrochronology (see Section 4.2.3) or the dating of interstrati-
fied lava flows may assist in the interpretation of glacial events (Loffler, 1976; 
Porter, 1979). Elsewhere, recent advances in cosmogenic isotope dating of exposed 
surfaces have opened up the possibility of dating the time that has elapsed since an 
area was ice-covered, or since which a moraine became stabilized (Phillips et aL, 
1996). 

Lichenometry is commonly used to date moraines (see Section 4.3.1) but the 
technique is uncertain and probably no more reliable than ±20% before 1000 yr 
B.P.; in most cases, lack of a well-dated calibration curve, or the derivation of 
a curve based on observations in an environment totally unlike that of the glacial 
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valley or cirque in question, makes the uncertainties even larger. In short, the 
chronology of glacier fluctuations is quite uncertain in most parts of the w^orld. 

7.5.2 The Record of Glacier Front Positions 

Studies of glacier fluctuations have been conducted in virtually all mountainous 
parts of the world (Field, 1975). In spite of the difficulties of dating glacial deposits, 
mountain regions have provided some of the most comprehensive records of 
repeated glaciation throughout the Quaternary Period (Richmond, 1985). Glacial 
deposits from mountain glaciers indicate that there have been at least 11 episodes 
of major glaciation in the last 1 M years that w êre (broadly speaking) of global sig-
nificance (Fig. 7.15) as evidenced by a corresponding enrichment of the oceans in 
^^O. How^ever, because of the forementioned dating problems, the most detailed 
w^ork has focused on Postglacial (Holocene) glacier fluctuations. Early work in the 
Rocky Mountains led Matthes (1940, 1942) to suggest that many alpine glaciers 
disappeared during a mid-Holocene warm and dry period (termed the Altithermal 
by Antevs, 1948) only to be regenerated during subsequent cooler and/or wetter pe-
riods ("Neoglaciations"; Porter and Denton, 1967). Evidence that mountain glaci-
ers and small ice caps may have disappeared entirely in the early to mid-Holocene 
is often circumstantial, but nevertheless quite compelling. 

The most comprehensive studies have been carried out in Scandinavia, based 
on lake sediment studies and "̂̂ C dated subfossil wood from above modern treeline 
that provide estimates of summer temperature for much of the Holocene (see Sec-
tion 8.2.2). It seems likely that many alpine glaciers in the region could not have 
survived the warmest episodes from 8000 to 4000 yr B.P. (Karlen, 1981; Nesje et 
aL, 1991). Similar conclusions have been reached by other workers elsewhere (e.g.. 
Brown [1990] for the equatorial glaciers of New Guinea). A post-mid-Holocene cli-
matic deterioration is apparent in many areas, resulting in renewed glacierization 
and glacier advances between 5000 and 4000 yr B.P. (Fig. 7.16). Several episodes of 
glaciation occurred over the following few thousand years, culminating in the most 
recent Neoglacial episode (which occurred between the fourteenth and early nine-
teenth centuries) and which generally resulted in the most extensive Holocene 
glacial advances. This period is commonly referred to as the Little Ice Age (Bradley 
and Jones, 1993) and is particularly well-documented in western Europe (Grove, 
1988). In the European Alps, glacier advances can be traced through historical 
records, paintings, and sketches, and this has greatly facilitated the interpretation 
of glacial deposits in the field. Detailed reconstructions of glacier front positions 
over the past 300-400 yr have been constructed for several Swiss and Austrian glac-
iers, most notably the Grindelwald Glacier, Switzerland (Zumbiihl, 1980). Using a 
variety of such sources, periods of both glacier advance and recession can be deter-
mined (Fig. 7.17; MesserH et aL, 1978). However, such detailed records are rare and 
the advance/retreat record would have been impossible to construct with only geo-
morphological evidence to go on. 

Because the Little Ice Age advances were most extensive (in many areas 
greater than at any time since the end of the last major glaciation) the record of 
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F I G U R E 7.15 Summary diagram showing the principal episodes of glaciation in the northern and southern 
hemispheres over the past - 3 M years based on glacial geologic studies in the various regions indicated. Ice ad-
vances are indicated schematically by an upward pointing triangle, the relative dimensions of which signify the 
magnitude of each ice advance. Note that timescale (shown at top) is nonlinear; marine oxygen isotope stages 
are indicated at bottom with even-numbered stages (times of major ice accumulation on the continents) shaded 
(however, note that not all such stages are equal in magnitude — see section 6.3.2). Arrows indicate dating un-
certainties; in spite of these, numerous episodes of globally significant ice advances are clearly identifiable. I = 
U.S. Cordilleran ice sheet; 2 = U.S. mountain glaciers; 3 = U.S. Laurentide ice sheet; 4 = Canadian Cordilleran ice 
sheet; 5 = Canadian Laurentide ice sheet (a = SW margin, b = N W margin); 6 = N.E. Russia; 7 = Poland/western 
(former) Soviet Union; 8 = N.W. Europe; 9 = European Alps; 10 = Southern Andes; 11 = New Zealand; 12 = Tas-
mania; 13 = Southern Ocean and sub-Antarctica; 14 = Antarctica (Ross Embayment); 15 = New Guinea; 16 = E. 
Africa (simplified from charts accompanying Bowen et o/., 1986; Clapperton, 1990). 
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1. Alaska 
2. Baffin 
3. N. Scandinavia 
4. Alps Ea^-

5. Colorado FR 
6. Himalaya 

7. New Guinea 
8. Patagonia 

9. New Zealand 

Kyr. B.P. 

F I G U R E 7.16 Summary of glacier expansion phases in different areas of the world during the Holocene. 
This compilation shows the complexity of the records and the difficulty of discerning worldwide synchronous 
episodes on this timescale (possible times of widespread advances are Indicated by black bars at bottom of fig-
ure).This difficulty may be due to climatic fluctuations that are regional, not hemispheric or global in extent, or 
to poor dating, or to problems inherent in a discontinuous and incomplete data set A general absence of glacier 
advances in the early to mid-Holocene is apparent, as is the onset of Neoglaclation after -5000 yr B.P. (Grove, 
1988). 

earlier glacial events was often destroyed or buried. This has made worldwide 
correlations very difficult, compounded by the dating difficulties discussed ear-
lier. Hence, whether there were globally synchronous glacial episodes is some-
what unclear. Certainly there were many periods of alpine glacier expansion 
throughout the Holocene (see Fig. 7.16) and these varied in magnitude from one 
area to another. However, on the basis of current evidence, there is little support 
for the notion that Holocene glacier fluctuations were synchronous throughout 
the world (Grove, 1979; RothUsberger, 1986; Wigley and Kelly, 1990) and even 
less for a 2500-yr periodicity in mountain glacier fluctuations (as proposed by 
Denton and Karlen, 1973a). Until more detailed studies are carried out (along the 
lines of those by Patzelt [1974] and Rothlisberger [1976] in the European Alps) 
perhaps supplemented by the continuous time series offered by palynological and 
lake sediment studies (Karlen, 1981; Burga, 1988; Leeman and Niessen, 1994b), 
it seems probable that the record of glacier fluctuations in many areas will remain 
incomplete. 

7.6 LAKE-LEVEL FLUCTUATIONS 

Throughout the arid and semiarid part of the world, there is commonly no runoff 
(surface water discharge) to the oceans. Instead, surface drainage may be essen-
tially nonexistent (in areic regions) or it may terminate in interior land-locked 
basins where water loss is almost entirely due to evaporation (endoreic regions). 
In these basins of inland drainage (Fig. 7.18), changes in the hydrological balance 
as a result of climatic fluctuations may have dramatic effects on water storage. 
During times of positive water budgets, lakes may develop and expand over large 
areas, only to recede and dry up during times of negative water balance. Studies 
of lake-level variations can thus provide important insights into paleoclimatic 



7.6 LAKE-LEVEL FLUCTUATIONS 31 

1800 

1600 

1400 

^ 1200 

^ 1000 

c 
CD 
CO 

b 

800 

600 

400 

200 

0 

maximum extent] picture/ 
> literary sources 

\- minimum extent J 1590-1880 

glacier front extent of 1970 

'i 11111111111111111111111111 

maxima in 
the glacier 
gorge 

111111111 

1600 1640 1680 1720 1760 1800 1840 1880 1920 1960 
Year 

F I G U R E 7.17 Fluctuations of the lower Grindeiwald Glacier between 1590 and 1970 relative to the 1970 
terminal position.The major recession since I860 (with minor interruptions around 1880 and 1920) is clearly 
seen. Moraines are indicated by bold curves (Messerii et o/., 1978). 

conditions, particularly in arid and semiarid areas. In modern lake basins, periods 
of positive water balance are generally identified by abandoned wave-cut shore-
lines and beach deposits (Fig. 7.19) or perched deltas from tributary rivers and 
streams, and exposed lacustrine sediments at elevations above the present lake 
shoreline (Morrison, 1965; Butzer et aL, 1972; Bowler, 1976). Periods of negative 
water balance (relative to today) are identifiable in lake sediment cores or by pa-
leosols developed on exposed lake sediments (Street-Perrott and Harrison, 
1985a). A study of the stratigraphy, geochemistry, and microfossil content of lake 
sediments from closed basins may be particularly valuable in deciphering lake his-
tory (Bradbury et al, 1981). 

Most of the early studies of lake-level fluctuations focused on closed lakes 
where changes in the precipitation-evaporation balance led to volumetric changes 
and consequent adjustments in lake-level elevation. Recent work has attempted to 
expand beyond predominantly arid and semiarid regions, where such lake systems 
are commonly found, to higher latitudes where open (overflowing) lake systems 
are more common. In open system lakes, water balance changes are naturally 
compensated for by changes in outflow, but lake levels may also change some-
what, albeit far less than in closed lake systems. Where multiple sediment cores 
are available from a lake, it may be possible to detect in the sedimentary facies 
former shallow water conditions and to thereby date periods with lower lake lev-
els (Harrison and Digerfeldt, 1993). Macrofossil and palynological evidence may 
also provide evidence of changes in lake level via shifts in the relative abundance 
of shallow and deepwater aquatic flora. Where such detailed studies have been 
carried out it may be possible to reconstruct water balance changes even in open 
system lakes (some of which may, of course, have become closed systems in drier 
periods). Although the vast majority of open system lake sediment studies do not 
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F I G U R E 7.18 Areas of endoreic and areic drainage. Areic regions have no permanent surface drainage; endoreic 
areas are basins of inland drainage (Cool<e and Warren, I977;de Martonne and Aufrere, 1928). 

have a suite of cores from deep to shallow water, detailed study of sedimentologi-
cal, macrofossil, diatom, and palynological data has enabled an interpretation of 
lake level changes to be made at some locations (Yu and Harrison, 1995; Tarusov 
et aL^ 1996). Lake-level changes derived in this way from open system lakes have 
then been used for large-scale hydrological reconstructions by Harrison (1989) 
and Harrison et al. (1996). 

Lake-level fluctuations have been studied in dozens of closed basins throughout 
the world (for a list of principal works, see Street-Perrott et aL, 1983; lake-level 
data are also available from the World Data Center for Paleoclimatology: see Ap-
pendix B). The majority of these studies are stratigraphic and provide only qualita-
tive estimates of climatic conditions. Periods of higher lake levels are commonly 
described as pluvials, but the question of whether such conditions result from in-
creased precipitation or lower temperatures and more effective precipitation (via re-
duced evapotranspiration) is controversial (Brakenridge, 1978; Wells, 1979). In an 
attempt to resolve the controversy, a number of studies have attempted to use the 
geomorphological evidence, together with empirically derived equations relating cli-
matic parameters today, to make quantitative estimates of paleoclimatic conditions 
associated with particular lake stages in the past. These can be considered in two 
general categories: hydrological balance models; and hydrological-energy balance 
models. 
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F I G U R E 7.19 Late glacial lake-shore terraces, Lake Tauca, Salar Ujuni, southwestern Bolivia.The highest 
shorelines (-70 m above the present-day lake level, see arrows) were formed -13,000 yr B.R (photograph kindly 
provided by C.Ammann, University of Massachusetts). 

7.6.1 Hydrological Balance Models 

In a closed basin, variations in lake level are a function of water volume, which is in 
turn a reflection of the balance of water supply and water loss: 

dV_d(P-\-R+U) d(E + O) 

dt dt dt 

where V is water volume in the lake; P is precipitation over the lake; R is runoff 
from the tributary basin, into the lake; U is underground (subsurface) inflow to the 
lake; £ is evaporation from the lake; and O is subsurface outflow from the lake. For 
any particular lake stage, if the hydrological balance is considered to be at equilib-
rium, such that 

dy_ 

dt 
= 0 

then, P + R + l7 = £ + 0 . Generally, subsurface inflow and outflow are considered 
to be negligible and are omitted from the equation, although in some cases they 
may be substantial; in the case of the Great Salt Lake, Utah, for example, subsur-
face inflow has been variously estimated at 3-15% of total lake input (Arnow, 
1980). In most cases, however, the subsurface components are unknown even for 
modern lake levels and trying to estimate them for paleolakes would be extremely 
speculative. Assigning values of zero to these components, the hydrological bal-
ance equation for a particular basin is thus: 

A , F , + A^(P^^) = A , £ , 

where A^ is the lake area; Aj is the area of the tributary basin from which water 
drains to the lake; P^ is mean precipitation per unit area over the tributary basin; 
î  is a coefficient of runoff (hence Fjk equals the runoff per unit area Rj from the 
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tributary basin); P^ is mean precipitation per unit area, over the lake; and E^ is 
mean evaporation per unit area, from the lake. As only A^ and Aj are known for 
any given lake stage, the equation may be rearranged thus: 

A J = A^E^ 

A solution of the equation therefore requires a knowledge of precipitation over the 
lake and adjacent catchment basin, runoff from the surrounding basin, and the 
amount of water that evaporates from the lake. All of these parameters are a func-
tion of many other variables that are also unknown, making a unique solution to the 
equation extremely difficult to say the least. To illustrate the uncertainties involved. 
Table 7.2 lists some of the principal factors affecting evaporation and runoff. Of ma-
jor importance to both parameters is temperature, and this has enabled some hmits 
to be placed on estimates of former runoff and evaporation values when reasonably 
good paleotemperature estimates are available. If paleotemperatures are known, em-
pirically derived equations relating runoff, evaporation, and temperature (Figs. 7.20 
and 7.21) can be used to solve the hydrological balance equation. However, these 
empirical relationships are often limited in the range of values considered, and con-
strained by inadequate or even nonexistent data. Consider, for example, the relation-
ship between lake evaporation and temperature. Most empirical relationships are 
based on standard measurements of evaporation from metal pans 1.2 m in diameter, 
at different temperatures; lake evaporation is assumed to be less than pan evapora-
tion by a factor of 0.7, based on empirical studies by Kohler et al, (1966). However, 
evaporation rates depend on a number of factors that have not been constant 
through time (Table 7.2), for example, lake volume and salinity variations. In large 
lakes, such as Lakes Superior and Ontario, there is a very poor correlation between 
monthly temperature and evaporation because much energy is used in raising the 
water temperature at depth (i.e., in heat storage). 

Evaporation is at a maximum in fall and winter months when the lake surface 
eventually becomes warmer than the overlying air (Morton, 1967). Such an effect 

1 ^ 1 TABLE 7.2 Factors Affecting Rates of Evaporation and Runoff 

Evaporation Runoff 

Temperature (daily means and seasonal range) Ground temperature 

Cloudiness and solar radiation receipts Vegetation cover and type 

Wind speed Soil type (infiltration capacity) 

Humidity (vapor pressure gradient) Precipitation frequency and seasonal distribution 

Depth of water in lake and basin morphology Precipitation intensity (event magnitude and 

(water volume) duration) 

Duration of ice cover Precipitation type (rain, snow, etc.) 

Salinity of lake water Slope gradients; stream size and number 
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F I G U R E 7.20 Relationship between mean annual runoff and mean annual precipitation for areas with dif-
ferent mean annual temperatures (in degrees Celsius).Temperatures are weighted by dividing the sum of the 
products of monthly precipitation and temperature by the annual precipitation.The quotient gives a mean an-
nual temperature in which the temperature of each month is weighted in accordance with the precipitation 
during that month. A weighted mean annual temperature greater than the mean, which would normally be com-
puted indicates that precipitation is concentrated in warm months (and vice versa) (Langbein et o/., 1949). 
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F I G U R E 7.21 Relationship between mean annual temperature and evapotranspiration loss in humid areas, 
based on data from the eastern United States (Langbein et o/., 1949). 
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would be far less significant in tropical lakes, but could be important in midlatitude 
situations where relatively large lakes developed in the past (e.g., Lakes Bonneville 
and Lahontan). The formation and duration of ice cover would also significantly af-
fect evaporation rates. At the other end of the spectrum, lakes that are drying up 
may have extremely high salt concentrations; as salinity increases, the evaporation 
rate will decline due to a lowering of vapor pressure. For example, in a lake with a 
salinity of 200%o, evaporation will be only 80% of that from a freshwater lake 
(Langbein, 1961). Such factors complicate any simple empirical relationship one 
might derive from instrumentally recorded data and point to the inherent difficul-
ties involved in hydrological balance calculations for paleolakes. 

Similar difficulties are encountered with precipitation-runoff relationships (see 
Table 7.2). Even if precise empirical relationships could be demonstrated, reliable 
paleotemperature estimates are required. Commonly, these too are fraught with un-
certainty, and may, in fact, depend implicitly on assumptions about paleoprecipita-
tion amounts. For example, paleotemperatures derived from studies of snowline 
depression depend on the assumption that precipitation amounts are similar to 
those of today. Any increase in precipitation would require a smaller fall in temp-
erature to produce the same amount of snowline depression. Hence, the use of pa-
leotemperature estimates based on snowline depression (Leopold 1951; Brakenridge, 
1978) leads to suspiciously circular reasoning. Without accurate paleotemperatures, 
quite divergent conclusions may ensue. In Table 7.3, for example, three different 
studies of Paleolake Estancia, New Mexico are summarized. Although each used 
slightly different approaches and empirical relationships, the fundamental differ-
ence in their final paleoprecipitation estimates (ranging from 80-150% of today's 
values) lies in the different paleotemperatures assumed. The larger the change in 
temperature assumed, the smaller is the required increase in precipitation (Benson, 
1981). Given a sufficiently large decrease in temperature, values of precipitation 
even smaller than today can be shown to balance the hydrological budget at times 
of relatively high lake levels (Galloway, 1970). 

TABLE 7.3 Paleoprecipitation Estimates from Selected Western U.S. Hydrological 
Balance Studies 

Study area 

Lake Estancia, New Mexico 

Lake Estancia, New Mexico 

Lake Estancia, New Mexico 

Spring Valley, Nevada 

Various, in Nevada 

Author(s) 

Leopold (1951) 

Brakenridge (1978) 

Galloway (1970) 

Snyder and Langbein (1962) 

Mifflin and Wheat (1979) 

Paleotemperature 
change assumed 

July 

-9 

-8 

-10 

-7 

Annual 

-4.5 

>-7.5 

-10.5 

-3.5 

-2.8 

Paleoprecipitation/ 
modern 

precipitation 

1.5 

1.0 

0.86 

1.67 

1.68 
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It is unlikely that controversies over paleoprecipitation estimates will be re-
solved until (a) more detailed studies of modern relationships betwreen evaporation 
and temperature, precipitation, and runoff are undertaken, to provide more reliable 
empirical equations, and (b) better (independent) paleotemperature estimates are 
available. Paleotemperatures calculated from the extent of amino-acid epimeriza-
tion in the shells of freshwater gastropods of known age may help to resolve this is-
sue (McCoy, 1987b; Oviatt et aL, 1994). 

7.6.2 Hydrological-energy Balance Models 

An alternative to the conventional hydrological balance models already described 
here has been proposed by Kutzbach (1980), who applied the method to Paleo-
lake Chad in North Africa. Kutzbach utilized the climatonomic approach of Let-
tau (1969) by considering the hydrological balance of a lake basin in terms of 
energy fluxes at the surface. In simple terms, a positive hydrological balance re-
sults when there is insufficient energy available to evaporate precipitation falling 
on the basin. Instead of calculating paleoprecipitation amounts from estimates of 
runoff and evaporation (via paleotemperature estimates) a hydrological-energy 
balance model utilizes estimates of net radiation and sensible and latent heat 
fluxes over the lake and tributary basin. Modern values of these components are 
used, based on measurements from locations thought to characterize the paleo-
environments of the basin being studied. Paleotemperature estimates are thus im-
plicit in this "analog" approach; in the Paleolake Chad study, for example, the 
changes in vegetation that were assumed for 5000-10,000 yr B.P. correspond to 
an area-weighted fall in mean annual temperature of 1.5 °C, by analogy with ar-
eas of similar vegetation today. Precipitation was estimated to have been almost 
double modern values (-650 mm vs 350 mm today), a result that is similar to 
previous estimates of precipitation for the area at that time, based on a variety of 
paleoenvironmental data. Using a similar approach, but with somewhat different 
assumptions about the magnitude of the important parameters, Tetzlaff and 
Adams (1983) conclude that precipitation over the Lake Megachad basin was at 
least three times modern values in order to produce the observed increase in lake size. 

Kutzbach's approach to the quantification of past climatic conditions from 
paleolake studies could be applied to many other lake systems. However, whether 
it represents a major improvement over conventional hydrological studies is de-
batable, as it involves at least as many assumptions, and may involve a good deal 
more (Benson, 1981). Nevertheless, this kind of modeling has the merit of being 
able to identify, via sensitivity tests, which climatic variables are likely to have 
been of most significance in bringing about the observed lake level changes. 

7.6.3 Regional Patterns of Lake-Level Fluctuations 

A number of relatively well-dated stratigraphic and geomorphological studies of 
lake-level fluctuations have enabled maps of relative lake levels to be constructed 
for selected time intervals for many parts of the world (Street-Perrott and Harrison, 
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1985a, 1985b; Harrison, 1993). Although individual errors in dating lake levels no 
doubt occur, mapping relative lake levels for discrete time periods has the advan-
tage that regionally coherent patterns may be discerned, even if isolated "anom-
alies" occur. Thus, relative lake levels in much of the arid and semiarid world can 
be mapped for selected time intervals over the last 25,000 yr. Street-Perrott and 
Grove (1976, 1979) established a basic methodology that has been widely followed 
ever since. They identified the total range of lake-level fluctuation at each site, from 
the level of complete desiccation to the known maximum level (or overflow) and de-
fined three categories: low levels were when lakes were at no more than 15% of 
their maximum range; intermediate levels were when lake levels fluctuated between 
15 and 70% of their range; high levels were when lake levels exceeded 70% of the 
total altitudinal range. Maps were then prepared to show the spatial distribution 
of low, intermediate, or high lake levels, so defined, at each time interval (Figs. 
7.22 and 7.23). These maps demonstrate remarkable coherence in the spatial and 
temporal patterns of lake-level fluctuations. During the Last Glacial Maximum 
(18,000-17,000 yr B.P.) most of the evidence from the intertropical zone (largely 
dominated by data from Africa) indicates that the area was relatively dry (see Fig. 
7.22); only in extratropical regions (the North American Great Basin, in particular) 
is there an abundance of evidence for extensive lake stages at that time, related to 

• High 
o Intermediate 
A Low 

F I G U R E 7.22 Lake-level status at ~ 18,000 yr B.P. Lakes were low over most of Africa, but high in the west-
ern United States. See text for definition of high, intermediate, and low lake status (Street-Perrott and Harrison, 
1985a). 
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F I G U R E 7.23 Lake-level status at ~6000 yr B.R Lakes were high over much of Africa, as they had been for 
most of the preceding -3000 yr See text for definition of high, intermediate, and low lake status (Street-Perrott 
and Harrison, 1985a). 

the displacement of storm tracks around the southern margins of the Laurentide ice 
sheet (Webb et ai, 1993a). Thus, the so-called "pluvial" climate of the western 
United States at the glacial maximum is not a viable model for tropical and equato-
rial regions (Butzer et al.^ 1972; Nicholson and Flohn, 1980; see Section 9.7.4). 
During this arid phase, dune systems on the equatorward margins of the Sahara and 
Kalahari deserts greatly expanded (Sarnthein, 1978); in the southwestern Sahara, 
for example, dunes even blocked the much-reduced flow of the Senegal River in 
Mali (Michel, 1973). Low lake levels persisted in these regions until -12,000 yr 
B.P., when many lakes began to fill, commonly spilling over from their enclosed 
catchment basins and initiating new drainage systems. Although maximum lake de-
velopment throughout the intertropical zone peaked in the early Holocene (Rognon 
and Williams, 1977; Harrison, 1993; Figs. 7.23 and 7.24), it is of interest that lake 
levels were generally low in midlatitudes at this time, suggesting a poleward dis-
placement of the Westerlies. In sub-Saharan Africa lake expansion was particularly 
spectacular, with Lake Chad expanding in area to a size comparable with the 
Caspian Sea today (Grove and Warren, 1968; Rognon, 1976; Street and Grove, 
1976). The high lake phase continued until 4500-4000 yr B.R, interrupted in most 
of Africa, at least, by an episode of increased aridity and somewhat lower lake levels 
(though still relatively high) around 7000 yr B.R (Nicholson and Flohn, 1980). Pro-
found ecological changes accompanied these periods of more effective precipitation. 
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F I G U R E 7.24 Histogram of lake-level status in the intertropical zone for lOOO-yr time periods from 
30,000 yr B.R to the present. Based on the percentage of radiocarbon dates (shown at top of figure) relating to 
lake levels that were classified as high, low, or Intermediate. Most of the data relate to Intertropical Africa 
(Street-Perrott and Harrison, 1985b). 

enabling human occupancy and cultural activities to take place in Saharan Africa at 
a scale almost inconceivable today (see Section 9.7.4). Since -4500 yr B.R there has 
been a relatively steady decrease in lake size, leading to a situation over the last 
1000 yr in v^hich lakes over most of the Tropics and lovv̂ er midlatitudes are virtu-
ally all at low stages (Fig. 7.25). In many areas, it appears that lake levels have 
rarely been lower during the past 20,000 yr. 

In spite of the excellent spatial coherence displayed in the maps shown, caution 
must be used in interpreting lake-level data in this way. Once a lake has desiccated, 
there is no way of knowing just how much drier the conditions may have been dur-
ing the period of desiccation. Dry periods are thus likely to be underestimated. 
Comparison of lake basins of vastly different sizes can lead to erroneous conclu-
sions. Small volume lakes respond much more rapidly to hydrological variations 
than large deepwater lakes and are likely to record higher frequency climatic varia-
tions than large volume lakes. A good analogy to this would be the problems en-
countered in trying to correlate fluctuations of a small alpine glacier with those of a 
large ice sheet; clearly the response times of the two systems are different by per-
haps an order of magnitude. The problem is not quite as profound in lake systems, 
however, as mass turnover rates in lakes are rarely longer than a few decades even 
for very large lakes (Langbein, 1961). Thus, providing a coarse enough time inter-
val is used, and major low-frequency components of hydrological changes are being 
considered, it should be possible to make broad regional comparisons. When re-
gional patterns show little spatial coherence for a particular interval, it may be that 
the climate was fluctuating fairly rapidly over a wide range so that no major low-
frequency signal dominates the record. Finally, it should be noted that the 15 and 
70% category boundaries (for low and high stages) used by Street and Grove (1976, 
1979) may represent quite different surface area states, depending on the morphol-
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F I G U R E 7.25 Modern lake-level status (see text for definition of high, intermediate, and low lake status). It 
is clear that over much of the Intertropical zone, lake levels today are as dry as at any time in the last 25,000 yr 
(from Street-Perrott and Harrison, 1985a). 

ogy of the basin. Consider, for example a lake that overflows from a deep narrow 
basin to a broad shallow plain at some level; the increase in lake depth represents a 
vastly greater change in surface area (and hence in evaporation from the surface) 
than a fall in lake level of comparable magnitude. When evaporation from the ex-
panded lake area balances inflow, a new equilibrium is reached. Thus lake surface 
area is the critical variable controlling lake depth, and this in turn is a function of 
the basin morphology. Unfortunately, there are not yet enough reliable data on lake 
area changes to make a global-scale study feasible. 

In spite of these caveats, lake-level data from Africa, together with palynologi-
cal, geomorphological, and archeological data, have enabled a fairly detailed pic-
ture of paleoclimatic fluctuations over the last 20,000 yr to be obtained. This led 
Nicholson and Flohn (1980) to speculate on what the major circulation features 
over the continent were like at different periods in the past. Figures 7.26 and 7.27 
show the principal differences in circulation that they envision during the main arid 
phase (20,000-12,000 yr B.P.) and the subsequent period of high lake levels 
(10,000-8000 yr B.P.). Major changes in position of the subtropical high pressure 
centers are evident in their reconstructions; at 20,000-12,000 yr B.P. a much 
stronger Hadley cell circulation would have resulted in increased subsidence in the 
subtropical high pressure cells and intensified upwelling of cooler equatorial water. 
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thereby reducing oceanic evaporation rates in those regions. The seasonal migration 
of the intertropical convergence zone (ITCZ) would have been greatly reduced, pre-
venting moisture-bearing winds from the Gulf of Guinea reaching southern Saha-
ran regions. Displaced westerly flow (due to a strong baroclinic zone along the 
ice-sheet margin over northern Europe) would have brought relatively frequent de-
pressions and, hence, relatively moist conditions, to North Africa. By contrast, 
from 10,000 to 8000 yr B.P. subtropical high-pressure zones may have been dis-
placed poleward as the ice sheet over Scandinavia diminished in size and Equator-
Pole temperature gradients (in both hemispheres) were reduced. An increase in 
interhemispheric temperature differences could have resulted in a northward dis-

quasi-
permanent 

-30^S 

18,000 B.P. 
F I G U R E 7.26 Conceptual model of atmospheric circulation at ~18,000 yr B.P. (and prevailing circulation 
pattern from 20,000-12,000 yr B.P.) based on geological and palynological data. Dark shading = areas more hu-
mid than today; light shading = areas drier than today. Inset (top right) shows present position of intertropical 
convergence zone (ITCZ) in summer and winter months (Nicholson and Flohn, 1980). 
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F I G U R E 7.27 Conceptual model of atmospheric circulation at 10,000-8000 yr B.P. Dark shading = areas 
more humid than today; light shading = areas drier than today. ITCZ^j^ refers only to the position over south-
ern Africa (Nicholson and Flohn, 1980). 

placement of the ITCZ and increased moisture flux to the continent (faciUtated by a 
warmer equatorial ocean). Evaporation rates from the ocean may have increased by 
as much as 50% in areas where upwelling of cool water was no longer occurring. 
Finally, the interaction of upper level troughs with low-level tropical disturbances 
may have led to increased cyclogenesis and a significant contribution to Sahara rain-
fall totals from the resultant Sudano-Saharan depressions (Flohn, 1975; Nicholson 
and Flohn, 1980). 

General circulation model experiments by Kutzbach and Otto-Bliesner (1982), 
Kutzbach and Street-Perrott (1985), and Kutzbach and Guetter (1986) largely sup-
port the conceptual models of Nicholson and Flohn. However, their studies indicate 
that the most important driver of the observed hydrological changes is orbital forc-
ing. At 9000 yr B.P. July radiation from 0° to 30° N was 7% higher (at the top of 
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the atmosphere) compared to today, resulting in an increase in net radiation at the 
continental surface of - 1 1 % . This led to an increase in the pressure gradient be-
tween the oceans and land areas, causing enhanced monsoonal airflow and an in-
crease in precipitation of >4 mm/day in July (compared to today) over much of the 
Saharan region (Kutzbach, 1983; Street-Perrott and Perrott, 1993). The effective-
ness of the moisture increase was further enhanced by reduced winter radiation 
receipts, and hence less evaporation. Positive feedbacks due to the change in vegeta-
tion from desert to grasslands (and associated changes in soils) may also have led to 
increased precipitation at the boundaries of the arid zone (Kutzbach et aL, 1996). 
These large-scale changes in forcing seem to explain the first-order changes in lake 
levels and environment recorded by the sedimentary and archeological evidence 
from Africa. However, there is also much evidence for very rapid changes in lake 
levels that occurred at a higher frequency than can be accounted for simply by or-
bital forcing (Street-Perrott and Roberts, 1983; Gasse and Van Campo, 1994). Such 
changes may be related to sea-surface temperature changes in the Atlantic (Street-
Perrott and Perrott, 1990), but further studies of such linkages are needed to fully 
understand the mechanisms involved. 

7.7 LAKE SEDIMENTS 

Lakes accumulate sediments from their surrounding environment and so sediment 
cores recovered from lakes can provide a record of environmental change. Accumu-
lation rates in lakes are often high, so lake sediments offer the potential for high-
resolution records of past climate, providing they can be adequately dated. Lake 
sediments are made up of two basic components: allochthonous material, originat-
ing from outside the lake basin; and autochthonous material, produced within the 
lake itself. Allochthonous material is transported to lakes by rivers and streams, 
overland flow, aeolian activity, and (in some cases) subsurface drainage. It is made 
up of varying amounts of fluvial or aeolian clastic sediments, dissolved salts, terres-
trial macrofossils, and pollen. Autochthonous material is either biogenic in origin 
or it may result from inorganic precipitation within the water column (often as a 
consequence of seasonally varying biological productivity that can significantly al-
ter the water chemistry). Both allochthonous and autochthonous material can be 
useful in paleoclimatic reconstruction. 

Pollen is the most widely studied component of lake sediments and is discussed 
at length in Chapter 9. Plant macrofossils can be especially helpful in corroborating 
vegetation reconstructions based on pollen (Hannon and Gaillard, 1997; Jackson et 
aL, 1997). Insect parts, both terrestrial and aquatic, are often found in lake sedi-
ments and these may provide additional quantitative paleoclimatic data (see Section 
8.3). The character of the inorganic (clastic) sediments transported to lakes can also 
provide useful paleoenvironmental information, based on sediment geochemistry, 
grain size variations, magnetic properties etc., though interpretation of such data 
can be complicated due to post-depositional diagenetic changes in the sediments. In 
some cases, the thickness of annually laminated sediments (varves) may be of cli-
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matic significance, reflecting climatic controls on sediment flux into a lake; this is 
discussed in what follows. 

Biological productivity in lakes is, in part, climatically dependent and so the re-
mains of organisms that lived in the water column can be of paleoclimatic signifi-
cance. For example, different species of ostracods (small crustaceans, typically ~1 
mm in size) are characteristic of specific salinity conditions and so ostracods in lake 
sediments can be useful indicators of paleosalinity, which may reflect the overall 
water balance of a lake. Furthermore, geochemical changes in the carbonate shells 
of ostracods reflect variations in lake water chemistry (De Decker and Forester, 
1988; Chivas et al.^ 1993). Thus, a change from freshwater to brackish (athalassic) 
conditions, resulting from a shift in the precipitation-evaporation balance, would 
be reflected in the chemistry of the ostracod shells and/or in the species composition 
(Holmes, 1996; Xia et aL, 1997). 

Changes in diatoms (unicellular algae of the class Bacillariophyceae) may also 
reflect water chemistry (Moser et aL, 1996). Certain diatoms favor particular salin-
ity ranges so a down-core shift in species composition could reflect a change in 
water-balance, particularly in arid and semiarid environments (Fritz et aL, 1991, 
1993; Gasse et aL, 1997). In arctic and subarctic freshwater lakes of northwest 
Canada, modern diatom assemblages have been related to lake water temperature 
in summer (or to temperature-dependent variables), enabling paleotemperatures to 
be estimated from diatoms in lake sediments (Pienitz et aL, 1995). Oxygen isotopes 
in the silica of diatoms (biogenic opal) has also been used to derive paleotempera-
ture estimates (Shemesh and Peteet, 1998). 

Inorganic precipitation within carbonate-rich lakes can provide an isotopic 
record that may reflect the varying composition of meteoric waters entering the 
drainage basin over time (Eicher and Siegenthaler, 1976; McKenzie and Hollan-
der, 1993). For example, in Lake Gerzensee, Switzerland, changes in 8^^0 of lake 
carbonates appear to vary in parallel with isotopic changes seen in the GRIP ice 
core during late glacial time, suggesting that there were widespread changes in 
the isotopic composition of precipitation at that time (Eicher, 1980; Oeschger 
^^^/., 1984). 

In many parts of the world, the annual climatic cycle is the strongest part of the 
overall spectrum of climate variability. This is commonly reflected in the seasonal de-
position of sediments in lakes. However, this cyclicity is only rarely identifiable in la-
custrine sediments because a variety of processes within lakes act to mix or disturb 
the seasonally varying flux of material to the lake floor. In particular, benthic organ-
isms mix the sediments and this may prevent the identification of annually deposited 
sequences. Where the input of sediment is large enough to overwhelm any benthic dis-
turbance and/or where anoxic conditions exist at depth in a lake (thereby eliminating 
benthic organisms), the seasonal cycle of sediment deposition may be preserved; the 
resulting annual layers are called varves^^ (O'Sullivan, 1983; Saarnisto, 1986). Varves 

^̂  In the marine environment, varved sediments are much rarer, but outstanding examples have 
been found in areas of high biological productivity (upwelling regions) and where deep anoxic basins al-
low sediment preservation (e.g., the Cariaco Basin off the coast of Venezuela [Hughen et ai, 1996b] and 
the Santa Barbara Basin off southern Cahfornia [Sancetta, 1995; Pike and Kemp, 1996]). 
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are most common in cold-temperate environments, particularly in deep anoxic lakes 
that are frozen over for part of the year and where sediment input is strongly seasonal 
(Zolitschka, 1996a). In some lakes, varved sediments have accumulated throughout 
the Holocene and provide a chronological yardstick that can be used in calibrating 
the radiocarbon timescale (Anderson et aL, 1993; Zolitschka, 1991) (see Section 
3.2.1.5). Varve thickness variations can provide useful paleoclimatic information, if 
carefully calibrated against instrumentally recorded climatic data (Zolitschka, 1996b; 
Overpeck, 1996). For example, detailed studies of Lake C2 in the Canadian High 
Arctic showed that summer temperature above the local surface inversion controlled 
sediment flux to the lake; this was confirmed by using long-term climatic data to "pre-
dict" how varve thickness would have changed over the previous 40 yr, producing a 
good fit with the recorded varve thickness variations (Hardy, 1996; Hardy et al,^ 
1996). Studies of varved sediments in the Swiss Alps have also demonstrated the im-
portance of summer temperatures in controlling sedimentation in that region, en-
abling a late Holocene paleotemperature record to be reconstructed (Leeman and 
Niessen, 1994a, 1994b). However, in glacierized basins, changes in the extent of gla-
ciers can alter sediment flux downstream, making the interpretation of long-term 
varve thickness variations more complex (Leonard, 1997). 

7.8 SPELEOTHEMS 

Speleothems are mineral formations occurring in limestone caves, most commonly 
as stalagmites and stalactites, or slab-like deposits known as flowstones. They are 
composed primarily of calcium carbonate, precipitated from ground water that has 
percolated through the adjacent carbonate host rock. Certain trace elements may 
also be present (often giving the deposit a characteristic color); one of these, ura-
nium, can be used to determine the age of a speleothem, as discussed in what fol-
lows. Deposition of a speleothem may result from evaporation of water or by 
degassing of carbon dioxide from water droplets. Evaporation is normally only an 
important process near cave entrances; most speleothems therefore result from the 
degassing process. Water that has percolated through soil and been in contact with 
decaying organic matter usually accrues a partial pressure of carbon dioxide ex-
ceeding that of the cave atmosphere. Thus, when water enters the cave, degassing 
of carbon dioxide occurs, causing the water to become supersaturated with calcite, 
which is thus precipitated (Atkinson et al.^ 1978). 

The deposition of speleothems is dependent on a number of factors — geologi-
cal, hydrological, chemical, and climatic. A change in any one of these factors could 
cause water percolation to cease, terminating speleothem growth at a particular 
drip site. However, cessation of speleothem growth over a large geographical area is 
more likely to be due to a climatic factor than anything else, so dating periods of 
speleothem growth can provide useful paleoclimatic information (Harmon et aL, 
1977). Uninterrupted speleothem growth is recognizable in a polished section as a 
series of very fine growth layers; major hiatuses in deposition are usually marked by 
erosional surfaces, desiccation and chalkification, dirt bands, and sometimes color 
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changes. In speleothems deposited close to sea level, a rise in relative sea level may 
result in an overgrow^th of marine aragonite on the deposit. 

7.8.1 Paleoclimatic Information from Periods of Speleothem Growth 

Speleothems grow^ in sheltered environments that often have escaped the radical 
surface alterations resulting from glaciation. For example, speleothems dated at up 
to 350,000 yr B.P. are found beneath the present-day Columbia Icefield of Alberta, 
w^hereas the geomorphology of the surface has been repeatedly altered by glacial 
events. Speleothems may thus provide a long, often continuous record of past envi-
ronmental conditions. Furthermore, the extensive distribution of karst landscapes 
(Fig. 7.28) means that studies can be undertaken on a worldw^ide basis. 

Paleoclimatic studies have focused on the timing of speleothem growth periods, 
their isotopic composition (of both the minerals and fluid inclusions) and their rela-
tionship to sea-level fluctuations (Gascoyne, 1992). These are discussed separately in 
the following sections. Pollen extracted from speleothems may also provide a record 
of regional vegetation change related to past climatic conditions (Burney et al., 1994). 

7.8.2 Dating of Speleothems and the Significance of Depositional Intervals 

Speleothems are most commonly dated by uranium-series disequilibrium methods 
(generally ^^^Th/̂ '̂̂ U) described in Chapter 3. Isotopes of uranium leached from the 
carbonate bedrock are co-precipitated as uranyl carbonate with the calcite of the 
speleothems. Normally, the precipitating solution contains no ^^^Th because tho-
rium ions are either adsorbed onto clay minerals or remain in place as insoluble 
hydrolysates (Harmon et al., 1975). Thus, providing the speleothem contains no 
clay or other insoluble detritus, which are carriers of detrital thorium, the activity 

F I G U R E 7.28 Distribution of karst in the world, showing the potential sources of paleoclimatic informa-

tion from speleothems. 
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ratio of ^̂ "̂ U to its decay product ^^^Th will give the sample age (Harmon et al., 
1975). The method is useful over the time range 350,000-10,000 yr B.P. A number 
of precautions are taken to ensure a reliable age estimate, most notably that any 
samples containing more than 1% of acid-insoluble detritus are rejected. Also, any 
indication that recrystallization has occurred (suggesting that the sample may not 
have remained a closed system) w^ould cause it to be rejected. Recent developments 
in U-series dating by thermal ionization mass spectrometry (TIMS) have meant that 
smaller samples (3-5 g of calcite) can be used, yielding more precise dates (a 1 a pre-
cision of <1%) and extending the potentially useful dating horizon to >400,000 yr 
(Edv^ards et aL, 1987a; Li et aL, 1989). The TIMS dating also opens up the 
prospect of high-resolution studies of samples spanning episodes of rapid environ-
mental change (Baker et aL, 1995; Goede et aL, 1996). However, the temporal limit 
of such studies is limited by the residence time of water in the aquifers, which link 
surface climatic conditions to subsurface speleothem growth (Schwarcz, 1996). This 
effectively acts as a lowpass filter on the environmental record in speleothems, but 
if flow rates are high enough annual or even subannual variations may be resolved 
(Baker et aL, 1993; Shopov et al, 1994). 

Dating the onset and termination of speleothem growth, using samples from a 
wide area enables regional chronologies to be built up and may indicate large-scale 
(climatically related) controls on periods of speleothem growth (Hennig et al., 
1983). This is most successful when dating samples from subalpine or subarctic 
sites that are currently marginal for speleothem growth. During glacial periods, 
colder conditions, less snowmelt, and more extensive permafrost would result in a 
marked reduction, even a cessation, of groundwater percolation. Furthermore, de-
creased biotic activity would lead to a decrease in the partial pressure of carbon 
dioxide in the soil atmosphere, and therefore less carbonate in solution; conse-
quently speleothem growth might cease (Harmon et aL, 1977; Atkinson et aL, 
1978). Uranium-series dates on alpine speleothems from western Canada, collected 
at sites that currently have a surface mean annual temperature close to 0 °C and are 
hence marginal for speleothem growth today reveal four periods of speleothem 
deposition. These are assumed to represent interglacials, when conditions for 
speleothem growth were most favorable. Periods of relatively warm climate oc-
curred from -320,000 to 285,000 yr B.P., from -235,000 to 185,000 yr B.P., from 
150,000 to 90,000 yr B.R, and from -15,000 yr B.R to the present (Harmon et aL, 
1977). In addition, a brief interval, possibly an interstadial, was identified at 
-60,000 yr B.P. The earliest period may, in fact, have begun >350,000 yr B.R, rep-
resenting a long warm interval of massive spleothem deposition (Harmon, 1976) 
possibly correlative with the prolonged interglacial episode from 460-560,000 yr 
B.P. represented in China by a very thick paleosol Ŝ  (An et ^/., 1987). 

These dates compare favorably with periods of speleothem growth observed in 
caves in the North of England from which a large number of U-series dates have been 
obtained (Fig. 7.29) (Gascoyne et ai, 1983). Speleothems formed extensively during 
the periods 130-90 ka B.P. and from 15 ka B.P. to the present (Atkinson et aL, 1978, 
1986a; Gordon et al., 1989). Deposition appears to have ceased entirely from 
165-140 ka B.P. and from 30-15 ka B.R, when the area was too cold for water move-
ment in the caves (Gascoyne, 1992). Limited speleothem deposition occurred during 
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an interstadial episode, from -80-30 ka B.P. It is interesting that these periods of 
speleothem growth correspond reasonably well with warm intervals noted in the 8^^0 
record of foraminifera in ocean sediments and also with dates on corals that grew dur-
ing interglacial periods of high relative sea-level stands (at 10,000 yr B.P. to the pres-
ent and between 145,000 and 85,000 yr B.P.). The period from -300-165 ka B.P. 
seems to have been warm enough for cave waters to circulate, although the larger er-
ror bars on many older dates make it difficult to resolve any short cold episodes. More 
dates on speleothems from selected localities are needed to clarify the record further. 

7.8.3 Isotopic Variations in Speleothems 

In addition to using periods of speleothem growth as a rather crude index of paleo-
climatic conditions, attempts have also been made to use oxygen isotope variations 
along the speleothem growth axis as an indicator of paleotemperatures. When air 
and water movement in a cave is relatively slow, a thermal equilibrium is established 
between the bedrock temperature and that of the air in the cave, approximating the 
mean annual surface temperature. During deposition of calcite from seepage (drip) 
water, as CO2 is lost, fractionation of oxygen isotopes occurs that is dependent on 
the temperature of deposition. Thus, in theory oxygen isotopic variations in the 
speleothem calcite (8^^0^) should provide a proxy of surface temperature through 
time. Unfortunately, the situation is not quite so simple. First, isotopic paleotemper-
atures are recorded only if the calcite (or aragonite) is deposited in isotopic equilib-
rium with the drip-water solution. This can be assessed by determining if S^^O^ is 
constant along a growth layer; if values vary for the same depositional interval, it 
indicates that deposition was affected by evaporation, not just the slow degassing of 
CO2; this would alter the simple temperature-dependent fractionation relationship. 

120 

Age (ka) 
F I G U R E 7.29 Histogram of -180 uranium series dates on speleothems from the North of England (York-
shire Dales). Speleothem formation is associated with warm interglacial or interstadial conditions when ground-
water movement was not impeded by temperatures below freezing. No samples dated between -140-165 kyr 
B.P. or from 15-30 kyr B.R, indicating cold, glacial conditions at those times (Gascoyne, 1992). 
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Another test of isotopic equilibrium involves comparing variations in carbon and 
oxygen isotopes along individual growth layers (Hendy and Wilson, 1968; Hendy, 
1970). If a nonequihbrium situation existed, the isotopic composition v^ould be con-
trolled by kinetic factors and the same fluctuations would be found for both carbon 
and oxygen isotopes. If no correlation between these two isotopes is found, it can be 
assumed that the carbonate speleothem was deposited in equilibrium. Some indica-
tion of the likelihood of equilibrium conditions being present in the past can be ob-
tained by analyzing the ^^O/^^O ratios in present-day ground water and in calcite 
deposited from it, which should indicate deposition in isotopic equilibrium. 

Interpretation of ^^O/̂ ^O variations in speleothems is not easy because a number 
of climatic factors other than cave temperature can influence observed S^̂ O^ values. 
First, with a decrease in cave temperature, the fractionation factor between calcite 
and water increases, causing an increase in the 8^^0^ values. However, as air tempera-
ture at the surface decreases, so the ^^O/̂ ^O of precipitation, and thus the 8^^0 value 
of drip water tends to decrease. Finally, during glacial periods, the growth of ^^O-
depleted continental ice sheets results in an increase of 8^^0 values of oceanic water 
and hence also of precipitation (see Section 5.2.3). Thus, for a given climatic shift sev-
eral opposing factors come into play, and it is difficult to assess a priori in which di-
rection the 8^^0^ will change (Thompson et al., 1976; Harmon et aL; 1978a); indeed 
the calcite 8^^0-temperature relationship may not even be constant through time. 
This has led to diametrically opposite interpretations of S^̂ O^ variations in speleo-
thems. Duplessy et aL (1970b, 1971) for example, assumed that measured 8^^0 vari-
ations were the result of variations in the ^^O content of precipitation; hence lower 
8^^0 values were interpreted as indicating colder conditions. This was disputed by 
Emiliani (1972), who observed that the speleothem 8^^0^ record, as interpreted by 
Duplessy et al. was the inverse of paleotemperatures derived from oceanic fora-
minifera. He therefore concluded that the speleothem 8^^0^ variations were not con-
trolled by variations in the 8^^0 of precipitation, but due to the dominant effect of 
temperature-dependent fractionation. This has subsequently been confirmed in other 
(but not all) localities by the analysis of the isotopic composition of drip water 
trapped as tiny liquid inclusions as the speleothem grew (Schwarcz et al.^ 1976). 
These inclusions vary in abundance and, when present in large amounts (>1% by 
weight), give speleothems a milky appearance; by isolating and analyzing the liquid at 
successive levels along the growth axis of a speleothem it is possible to assess, directly, 
whether isotopic variations of precipitation have occurred (Thompson et aL, 1976; 
Harmon etaL, 1979). 

Because it is possible that the inclusion water may have continued to exchange 
oxygen isotopes with the surrounding calcite following its entrapment, it is of no 
value to measure oxygen isotopes directly. A measure of the oxygen isotope fraction-
ation between calcite and inclusion water would probably give a temperature close 
to present-day ambient temperature levels. Instead, the deuterium-hydrogen (D/H) 
ratio is measured because there is no hydrogen in the calcite with which hydrogen in 
the water might have exchanged. It is assumed that the relationship between 8D and 
8^^0 in drip water approximates that noted in meteoric water by Dansgaard (1964): 

8D = 8 81^0 + 10 
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In this somewhat circuitous manner it is possible to estimate the former 8^^0 values 
of meteoric water over very long periods of time. By thus controlling for changes in 
the isotopic composition of precipitation, it is then possible to use the 8^^0^ values of 
the surrounding calcite to estimate paleotemperatures. Thompson et al. (1976) have 
carried out such studies on speleothem calcite and inclusion waters from caves in 
West Virginia. Their results show that the oxygen isotopic composition of inclusion 
water at this site has changed very little over time, supporting the view of Emiliani 
(1972) that changes in 8^^0 were largely controlled by variations in calcite-water 
fractionation factors (i.e., temperature changes at the site). Thus, at least in this case, 
the S^̂ O^ values of speleothem calcite increase with falling temperatures. Using this 
interpretation, the 8^^0^ data indicate that West Virginia experienced three major 
warm episodes in the last 200,000 yr —at <10,000 yr B.P., at 110,000-100,000 yr 
B.P., and at 175,000 ± 10,000 yr B.P. Cold intervals appear to have occurred prior to 
200,000 yr B.P. and at -^180,000, 165,000-110,000, and 95,000-15,000 yr B.P, the 
last-mentioned period perhaps interrupted by a warmer interval at -50,000 yr B.P. 
These records, although incomplete, do show some similarities with other isotopic 
records from sites in Alberta, Canada; Iowa, Kentucky, and Bermuda (Harmon et al.^ 
1978b) and are in reasonable agreement with marine isotopic records. 

A very detailed 8^^0 analysis of a stalagmite from northern Norway (at a sam-
pling interval of 20-30 yr for the last 5000 yr) has been interpreted in terms of pa-
leotemperature by Lauritzen (1996) (Fig. 7.30). He "caHbrated" the 8^^0 variations 
by reference to both modern temperatures (compared to 6^^0 in calcite forming to-
day) and to conditions in the mid-18th century when other data indicate tempera-
tures were 1.5 °C lower. At that time (one of the coldest in the entire Holocene), 
speleothem growth ceased. These points provided a crude yardstick on which to 
hang the overall Holocene temperature changes, assuming the 8^^0 record primarily 
reflects temperature-related shifts in the isotopic composition of meteoric waters 
(precipitation). Some reassurance that this may well be the case is provided by a very 
similar (though less detailed) Holocene paleotemperature record for west-central 
Norway, based on entirely separate and independent data (Nesje and Kvamme, 
1991). However, further studies are required before this speleothem paleotempera-
ture reconstruction can be accepted with confidence. 

Elsewhere, 8^^0^ data indicate that temperature-related effects on the isotopic 
composition of precipitation are more important than the temperature-dependent 
fractionation effects in calcite deposition (Dorale et al.^ 1992). In such cases, 8^^0^ 
and temperature are positively correlated (that is, colder temperatures are indicated 
by isotopically lighter calcite). Thus, Goede (1994) suggested that declining values 
of 8^^0^ in a Tasmanian speleothem were indicative of a cooling trend from 
98-60,000 yr B.P., followed by an increase in temperatures to -55,000 yr B.P. (Fig. 
7.31). Other proxy data suggest that the overall change in temperature over this in-
terval was -6 °C, which would mean that 8^^0^ in this cave varied by + 0.26%o /°C. 

The longest isotopic speleothem record currently available is from Devil's Hole, 
Nevada, where a calcite vein precipitated from groundwater supersaturated in calcite 
spans almost 0.5 Ma (60 ka to -560 ka B.P.)(Ludwig et al.^ 1992). In this system, 
8^^0 in calcite is considered to reflect changes in the isotopic composition of precipi-
tation feeding the groundwater, so that higher values reflect warmer conditions 
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F I G U R E 7.30 Paleotemperature reconstruction from oxygen isotopes in calcite sampled along the growth 
axis of a stalagmite from a cave at Mo i Rana, in northern Norway. Samples were taken every I mm at the top, 
corresponding to a resolution of -25-30 yr. Linear interpolation between 12 TIMS U-series dates along the sta-
lagmite provide a timescale in calendar years, with an average error of 10-50 yr.The record is very similar to that 
reconstructed independently from pollen and glaciological data (Lauritzen, 1996; Lauritzen and Lundberg, 1998). 

(Winograd et aL, 1988,1992; Johnson and Wright, 1989). The record shows very sim-
ilar variations to the SPECMAP marine isotope record (Fig. 7.32) as well as to 8D in 
the Vostok ice core suggesting that the signal recorded is of more than regional sig-
nificance. However, the Devil's Hole record has generated considerable controversy 
because the timing of the transition from the penultimate glaciation to the last inter-
glacial occurred earlier at Devil's Hole than in the marine isotope record; further the 
interglacial maximum was -140 ka B.P. at Devil's Hole, compared to the SPECMAP 
isotopic minima at -128 ka B.P. It is worth noting that the Devil's Hole calcite is ex-
tremely well dated (by U-series, including many high-precision dates derived by 
TIMS) whereas the SPECMAP record was tuned to orbital frequencies, assuming or-
bital forcing was the dominant control on continental ice volume changes.^"" Further-
more, the Devil's Hole calcite was only deposited after precipitation had been 
transferred through the groundwater system, which must have taken at least several 
thousand years (and by some estimates >10 ka), making the discrepancy between the 
two records even larger. Winograd et aL (1992) argue that the warming that led to 

'̂̂  However, the last interglacial isotopic minimum in marine sediments corresponds to the high sea-
level stand, recorded by corals (uplifted by tectonic activity) in several locations around the world and 
consistently dated at -125,000 ± 2500 yr B.P. by U-series TIMS (Gallup et aL, 1994; Stirling et aL, 
1995). Direct U-series dating of marine sediments also confirms this time (123,500 ± 4500 yr B.P.) as the 
last interglacial peak, when continental ice volume was at a minimum (Slowey et aL, 1996). 
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F I G U R E 7.31 Variations of 8'^0^ in aTasmanian speleothem spanning the interval from 98,000-55,000 yr 
B.R, based on uranium-series dating methods. In this record temperature and 8'®0^ are positively correlated so 
temperatures generally declined from 98,000 to -60,000 years B.R; independent evidence suggests that this 
temperature change was ~6 °C (Goede, 1994). 
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F I G U R E 7.32 The 8'®0^ record in a calcite vein from Devil's Hole, Nevada compared to the SPECMAP 
marine isotope record. Selected marine isotope substages are numbered.Values are expressed as departures 
from the overall mean of each series, in standard deviation units (computed over the full record).The value of 
zero thus represents the mean for each record. Note that the sign of the SPECMAP time series has been re-
versed so that interglaciations appear as peaks (Winograd et o/., 1997). 
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the last interglacial maximum (stage 5e in the marine isotope record) actually began 
around 150 ka B.P. and eustatic sea level had reached modern levels by -135 ka B.P. 
The critical implication of this argument is that sea level started to rise when or-
bitally driven northern hemisphere insolation anomalies v^ere low^ (and were actu-
ally declining) so that the conventional view of solar insolation forcing deglaciations 
is thus not tenable. This assault on the Milankovitch hypothesis launched numerous 
counterarguments, none of which have entirely settled the matter (Johnson and 
Wright, 1989 and reply by Winograd and Coplen, 1993; Shackleton, 1993 and reply 
by Ludwig et al., 1992; Edwards and Gallup, 1993 and reply by Ludwig et al,^ 1992; 
Imbrie et aL, 1993c and reply by Winograd and Landwehr, 1993). Additional pre-
cisely dated records are needed to duplicate and establish the global significance of 
the Devil's Hole record, and to resolve the important questions this controversy has 
raised (Hamelin et aL, 1991). 

7.8.4 Speleothems as Indicators of Sea-Level Variations 

Speleothem growth in carbonate island locations close to sea level can provide an 
extremely valuable indicator of former sea-level position, and hence ice volume 
changes on land. As speleothems must form above sea level in air-filled caves, the 
occurrence of speleothems in locations presently below sea level provides an upper 
limit to sea level at the time of formation (Fig. 7.33). Similarly, those speleothems 

F I G U R E 7.33 Cross-section through a stalagmite (center) and calcareous serpuJid overgrowth from the 
Mediterranean Sea, off Toscana (Central Italy).The stalagmite formed during glacial time (22,670 ± 460 yrs cal 
BP) when sea-level was up to 120m lower, but was subsequently submerged due to eustatic sea-level rise. Dat-
ing the inner parts of the overgrowths on several submarine stalagmites, sampled at different depths, has en-
abled a well-constrained sea-level history to be established (Alessio et o/., 1998). (photograph kindly provided by 
Fabrizio Antonioli, ENEA-Environmental Dept., Roma Italy). 
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exposed today that have overgrowths of marine aragonite indicate unequivocally 
that sea level was formerly higher. Uranium-series dating of the speleothems and 
coral deposits enables a picture of relative sea-level variations through time to be 
built up. Thus, Harmon et al. (1978b) were able to conclude from studies of 
Bermuda speleothems that interglacial conditions (high sea-level stands) occurred 
at around 120,000 and 97,000 yr B.P.; between these events, a lower sea-level 
stand (-8 m) occurred at -114,000 yr B.P. Li et al (1989) and Lundberg and Ford 
(1994) extended this approach by applying high-precision (TIMS) dating to a flow-
stone from the Bahamas (at -15 m water depth), which revealed growth hiatuses 
attributable to pre-Holocene high sea-level episodes at >280 ka, -230 ka, -215 ka, 
-125 ka, and -100 ka B.P. Not all hiatuses are attributable to sea-level rise; a re-
duction in precipitation could limit groundwater flow and lead to cessation of cal-
cite deposition (Richards et al., 1994). Nevertheless, evidence of continuous 
speleothem growth below current sea level in areas of platform stability is a defini-
tive indication that sea level could not have been above the threshold level during 
that time. Thus, Richards et al. (1994) were able to eliminate the possibility that 
sea level rose above -18 m at any time between 93 ka and 15 ka B.P. Furthermore, 
their data constrains sea level at marine isotope stage 5a as having been between 
-15 and -18 m, based on the onset of speleothem growth at these levels at 93 ka 
and 80 ka B.P., respectively. Further (submarine) sampling holds the potential of 
revealing in considerable detail the precise magnitude of former eustatic sea-level 
changes, which in turn has important implications for interpretation of ice sheet 
growth and decay rates. 
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NON-MARINE BIOLOGICAL EVIDENCE 

8.1 INTRODUCTION 

The study of non-marine biological material as a proxy of climate spans a wide 
range of subdisciplines, of which two are so large that separate chapters must be de-
voted to them (see Chapter 9, Pollen Analysis; Chapter 10, Dendroclimatology). 
Here, those topics that have less spatial and/or temporal coverage or that deal with 
relatively new areas of research will be discussed. 

8.2 FORMER VEGETATION DISTRIBUTION FROM PLANT MACROFOSSILS 

It is not uncommon for plant macrofossils to be found far beyond the range of the 
particular species today. Where climatic controls on present-day plant distributions 
are known, their former distribution may be interpreted paleoclimatically, from 
dated macrofossils. Fluctuations of three major biogeographical boundaries have 
been studied in considerable detail using macrofossils: the arctic treeline; the alpine 
treeline; and the lower or "dryness" treeline of semiarid and arid regions. In each 
case, the precise definition of treeline poses considerable problems as there is rarely 
a clearly demarcated boundary. Commonly, there is a gradual transition from ma-
ture dense forest through more open, discontinuous woodland to isolated trees or 
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groups of trees, which may include dwarf or krummholz (deformed) forms, partic-
ularly in the alpine case (LaMarche and Mooney, 1972). Topoclimatic factors are 
particularly important in determining the precise limit of trees. It is not necessary to 
dwell on this at length here, but sufficient to note that the location of the modern 
treeline is itself often problematic, and may make the interpretation of macrofossils 
somewhat difficult. For further discussion of the problem, see Larsen (1974) and 
Wardie(1974). 

8.2.1 Arctic Treeline Fluctuations 

Macrofossil evidence of formerly more extensive boreal forests has been found 
throughout the Northern Hemisphere, in tundra regions of Alaska, northern 
Canada, and the former USSR (Miroshnikov, 1958; Tikhomirov, 1961; McCulloch 
and Hopkins, 1966; Ritchie, 1987). In addition, paleopodsols (relict forest soils) 
and charcoal layers (relating to forest fire episodes) have been found in many tun-
dra areas of Keewatin, north-central Canada (Bryson et al.^ 1965; Sorenson and 
Knox, 1974). In most areas the macrofossil evidence is episodic in nature, made up 
of radiocarbon dates on isolated tree stumps located north of the modern treeline. 
In Keewatin a number of dates (also on organic material in paleopodsols, and on 
charcoal layers) have enabled a time series of the forest/tundra boundary during the 
latter part of the Holocene to be constructed (Fig. 8.1; Sorenson, 1977). According 
to these data, the northern treeline was 250 km or more north of the modern tree-
line between 6000 and 3500 yr B.R (Moser and MacDonald, 1990; Gajewski and 
Garralla, 1992). Less extensive northward migrations occurred around 2700-2200 
yr B.R and 1600-1000 yr B.R By contrast, the presence of arctic brown paleosols 
(relict tundra soils) buried beneath more recent podsols south of the modern tree-
line, suggests that the treeline was at least 80 km farther south around 2900, 1800, 
and 800 yr B.R (see Fig. 8.1). 

What paleoclimatic significance can be ascribed to such fluctuations? Several 
authors have noted the correspondence of northern treelines with isotherms of sum-
mer or July mean temperatures (Larsen, 1974), so a northward migration of the 
ecotone may indicate warmer summer conditions. A reconstruction of treeline 
migration in terms of July temperatures was made by Nichols (1967). Nichols as-
sumed that, when the forest limit moved northward 250 km, July temperatures at 
the modern treeline were similar to locations 250 km south of the treeline today. In 
this way, July paleotemperatures were reconstructed for Keewatin, using paleosol, 
macrofossil, and palynological evidence. Modern treeline is also closely related spa-
tially to the mean or modal position of the arctic front in summer over North Amer-
ica and the median front position over northern Eurasia (Fig. 8.2; Bryson, 1966; 
Krebs and Barry, 1970). Whether this is a causative factor in the location of the 
northern forest border or whether the vegetation boundary itself largely determines 
the climatic differences noted across the vegetation boundary is difficult to assess, 
although general circulation model experiments show that the treeline has strong 
feedback effects on climate (Foley et al.^ 1994). Mid-Holocene warming of the 
60-90° N zone due to orbital forcing alone was about 2°C, but experiments with a 
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F I G U R E 8.1 A reconstruction of Holocene treeline fluctuations in southwestern Keewatin, Northwest 
Territories, Canada.Treeline position is based on radiocarbon-dated tree nnacrofossils in situ north of the pres-
ent treeline, and on dates on buried forest and tundra soils north and south of the modern treeline (Sorenson 
and Knox, 1974). 

more extensive boreal forest zone shov^ an additional w^arming of 1 °C (in summer) 
and 4 °C in spring. This was the result of higher net radiation due to lov^er albedo 
under forest cover (compared to tundra), which was especially critical in the snow-
covered spring season. 

If air mass boundaries are a determinant of the forest border, then mapping pa-
leoforest limits may provide an important insight into the dynamic climatology of 
the past (Ritchie and Hare, 1971). Unfortunately, a number of factors make such 
interpretations difficult. Northward treeline migration during a climatic ameliora-
tion is more rapid than southward treeline migration in response to a climatic dete-
rioration. Once established, trees may survive periods of adverse climate, and the 
treeline will only slowly "recede" as the trees that die are not replaced (see alpine 
treelines; LaMarche and Mooney, 1967). This process may differ from one location 
to another. For example, in the forest-tundra zone of northeastern Quebec (east of 
Hudson Bay), charcoal from formerly extensive coniferous forests indicates that the 
treeline (i.e., the limit of continuous forest) does not appear to have migrated north-
south en masse. Rather, the evidence suggests that the modern tundra-forest ecotone 
in this area is the product of a formerly more extensive (mid-Holocene) forest that 
experienced lower temperatures and periodic destruction by fire in the late 
Holocene, leading to the predominantly tree-less landscape, with the isolated stands 
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F I G U R E 8.2 Modern treeline In relation to modal, mean, or median position of Arctic Front in recent years 
(for definitions of positions, see Krebs and Barry, 1970; Bryson, 1966). Proposed location of front at 8000 yr B.R 
is shown, based on macrofossil and palynological evidence.The 8000 yr B.R position implies a higher amplitude 
upper level westerly flow pattern at that time (Ritchie and Hare, 1971). 

of trees seen today (Payette and Gagnon, 1985). Trees were unable to reproduce in 
the cooler conditions after 3000 yr B.R (and especially from -650-450 yr B.R) so 
the forest-tundra boundary seen today reflects the combined influence of climate 
and fire history (Payette and Morneau, 1993). Furthermore, detailed studies show 
the importance of changing growth form in response to climatic change, particu-
larly changes in snow depth. Black spruce (Picea mariana) at the northern treeline 
in Quebec can grow in both upright and prostrate (krummholz) forms, as is typical 
of many species at their arctic and alpine range limits. In the warmer interval from 
~A.D. 1435-1570, spruce was growing mainly as erect trees, but after 1570 cold 
conditions led to stem-dieback so only the snow-protected krummholz forms sur-
vived (Payette et aL, 1989). Milder temperatures (and possibly heavier snowfall) in 
the eighteenth century allowed more shoots to form, but very severe winters from 
-1801-1880 again killed many exposed stems (Lavoie and Payette, 1992). Thus, 
trees at the northern forest boundary may adapt to cooler climatic conditions by 
adopting a more prostrate growth form, awaiting more favorable conditions to 
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assume erect growth. In such areas, the idea of a north-south migration of treehne 
is clearly too simplistic. No doubt further studies of ^"^C-dated macrofossils, pa-
leosols, growth form analysis, and tree ring variations will produce a more coherent 
picture of paleoclimate at this important ecotone. 

8.2.2 Alpine Treeline Fluctuations 

In a survey of upper treelines in different climatic zones, C. Troll remarked: "It is 
absolutely clear that upper timberlines in different parts of the world cannot be cli-
matically equivalent, not even in a relatively small mountain system such as the 
Alps or Tatra mountains" (Troll, 1973, p. A6). In the paleoclimatic interpretation 
of macrofossils from above the modern treeline, we must therefore recognize that 
treeline variations in one area may result from different climatic factors than in an-
other area, and that controls on tree growth may be complex. 

In the arid subtropics, treeline is influenced by both temperature and the avail-
ability of moisture. In the humid tropics, where seasonal temperature differences 
are extremely small, the transition to a treeless zone is generally quite abrupt, ap-
parently related to a critical temperature threshold. In mid to high latitudes (partic-
ularly in the Northern Hemisphere) treelines are more diffuse, often reflecting 
strong topoclimatic controls. Climatic studies generally point to summer or July 
temperature as the major controlling factor in these latitudes (Wardle, 1974), al-
though mean temperatures are only a convenient proxy for the actual controls, 
which probably involve the frequency and timing of extreme events (Tranquillini, 
1993; Holtmeier, 1994). Nevertheless, evidence of higher treeline in the past is gen-
erally interpreted as indicating warmer summer temperatures, a lapse rate of 
0.6-0.7 °C per 100 m commonly being used to assess the magnitude of temperature 
change. For example, Dahl and Nesje (1996) estimated that summer temperatures 
in northern Sweden have varied by -1.5 °C over the Holocene, based on treeline 
variations of <220 m (Fig. 8.3). However, Karlen (1976) pointed out numerous 
problems in interpreting such data, among them the following: 

(a) The incomplete nature of the macrofossil record; the highest trees may not 
have been found, or indeed may not have been preserved. Furthermore, in 

' some areas, mountain summits may not extend far enough beyond the 
modern treeline to give a maximum estimate on former treeline extent 
(LaMarche, 1973). Thus, paleotreeline evidence should be considered as 
providing a minimum paleotemperature estimate only. 

(b) The present altitude of the treeline is often not precisely determined and 
may not be in equilibrium with modern climate (Ives, 1978); a recent his-
tory of fire, overgrazing, avalanches, gales, or insect infestation may have 
resulted in a treeline well below the potential maximum for modern cli-
matic conditions (Griggs, 1938). 

(c) Trees take many years to become established during periods of favorable 
climate and may not have reached their highest position until after the 
temperature maximum; again this factor would tend to make any paleo-
temperature estimates based on treeline fluctuations minimum only. 
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(d) Treeline in some areas may have been affected by regional isostatic uplift fol-
lowing deglaciation of the region; such an effect must be taken into account 
w ĥen assessing the treeline record, particularly from the early Holocene. 

It is also worth noting that the time of treeline establishment may be of more signif-
icance than the time of tree death (which may not have been climatically related). 
Denton and Karlen (1977), for example, have dated wood from trees growing 
above the modern treeline that were killed by explosive volcanic eruptions around 
1800 and 1150 yr B.P. Ideally then, one should attempt to date the innermost wood 
fraction either by radiocarbon analysis, or dendrochronology, or both (LaMarche 
and Mooney, 1967, 1972). Often, the inner wood has weathered away, or decayed, 
making this impossible and providing only a minimum estimate on the timing of 
alpine treeline advances. Karlen (1976) considers that higher treelines in the past 
probably indicate mean temperatures above contemporary values for periods of 
50-100 yr, in order for young seedlings to become established and for the treeline 
as a whole to "advance." Once established, trees can survive periods of adverse cli-
mate that are perhaps as long as favorable climate periods; thus treeline variations 
are a low frequency record of past climate and are biased towards recording 
warmer intervals of >50 years in duration. 

Bearing all these factors in mind, it is perhaps not surprising to find that the 
alpine treeline record, considered on a worldwide basis, is extremely complex. Nev-
ertheless, there is evidence that treelines were higher during the early to mid-
Holocene in many areas, perhaps reflecting a globally extensive warmer interval. 
The most comprehensive studies have been carried out in Scandinavia where hun-
dreds of birch, alder, and pine macrofossils from above the modern treeline have 
been ^^C-dated. These show unequivocally that the altitudinal limit of trees was 
well above modern treeline elevation from soon after deglaciation of the mountains 
(-9000 yr B.P.) to the mid-Holocene. In northern Fennoscandia the maximum ex-
tent of pine was ~5 ka B.P., becoming lower especially after -3.5 ka B.P. (Eronen 
and Huttunen, 1987; Karlen, 1993). In central Sweden (Fig. 8.3), pine grew at least 
220 m above its mid-twentieth century limit from 9-7 ka B.P., but was replaced by 
birch as the highest elevation species around 6 ka. At that time pine reached its 
maximum Holocene abundance, and birch forest extended 200 m above modern 
limits (Kullman, 1989, 1993). This suggests July temperatures were -1 -2 °C above 
mid-twentieth century levels (using a lapse rate of -0.65 °C/100 m). Cooling set in 
after -3500 B.P., at which time many glaciers that had completely disappeared in 
the early Holocene reformed (Kvamme, 1993; Karlen, 1993; Matthews, 1993). This 
marked the first of several neoglaciation episodes, culminating in the most recent 
cold episode from the sixteenth-nineteenth century A.D. (the "Little Ice Age"). 

Detailed studies of dead larch trees above the modern treeline in the northern 
Urals showed that prior to the Little Ice Age trees grew 60-80 m above the modern 
limit (from the ninth to the thirteenth century A.D.) but nothing was established af-
ter that date until the mid-twentieth century (Shiyatov, 1993). Trees from this me-
dieval warm period did survive into the subsequent colder period, but many died in 
the late thirteenth and early fourteenth century, in the early 1500s, and in the early 
and late nineteenth century (Kullman, 1987). This pattern echoes the views of many 
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paleoclimatologists that there was an ear Her onset to the Little Ice Age (in the four-
teenth century) and that the subsequent 500 yr experienced a succession of both 
mild and sharply colder episodes, culminating in the coldest period in the early 
nineteenth century (Jones and Bradley, 1992; Bradley and Jones, 1992, 1993; Mann 
^^^/., 1998). 

Alpine treeline studies elsewhere mirror to a large extent the picture emerging 
from Scandinavia (see e.g., the parallel changes found in the Carpathian mountains 
by Rybnickova and Rybnicek, 1993; and in the Swiss Alps by Tinner et ^/., 1996). 
Similarly, in western North America, several studies indicate treeline was above 
modern limits in the early Holocene. In the San Juan Mountains, Carrara et al, 
(1991) dated >50 macrofossils of conifer wood from above treeline and found evi-
dence for trees up to 140 m above modern limits from 9600-5400 yr B.R indicat-
ing July temperatures were up to 0.9 °C warmer than present. From 5400-3500 the 
treeline was near modern limits, then a climatic deterioration led to a decline in 
treeline after 3500 B.R This is similar to evidence from the Canadian Rockies 
(Luckman and Kearney, 1986; Clague and Mathewes, 1989) and from other parts 
of the western U.S. (Rochefort et al., 1994). In some areas the absence of radiocarbon-
dated wood at certain intervals suggests brief colder episodes within the early 
Holocene but more extensive sampling may revise that picture (Kullman, 1988). 
Macrofossil evidence is a rather blunt instrument and apparent "data gaps" are dif-
ficult to interpret. Karlen (1993) supports his interpretation of cooler episodes with 
lake sediment evidence, and this points to the need for integration of many different 
proxies to fully comprehend the complexity of Holocene climates in mountain areas. 

8.2.3 Lower Treeline Fluctuations 

Throughout the arid and semiarid regions of the southwestern United States, there 
is an altitudinal zonation of vegetation with xerophytic desert scrub (commonly 
sagebrush, evergreen creosote bush, and evergreen blackbrush) at lower elevations, 
grading into mesophytic woodland (juniper, piiion pine, and live oak) at succes-
sively higher elevations (Fig. 8.4). The precise elevation of the woodland/desert 
scrub boundary varies more or less with latitude, being lowest in the Chihuahuan 
Desert of Mexico and highest in the interior Great Basin of Nevada. This eleva-
tional gradient, decreasing to the south, is related to distance from the source of 
summer moisture (the Gulf of Mexico and the tropical Pacific); the interior Great 
Basin is both farthest from these source regions of tropical maritime air and isolated 
from temperate Pacific moisture sources by the mountain ranges to the west (Wells, 
1979). The lower treeline elevational gradient thus strongly reflects the importance 
of moisture for tree growth and for this reason it is sometimes referred to as the 
"dryness treeline." 

Fluctuations of the lower treeline have been greatly facilitated by the analysis of 
fossil middens of the packrat (genus Neotoma) from caves throughout the southwest-
ern United States (Wells and Jorgensen, 1964; Wells and Berger, 1967). Packrats 
forage incessantly within a very limited range (~1 ha) of their dens, which are con-
structed of plant material from the surrounding site. Because of their propensity for 
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F I G U R E 8.4 Transect through mountains of the southwestern U.S. to show vegetation change with eleva-
tion. During glacial times, vegetation boundaries were generally lower due to increased effective moisture (re-
sulting from lower temperatures and/or higher precipitation). 

collecting items at random, and not simply food stocks, the dens or middens effec-
tively provide a remarkably complete inventory of the local flora (Wells, 1976; 
Spaulding et aL, 1990; Vaughan, 1990). Middens are cemented together into hard, fi-
brous masses by a dark brov^n, varnish-like coating of dried Neotoma urine (known 
as amberat). The amberat cements the deposit to rocky crevices in caves and prevents 
its destruction by fungi and bacteria. Because the cave sites are so dry, Neotoma mid-
dens may remain preserved for tens of thousands of years; in fact over a thousand 
macrofossils from Neotoma middens in the w^estern U.S. have so far been dated, rang-
ing in age from the late Holocene to >40,000 yr B.P. (Webb and Betancourt, 1990). 
Studies of rat middens in other arid and semiarid regions of the world are just begin-
ning (see Part IV of Betancourt et aL, 1990; Pearson and Dodson, 1993). 

Middens are constructed over relatively short intervals, until the rock crevice is 
filled, so continuous stratigraphic records are not available; rather, they represent 
samples of vegetation near the site, from discrete time intervals in the past. Macro-
fossils recovered include branches, twigs, leaves, bark, seeds, fruits, grasses, inverte-
brates such as snails and beetles, and even the bones of vertebrate animals. Such 
prolific inventories of macrofossils have enabled quite detailed pictures of the local 
vegetation around the midden site to be reconstructed, although the material col-
lected may not represent a random sample of plants in the area. Because packrats 
may collect certain types of material preferentially, middens do not necessarily give 
a complete picture of the relative abundance of plants in the collection area. Fur-
thermore, different species of packrat have different collection preferences, so se-
quential occupancy of the same site by different species might give the erroneous 
impression of a change in local vegetation (Dial and Czaplewski, 1990). In spite of 
these potential problems, regional comparisons of midden composition for different 
time intervals have enabled the broad-scale patterns of vegetation change since the 
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last glaciation to be established. Most significantly, the results demonstrate a dra-
matic increase in the area of pinon-juniper woodland throughout the South during 
the late Wisconsin period of maximum glaciation (Van Devender and Spaulding, 
1979; Van Devender, 1990a). In the Great Basin, Mojave, Sonoran, and Chi-
huahuan deserts of today (Fig. 8.5), such v^oodlands are restricted to higher eleva-
tions, often on isolated peaks surrounded by vast areas of desert scrubland. 
How^ever, over periods ranging from >40,000 to -12,000 yr B.P., Neotoma middens 
from currently hyperarid sites document the presence of juniper or piiion-juniper 
woodlands over a vastly enlarged area. In the Great Basin, forest vegetation (now 

I'C'Ivi'&l Great Bosin Oesert 

I Mojove Oesert 

[•>̂ '̂'-i.'";'l Sonoron Deser 

^ ^ ^ ^ Chihuohuan Desert 

F I G U R E 8.5 Desert areas of the western United States. Changing altitudinal vegetation zonation within 

desert areas is recorded in fossil packrat middens. 
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restricted to isolated mountain peaks) extended well below its present range; for ex-
ample, subalpine conifers grew as much as 1000 m below modern limits (Thomp-
son, 1990). In the Mojave Desert, pinon-juniper woodland occupied terrain down 
to -900 m, in areas that today support only thermophilous desert scrub. Similarly, 
in the Sonoran and Chihuahuan Desert, pifion-juniper-oak woodland extended 
down to 500-600 m, into areas which are extensive deserts today (Van Devender, 
1990a, 1990b). Interestingly, in these southern desert regions the vegetation com-
munities that predominated have no modern analog in the region today that has 
both forest vegetation and frost-sensitive desert succulents. This suggests a lower 
frequency of winter cold air outbreaks leading to killing frosts; possibly the forest 
cover also helped by reducing night-time radiational cooling. 

The patterns of glacial period vegetation change in the region all indicate lower 
summer temperatures, by 6-10 °C, reduced evaporation, and enhanced winter rain-
fall (by up to 50%) (Table 8.1). This is related to the displacement of winter storms 
southward into the region, and a reduction in summer monsoon airflow from the 
Gulf of Mexico. Such conditions appear to have prevailed, with little change, from 
at least 22,000 yr B.P. to 12,000 yr B.P. Rapid changes in climate and vegetation 
took place in the following few thousand years, so that by 8000-9000 yr B.P., vege-
tation patterns had begun to look more like those seen today; the winter rainfall 
regime had ended, temperatures had risen to within a few degrees of modern levels, 
and rainfall was largely delivered by summer monsoons (Fig. 8.6). Maximum arid-
ity appears to have occurred in the mid-Holocene in some areas (e.g., the Grand 
Canyon and Mojave Deserts; Cole, 1990; Spaulding, 1990, 1991) but elsewhere 
there is evidence for a stronger mid-Holocene monsoon rainfall regime, with drier 
conditions and the most extensive desert vegetation developing later in the 
Holocene (Van Devender, 1990a; Van Devender et al,^ 1994). In the Mojave Desert, 
evidence for increased effective moisture in the late Holocene (3.8-1.5 ka B.P.) sug-
gests a "neopluvial" of cooler and/or wetter conditions, perhaps correlative with 
neoglacial episodes in the mountains to the north and east (Spaulding, 1990). 

TABLE 8.1 Estimates of Climatic Conditions in the Western and Southwestern 
United States During the Last Glacial Maximum, Relative to Today, Based on Fossils 
Found in Packrat Middens 

Location 

Colorado Plateau 

Grand Canyon 

Great Basin 

Sonoran Desert 

Chihuahuan Desert 

Mojave Desert 

AT C^C) 

>6.3 (Su) 

-6.7 (Ann) 

10 (Ann) 

8 (July) 

Strong Su. 
cooling 

6 (Ann) 

Rainfall 

Higher (Wi.) 

+24-41% 

Higher 

+50% 

Higher 

+<40% 

Notes 

Drier summers 

Wi. rainfall max 

Wi. rainfall max 

Winter rainfall 
regime; few freezes 

Wi. rainfall max 

Source 

Betancourt, 1990 

Cole, 1990 

Thompson, 1990 

Van Devender, 1990b 

Van Devender, 1990a 

Spaulding, 1990 
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F I G U R E 8.6 Changes in majo'r vegetation zones in rocky areas of central-south Nevada over the past 
22,000 yr, as recorded by macrofossils in the middens of packrats. Dashed lines indicate the approximate eleva-
tion of ecotones.The pygmy conifer (pinon-juniper) woodland/desert scrub transition varied from wet to dry 
sites, as indicated by the broad ecotone (Spaulding, 1990). 

8.3 INSECTS 

Insects are the most abundant class of animals on Earth and representatives of the 
group can be found in virtually every type of environment, from polar desert to trop-
ical rainforest. Naturally this ubiquitous distribution is only possible because of the 
great diversity of insect types, each of which has adapted to particular environmen-
tal conditions. Of overriding significance to the distribution of an individual species 
is the climate, and in particular the temperature conditions, of an area. Species that 
are restricted to specific climatic zones are said to be stenothermic, whereas species 
with less rigorous climatic requirements are eurythermic; clearly the former group 
are of most value in paleoclimatic reconstructions and it is these on which paleocli-
matic inferences are based. It would be unwise, however, to place too much faith in 
the presence of any particular individual insect as a climatic indicator, as insects are 
often extremely mobile and inevitably individuals will be blown far from their opti-
mum habitat. More reliable interpretations can be placed on assemblages of insects 
that are commonly found in associations characteristic of a particular climatic 
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regime. Such assemblages are observed today and it is reasonable to assume that sim-
ilar fossil assemblages represent similar climatic conditions in the past. In this re-
spect, the approach resembles that of palynology, but in insect studies abundance is 
not of major significance. Abundance is considered to be more indicative of local 
conditions rather than the macroclimate, which is of primary interest. It is the char-
acteristic fossil assemblage that provides the cUmatic information (Coope, 1967). An 
excellent, comprehensive guide to the study of Quaternary insects and their use in 
paleo-environmental reconstruction is provided by Elias (1994). 

Most paleoclimatic work utilizing insects has involved the study of fossil bee-
tles (Coleoptera; Coope, 1977 a,b), but other insects such as flies (Diptera), caddis 
flies (Trichoptera), and wasps and ants (Hymenoptera) have also provided addi-
tional information (Morgan and Morgan, 1979). Insect fossils are commonly found 
in sedimentary deposits such as lake sediments or peat, where their chitinous exo-
skeletons may be extremely well preserved. This is of great value because taxonomic 
differentiation of the class is primarily based on exoskeleton morphology. Fossils 
can, therefore, often be identified down to species level by an examination of mi-
croscale features in the exoskeleton. One result of this work has been the demon-
stration of morphological constancy for many species throughout the Quaternary. 
This is considered to be evidence that they have also exhibited physiological con-
stancy; in other words, they have not altered their ecological requirements, at least 
over the last 2 million years or so. Although no direct evidence of this can be ob-
tained, the fact that fossil assemblages are often so similar to modern assemblages, 
in what are assumed to be similar environmental conditions, suggests that radical 
changes in physiological development have not occurred. This is a fundamental as-
sumption in using fossil insects as paleoclimatic indices, as any change in their cli-
matic tolerances would, of course, invalidate any conclusions that might be drawn 
from their presence. However, this problem is no different from that facing palynol-
ogists or marine microfaunal analysts, and indeed entomologists have considerably 
more evidence for genotypic stability in their fossils than can be provided in many 
other branches of biology. 

From a paleoclimatic viewpoint, one of the most important attributes of insects 
is their ability to occupy new territory fairly rapidly following a climatic ameliora-
tion. They thus provide a more sensitive index of climate variation than plants, 
which have much slower migration rates. Indeed, Coleoptera may occupy and 
abandon a new territory in response to a marked but brief warm interval, whereas 
there may be no evidence for such an event in the pollen record because of the lag 
in vegetation response time (Coope and Brophy, 1972; Morgan, 1973). In short, 
"this combination of sensitivity and rapidity of response to climatic changes, cou-
pled with their demonstrated evolutionary stability, makes the Coleoptera one of 
the most climatically significant components of the whole terrestrial biota" (Coope, 
1977a). Evidence for the extreme mobility of insect populations is found by com-
paring the modern distribution of a species with its fossil occurrence. For example, 
Tachinus caelatus has been found in glacial-age sediments in Great Britain, but to-
day it appears to be restricted to the mountains of Mongolia where an extreme con-
tinental climate prevails (Coope, 1994). Numerous other species from glacial 
deposits in the United Kingdom are today found only in tundra regions of Siberia. 
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Thus the insects have responded to cHmatic change by mass migration, effectively 
maintaining a more or less constant environment for themselves by shifting geo-
graphically as the global climate changes of the Quaternary ebbed and flowed 
around them. 

8.3.1 Paleoclimatic Reconstructions Based on Fossil Coleoptera 

A great deal of paleoclimatic work using insects has been carried out in Europe, es-
pecially in Great Britain, where the temperate assemblages of Coleoptera today 
were replaced in the past by an alternation of boreal or polar assemblages during 
glacial and stadial events, and by more southern or subtropical assemblages during 
interglacials and interstadials (Coope, 1975a, 1977b). A large number of sites have 
been studied, ranging in age from interglacial to postglacial (Flandrian). Figure 8.7 
illustrates the estimated average July temperature record of the last 120,000 yr, 
since the last (Ipswichian [= Sangamon = Eemian]) interglacial. July temperatures 
are assumed to be a major control on insect distribution as the northern limits of 
most thermophilous (warmth-loving) species more closely parallel July or summer 
season isotherms than isotherms of winter months (Morgan, 1973). Nevertheless, 
some estimate of winter temperatures can be made by considering the occurrence of 
species that are today characteristic of continental Eurasia. A species may be an arc-
tic stenotherm (having a northern distribution) but it may live in continental areas 
where July temperatures are relatively high and winter temperatures extremely low. 
Bearing such factors in mind, and considering modern climate in areas where the 
(fossil) species are found today, it is possible to assess the annual temperature range 
at intervals in the past (see Fig. 8.7; Coope, 1977b). 

Over the last 125,000 yr, there appear to have been three distinct periods when 
temperatures in central England were at least as warm, or warmer, than they are at 
present: the Ipswichian interglacial; the Upton Warren interstadial; and the Lake 
Windermere interstadial. The last interglacial was, by definition, the warmest of 
these episodes, with Coleopteran assemblages characteristic of southern Europe 
today, present in lowland England; July temperatures are estimated to have been 
-3 °C higher than today (Coope, 1974). Between 50,000 and 25,000 yr B.P. the cli-
mate of Great Britain appears to have fluctuated rapidly between temperate and 
cold continental conditions. This inference is based on the occurrence of climati-
cally contrasting Coleopteran assemblages that follow one another quite abruptly 
in stratigraphic sequences. The period has been termed the Upton Warren intersta-
dial complex, and includes one brief period (-43,000 yr B.P.) when temperatures 
seem to have been warmer (by 1-2 °C) than the present day (see Fig. 8.7). The dura-
tion of this interval is uncertain (indeed uncertain radiocarbon dates, close to the 
limit of the method, may account for the apparently rapid temperature fluctuations 
of this period) but it may have lasted for 1000-2000 yr, followed by a gradual fall 
in temperature. This cooling was accompanied by more continental conditions, as 
evidenced by a beetle assemblage typical of parts of Eurasia today; average Febru-
ary temperatures of-20 °C and July temperatures of only +10 °C seem probable. In 
spite of periods of relative warmth during the "interstadial complex," central Eng-
land was devoid of trees all the time and there is little palynological evidence for 
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F I G U R E 8.7 Reconstructed July paleotemperatures based on insect remains in areas of the southern and 
central British Isles since the last (Ipswichian) interglacial. Annual temperature ranges are also shown (Coope, 
1977b).The period before 50,000 yr B.P. (dashed line) is very uncertain and there may have been a more grad-
ual, monotonic decline in temperature from 120,000 yr B.P to 60,000 yr B.P 

any climatic amelioration (Coope, 1975b). Evidently the Coleoptera were suffi-
ciently mobile that they could rapidly move northward as the climate improved, 
whereas certain plants could not migrate northward fast enough to become estab-
lished in Great Britain before the climate once again deteriorated. A similar sit-
uation occurred at the end of the Devensian (Weichselian) cold phase when 
temperatures again rose abruptly, but for only a relatively short period (the Lake 
Windermere Interstadial; Coope and Pennington, 1977). At this time, an abrupt 
change from arctic to thermophilous beetle assemblages took place, with maximum 
warmth occurring around 12,500-12,000 yr B.P. Shortly thereafter (when from 
pollen data it is apparent that birch began to colonize the north of England), the in-
terstadial peak of warmth had passed and a significantly cooler episode was already 
beginning. The newly established birch forest declined and the thermophilous bee-
tle assemblage was replaced by a northern assemblage typical of tundra regions to-
day. By 9500 yr B.P. this sequence had been entirely reversed and thermophilous 
species again rapidly replaced the arctic stenotherms that had been abundant only 
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500 yr earlier (Osborne, 1974, 1980). Again, the more mobile insects were in ad-
vance of the vegetation and provide a more accurate assessment of paleoclimatic 
conditions than could be obtained simply from palynological data. 

It is perhaps appropriate to note that coleopteran and palynological data do not 
alw^ays appear to be out of phase; such situations are probably the exception rather 
than the rule. The Chelford interstadial (radiocarbon dated at -60,000 yr B.P.), for 
example, must have lasted long enough for trees to migrate northward into Great 
Britain following the cold, early Devensian period. Coleopteran assemblages are in 
complete accord with palynological evidence for a cool but quite continental cli-
mate at this time (see Fig. 8.7); conditions in central England were similar to those 
in southern Finland today (Simpson and West, 1958; Coope, 1959, 1977b). 

A more rigorous, quantitative approach to paleoclimatic reconstruction has 
been applied to coleopteran fauna from a set of ^"^C-dated sites in Great Britain, 
spanning the last 22,000 yr. The "Mutual Climatic Range" method is based on cli-
matic conditions found across the modern range of particular species, which defines 
their tolerance limits (Grichuk, 1969). The climate of locations where several fossil 
species once coexisted is defined by the overlapping range of climatic conditions 
that is compatible with their occurrence together in one place (Fig. 8.8). For beetles, 
this "mutual climatic range" is defined in terms of the mean temperature of the 
warmest and coldest months (Atkinson et al., 1986b, 1987). Figure 8.9 shows the 
temperatures reconstructed in this way for Great Britain (50-55° N) for the last 

- i — I — r — T — I — I — I — I — I — I — I — I — I — I — \ — I — I — I — I — I — \ — I — I — I 
5 n 17 23 29 35 41 47 53 

Annual range of monthly temperature Ĉ 

F I G U R E 8.8 Schematic diagram illustrating the mutual climatic range of two species, defined by the over-
lapping region of "climate space" (Atkinson et o/., 1987). 
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tervals over the last 22,000 yr, according to beetle remains in sediments from various sites across the British 
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lar ages).The inner horizontal lines give the range of decadal mean temperatures, in the warmest and coldest 
months, recorded in central England over the interval A.D. 1659-1980; the outer horizontal lines give the range 
of warmest and coldest individual years over the same interval (Atkinson et o/., 1987). 

22,000 yr, compared to the observed range of temperatures in central England from 
A.D. 1659-1980. Of particular note is the extremely low winter temperatures dur-
ing the last Glacial Maximum (22-18 ka B.P.) and also from -14.5 to 13 ka B.P., 
when the mean temperature of the coldest month was -16 °C and <-20 °C, respec-
tively. Such low temperatures must certainly have been associated with extensive sea 
ice in the Atlantic, west of Great Britain at those times, or the oceanic influence 
would have produced a much more moderate climatic regime. From 13.3-12.5 ka 
B.P., rapid warming took place (by +25 °C in winter and +7-8 °C in summer), indi-
cating northward migration of the sea-ice front at that time. For a short interval 
around 12,000 yr B.P., temperatures were similar to those of today, but in the ensu-
ing Younger Dryas cold event the region was plunged back into glacial-like condi-
tions, followed by abrupt warming to a more equable maritime climate by the early 
Holocene. One note of caution is required regarding the apparent abrupt changes: 
radiocarbon "plateau x" (see Section 3.2.1.5) make the definition of a precise 
chronology difficult at certain times (especially around 10,000 "̂̂ C yr B.P.). This 
may tend to exaggerate the rapidity of environmental changes at these times. 
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The longest insect-based paleotemperature reconstructions using the mutual cli-
matic range approach are those of Ponel (1995), who examined insects in cores 
from the Grande Pile (France). This record extends back to before the last inter-
glacial and provides insect-based paleotemperature estimates from -135 ka to -25 
ka B.P. (see Figs. 9.16 and 9.20). The analysis indicates that in the coldest part of 
the last glaciation, mean temperatures in the w^armest month v^ere -10 °C lower 
than in the Eemian optimum, and in the coldest month of the year they may have 
been >20 °C colder in glacial times than in the last interglacial. 

The mutual climatic range approach has not yet been widely employed beyond 
Europe, though applications to North American data have begun (Elias, 1996; Elias 
et aL, 1996a). A number of sites that have been studied in North America are sum-
marized in Ehas (1994). However, it has not yet been possible to reconstruct long-
term temperature variations in any detail, as Coope has done for Great Britain. This 
is due primarily to two factors: (a) The insect fauna of North America is signifi-
cantly larger than that of Europe and systematic relationships between the modern 
faunal elements are not as well known, (b) The distribution and ecology of modern 
insects are also not well known in North America and many areas remain entomo-
logically unexplored (Ashworth, 1980; Morgan and Morgan, 1981). Consequently, 
it is more difficult in North America to identify paleoenvironmental conditions pre-
cisely by fossil insect faunal assemblages. As more studies of both modern and fos-
sil assemblages are carried out, this situation should improve significantly. Similar 
database problems exist elsewhere, but important results are nevertheless possible 
in some areas. For example, studies of late glacial sites in Chile suggest that there 
was no Younger Dryas episode in that area, shedding new light on an on-going con-
troversy (Hoganson and Ashworth, 1992). 

8.3.2 Paleoclimatic Reconstruction Based on Aquatic Insects 

In studies of lake sediments, certain aquatic insects have proven useful in paleocli-
matic reconstruction. Midge flies (Order: Diptera; Family: Chironomidae) can be 
identified by the characteristic chitinous head capsules that are often preserved in 
sediments (Hofmann, 1986; Walker, 1987). Walker et al. (1991a) showed that as-
semblages of chironomids in a suite of lakes from Labrador are related to the surface 
water temperature of the lakes in summer. Although the relationship may involve 
other factors (Hann etal.^ 1992) down-core analysis of chironomid remains provides 
an estimate of former lake surface temperatures (Walker et a/., 1991b). Applying this 
relationship to chironomid remains in lake sediments from Maine, Cwynar and 
Levesque (1995) found strong evidence of a pronounced climatic reversal, which 
they correlated with the Younger Dryas episode (Fig. 8.10). Changes in chironomid 
assemblages indicate an abrupt drop in temperature of -10 °C at around 11,000 yr 
B.P., with temperatures then remaining low for 1-1.5 ka, followed by a similarly 
abrupt warming phase. This change has not been recognized in pollen data from the 
region (though there was an increase in Alnus and Picea at that time) so in this case 
the chironomid record appears to be a more sensitive climatic indicator and adds 
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= FIGURE 8. I 0  Chironomid percentage diagram for the late Pleistocenelearly Holocene section of  a sediment core from Trout Pond, 
Maine. Radiocarbon dates are indicated on the left.The down-core changes in chironomid taxa have been calibrated in terms of summer lake 
surface temperature, providing the paleotemperature estimates in the second column.The pronounced drop in temperature from -I I to  9.8 
kyr B.P i s  correlative with the Younger Dryas episode, widely seen in European sediments (Cwynar and Levesque. 1995). 
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new insight into conditions prevailing in the region at the late Pleistocene/Holocene 
transition. Brooks et al. (1997) also found that the chironomid record from south-
eastern Scotland provided considerably more insight into rapidly changing late 
glacial conditions than could be obtained from pollen data alone. 

In certain situations, chironomid remains may be indicative of salinity condi-
tions in a lake, so that some insight into the precipitation-evaporation balance (P-E) 
over time may be possible, provided an appropriate set of lakes is selected. Studies 
of lakes w îth a wide range of salinity in a small area of British Columbia demon-
strate a strong statistical relationship between water salinity and chironomid 
assemblages (Walker et aL, 1995). Hence, in areas where pronounced changes in 
salinity are likely to have occurred, chironomids may be useful paleo-ecological in-
dicators. However, in most situations they will be of secondary importance to di-
atoms, which are more diagnostic of salinity conditions (Fritz et aL, 1991). 

Apart from chironomids, the use of aquatic insects in paleo-environmental re-
construction has been somewhat exploratory. Williams and Eyles (1995) suggested 
that the occurrence of different caddisflies (Trichoptera) in deposits of the last inter-
glacial and early Wisconsin age from near Toronto, Canada indicate a change in 
temperature of 4-5 °C from 80 to 55 ka B.P. This estimate is based on modern cli-
matic conditions in the present day distribution of the different species identified. 
Such studies provide complementary information to support more comprehensive 
paleo-environmental reconstructions (N. E. WiUiams et aL, 1981). 



POLLEN ANALYSIS 

9.1 INTRODUCTION 

Every year millions of tons of organic material are dispersed into the atmosphere by 
flowering plants and cryptogams (plants without true flowers or seeds) in an effort 
to reproduce. The higher plants (angiosperms and gymnosperms) produce pollen 
grains containing the male genetic material; sexual reproductive success is assured 
only if this material reaches a female receptacle of the same plant species. The lower 
plants or cryptogams produce spores containing the necessary genetic material for 
the growth of an independent generation of plants. Pollen grains and spores are the 
basis of an important aspect of paleoclimatic reconstruction — pollen analysis, or 
palynology, the study of pollen and spores.^^ Where pollen has been preserved over 
time, in lakes, bogs, estuaries etc., it provides a record of past vegetation changes 
that may be due to changes of climate. Pollen analysis is one of the most important 
branches of Quaternary paleoclimatology, providing information from the conti-
nents to complement that derived from marine sediments and ice cores.^^ Pollen 

•^^ As pollen grains have been studied far more than spores for reconstructing past climates (i.e., the 
emphasis has been on higher plants; see Table 9.1), the following sections will focus on pollen grains. 
However, from a methodological viewpoint, most of the problems of studying pollen grains apply 
equally to the study of spores. 

^̂  In some cases, pollen extracted from marine sediments has enabled direct correlations to be made 
between terrestrial and marine records, providing a check on the terrestrial chronologies ( Hooghiemstra 
et al., 1992, 1993). Pollen has also aided in the chronological interpretation of tropical ice cores (Liu 
etaL, 1998). 

357 
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records from some sites span the entire Quaternary; more commonly they span the 
Holocene and/or late glacial period. Because pollen records from lakes and bogs are 
more or less ubiquitous, they can provide an important link between the higher res-
olution tree-ring records of the late Holocene and other longer but lower resolution 
records from the land and oceans (see Table 1.1). 

An important consideration in pollen analysis is the concept of scale (Webb, 
1991; Bradshaw, 1994). Vegetation changes occur on a variety of scales (both tem-
poral and spatial). Not all such changes are necessarily due to a change in climate; 
fire, insect infestation, plant successional changes, and interference by man, as well 
as changes in factors leading to the accumulation and preservation of the fossil ma-
terial itself often make interpretation of the pollen record complex. However, by se-
lecting the appropriate spatial and temporal scale for analysis, pollen studies can 
isolate the important climatic signal from the nonclimatic noise (Fig. 9.1). It is here 
that the most important advances in Quaternary palynology have been made over 
the last 20 yr. This chapter focuses on some of the methods used to achieve this goal 
of quantitative paleoclimatic reconstruction from pollen, preserved mainly in lakes 
and bogs. Studies that pertain to the reconstruction of past vegetation composition 
or plant succession sensu stricto are not dealt with in any detail (Huntley and Webb, 
1988; Jackson, 1994). Chapter 9 concludes with some examples of palynological 
studies from different regions that have shed light on important paleoclimatic prob-
lems. The emphasis in this final section is on long records, which provide informa-
tion about past climatic changes on the continents at mid and low latitudes, for 
comparison with long ice-core and marine sedimentary records. 

9.2 THE BASIS OF POLLEN ANALYSIS 

Paleoclimatic reconstruction by pollen analysis is possible thanks to four basic at-
tributes of pollen grains: (1) they possess morphological characteristics that are spe-
cific to a particular genus or species of plant; (2) they are produced in vast 
quantities by wind-pollinated plants, and are distributed widely from their sources; 
(3) they are extremely resistant to decay in certain sedimentary environments; and 
(4) they reflect the natural vegetation at the time of pollen deposition, which (if 
viewed at the right scale) can yield information about past climatic conditions. 

9.2.1 Pollen Grain Characteristics 

Pollen grains range in size from 10-150 jxm and are protected by a chemically resis-
tant outer layer, the exine. Because pollen grains of many plant families are dif-
ferent morphologically, they can be recognized by their distinct shape, size, 
sculpturing, and number of apertures (Fig. 9.2). In some cases, identification to 
species level may be possible (Faegri and Iversen, 1975; Moore and Webb, 1978). 
The exine is made of sporopoUenin, a complex polymer resistant to all but the most 
extreme oxidizing or reducing agents. Thus, the organic or inorganic matrix in 
which the pollen grains are trapped can be removed by chemical means without de-
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F I G U R E 9.1 Scale is important in defining the information that can be obtained from pollen analysis. Infor-
mation about climate is obtained at the larger temporal and spatial scales, mainly from lakes and peatlands. At 
smaller spatial and temporal scales, nonclimatic effects dominate the pollen signal (Bradshaw, 1994). 

stroying the pollen itself. There is some evidence, however, that in certain sedimen-
tary environments not all pollen grains will be equally well preserved (Gushing, 
1967). For example, pollen grains are more subject to corrosion in moss peat than 
in silt deposits and this may be due to the activities of phycomycetes, bacteria, and 
other micro-organisms. Furthermore, the pollen of some species (e.g., Populus) may 
begin to disintegrate even before reaching a deposition site (Davis, 1973). 

9.2.2 Pollen Productivity and Dispersal: the Pollen Rain 

All plants that participate in sexual reproduction produce pollen grains, dispersing 
them by various mechanisms in an endeavor to reach and fertilize the female repro-
ductive organs of other plants. The amount of pollen produced is generally inversely 
proportional to the probability of success in fertilization; thus plants using insects or 
animals as a dispersal agent (entomophilous or zoophilous species) produce orders of 
magnitude less pollen than those dispersing pollen by wind (anemophilous species). 
By the same token, plants that are self-fertilizing (autogamous or cleistogamous 
species) produce only minute quantities of pollen compared to anemophilous species. 
Because of these factors, even though the vast majority of flowering plants are insect-
pollinated, the accumulation of pollen grains at any given site will usually be domi-
nated by pollen of anemophilous species. A single oak tree may produce and disperse 
by wind more than 10^ pollen grains per yr, and hence the pollen from an entire for-
est (the pollen rain) assumes astronomical proportions. Pollen accumulation in a 
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F I G U R E 9.2 Some of the principal pollen types in British Holocene deposits, drawn to the same scale. 
Common names of plants are given in Table 9.1 (Godwin, 1956). 
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TABLE 9.1 Some Important Plant Taxa In North American and European 
Quaternary Palynology (see Fig. 9.1). 

Genus Family Common name 

Abies 

Acer 

Alnus 

Ambrosia 

Artemisia 

Betula 

Carpinus'^ 

Carya 

Corylus 

Ephedra 

Eucalyptus^ 

Fagus 

Fraxinus 

Juglans 

Juniperus 

Larix 

Liquidambar 

Lycopodium^ 

Nyssa 

Ostrya'' 

Picea 

Pinus 

Populus 

Pseudotsuga 

Quercus 

Salix 

Taxodium 

Taxus 

Tilia 

Tsuga 

Ulmus 

Chenopodiaceae 

Cyperaceae 

Gramineae 

Fir 

Maple 

Alder 

Ragweed 

Wormwood/Sage 

Birch 

Ironwood 

Hickory 

Goosefoot 

Hazel 

Sedges 

Horsetail 

Eucalyptus 

Beech 

Ash 

Grasses 

Walnut 

Juniper 

Larch 

Sweet gum 

Clubmoss 

Tupelo 

Hornbeam 

Spruce 

Pine 

Poplar 

Douglas fir 

Oak 

Willow 

Bald cypress 

Yew 

Basswood/lime 

Hemlock 

Elm 

'^ Ostrya and Carpinus pollen are indistinguishable and are generally considered together. 

^Exotic pollen added to samples for pollen influx calculations (see Section 9.2.4). 
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northern hardwood forest may reach 80 kg ha"̂  a'̂  (Faegri and Iversen, 1975). Pollen 
production by entomophilous species is generally several orders of magnitude lower 
and autogamous species produce even less. In some cases, an entomophilous species, 
such as Tilia, may produce fairly large amounts of pollen but the relatively efficient 
dispersal mechanism (via insects) means that pollen grains are rarely found in large 
numbers, even in forests where Tilia is abundant (Janssen, 1966). 

9.2.3 Sources of Fossil Pollen 

As pollen is an aeolian sediment, pollen falling on sites where organic or inorganic 
sediments are accumulating will become part of the stratigraphic record (Traverse, 
1994). Pollen has thus been recovered from peat, lake sediments, alluvial deposits, 
estuarine and marine sediments, and glacial ice. Pollen has also been recovered from 
archaeological sites (Dimbleby, 1985), rat middens (King and Van Devender, 1977), 
and coprolites (fossilized fecal matter of animals; Martin et al.^ 1961). In Quaternary 
palynology, the principal sources of paleoclimatic information are peat from bogs 
and marshes, and sediments from relatively shallow lakes (Jacobson and Bradshaw, 
1981). In many lakes, sedimentation rates are often quite high, providing an oppor-
tunity to recover samples with a high temporal resolution, generally an order of mag-
nitude greater than in marine sediments. Terrestrial pollen studies can thus provide a 
temporal perspective on climatic changes rarely possible in a marine setting. 

The vast majority of pollen grains dispersed by wind are not carried more than 
0.5 km beyond their source. Dispersal by wind is a function of grain size, the larger 
and heavier grains falling to the ground sooner than the smaller, lighter grains 
(Dyakowska, 1936). Pollen grains of beech {Fagus) and larch (Larix) for example, 
are relatively heavy and settle out close to their source. Consequently, the occur-
rence of fossil beech or larch grains in a deposit would indicate the former growth 
of a species in the immediate vicinity of the site. Field measurements of pollen dis-
persal from artificial sources and from isolated stands of vegetation indicate that 
pollen produced by an individual plant is not identifiable above background levels 
(the regional pollen rain) beyond a few hundred meters. This is also indicated by 
theoretical dispersal models (Tauber, 1965). Many investigators thus favor the 
analysis of sediments from fairly large lakes (>1 km^) because they act as catchment 
basins for the regional pollen rain and are not unduly influenced by vegetation in 
the immediate vicinity of the sampling site (Prentice, 1985). 

Much work has been conducted on the problems of pollen transport and sedi-
mentation in lake basins (Pennington, 1973; Holmes, 1994). Just as in the atmo-
sphere, differential settling of pollen grains occurs in water also, with the result that 
the original ratios in which pollen enters the lake from the air may be distorted, 
with the lighter pollen grains preferentially deposited in the littoral zone. Pollen is 
also concentrated in lake basins by inflowing streams, especially during periods of 
heavy runoff. Furthermore, resuspension and redeposition of pollen grains during 
periods of turbulent mixing, particularly in shallow water, also occur, thereby 
smoothing out yearly variations in pollen and sediment inputs to the lake. Further 
smoothing may result from the activities of burrowing worms and other mud-dwellers 
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(Davis, 1974). Thus, very high resolution studies (annual to decadal) are not practica-
ble except perhaps in annually laminated (varved) sediments (Swain, 1978). In any 
case, this temporal scale is not appropriate for climatic reconstruction from pollen, as 
the climatic signal (recorded through changes in vegetation) will not be strong at this 
scale. Other nonclimatic factors would likely overwhelm any climatic signal. As the 
sampling timescale increases, the climatic signal begins to predominate over noncli-
matic noise (Bradshaw, 1994). By careful interpretation of the record at the appro-
priate temporal scale and aggregation of data at the regional scale, the fundamental 
climatic signal can be distilled from the array of other factors affecting the accumu-
lation of pollen in lakes. 

9.2.4 Preparation of the Samples 

In order to isolate pollen grains and spores from the matrix of organic or inorganic 
sediment, rigorous chemical treatment by hydrochloric, sulfuric, and hydrofluoric 
acid is generally required, as well as acetolysis by a mixture of acetic anhydride and 
sulfuric acid (for details, see Moore and Webb, 1978; or Faegri et al., 1989). Re-
moval of the matrix enables the remaining pollen grains and spores to be seen 
clearly when stained and mounted on slides for microscopic analysis. Generally, the 
original core is sampled at intervals of a few centimeters (depending on the sedi-
mentation rate) and slides are prepared of pollen and spores at each level. These are 
then examined and the number of different grains in each sample are noted. Al-
though the total number of grains counted at each level would depend on the pur-
pose of the study and the source of material being studied (Moore and Webb, 
1978), at least 200 grains are usually counted. 

For pollen flux density calculations (see Section 9.4), the number of pollen 
grains counted on each slide must be related to the total pollen content of the sam-
ple from the level being considered. The most widely used method is to add a 
known quantity of exotic pollen or spores (e.g., Eucalyptus or Lycopodium) to the 
sample initially and then to count the number of these grains that occur on the final 
shde preparation. The ratio of exotic pollen counted to the number of exotic pollen 
added originally can be used to estimate the total pollen content of the original sam-
ple (Stockmarr, 1971; Bonny, 1972). 

9.2.5 Pollen Rain as a Representation of Vegetation Composition and Climate 

Differences in pollen productivity and dispersal rates pose a significant problem for 
the reconstruction of vegetation composition because the relative abundance of 
pollen grains in a deposit cannot be directly interpreted in terms of species abun-
dance in the area. It is necessary to know the relationship between plant frequency 
in an area and the total pollen rain from that plant species in order to use pollen 
data to calculate the actual composition of the surrounding vegetation. For exam-
ple, a vegetation community composed of 10% pine, 35% maple, and 65% beech 
may be represented in a deposit by approximately equal amounts of pine, maple, 
and beech pollen, because of the differences in their pollen productivity and disper-
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sal rates. However, for paleoclimatic reconstruction, these matters are of less signif-
icance. What the paleoclimatologist needs to know is whether there are patterns in 
the pollen data that can be cahbrated in terms of climate. Again, the question comes 
down to the appropriate scale of analysis. At the smallest spatial scale, and the 
shortest temporal scale, the signal represented by pollen will be dominated on the 
one hand by short-term (synoptic scale) factors affecting dispersal of pollen, and on 
the other by local factors affecting plant growth. Stepping back from this complex-
ity reveals the desired climate information. 

Palynologists adopt the uniformitarian principle: the present is the key to the 
past. By using spatial relationships in modern pollen distribution and their rela-
tionship to modern climate as a guide to interpreting pollen patterns recorded in 
the past, paleoclimatic reconstructions can be made. Modern vegetation commu-
nities can be considered as analogs of former vegetation cover; if pollen assem-
blages in the modern pollen rain resemble fossil pollen assemblages, the former 
vegetation and its associated climate is assumed to be similar to that in the analog 
region today. If similar pollen assemblages cannot be found today, presumably 
no modern analog for the former vegetation cover and climate exists (Ritchie, 
1976). The main problem with this approach is the difficulty of sampling the vast 
array of possible vegetation assemblages in the modern landscape in order to 
find a good analog, and the fact that much "natural vegetation" in both the Old 
and New Worlds has been destroyed or greatly modified. Nevertheless, even in 
such modified environments, on the regional scale (-10^ km) modern pollen still 
contains a climatic signal that allows differentiation of regional-scale climatic 
conditions. 

Pollen rain in mountainous regions poses particular problems of interpreta-
tion, because vegetation communities may be confined to narrow climatic zones 
along mountainsides (Maher, 1963). In parts of South America, for example, veg-
etation may grade all the way from equatorial rainforest below 500 m to tundra-
like paramo (or the drier puna) above 3500 m, over a horizontal distance of less 
than 100 km. Nevertheless, modern pollen rain studies demonstrate that good dis-
crimination is possible between different vegetation zones, even where complex 
spatial interfingering of different vegetation communities occurs (Salgado-
Labouriau, 1979; Gaudreau et aL, 1989; Lynch, 1996). Pollen from lower vegeta-
tion zones is commonly carried upwards to higher elevations by daytime upslope 
winds. However, with increasing elevation, gradient winds predominate, so that 
there may be an upper limit to upslope pollen transport (Markgraf, 1980). Pollen 
from high elevations is not dispersed very far beyond the high-altitude vegetation 
zone (Hamilton and Perrott, 1980). Characteristic pollen rain assemblages corre-
sponding to different elevations can thus be identified and used to reconstruct 
altitudinal changes in vegetation through time (Salgado-Labouriau et aL, 1978). 
Such changes may be converted to paleoclimatic estimates if modern climatic 
controls on the altitudinal limits of different taxa are known, although consid-
eration must be given to constraints imposed on vegetation by changing CO2 
levels during glacial periods (Jolly and Haxeltine, 1997). At those times, vegeta-
tion may have changed more in response to CO2 levels than to a simple drop in 
temperature. 
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9.2.6 Maps of Modern Pollen Data 

Extensive studies of modern pollen rain and modern vegetation have been made for 
North America by Davis and Webb (1975), Webb and McAndrews (1976), Webb et 
al.^ (1978), and Delcourt et al., (1984), and for Europe by Huntley and Birks 
(1983). In these studies, the amount of modern pollen of a particular genus was ex-
pressed as a percentage of the total pollen accumulation at each site; isopolls (lines 
of equal percentage pollen representation) were then mapped for each major genus 
and superimposed on maps of the regional vegetation (Fig. 9.3). Often, the zero 
isopoU corresponds well with the range limit of the taxa (though this varies by 
genus) and isopoU maxima coincide with the zone of maximum frequency of the 
taxa in the vegetation. However, the exact isopoll corresponding to the limits of a 
particular taxa needs to be determined by detailed regional studies as it may vary 
from one area to another. For example, the limit of Picea in the boreal forest of 
Northeastern North America corresponds to the 20% isopoll because spruce pollen 
is carried far north of the forest limit by frequent southwesterly winds. In northern 
Alaska the limit of Picea corresponds to the 10% isopoll; there the Brooks Range 
creates a strong topographic barrier to spruce growth farther north, and prevailing 
westerly winds reduce the spread of pollen northward. Spruce distribution in both 
areas is related to similar climatic controls, but the same isopolls do not provide 
that information (Anderson et aL, 1991). 

One of the most convincing demonstrations of the correspondence between 
modern vegetation and modern pollen is that of Webb (1974), who compared 
pollen content in the upper 2 cm of 64 lake sediment cores from throughout lower 
Michigan with detailed forest inventory records. Maps showing the percentage dis-
tribution of individual tree genera were compared with corresponding isopoll maps 
(Fig. 9.4). Clearly, the spatial distribution of pollen of each genus closely resembles 
the percentage cover of that genus in the state (Prentice, 1978; Solomon and Webb, 
1985). Furthermore, the forest composition (i.e., the covariation of individual gen-
era) when summarized by principal components is also revealed by principal com-
ponent analysis of the pollen rain data (Fig. 9,5). In this analysis the first principal 
component reflects the dominant climatic control on vegetation (and hence pollen) 
and the second principal component reflects regional variations in soil type. 

These studies clearly indicate that in spite of the problems involved in pollen 
dispersal, preservation, and accumulation (Sections 9.2.2 and 9.2.3), the broad geo-
graphical patterns of vegetation are closely mirrored by the composition and 
amount of the pollen rain. Thus, at this scale of analysis, fossil pollen has much to 
offer for reconstructing paleoclimatic conditions. 

9.3 HOW RAPIDLY DOES VEGETATION RESPOND TO CHANGES IN CLIMATE? 

An important question that arises in studies of high resolution (e.g., varved) sedi-
ments is: What is the lag response of vegetation to climate change? Can the pollen 
record provide information on short period, large amplitude changes in climate, or 
to put the question more generally: What are the frequency response characteristics 



366 9 POLLEN ANALYSIS 

TUNORA 

[ 5 3 BOREAL FOREST ' I 

r rn MIXED FOREST I 

cia?o^M" 
IM PRAIRIE 

MOUNTA 
TATION . . 
OE§£RI_ 

F I G U R E 9.3 Generalized vegetation map of eastern North America and isopoll maps of selected taxa and 
groups of taxa at 500 yr B.R Contours shown are 5 and 10% for forbs, 1,5, and 10% for Cyperaceae, Fagus, and 
Tsuga, 1,5, and 20% for Picea and Quercus, 1,10, and 20% for Betula, 20 and 40% for Pinus, and 1, 3, and 6% for 
Carya. Forb pollen is the sum oi Ambrosia, Artemisia and other Compositae,Chenopodiaceae,and Amaranthaceae 
pollen (Webb, 1988). 

of the pollen record? Davis and Botkin (1985) attempted to answer this question by 
the use of a forest growth model to simulate changes in forest composition (basal 
areas of particular tree species) after steplike changes in temperature. They com-
pared large amplitude, short duration events with smaller amplitude, longer-term 
changes and concluded that the forest response to climatic cooling lagged 100-150 
yr behind, due to "community inertia." There is a natural delay in colonization by 
new species, due mainly to the shading effects of mature canopy trees. Conse-
quently, they anticipate that changes in forest composition in response to the warm-
ing from -1850-1990 will continue for at least another century (Overpeck et al., 
1990). They also found that there were similar vegetation responses to large, short 
events as there were to longer, smaller amplitude changes (Fig. 9.6), The smallest 
change necessary for a detectable forest response was a ~50-yr change in mean an-
nual temperature of 2 °C, or a 1 °C change sustained over -200 yr. In short, these 
model experiments suggest that one should not expect the pollen record of (mid-
latitude forest) vegetation to resolve the influence of climatic changes "more closely 
than within a century or two"; rather it provides a "running mean of climatic vari-
ation" (Davis and Botkin, 1985). 
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F I G U R E 9.4 Maps of the percentages of (a) hickory, (b) oak, (c) elm, and (d) ash in the vegetation of 
Michigan (V) compared to the percentages of pollen (P) from the same trees in the modern pollen rain (based 
on arboreal pollen sum). Modern pollen data based on analysis of uppermost lake sediments (Webb, 1974). 

The question of vegetation response to climatic change also involves the notion 
of ecosystems: Have they always been the same as we see them in the landscape to-
day? Webb (1988), Huntley and Webb (1989), and Huntley (1990a) provide per-
suasive arguments that modern vegetation should not be viewed as fixed units with 
a constant composition, which moved regimentally across a region in response to 
changes in climate. Rather, individual taxa respond differently, leading to a constant 
change in vegetation composition, at times producing vegetation formations with 
no modern analogs (e.g., in Late Glacial time in much of western Europe; Huntley, 
1990b). This is due partly to the individualistic responses of taxa to climatic 
changes and their different abilities to migrate, but also due to the fact that in many 
areas late Pleistocene and early Holocene climates were quite unlike anything seen 
today (COHMAP members, 1988). According to Webb (1988) "ecosystems and 
plant assemblages are to the biosphere what clouds, fronts and storms are to the at-
mosphere . . . features that come and go . . . [with] . . . internal dynamics . . . [but] 
. . . not of sufficient strength to overcome major changes from the outside." This 
has important implications for anticipating future changes in ecosystems that may 
accompany global warming. New communities may well be unlike those of today, 
or those in the past (Overpeck et al.^ 1990; Davis, 1991). 

With such a view of vegetation change, we inevitably turn to the controversial 
issue of whether vegetation can ever be considered "in equilibrium" with climate. 
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F I G U R E 9.5 Map of the first two principal components (PC) of vegetation percentages (V) and pollen 
type percentages (P) in Michigan.The principal components of vegetation reflect major vegetation formations in 
the state. PCI has a distribution reflecting the change from deciduous forest in the south to mixed coniferous-
hardwood forest in the north. It accounts for 25% of variance in the original data set. PC2 depicts primary 
divisions within the two major vegetation formations, differentiating the northern hardwoods from the pine-
birch-aspen forests in the north and the beech-maple and elm-ash-cottonwood forests from the oak-hickory 
forests in the south. It accounts for a further 35% of variance in the original data set.The first two principal 
components of pollen mirror the principal components of vegetation, indicating that the spatial pollen data 
may be used as a reliable indicator of vegetation distribution. Lakes shown by dots (Webb, 1974). 

This seems to be very much a question of one's definition of equihbrium, and the 
scale at which one examines the question. Webb (1986, 1987, 1988) argues that veg-
etation is in dynamic equilibrium v^ith chmate; on the timescale of 10^-10^ yr, ch-
mate has changed continuously, and vegetation (view^ed on subcontinental scales, at 
-10^ yr intervals) has kept pace with these changes. Changing the temporal and spa-
tial focus to shorter intervals and smaller areas would no doubt reveal "disequilib-
ria" related to migrational, successional, or edaphic influences (Prentice, 1986; Davis 
et al.^ 1986). However, this issue is further complicated by differences related to par-
ticular types of vegetation or environment (e.g., in a forest environment, if a species 
can tolerate shade by canopy trees, or if the landscape being invaded is open). In par-
ticular, the extent of disturbance in an ecosystem can have an important effect on the 
ability of a species to occupy new environments even under the pressure of a change 
in climate (Davis, 1991). Furthermore, in some environments such as desert and 
semiarid regions, where vegetation has adapted to a high variability of rainfall, a sus-
tained change in precipitation may generate an almost immediate response in vegeta-
tion cover^^ (Ritchie, 1986). Notwithstanding these specific problems, the evidence 
is that in midlatitudes, at least, a synoptic view of vegetation at -2000-3000 yr inter-
vals reveals changes, which are consistent with the changes that occurred in climate, 
as we currently understand them (Webb et al.^ 1987). 

^^ This has impHcations for vegetation-induced changes in trace gas concentrations (CH^, CO2) in 

relation to climatic forcings, as a rapid response in vegetation over large areas (such as the tropical desert 

margins) could have more or less immediate feedback effects on the climate system (Petit-Maire et al., 

1991). 
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F I G U R E 9.6 Upper diagram: Basal area for dominant species of tree plotted against time in a 1200-yr 
simulation of forest growth on good soils with a reduction of 600 growing degree days at year 400 for a lOO-yr 
interval, then a return to previous conditions, as shown at top of graph. Lower diagram: Basal area for domi-
nant species of tree with a reduction of ~300 growing degree days at year 400 for 200 yr, then a return to pre-
vious conditions.The (model) vegetation response to a large, short event is similar to a longer, smaller amplitude 
change (Davis and Botkin, 1985). 

As a test of the hypothesis that vegetation is in dynamic equihbrium with cU-
mate, Bartlein et aL (1986) and Webb et al (1987) used equations that relate mod-
ern pollen rain to contemporary climate (see Section 9.6) and applied them to 
climatic conditions in the past (derived from a general circulation model) to predict 
what the pollen rain should have been if vegetation was in equilibrium with climate. 
This approach assumes (a) the equations adequately characterize the pollen-climate 
relationship; and (b) the models accurately reconstruct past climate. The results 
show fairly good correspondence between the simulated and observed pollen rain, 
demonstrating that vegetational lags are not significant on the space and timescales 
being considered. In another approach, Prentice et aL (1991) used "response 
surfaces" (see Section 9.6) to predict climate (from 18 ka to 3 ka B.P.) directly from 
the fossil pollen data. The results were compared with (independently derived) 
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model-simulated climate, and good agreement was found. As there were no major 
anomalies between the pollen-derived climate and that derived from the model, they 
concluded that "continental scale vegetation patterns have responded to continuous 
climatic changes during the past 18 ka, with lags no greater than -1500 yr" (Pren-
tice et al.^ 1991). In fact, pollen can clearly register changes over much shorter in-
tervals. For example, many sites show a pronounced change in the pollen spectra 
during the Younger Dryas interval, which seems to have lasted <1000 years. It 
seems safe to conclude that in some locations pollen may be a sensitive indicator of 
abrupt, short-lived climatic changes (lasting perhaps a few hundred years). Else-
where, the site may be poorly located or the sedimentation rate may be too low to 
reveal such transient changes in climate. 

9.4 POLLEN ANALYSIS OF A SITE: THE POLLEN DIAGRAM 

Pollen data from a stratigraphic sequence are generally presented in the form of a 
pollen diagram composed of "pollen spectra" from each level sampled (Fig. 9.7). A 
pollen spectrum consists of the number of different pollen grains at a particular level 
expressed as a percentage of the total pollen count (the pollen sum). Actually, the 
pollen sum is not always made up of all pollen types counted. For paleoclimatic pur-
poses, the objective of the analysis is to depict climatically significant regional vege-
tation change, so both arboreal and nonarboreal (shrub and herb) species are 
included in the pollen sum. Species that commonly grow in wet (lowland) environ-
ments around the sample site are usually excluded, though difficulties arise when a 
particular genus has different species (not easily distinguished by their pollen) that 
grow in both wet lowland and drier upland environments (e.g., Ficea mariana^ black 
spruce, and Vicea glauca, white spruce, respectively; Wright and Patten, 1963). 

In the pollen diagram, changes in the percentage of one species are assumed to 
reflect similar changes in the vegetation composition (due consideration being given 
to the factors of over- and under-representation already discussed here). The prob-
lem with this is that apparent changes in one species may occur in the percentage 
data as a result of changing receipts of pollen from other species because the total 
must always equal 100% (what Prentice and Webb [1986], call the "Fagerlind 
effect"). The following example from Faegri and Iversen (1975, p. 160) succinctly 
summarizes the difficulty: 

If we visualize a forest consisting of equal parts of oak and pine, and we use the pollen pro-
duction figures quoted, we find that the corresponding spectrum will contain 15 percent oak, 
85 percent pine. If beech is substituted for pine (apart from the botanical improbability of that 
succession) the same quantity of oak will give 60 percent of the pollen as against 40 percent 
beech. If the beech is then replaced by a tree, e.g. Acer spp. or Populus balsamifera, which is 
scarcely, or not at all, registered in the spectra, we shall find almost 100 percent oak pollen, 
although the quantity of oak has not changed at all. It is necessary to take into account not 
only the curve under discussion, but the others as well. 

To circumvent such problems, palynologists may calculate pollen flux density 
(sometimes, incorrectly, called absolute pollen influx values), which is the number 
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F I G U R E 9.7 Pollen diagram from Carp Lake, Oregon, spanning the last 125,000 yr, showing I I distinct 
zones, which were derived objectively from the spectrum of pollen represented. Three types of pine are 
recorded in the first column: P. contorta or P. ponderosa (white); R monticola or P. albicauHs (black) and indetermi-
nate (shaded) (Whitlock and Bartlein, 1997). 

of grains accumulating on a unit of the sediment surface per unit time (Fig. 9.8). 
However, to do this the sediment accumulation rates must be known. Generally 
samples are "̂̂ C dated at close intervals to establish a mean sedimentation rate. In 
North America, the rise of Ambrosia (ragweed) pollen at the time of colonial settle-
ment (when forests were being cleared and herbaceous plants were increasing 
rapidly in numbers) is clearly seen in lake sediments; because the dates of settlement 
are known, sedimentation rates since then are readily calculated (Bassett and Teras-
mae, 1962; McAndrews, 1966; Davis et al.^ 1973). Clearly the latter method is use-
ful only for obtaining modern pollen flux statistics whereas "̂̂ C dating enables 
influx to be calculated over earlier periods. 

Pollen flux values can often clarify a stratigraphic record but they also have 
some important disadvantages. Sediment focusing in lakes may result in unrealisti-
cally high values of total pollen flux, leading to erroneous conclusions. Most impor-
tantly, flux calculations require that sediments be closely and accurately dated so 
that reliable sedimentation rates can be obtained. Relatively few records are suffi-
ciently well-dated, and for large regional climate reconstructions, in which dozens 
if not hundreds of sites are used, percentage pollen values are always employed. 
There is strong evidence that in spite of their inherent limitations, such data provide 
reliable, reproducible, and verifiable paleoclimate reconstructions (T. Webb et aL, 
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F I G U R E 9.8 Examples of pollen influx (pollen flux density) calculations from measurements of pollen con-
centration and the rate of accumulation of the sediment matrix (Davis, 1963). 

1993b; R. S. Webb et aL, 1993). Consequently, pollen flux density studies have 
taken a back seat to pollen percentages in most modern paleoclimatic studies. 

9.4.1 Zonation of the Pollen Diagram 

Pollen diagrams contain a large amount of information on the covariance of differ-
ent pollen types through time. In order to facilitate comparison between different 
sites, the stratigraphic record in pollen diagrams is commonly subdivided into 
pollen zones; these are biostratigraphic units defined on the basis of the characteris-
tic fossil pollen assemblage (see Fig. 9.7), Generally pollen zones contain a homoge-
neous assemblage of pollen and spores, but some investigators may recognize a zone 
that is characterized by abrupt changes. Needless to say, the definition of what con-
stitutes a zone is a rather subjective decision and may not be agreed upon by differ-
ent scientists (Tzedakis, 1994). Human nature also compels us to look for 
correlations with zonations previously "identified," thereby reinforcing systems 
which may not justify such blind faith! To avoid these problems, a number of more 
objective, computer-based methods have been suggested (Birks and Gordon, 1985). 
These are capable of identifying both major and minor zone boundaries (i.e., of 
defining zones and subzones) and permit objective comparisons to be made between 
sites. Objective computer-based zonation can also be apphed to other variables in a 
sedimentary sequence (e.g., macrofossils, diatoms, sediment characteristics) to shed 
further light on the major climate-related features of the stratigraphic record (Birks, 
1978; Birks and Birks, 1980). If similar local pollen assemblage zones can be identi-
fied over a large geographical area, it may be possible to define regional pollen as-
semblage zones, reflecting regional vegetation changes of broad paleoclimatic 
significance (Gordon and Birks, 1974; Birks and Berglund, 1979). The process of 
identifying such large-scale changes is effectively that of applying a lowpass filter to 
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the spatial pattern of temporal change (T. Webb, personal communication). Only 
the major patterns of regional significance survive such scrutiny. 

9.5 MAPPING VEGETATION CHANGE: ISOPOLLS AND ISOCHRONES 

Studies of modern pollen rain and the distribution of different taxa in the landscape 
today (see Section 9.2.3) indicate that there is a fairly good spatial correspondence 
betw^een them. Maps of modern pollen data can reproduce broad-scale patterns of 
individual taxa over large areas (Davis and Webb, 1975; Webb and McAndrews, 
1976; Delcourt et aL, 1984; Huntley and Birks, 1983). Studies such as these paved 
the vŝ ay for synoptic mapping of vegetation distribution at discrete periods in the 
past. This approach was first suggested by Szafer (1935), who defined the term 
isopoU as lines of equal percentage representation of a particular pollen type in the 
pollen sum. Using isopoUs, Szafer constructed maps showing the distribution of 
beech and spruce across East Germany and Poland at five intervals from late-glacial 
to late Holocene time. However, Szafer's time framework was speculative because, 
at that time, there was no means of accurately dating organic material. It was only 
with the extensive use of "̂̂ C dating that identical stratigraphic horizons could be 
identified (by interpolation between dates) at sites over large geographical areas, 
thus facilitating the preparation of time-sequential maps, such as those compiled by 
Huntley and Birks (1983), Delcourt et al. (1984), and Jacobsen et al. (1987). As an 
example. Fig. 9.9 shows isopoUs of spruce (Picea), pine (Pinus), and oak (Quercus) 
over eastern North America at intervals from 18 ka B.P. to the present (T. Webb et 
al.^ 1993b). These maps indicate the vegetation response to warming, and to the re-
treat of the Laurentide ice sheet, with rapid migration of individual taxa in the 12-9 
ka B.P. period. By 9 ka B.P., the principal features of the modern pollen distribution 
(0 ka) can be seen for the first time, and by 6 ka B.P. most taxa had achieved their 
northernmost postglacial limit. Note, however, that spruce pollen percentages show 
a small southward shift after 6 ka B.P., possibly reflecting a change to higher levels 
of available soil moisture in the northeastern U.S. (which favors spruce over pine) 
after the early Holocene (R. S. Webb et al., 1993). 

IsopoU maps of individual taxa implicitly acknowledge that vegetation forma-
tions as we now know them have been impermanent features of the landscape (as 
discussed in Section 9.3). This is clearly illustrated by Huntley (1990b), who showed 
maps of "vegetation units," identified by associations of different pollen taxa at 
times in the past. Many of the vegetation units typical of western Europe today did 
not exist in Europe before the early Holocene and, indeed, even as recently as 1 ka 
B.P. there were areas of vegetation with no analog in the modern vegetation forma-
tions of Europe (Huntley, 1990a, 1990b). 

IsopoU maps can be reinterpreted to show the migration of a particular genus 
or ecotone through time by isochrones (equal time lines). Figure 9.10a, for exam-
ple, shows the location of the 15% spruce isopoU at intervals from 11,500 to 8000 
yr B.P., a line thought to approximate the southern boundary of the late-glacial 
boreal forest in this area. Similarly, Fig.'9.10b shows the position of the conifer-
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Spruce 

Northern Pines 

Oak 

Southern Pines 

F I G U R E 9.9 Isopoll maps of observed pollen data at 3 ka year intervals, from 18 ka B.R (left-most column) 
to the present (at right).Three levels of shading indicate pollen percentages >!% (lightest), >5%, and >20% 
(darkest) (Webb eto/., 1987). 

hardwood/deciduous forest ecotone derived by analogy with modern pollen, which 
indicates that this boundary coincides with the 20-30% isopolls for oak and pine. 
Both maps indicate a rapid northward migration of forests in late-glacial times. A 
final map, Fig. 9.10c, illustrates the position of the "prairie border," the grassland/ 
forest ecotone of midwestern North America based on 30% isopolls for herb 
pollen. Following rapid eastward shift in the early Holocene, this boundary re-
gressed westwards after -7000 yr B.R, indicating that the period of minimum pre-
cipitation and maximum warmth in the area had already passed. 

Isopoll and isochrone maps depicting former vegetation patterns provide a quali-
tative perspective on past climate because vegetation formations on a broad scale are 
clearly determined by climate (Bryson and Wendland, 1967; Prentice et aL, 1992). 
However, more quantitative reconstructions of past climate can be obtained by math-
ematically relating modern climatic conditions to modern pollen rain, and using these 
relationships to convert the fossil pollen record into specific paleoclimate estimates. 
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F I G U R E 9.10 Isochrones (in thousands of years) on the migration of various vegetation taxa or ecotones, 
based on the position of diagnostic isopolls considered to be characteristic of the vegetation boundary. For ex-
ample, in the modern boreal forest isopolls of spruce exceed 15%. In (a) isochrones indicate the position of the 
15% spruce isopoll at different times and are considered to reflect the southern margin of the boreal forest as 
it migrated northward. In (b) the conifer-hardwood/declduous forest ecotone is identified by the 20% isopoll 
for pine and the 30% isopoll for oak, reflecting a change from dominance of oak to dominance of pine (in a 
northward direction). In (c) the "prairie border" is delimited by the 30% isopoll for herbaceous pollen. Shading 
indicates the area across which the Prairie border first expanded (to 7000 yr BP) then retreated (westward) as 
conditions became more moist in the region in the mid- to late Holocene (Bernabo and Webb, 1977). 

9.6 QUANTITATIVE PALEOCLIMATIC RECONSTRUCTIONS BASED ON POLLEN ANALYSIS 

Paleoclimatic reconstruction from fossil pollen spectra is based on the notion that, as 
vegetation distribution is largely determined by climate, it should be possible to use 
that distribution (as represented in the fossil pollen spectra) to reconstruct past cli-
mate. Large databases of surface pollen samples (generally from the surface sediments 
of lakes) are now available for many parts of the world (see Appendix B) and these 
have enabled pollen assemblages to be calibrated directly in terms of climate. Al-
though in many regions natural vegetation has been dramatically reduced, the broad-
scale relationships between pollen rain and climate are sufficiently robust that they 
can be used to make reliable paleoclimatic reconstructions. This has been demon-
strated several times (Bartlein et al., 1984; Huntley, 1990b; Huntley and Prentice, 
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1993), but Guiot (1990) believes this factor (the reduction in natural vegetation) cre-
ates a great deal of noise in paleoclimate estimates (see discussion that follow^s). 

The simplest approach to determining a relationship betvs^een modern pollen 
rain assemblages and contemporary climate is through multiple linear regression, 
such that: 

C =T P 
m mm 

w^here C^ is the modern climatic data, P^ is the modern pollen rain, and T^ is a 
functional coefficient or set of coefficients ("transfer functions") derived from the 
relationship betw^een modern climate and pollen data. Former climatic conditions 
(CJ are then derived by using the fossil pollen assemblage (P.) and the modern 
transfer function (T^). In studies of pollen-climate relationships in eastern North 
America the equations were derived for different regions, defined in such a way that 
a "clear and monotonic" relationship could be recognized between climate and 
pollen percentages (generally using a pollen sum of the major forest taxa, plus 
Cyperaceae and prairie forbs [herbs]) (Bartlein and Webb, 1985). Those species as-
sociated with human settlement (e.g.. Ambrosia) were eliminated to minimize an-
thropogenic influences on the pollen sum. 

Scatter plots of pollen percentages and climate variables (e.g., % oak and July 
mean temperature across a region) commonly show nonlinear relationships be-
tween the pollen percentage and the climate variable. Such non-linearities can often 
be resolved by transforming the pollen data by some power function (Fig. 9.11). 
The transformed da$a are then used in developing an equation in which climate is 
the dependent variable and pollen percentages are the independent (predictor) vari-
ables. Thus, for the New England region of the United States, the following equa-
tion was constructed (R^ = 0.77) (Bartlein and Webb, 1985): 

July T^^^^ (°C) = 17.76 -h 1.73(Quercus)0-2^ + 0.09(Juniperus) -h 0.51(Tsuga)0-2^ 
- 0.41(Pinus)0-^ - 0.12(Acer) - 0.04 (Fagus) 

Using this approach, Bartlein and Webb (1985) estimated that at 6 ka B.P. July tem-
peratures over the north-central and eastern U.S. and southern Canada were 1-2 °C 
warmer than modern temperatures. Using a very similar approach, Huntley and 
Prentice (1988) estimated that July temperatures in central and southern Europe 
were as much as 4 °C warmer at 6 ka B.P. as compared to modern temperatures. 
The assumptions underlying this method (both ecological and statistical) are dis-
cussed at length in Howe and Webb (1983). Most important is the key uniformitar-
ian assumption that any changes seen in pollen percentages of the past can be 
interpreted in terms of modern climate-pollen relationships. Indeed, this assump-
tion underlies almost all paleoclimatic research involving calibration of paleo-
records by means of modern data. One must also accept that paleoclimatic 
reconstructions based on transfer functions are only reliable if the modern calibra-
tion data set is extensive enough to be representative of all (or nearly all) conditions 
occurring in the past, otherwise unwarranted extrapolations may be made. Hence, 
transfer functions will not help to explain in climatic terms fossil pollen assemblages 
in the past that bear no relation to modern experience (the no-analog situations). 
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F I G U R E 9.1 I Scatter diagrams for (A ) July mean temperature vs the percentages of Quercus (oak) pollen; 
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tion vs the percent of prairie-forb pollen (excluding Ambrosia) and (D ) annual precipitation vs the percent of 
prairie-forb pollen raised to the 0.5 power (Bartlein et o/., 1984). 

The no-analog problem was encountered by Overpeck et al. (1985), who quan-
tified the relationship between modern pollen rain and fossil pollen spectra by calcu-
lating "dissimilarity coefficients" for each level in a pollen diagram (Prell, 1985; 
Bartlein and Whitlock, 1993). By matching the locations that were most similar (or 
least dissimilar) to a given pollen spectra in the past, they were able to characterize 
Holocene vegetation change in the eastern U.S. in terms of modern analogs, thereby 
making deductions about former climatic conditions. This approach worked well for 
most Holocene samples, but for the period from -11-9 ka in the Upper Midwest, no 
close analogs could be found in the modern pollen rain. This was probably because 
climate at that time was rapidly changing and individual species responded to those 
changes at different rates, creating transient ecosystems not observed today. 

Another mutivariate approach to paleoclimatic reconstruction involves the com-
putation of "response surfaces." Pollen distribution is considered as occupying 
"climate space" defined by a three-dimensional (3D) array of climate variables. 
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Figure 9.12a-c illustrates the concept, beginning with simple bivariate graphs, relat-
ing spruce (Picea) pollen percentages to mean January and July temperatures, and to 
annual precipitation. The graphs are based on over 1000 modern pollen samples from 
across northern North America and Greenland and climatic data from the nearest 
weather stations (Anderson et ai, 1991). Clearly, it would be difficult to use any one 
of these graphs alone in interpreting pollen data. By plotting spruce pollen percent-
ages in relation to both January and July mean temperatures (Fig. 9.12d) a more co-
herent picture emerges with the highest pollen percentages associated with mean July 
temperatures of 12-15 °C and mean January temperatures of-17 °C to -20 °C. Simi-
larly, maximum spruce pollen percentages are found where annual precipitation is 
around 900 mm and July temperatures are 11-13 °C. Spruce pollen percentages thus 
vary within the 3D "climate space" defined by the two monthly temperatures and an-
nual precipitation. This can be envisaged by considering how pollen percentages vary 

0) 

1 1 1 1 1 1 1 — 

a 
1 • 

L • • 
% . • . . 

\. • • • • 
• •• • . •• • 
1 • •• . . . 

^ • ^ • ^ > * . • 

[ '^^••iS!?»lf7l<B& * _JL* JjTf r» tfiaB 

• Present 1 

O Absent-J 

J 

• 

• * 1 

^%^^ • -] 
hEi •* 

— 1 — 

b 

-

_ 

I 
k 

\~ 

i 

—1 1 1 r 1 r 

• • 1 

• • 
>* • 

• %i Jif^ • • ^^%lwt 

UiJih^jSzE 

1 1 

• Present 1 

O Absent J 

-

• 
-N 

& • : M ^ ^ « 

mL^ 

60 

50 

20 

10 

03 

U 

Mean January Temperature (oC) Mean July Temperature (oC) 

100 

90 

80 

70 

05 

U 

c 

-
-
-

_ 

-

- T — 

• 

•• 

H 

— 1 1 1 1 1 r 

• • • 
t 

• •• •• I 
1 • •-. 

XS^S^SSh 

1 1 

• Present! 

0 Absent J 

• J 

-

• 
• 

• 
• 

• • 

d 

-
-

, 2 0 

L • 10 

\-
\-

T r r • - 1 — 

Picea % 
. 0 
. 0 - 1 0 10 

-1 1 r 

• 10 - 20 20 V * V * A 
• 20 - 30 V V * ^ ' ' t v i i 
• 30 - 40 , ^ M ^ . 

MM 
••.iBn'<k^x*afc*y "^Sil^ ' 1 ' ' j / ^ 

• ^ r ^ -

••* • * 

J. . - J I L 

*• 

y 

r •' 

f?̂ ^̂ '.* H* 
• „ 

1 J 1 

• 

. 
X.J.J'-J 

•M-*-^io1 
<••. * \ 
• 

10 

'• • 
1 

.1 -J i 

20 

17.5 

15 

12.5 

10 

2.5 

0 

O 

Q) 
L-
3 
4-> 
OJ 
l _ 
<u 
Q. 
E 
(U 
I -

—̂  
C 
05 

-35 -28 -21 -14 

Total Annual Precipitation (mm) Mean January Temperature (oC) 

F I G U R E 9.12 Scatter diagrams and response surfaces of Picea (spruce) pollen percentages and (a) mean 
January temperature, (b) mean July temperature, (c) total annual precipitation, and (d) mean July temperature 
and mean January temperature (Anderson et o/., 1991). 



9.6 QUANTITATIVE PALEOCLIMATIC RECONSTRUCTIONS BASED ON POLLEN ANALYSIS 379 

in relation to both January and July temperatures, as annual precipitation changes 
along a third axis — represented in Fig. 9.13 as a series of slices at selected precipita-
tion intervals. Spruce pollen is highest in areas with July temperatures of 10-13 °C, 
January temperatures of -12 to -18 °C and annual precipitation of 880-1600 mm. 
These figures show schematically that the pollen percentage data define a body of 
variable density (i.e., the % data) suspended in climate space (Prentice et aL, 1991). 

Response surfaces are mathematical expressions of these relationships, obtained 
by locally weighted regression techniques. Each pollen taxa is described in this way 
so that with a set of several equations it is possible to define the combination of cli-
matic conditions to which a given pollen spectra (made up of many different pollen 
types) corresponds. This is made clear by considering what climatic conditions might 
be represented (in a fossil pollen spectra) by, say, 20% spruce. Clearly, there are 
many possible combinations of climate variables where 20% spruce pollen would be 
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F I G U R E 9.13 Scatter diagrams and response surfaces of Picea (spruce) pollen percentages as a function of 
mean July and January temperatures for four ranges of annual precipitation: 0-400 mm (top left); 400-640 mm 
(top right); 640-880 mm (bottom left); and 880-1600 mm (bottom right) (Anderson et o/., 1991). 
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expected (Fig. 9.13d). But those options would be more limited if the spectra had 
20% spruce and 10% pine (which has its own constraints in climate space), and as 
more pollen types are added, each one uniquely delimited in climate space, the num-
ber of possible options becomes more and more limited. Eventually, the appropriate 
climatic conditions corresponding to the combination of pollen types is isolated, or 
at least the range of options is minimized, and the centroid of the final climate space, 
so defined, could be taken as the best estimate of the climate. 

Prentice et al, (1991) demonstrate that, in eastern North America, at least 6 ma-
jor pollen taxa (spruce, birch, northern pines, southern pines, oak, and prairie forbs) 
are needed to avoid non-unique or indeterminate solutions. These six types are suffi-
cient to define past climatic conditions at fossil pollen sites across eastern North 
America (Fig. 9.14) although it must be recognized that not all values on the map are 
as reliable as others; this depends on the goodness of fit of the response surface for 
the modern climate-pollen relationship and the "size" of the area in climate space to 
which the fossil pollen spectra correspond. The maps would be improved if some in-
dication of relative error or reliability was represented (in time and space). Using 
more taxa should decrease the uncertainty in the paleoclimatic estimates (T. Webb 
et al.y 1993b, who used 14 taxa). In the example given, pollen rain is assumed to re-
flect January and July mean temperatures and annual precipitation. However, other 
parameters such as soil moisture or an index of continentality might be more dis-
criminating variables. For example, R. Webb et aL (1993) used a soil moisture index 
to define response surfaces, then reconstructed soil moisture changes over the north-
eastern U.S. since 12 ka B.P. Changes in precipitation were obtained from another 
set of response functions. This analysis revealed that although precipitation was low-
est at 12 ka B.P., effective soil moisture was lowest at 9 ka B.P., a time when pine be-
came most abundant in this region. The reconstruction is supported by lake-level 
data that point to the early Holocene as a time of significantly drier conditions. 

Guiot (1987) argues that in many areas (such as in Europe) the variable topog-
raphy and a long history of human impact make it very difficult to capture, in the 
contemporary pollen rain, all the information necessary to interpret fossil pollen 
spectra. These problems introduce considerable noise into paleoclimate estimates. 
Furthermore, the response of vegetation to a given change in climate will not always 
be represented in the pollen spectra in the same way; it will depend on the preced-
ing vegetation state. There will be a certain autocorrelation in the pollen series that 
is not accommodated by the transfer or response function approaches (though 
Webb et aL, 1987 and Prentice et aL, 1991, implicitly take this into account by re-
constructing climate only at 3 ka intervals). 

Guiot proposes a method to reduce the variability (noise) in a paleoclimate re-
construction based on transfer or response functions (which he terms "analog cH-
mates"). First, the changes in fossil pollen spectra from a limited region are 
analyzed to extract those variations that are common to the different locations. This 
is achieved by a method akin to principal components analysis. The main compo-
nent might account for, say, 80% of the common variance in two or more records 
and it is assumed that this common signal (termed the "paleobioclimate") repre-
sents the overriding influence of climatic variations on vegetation changes at all the 



9.6 QUANTITATIVE PALEOCLIMATIC RECONSTRUCTIONS BASED ON POLLEN ANALYSIS 381 

Mean July Temperature (°C) 

Mean January Temperature (°C) 

rv-^<3;i2 

Annual Precipitation (mm) 

Ms. 
18,000 15,000 12,000 9,000 6,000 3,000 OyrBP 

F I G U R E 9 .14 Climatic conditions at 3 ka intervals from 18 ka B.P. to the present inferred from fossil 
pollen and the modern abundances of six pollen types (spruce, birch, northern pines, southern pines, oak, and 
prairie forbs) using response surfaces.The blank area is the Laurentide ice sheet (Prentice et o/., 1991). 

sites. This series is then used in identifying the most appropriate modern analog cU-
mate, based on a measure of similarity between fossil and modern pollen spectra 
(Guiot et aL, 1989). By reducing what is assumed to be non-climatic noise in the 
original series, the final paleoclimate estimates have a larger climate signal-to-noise 
ratio than would otherwise be obtained. Using this approach, Guiot et aL (1989) 
were able to estimate mean annual temperature and precipitation variations over 
the last 140,000 yr at two sites in France (Fig. 9.15). These show temperatures sim-
ilar to or slightly higher than Holocene levels at the height of the last interglacial in 
Europe (the Eemian); two subsequent interstadials (St. Germain I and II) were al-
most as warm. Extremely cold and dry conditions were first experienced around 
-65 ka B.P. Three or four other cold, dry intervals occurred in the main (Wiirm/ 
Weichselian) glacial period, followed by a change to much warmer and wetter con-
ditions in the Holocene. These reconstructions, and their limitations, are further 
discussed in Section 9.7.1. 

One way of examining the coherency of paleoclimatic estimates quantitatively 
was suggested by Webb et al, (1987). They used the NCAR community climate 
model (CCMl) simulations of past climate (at 3 ka intervals, from 18 ka to 3 ka 
B.P.) to "predict" the pollen rain expected at those times in the past, using simulated 
climatic conditions applied to the response surface equations derived from modern 
calibration studies. These predictions of the expected pollen rain can then be 
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F I G U R E 9.15 Reconstructions of mean annual temperature and annual precipitation at Les Echets, (left) 
and La Grande Pile, France (right) (for locations, see Fig. 9. l7).Values are expressed as deviations from modern 
values (9.5 °C and 1080 mm at La Grande Pile, and 11 °C and 800 mm at Les Echets). Error bars are computed 
by Monte Carlo simulatlon.The chronology is approximate before the Upper Pleniglacial, being dated by corre-
lation with the SPECMAP marine isotope record, shown on the right (cf. Section 6.3.3) (Guiot et o/., 1989). 
Compare this with Fig. 9.19. 

compared with observed data. This is both a test of the model's abihty to simulate 
the paleoclimate correctly, and of the accuracy with which the response surfaces can 
reproduce climatic conditions. The results (for eastern North America) showed 
good broad-scale agreement between observed and simulated pollen distributions, 
though late glacial conditions were less reliably simulated, presumably reflecting the 
difficult problems of finding appropriate analogs in the modern data network. More 
recently, T. Webb et al. have directly compared January and July paleotemperatures, 
and annual precipitation, derived from response surfaces ("inferred") with paleocli-
matic reconstructions "simulated" by CCMl (Webb et al, 1993b, 1997) (Fig. 9.16). 
The results show good agreement for the Holocene time slices between these quite 
independent approaches (Fig. 9.16e); differences in July paleotemperature recon-
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F I G U R E 9.16 January mean temperatures (°C) at 3 ka intervals: (upper panel) reconstructed from 
pollen by the use of response surfaces and (second panel) these values expressed as departures from mod-
ern conditions; (third panel) temperatures simulated by the NCAR general circulation model (CCMI) and 
(fourth panel) those values expressed as differences from modern conditions.The lowermost panel shows 
differences between the pollen-based reconstructions and those of the model (first and third panels) (Webb 
eto/.. 1993b). 

structions are generally <2 °C. Hov^ever, for the late glacial period, discrepancies 
are much larger, generally reflecting the considerably lov^er paleotemperatures esti-
mated from pollen data (Fig. 9.16a, b) than from the general circulation model (Fig. 
9.16c, d). Similar discrepancies are seen in the January paleotemperature estimates. 
Further refinements in both model simulations and pollen calibrations are in 
progress, as is the development of independent late glacial paleotemperature indica-
tors to resolve these differences and provide greater confidence in the reconstruc-
tions (see Webb and Kutzbach, 1998 and accompanying papers). 



384 9 POLLEN ANALYSIS 

9.7 PALEOCLIMATIC RECONSTRUCTION FROM LONG QUATERNARY POLLEN RECORDS 

There are now numerous palynological records that span the late Quaternary and, 
in some cases, extend back continuously into the Pliocene. Dating is, of course, 
problematic beyond the range of radiocarbon dating (-40,000 yr in most cases) and 
often the records are simply assumed to extend back to the last interglacial, and 
beyond, based on the character of the pollen record itself. In some cases, correla-
tion with marine oxygen isotope stratigraphy, either directly (in marine sedimentary 
records) or indirectly (by comparisons between terrestrial and nearby marine 
records) can prove helpful in constructing a chronology. Here, a selected number of 
long palynological records from different areas of the world are presented to pro-
vide an overview of how such records, even if not well-dated or calibrated quantita-
tively, can reveal important paleoclimatic changes of large-scale significance. They 
provide important insights into changes in terrestrial climates on timescales compa-
rable to the important ice core and marine sedimentary records, thereby completing 
the global picture of climatic variations over the Quaternary period. 

9.7.1 Europe 

Several long records extending >100 ka have been recorded from lakes and bogs in Eu-
rope (Fig. 9.17). Of these. La Grande Pile in the French Vosges mountains has been 
studied in the most detail, with over 20 cores recovered for pollen, plant macrofossils, 
and sedimentological and faunal (insect) analysis (Woillard, 1978; Woillard and 
Mook, 1982; Beaulieu and Reille, 1992; Seret et al, 1992; Pons et al., 1992; Guiot et 
^/., 1992,1993; Ponel, 1995). The pollen record from this location is well-documented, 
enabling the overall sequence of vegetation changes over the last interglacial-glacial cy-
cle to be established (Fig. 9.18). The penultimate glaciation (Riss) was characterized by 
an open grassland with few trees. The transition to peak interglacial conditions in the 
Eemian is marked by a clear sequence of taxa,^^ Rrst Juniperus, then Pinus and Betula, 
Ulmus and Quercus with Corylus, and, finally, Taxus, indicative of the interglacial cli-
matic optimum. Subsequent climatic deterioration is marked by a rise in Abies and 
Carpinus^ then Picea^ Pinus, Betula, and Juniperus once again. This short cool episode 
is the first of two such periods (termed Melisey I and II) separated by more temperate 
conditions (St Germain I and II). This is clearly seen in the relative proportions of ar-
boreal to nonarboreal pollen (AP/NAP) with the colder periods characterized by sharp 
increases in the NAP fraction of the pollen sum. The onset of full glacial conditions 
(the Pleniglacial) began -70 ka B.P. when Artemisia and other cool steppe taxa in-
creased in abundance. The following 50 ka was dominated by NAP, although occa-
sional fluctuations in the abundance of arboreal taxa suggest that conditions were not 
completely static. Coldest and driest conditions occurred in the late glacial (Tardiglacial) 
as shown by lowest NAP values and highest levels oi Artemisia (Fig. 9.18). 

These interpretations have been quantified by Guiot et al. (1989, 1992) as 
discussed earlier (Fig. 9.15) based on calibration with modern pollen assemblages. 
However, the reconstructions are problematic because there are no good modern 

^̂  For common names, see Table 9.1. 
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F I G U R E 9.17 Locations of the longest European pollen records, which span at least the last glacial-interglacial 
cycle (Guioteto/., 1993). 

analogs (at least not in Europe) for pollen assemblages recorded in the coldest 
parts of the last glaciation. Indeed, the full glacial vegetation assemblage may 
have more in common with the cold, arid steppes of interior Asia and Tibet today 
than anywhere in Europe. Furthermore, periods of rapid change may not be ade-
quately recorded in the pollen record because the overall inertia in vegetation as-
semblages makes pollen a poor indicator of short, abrupt climatic changes. These 
concerns have led to the incorporation of other climatic indicators, such as sedi-
mentary characteristics (Seret et aL, 1992) and insects (Ponel, 1995; Guiot et aL, 
1993) together with pollen in recent reconstructions. For example, the loess con-
tent of the sediment is highest during the coldest intervals of the Pleniglacial and 
organic matter content is lowest. Taking such factors into account results in sig-
nificant differences of interpretation (up to 6 °C) with more variability of temper-
ature during the full glacial period. Further studies have combined pollen with 
insect fauna to refine the reconstruction of mean annual temperature (Fig. 9.19). 
Insects respond quickly to climatic fluctuations (see Section 8.4) and so are espe-
cially useful in a period when climate is unstable (Ponel, 1995). Combining both 
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F I G U R E 9.18 Pollen diagram from La Grande Pile.Vosges, France representing changes from the penulti-
mate glaciation (Riss) to the late glacial ("TardiWiirm" - see pollen zones indicated on the right). Numbers 
across bottom correspond to principal pollen types; the sequential change in vegetation during a complete 
glacial-interglacial cycle is clearly seen. I = Juniperus\ 2 = Salix', 3 = Betula; 4 = Ulmus; 5 = Deciduous Quercus; 
6 = Corylus; 7 = Fraxinus; 8 = AInus; 9 = Taxus\ 10 = Carpinus; 11 = Abies; 12 = Picea; 13 = P/nus; 14 = Poaceae; 
15 = Artemisia; 16 = Heliophytes (various); 17 = Cyperaceae; 18 = /soetes.The thin line between 13 and 14 
represents the overall arboreal/nonarboreal pollen ratio, with arboreal pollen increasing to the right (de 
Beaulieuand Reille, 1992). 

insect and pollen data reveals many rapid changes in climate during the Pleniglacial, 
some of which correspond to Dansgaard-Oeschger oscillations seen in the Green-
land ice cores, and possibly also to North Atlantic Heinrich events. This multivari-
ate approach to paleoclimate reconstruction has much to offer as it is clear that no 
one variable can provide an accurate view of past climate in Europe during full 
glacial conditions. By pooling the information each proxy provides, a more reliable 
reconstruction can be obtained. 
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F I G U R E 9 .19 Mean annual temperature at La Grande Pile over the last 140,000 yr, reconstructed from 
pollen alone (top), and pollen constrained by the additional consideration of organic matter variations (lower 
diagram) or insects (Coleoptera) (middle) (cf. Fig. 9.15). Modern pollen analogs are not good descriptors of cli-
matic conditions during the main glacial phase (-70-20 ka B.P.) or when climate changed abruptly. By consider-
ing insect fauna and sedimentological changes, additional constraints on paleotemperature estimates are 
introduced (Guiot et o/., 1993). 

9.7.2 Sabana de Bogota, Colombia 

The longest continuous sedimentary record from South America comes from a 
mountain-rimmed basin in the Colombian Andes (Hooghiemstra, 1984). Known as 
the Sabana de Bogota, it is a former lake basin, currently at -2550 m above sea level. 
The record (from near the village of Funza) extends back to late Miocene time and 
indicates that the region experienced ~2 km of uplift betw^een -5 and 3 Ma B.P. Veg-
etation in the area is zoned altitudinally, ranging from tropical forest below -1000 
m, to Andean forest above -2300 m, to paramo above -3500 m. At the highest ele-
vations, perennial snow is found. At times in the past, vegetation has migrated along 
the mountain slopes but maintained its characteristic floristic zonation as the climate 
has changed (Fig. 9.20) (Van der Hammen, 1974; Hooghiemstra and Ran, 1994). 
By grouping the pollen types characteristic of each major zone, it has been possible 
to reconstruct the altitudinal limits of these zones over time (Fig. 9.21). The chrono-
logical framework for the record has been provided by correlation with a marine 
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F I G U R E 9 .20 Altitudinal distribution of vegetation zones in the eastern Cordillera of Colombia at the 
present time and during the last glacial maximum (Van der Hammen, 1974, modified by Andriessen 
eto/., 1993). 

isotope record from ODP site 677 (Hooghiemstra et aL, 1993) and by fission track 
dates on zircons from tephras in the sediments (Andriessen et aL, 1993). It has been 
estimated that the ahitudinal extent of the Andean forest can be correlated with 
threshold values of the overall arboreal pollen (AP) sum recorded at Funza; thus 
w^hen total AP exceeded 75% (during the last -263 ka) the forest zone extended 
across the basin to above 3000 m in elevation. When the AP sum fell below 40% (in 
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F I G U R E 9.21 Fluctuations of arboreal pollen (AP) sum at the Funza site, Sabana de Bogota, Colombia, 
over the past 1.5 Ma.The former lake of Bogota desiccated at -27 ka B.R, terminating this sequence.The devel-
opment of a pronounced ~I00 ka climatic cycle within the last I Ma is clearly seen (Hooghiemstra and Ran, 
1994). 
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the same time interval) the forest zone was Hmited to elevations of less than 2000 m, 
below the intermontane basin. When viewed over very long periods of time (Fig. 
9.21) other factors complicate this simple idea (e.g., the establishment of Quercus 
[which produces a lot of pollen] in the forest at around -263 ka B.P.) and it is then 
necessary to adjust the AP "threshold values" accordingly. Taking such factors into 
account, if the upper forest limits are controlled by temperature, AP variations range 
from -1800 m in glacial times to -3500 m in interglacials and suggest overall tem-
perature changes on the order of -10 °C at Funza (i.e., A1700 m at a moist adiabatic 
lapse rate of 0.6 °C 100 m'^). Whether such changes in vegetation can be interpreted 
simply in terms of temperature is debatable; studies of vegetation change in other 
montane environments suggest that the lower concentrations of carbon dioxide in 
glacial times may have had a particularly strong impact on vegetation at high eleva-
tions. Ice-core evidence indicates CO2 levels were 80-100 ppm lower at the last 
glacial maximum compared to pre-industrial levels, so that at elevations above 3500 
m, the partial pressure of CO2 may have been <130 ppm, preventing C3 plants such 
as trees from surviving (Street-Perrott, 1994; Street-Perrott et al., 1997, 1998). 
Lower carbon dioxide levels would cause an increase in stomatal gas exchange, 
thereby raising transpiration rates and drought stress on plants (Jolly and Haxeltine, 
1997). Those C^ plants such as grasses are generally more efficient in utilizing CO2 
and water, so evidence for lower treelines and more extensive savannas or grassy 
tundra may have less to do with temperature change than with CO2 levels. It is also 
of interest that the overall late Cenozoic record indicates that a shift in the frequency 
of climatic change occurred around 1 Ma B.P., from relatively low-amplitude high-
frequency variations to higher amplitude fluctuations with a period close to 100 ka 
(see Fig. 9.21) (Hooghiemstra et aL, 1993). However, as the record was dated by 
tuning it to the marine isotope record, this may not be an entirely independent 
result. 

9.7.3 Amazonia 

Although it is commonly assumed that the large numbers of species of flora and 
fauna in the equatorial lowlands of South America are the result of long periods of 
stable climate, a number of biogeographical studies have cast doubt on that as-
sumption. In a comprehensive study of different species of birds in and around the 
Amazon Basin, Haffer (1969, 1974) identified a number of regions he believed had 
been refugia for groups of birds during drier periods in the past when the extensive 
tropical forests of today were reduced to discrete forest enclaves separated by sa-
vanna vegetation. Forest-dwelling species, which were isolated in this way, differen-
tiated (developed new species) independently from members of the same species, 
which had been separated into other forest enclaves. Haffer argued that when wet-
ter conditions returned and the forests reoccupied the savanna region, forest-
dwelling species also expanded their ranges, coming into contact with other 
population groups in the intervening areas. In these areas of "secondary contact," 
hybridization of species took place so that the discrete morphological characteris-
tics of species that had evolved within the forest refugia were no longer obvious. 
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According to proponents of the refuge hypothesis, the resuhs of these changes 
can be seen today in contemporary biogeographical distribution patterns. Within 
the extensive tropical forests, zones of relatively high species diversity (i.e., zones 
containing extreme concentrations of different plant and animal species) can be 
identified. These are sometimes referred to as centers of endemism (Brown and 
Ab'Saber, 1979). Within these zones, individual species may exhibit very uniform 
morphological characteristics (Vanzolini and Williams, 1970). Such regions are con-
sidered by many to be the former forest refuges that served as survival centers for 
forest-dwellers during drier intervals. Between these centers of endemism, contact 
areas or "suture zones" are found, characterized by far fewer species than in the 
refuges and by more diverse morphological characteristics in the population of a 
particular species. 

The refuge hypothesis is controversial. On the one hand there is considerable 
biogeographical evidence that there are indeed certain regions where species diver-
sity is extraordinarily high. Such regions are generally identified by first mapping the 
ranges of individual species, then superimposing the distributions, and selecting 
those areas that exhibit very high levels of species diversity (Haffer, 1982). In this 
way, studies of rainforest trees, butterflies, and lizards have been undertaken, and all 
reveal geographically similar core areas to those suggested by Haffer (1974) on the 
basis of his detailed studies of tropical birds (Vanzolini and Williams, 1970; Van-
zolini, 1973; Brown et al, 1974; Prance, 1974, 1982; Brown, 1982). It is interesting 
that there is also linguistic and ethnographic evidence that points to the existence 
of similarly distributed forest refuges in prehistoric Amazonia (Mighazza, 1982; 
Meggers, 1982). The general coincidence of all these regions is quite impressive, con-
sidering the range of evidence involved. However, it could be argued that the distri-
bution patterns observed do not reflect former refugia at all, but merely reflect 
modern ecological units that have evolved together in response to contemporary 
edaphic and climatic conditions, the uniqueness of which may or may not be imme-
diately obvious (Endler, 1982; Colinvaux, 1996). Similarly, zones of "secondary con-
tact" may simply reflect significant environmental gradients (Benson, 1982). 

Clearly, these arguments can only be satisfactorily resolved by well-dated strati-
graphic evidence demonstrating that certain areas contained savanna at the same 
time as other areas (i.e., the postulated refugia) were under forest cover (Living-
stone, 1982). So far, there are simply not enough records to resolve this matter un-
equivocally, but many lines of evidence strongly suggest that the lowland Amazon 
Basin remained extensively forested throughout the last 40,000 yr (at least). Of 
particular relevance is a long pollen record from the lowlands of northwestern 
Brazil, in the heart of the dense tropical rain forest ecosystem (selva). This record is 
continuous for >40,000 yr and shows no evidence for any savanna phase in this 
area; arboreal pollen remained at 70-90% of the pollen sum throughout the period 
(Colinvaux et aL, 1996a). Interestingly, the pollen record shows an increase in mon-
tane species, such as Podocarpus, in the last glacial period (marine isotope stage 2), 
so at that time a unique forest assemblage made up of both lowland and montane 
elements was present. There is no analog for such an assemblage today; it seems to 
represent a migration of montane plants into a lowland environment that was 
cooler than today by 5-6 °C (based on a descent of Podocarpus by -800-1000 m 
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and assuming an adiabatic lapse rate of 0.6 °C 100 m'^). Taken on its own, this one 
site does not provide a totally convincing argument for dismissing the notion of 
greater aridity and more w^idespread savanna in glacial times. However, several 
other studies support the idea of cooler, not drier, conditions, at least in the core of 
the evergreen tropical forest zone. In eastern Ecuador, a section dating from the last 
glaciation also shows an unusual mixture of montane and lowland rainforest pollen 
types, as well as associated macrofossils. In this area, trees such as Alnus and 
Podocarpus descended -1500 m from their modern range limits (Liu and Colin-
vaux, 1985; Bush et al.^ 1990). Such evidence has also been found in Panama, 
where oak trees (Quercus) grew 1000 m lower than today in glacial times (Bush and 
Colinvaux, 1990). In southeastern Brazil, palynological data also suggest cooler, 
wetter conditions during the Last Glacial Maximum, with temperatures lower by 
6-9 °C. Collectively, such evidence provides a compelling argument for an exten-
sive lowland rain forest throughout the last glacial period and into the Holocene, 
albeit a forest with a quite different composition than that seen in Amazonia today 
(Colinvaux et aL, 1996b). That is not to say that some peripheral areas that cur-
rently experience seasonal moisture deficits were not drier (Markgraf, 1989; Van 
der Hammen and Absy, 1994) but there is currently little stratigraphic evidence to 
support the idea that most of the Amazon Basin was occupied by savanna in glacial 
times (Clapperton, 1993a, b). Indeed, recent studies of pollen in marine sediments 
from off the mouth of the Amazon reveal little change in arboreal pollen percent-
ages throughout the last 100,000 yr; if savanna had been extensive, there ought to 
be a clear signal in the pollen carried down the Amazon and deposited offshore, but 
there is not (Haberle, 1997). It therefore seems likely that the centers of endemism 
noted in so many biogeographical studies reflect a complex of conditions (climatic, 
topographic, geological, geomorphological, etc.), which have distinguished these re-
gions over long periods of time, even as climate fluctuated from cooler glacial to 
warmer interglacial conditions. 

9.7.4 Equatorial Africa 

As in South America, biogeographers have long held the view that the extensive 
tropical forests of the Congo Basin and adjacent coastal regions in the Gulf of 
Guinea were formerly more limited in extent, confined to areas where climatic con-
ditions have remained favorable over long periods of time. These refugia are recog-
nized today by the higher number of endemic taxa and rich species diversity 
compared to other areas (Hamilton 1976; Sosef, 1991; Maley, 1996). Unlike South 
America, direct evidence in support of the biogeographical arguments is provided 
by palynological data from lake sediments. In Ghana, a 27,000-yr long record from 
crater Lake Bosumtwi shows clearly that the semi-deciduous equatorial forests that 
have occupied this area for most of the Holocene were not present in glacial times 
(Fig. 9.22). From 19-15 ka B.P., arboreal pollen fell to as low as 5% of the pollen 
sum (compared to >75% today) and herbaceous plants (grasses and sedges) occu-
pied the area. This is confirmed by 8^̂ C in sediment cores; values were -10 to -20%o 
during the time when levels of Gramineae pollen were high (consistent with the 
dominance of C^ plants) compared to Holocene values of -28%o, typical of forest 
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F I G U R E 9.22 Summary of the important pollen variations in Lake Bosumptwi, Ghana, over the last 27,000 
yr. Prior to ~ I0 ka B.R,grasses (Gramineae) characteristic of open savanna environments, dominated this loca-
tion and arboreal pollen was low, especially from -19-15.5 ka B.R The presence of mountain olive (Olea hochstet-
teri) in this lowland environment indicates cooler conditions prevailed during glacial times (Maley, 1996). 

(C3) plants (Talbot and Johannessen, 1992; Giresse et aL, 1994). Certain montane 
plants (such as mountain olive, Olea hochstetteri) also migrated into the area; to-
day they are found only far to the west, above -1200 m, suggesting temperatures 
were cooler by 3-4 °C during glacial times. Similar evidence has been reported from 
sites in West Cameroon, Plateau Bateke in Congo and farther east in Burundi, 
where data of the modern pollen rain were used to quantify paleotemperature 
changes (Fig. 9.23) (Maley, 1991; Bonnefille et al, 1992). By piecing together all 
the palynological and biogeographical evidence, Maley (1996) constructed a map 
showing the limits of lowland rain forest refugia in equatorial Africa during the last 
cold, dry period in the region, which corresponds to the Last Glacial Maximum 
of higher latitudes (Fig. 9.24). This reveals how dramatically different the region 
was at that time, with savanna and grasslands covering vast areas that are forested 
today. Conditions changed abruptly at -9500 yr B.P. with the rapid expansion of 
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F I G U R E 9.23 Mean annual temperature departures (relative to the present-day temperature of 15.8 °C) 
derived from pollen in a peat bog at Kashiru, Burundi, East Africa.The site is at 2240 m in the humid montane 
forest. Paleotemperature estimates were obtained using a network of modern pollen rain samples over a wide 
area of East Africa, calibrated against modern climatic data from the region. Dashed lines indicate confidence in-
terval.The '"*€ dates are shown on the left (note that the data are plotted linearly with respect to depth, not 
age). Paleotemperature estimates from the surface samples are affected by human-induced changes in vegeta-
tion and hence the modern pollen spectrum provides a temperature estimate warmer than the instrumentally 
recorded value (Bonnefille et o/., 1992). 

the rainforest to cover an area even larger than today v^ithin 2 ka (Maley, 1991). 
This change is thought to be related to rapid warming of SSTs in the Gulf of Guinea 
(as a result of reduced upw^elling), leading to a longer wet season and higher total 
rainfall amounts (Maley, 1989a), but dramatic changes also occurred in East Africa 
around this time (see Fig. 9.23). Jolly and Haxeltine (1997) argue that significant 
changes in tropical vegetation would have occurred (even at low elevations) regard-
less of changes in temperature due to the lower CO2 levels during glacial times, 
which favored grasses and sedges (C^ plants) over trees. If this proves to be correct, 
at least some part of the observed changes may be related to physiological rather 
than climatic factors (Street-Perrott, 1994). 
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F I G U R E 9.24 Distribution of tropical forest refugia during the last cool, arid phase in equatorial Africa 
(-20-16 ka B.P.) and the present day forest limits. Much of the area now occupied by tropical forest was cov-
ered by savanna during the Last Glacial Maximum (LGM) (Maley, 1996). 

At the same time as lowland forest vegetation was expanding in the early 
Holocene, climatic conditions in sub-Saharan Africa became less arid, enabling the 
semiarid savanna vegetation belt to extend farther northward (see Section 7.6.3). As 
a result, the range of large herbivores (such as giraffe, elephant, hippopotamus, and 
gazelle) was also more extensive and today the bleached bones of these animals pro-
vide a mute reminder of the remarkably different climatic conditions that existed 
there in the early Holocene. Accompanying the animal migration into sub-Saharan 
Africa were aboriginal hunters who recorded their way of life on magnificent rock 
paintings and carvings (Lhote, 1959; Monod, 1963; Lajoux, 1963). Today these are 
found hundreds of kilometers from the nearest permanent settlements. 

Of particular significance during the period of more extensive savanna and 
tropical forests were the much more extensive riverine and lacustrine environments, 
which effectively provided water connections across the entire sub-Saharan region, 
from the Nile to Senegal (Beadle, 1974). Fauna of the Lake Chad Basin, for exam-
ple, provide unequivocal evidence for recent connections, not only with the Niger 
and Congo basins, but also with the Nile drainage system over 1000 km to the east. 
Even today, relict populations of animals and plants are found isolated in topo-
graphically favorable environments, far removed from their nearest adjacent popu-
lations. For example, the Eurasian green frog (Rana ridibunda) has been found in 
the streams of the Ahaggar mountains at least 1000 km from adjacent population 
groups. Furthermore, and perhaps most remarkably, a Nile crocodile (Crocodilus 
niloticus) was found in a pool in the Tassili-N-Ajjer Mountains, separated by vast 
stretches of desert from major population centers to the east (Seurat, 1934; Beadle, 
1974). Such disjunct species bring climatic changes to life. 

Subtropical Africa is probably more arid today than it has been during most of 
the Holocene and was only more arid during the late Wisconsin glacial maximum (see 
Figs. 7.23-7.25). However, the record is still far from complete in either time or 
space, so brief periods of relatively moist or even drier conditions (on the order of 10^ 
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years) may have occurred. Indeed, lake level evidence does show^ that abrupt changes 
in climate (probably related to upwelling) did occur in the late Holocene (e.g., 
-3500-4000 yr B.P., as recorded by lake-level changes in Lake Bosumptwi) but these 
oscillations did not persist and no significant change in forest cover resulted (Talbot 
and Dehbrias, 1977; Maley, 1991). Nevertheless, such episodes may have had signifi-
cant consequences for human populations in the region (Maley, 1989b, 1997). 

9.7.5 Florida 

Because much of North America w âs ice-covered during the last glacial period, 
there are few sites where long records (extending back tens of thousands of years) 
have been recovered. In Florida, lower sea level and generally drier conditions led 
to lower water tables during the Wisconsin glaciation, so only the deepest lakes 
seem to have sedimentary records from that period (Watts and Hansen, 1994). Lake 
Tulane in south-central Florida is one example; an 18.5 m core appears to span the 
last -50 ka (though dating of the record before -35 ka is somewhat problematic). 
The pollen record from this site (Fig. 9.25) shows pronounced oscillations in the 
percentage of Pinus (pine) pollen, which varies in opposition to the percentages of 
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F I G U R E 9.25 Pollen diagram from Tulane Lake, south-central Florida, showing oscillations in Pinus (pine) 
pollen alternating with intervals when Quercus (oak) and Ambrosia (ragweed) pollen percentages were high. Also 
shown is the relationship between pine pollen and Heinrich events, represented here by the fraction of lithic 
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~35 ka B.R is uncertain.There appears to be a correspondence between the timing of Heinrich events and pine 
pollen increases, though the mechanism linking these two records Is not clear (Grimm et o/., 1993). 
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Quercus (oak) and Ambrosia-ty^t (ragweed and marsh-elder). This is interpreted 
as a shift from pine to oak-savanna or open grassland-type vegetation, with abrupt 
transitions between the two (Grimm et al.^ 1993). The changes represent a shift in 
moisture availability, with the pine phase indicating wetter intervals separating drier 
episodes. Of particular interest is the similarity in timing of the pine expansion with 
Heinrich events in the North Atlantic (see Section 6.10.1), indicating the possibility 
that the terrestrial and marine events are causally Hnked. However, the mechanism 
of such a linkage is not clear. Heinrich events represent large-scale discharge of ice-
bergs into the North Atlantic following prolonged periods of SST cooling. Cooler 
and/or wetter conditions in Florida (represented by increases in pine pollen) are re-
lated to cool waters in the Gulf of Mexico, which shifts the P-E balance towards 
positive values. One scenario is that the large-scale reorganization of North Atlantic 
circulation associated with Heinrich events led to cooler conditions in the Gulf of 
Mexico (via a reduction in the inflow of warm Caribbean/Gulf Stream waters). Al-
ternatively, the drainage of glacial meltwater through the Mississippi River to the 
Gulf may have cooled surface waters in the Florida region. Neither scenario is 
clearly supported by the existing literature, so the exact mechanism linking the 
North Atlantic and Florida records remains enigmatic. Indeed, Watts and Hansen 
(1994) suggest that the higher pine percentages may be related to warmer SSTs in 
the Gulf, leading to stronger convective activity and higher rainfall amounts. This is 
one area where modeling could shed some light on the various alternatives. Further 
studies of other long continental records from along the Atlantic and Caribbean 
coasts are also needed to help resolve the matter. Because lake sediments have the 
potential for much higher resolution records than marine sediments, there are good 
prospects that detailed palynological studies can resolve in considerable detail the 
evolution of climatic changes in North America prior to, during and after glacial 
stage Heinrich events. 



DENDROCLIMATOLOGY 

10.1 INTRODUCTION 

Variations in tree-ring widths from one year to the next have long been recognized 
as an important source of chronological and climatic information. In Europe, stud-
ies of tree rings as a potential source of paleoclimatic information go back to the 
early eighteenth century when several authors commented on the narrowness of tree 
rings (some with frost damage) dating from the severe winter of 1708-1709. In 
North America, Twining (1833) first drew attention to the great potential of tree 
rings as a paleoclimatic index (for historical reviews, see Studhalter, 1955; Robin-
son et al.^ 1990; Schweingruber, 1996, p. 537). However, in the English-speaking 
world, the "father of tree-ring studies" is generally considered to be A.E. Douglass, 
an astronomer who was interested in the relationship between sunspot activity 
and rainfall. To test the idea of a sunspot-climate link, Douglass needed long cli-
matic records and he recognized that ring-width variations in trees of the arid 
southwestern United States might provide a long, proxy record of rainfall variation 
(Douglass, 1914, 1919). His efforts to build long-term records of tree growth were 
facilitated by the availability of wood from archeological sites, as well as from mod-
ern trees (Robinson, 1976). Douglass' early work was crucial for the development 
of dendrochronology (the use of tree rings for dating) and for dendroclimatology 
(the use of tree rings as a proxy indicator of climate). 

397 



398 10 DENDROCLIMATOLOGY 

10.2 FUNDAMENTALS OF DENDROCLIMATOLOGY 

A cross section of most temperate forest trees will show an alternation of lighter 
and darker bands, each of which is usually continuous around the tree circumfer-
ence. These are seasonal growth increments produced by meristematic tissues in the 
tree's cambium. When viewed in detail (Fig. 10.1) it is clear that they are made up 
of sequences of large, thin-walled cells (earlywood) and more densely packed, thick-
walled cells (latewood). Collectively, each couplet of earlywood and latewood com-
prises an annual growth increment, more commonly called a tree ring. The mean 
width of a ring in any one tree is a function of many variables, including the tree 
species, tree age, availability of stored food within the tree and of important nutri-
ents in the soil, and a whole complex of climatic factors (sunshine, precipitation, 

Latewood 

Earlywood 

Resin 
duct 

F I G U R E 10.1 Drawing of cell structure along a cross section of a young stem of a conifer. The earlywood is 
made up of large and relatively thin-walled cells (tracheids); latewood is made up of small, thick-walled tracheids. 
Variations in tracheid thickness may produce false rings in either earlywood or latewood (Fritts, 1976). 
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temperature, wind speed, humidity, and their distribution throughout the year). The 
problem facing dendroclimatologists is to extract whatever chmatic signal is avail-
able in the tree ring data and to distinguish this signal from the background noise. 
Furthermore, the dendroclimatologist must know precisely the age of each tree ring 
if the climatic signal is to be chronologically useful. From the point of view of pa-
leoclimatology, it is perhaps useful to consider the tree as a filter or transducer which, 
through various physiological processes, converts a given climatic input signal into 
a certain ring width output that is stored and can be studied in detail, even thou-
sands of years later (Fritts, 1976; Schweingruber, 1988, 1996). 

Climatic information has most often been gleaned from interannual variations in 
ring width, but there has also been a great deal of work carried out on the use of den-
sity variations, both inter- and intra-annually (densitometric dendroclimatology). 
Wood density is an integrated measure of several properties, including cell wall thick-
ness, lumen diameter, size and density of vessels or ducts, proportion of fibers, etc. 
(Polge, 1970). Tree rings are made up of both earlywood and latewood, which vary 
markedly in average density and these density variations can be used, Uke ring-width 
measurements, to identify annual growth increments and to cross-date samples 
(Parker, 1971). It has also been shown empirically that density variations contain a 
strong climatic signal and can be used to estimate long-term climatic variations over 
wide areas (Schweingruber et al.^ 1979, 1993). Density variations are measured on x-
ray negatives of prepared core sections (Fig. 10.2) and the optical density of the neg-
atives is inversely proportional to wood density (Schweingruber et ai, 1978). 

Density variations are particularly valuable in dendroclimatology because they 
have a relatively simple growth function (often close to linear with age). Fience 
standardization of density data may allow more low-frequency climatic informa-
tion to be retained than is the case with standardized ring-width data (see Section 
10.2.3). Generally, two values are measured in each growth ring: minimum density 
and maximum density (representing locations within the earlywood and latewood 
layers, respectively), although maximum density values seem to be a better climatic 
indicator than minimum density values. For example, Schweingruber et al. (1993) 
showed that maximum density values were strongly correlated with April-August 
mean temperature in trees across the entire boreal forest, from Alaska to Labrador, 
whereas minimum and mean density values and ring widths had a much less consis-
tent relationship with summer temperature at the sites sampled (D'Arrigo et al., 
1992). Maximum latewood density values are calibrated in the same way as with 
the ring-width data using the statistical procedures described in Section 10.2.4. 
However, optimum climatic reconstructions may be achieved by using both ring 
widths and densitometric data to maximize the climatic signal in each sample 
(Briffa^^a/., 1995). 

Isotopic variations in wood have been studied as a possible proxy of tempera-
ture variations through time, but the complexities of fractionation both within the 
hydrological system, and in the trees themselves, make simple interpretations very 
difficult (see Section 10.4). Ring-width and densitometric and isotopic approaches 
to paleoclimatic reconstruction are complementary and, in some situations, could 
be used independently to check paleoclimatic reconstructions based on only one of 
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F I G U R E 10.2 Example of a tree-ring density plot based on an x-ray negative of a section of wood (top of 
figure). Minimum and maximum densities in each annual ring are clearly seen, enabling the annual ring width to 
be measured as well as the width of both the eariywood and latewood (courtesy of F. Schweingruber). 

the methods, or collectively to provide more accurate reconstructions (Briffa 
etal, 1992a). 

10.2.1 Sample Selection 

In conventional dendroclimatological studies, w^here ring-width variations are the 
source of climatic information, trees are sampled in sites w^here they are under stress; 
commonly, this involves selection of trees that are grow^ing close to their extreme eco-
logical range. In such situations, climatic variations will greatly influence annual 
growth increments and the trees are said to be sensitive. In more beneficent situations, 
perhaps nearer the middle of a species range, or in a site where the tree has access to 
abundant groundwater, tree growth may not be noticeably influenced by climate, and 
this will be reflected in the low interannual variability of ring widths (Fig. 10.3). Such 
tree rings are said to be complacent. There is thus a spectrum of possible sampling sit-
uations, ranging from those where trees are extremely sensitive to climate to those 
where trees are virtually unaffected by interannual climatic variations. Clearly, for 
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Rings of varying width provide 
a record of variations in climate. 

Rings of uniform width provide 
little or no record of variations in 
climate. 
F I G U R E 10.3 Trees growing on sites where climate seldom limits growth processes produce rings that 
are uniformly wide (left). Such rings provide little or no record of variations in climate and are termed compla-
cent, (right): Trees growing on sites where climatic factors are frequently limiting produce rings that vary in 
width from year to year depending on how severely limiting climate has been to growth.These are termed sen-
sitive (Fritts, 1971). 

useful dendroclimatic reconstructions, samples close to the sensitive end of the spec-
trum are favored as these would contain the strongest climatic signal. Often, there-
fore, tree-ring studies at the range limit of trees are favored (e.g., alpine or arctic 
treeline sites). However, climatic information may also be obtained from trees that are 
not under such obvious climatic stress, providing the climatic signal common to all 
the samples can be successfully isolated (LaMarche, 1982). For example, ring widths 
of bald cypress trees from swamps in the southeastern United States have been used 
to reconstruct the drought and precipitation history of the area over the last 1000 
years or more (Stable et al.^ 1988; Stable and Cleaveland, 1992). 
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Paleoclimatic reconstructions have also been achieved using teak from equato-
rial forests in Indonesia (D'Arrigo et aL, 1994) as well as from mesic forest trees in 
Tasmania (Cook et al.^ 1992a). For isotope dendroclimatic studies (Section 10.4), the 
sensitivity requirement does not seem to be as critical and it may, in fact, be prefer-
able to use complacent tree rings for analysis (Gray and Thompson, 1978). Sensitivity 
is also less significant in densitometric studies and good relationships betw^een maxi-
mum latew^ood density and temperature have been found in "normal" trees, w^hich 
are grov^ing on both moist and w^ell-drained sites (Schweingruber et al., 1991, 1993). 

In marginal environments, tv^o types of climatic stress are commonly recog-
nized, moisture stress and temperature stress. Trees growling in semiarid areas are 
frequently limited by the availability of water, and ring-width variations primarily 
reflect this variable. Trees growing near to the latitudinal or altitudinal treeline are 
mainly under growth limitations imposed by temperature and hence ring-width 
variations in such trees contain a strong temperature signal. However, other cli-
matic factors may be indirectly involved. Biological processes within the tree are ex-
tremely complex (Fig. 10.4) and similar growth increments may result from quite 
different combinations of climatic conditions. Furthermore, climatic conditions 
prior to the growth period may "precondition" physiological processes within the 
tree and hence strongly influence subsequent growth (Fig. 10.5). For the same rea-
son, tree growth and food production in one year may influence growth in the fol-
lowing year, and lead to a strong serial correlation or autocorrelation in the 
tree-ring record. Tree growth in marginal environments is thus commonly corre-
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F I G U R E 10.5 A schematic diagram showing how low precipitation and high temperature bt^or^ the grow-
ing season may lead to a narrow tree ring in arid-site trees (Fritts, 1971). 

lated with a number of different climatic factors in both the growth season (year t^ 
and in the preceding months, as well as with the record of prior growth itself (gen-
erally in the preceding growth years, t -^ and tj^. Indeed in some dendroclimatic re-
constructions, tree growth in subsequent years (̂ ^p t^^^ etc.) may also be included 
as they also contain climatic information about year t^. 

Trees are sampled radially using an increment borer, which removes a core of 
wood (generally 4-5 mm in diameter) and leaves the tree unharmed. It is important 
to realize that dendroclimatic studies are unreliable unless an adequate number of 
samples are recovered; two or three cores should be taken from each tree and at 
least 20 trees should be sampled at an individual site, though this is not always pos-
sible. Eventually, as will be discussed, all of the cores are used to compile a master 
chronology of ring-width variation for the site and it is this that is used to derive 
climatic information. 

10.2.2 Cross-Dating 

For tree-ring data to be used for paleoclimatic studies, it is essential that the age of 
each ring be precisely known. This is necessary in constructing the master chronol-
ogy from a site where ring widths from modern trees of similar age are being com-
pared, and equally necessary when matching up sequences of overlapping records 
from modern and archeological specimens to extend the chronology back in time 
(Stokes and Smiley, 1968). Great care is needed because occasionally trees will pro-
duce false rings or intra-annual growth bands, which may be confused with the ac-
tual earlywood/latewood transition (Fig. 10.6). Furthermore, in extreme years some 
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F I G U R E 10.6 Annual growth increments or rings are formed because the wood cells produced early in 
the growing season (earlywood, EW) are large, thin-walled, and less dense, while the cells formed at the end of 
the season (latewood, LW) are smaller, thick-walled, and more dense. An abrupt change in cell size between the 
last-formed cells of one ring (LW) and the first-formed cells of the next (EW) marks the boundary between an-
nual rings. Sometimes growing conditions temporarily become severe before the end of the growing season and 
may lead to the production of thick-walled cells within an annual growth layer (arrows).This may make it diffi-
cult to distinguish where the actual growth increment ends, which could lead to errors in dating. Usually these 
intra-annual bands or false rings can be identified, but where they cannot the problem must be resolved by 
cross-dating (Fritts, 1976). 

trees may not produce an annual growth layer at all, or it may be discontinuous 
around the tree or so thin as to be indistinguishable from adjacent latewood (i.e., a 
partial or missing ring) (Fig. 10.7). Clearly, such circumstances would create havoc 
with climatic data correlation and reconstruction, so careful cross-dating of tree 
ring series is necessary. This involves comparing ring width sequences from each 
core so that characteristic patterns of ring-width variation (ring-width "signatures") 
are correctly matched (Fig. 10.8). If a false ring is present, or if a ring is missing, it 
will thus be immediately apparent (Holmes, 1983). The same procedure can be used 
with archeological material; the earliest records from living trees are matched or 
cross-dated with archeological material of the same age, which may, in turn, be 
matched with older material. This procedure is repeated many times to establish a 
thoroughly reliable chronology. In the southwestern United States, the ubiquity of 
beams or logs of wood used in Indian pueblos has enabled chronologies of up to 
2000 years to be constructed in this way. In fact, accomplished dendrochronologists 
can quickly pinpoint the age of a dwelling by comparing the tree-ring sequence in 
supporting timbers with master chronologies for the area (Robinson, 1976). Simi-
larly, archeologically important chronologies have been established in western Eu-
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F I G U R E 10.7 Schematic diagram illustrating the potential difficulty presented by the formation of a partial 
ring (in 1847). In the lowest two sections the ring might not be sampled by an increment borer, which removes 
only a narrow wood sample. In the upper section the ring is thin, but present all around the tree circumference. 
Such missing or partially absent rings are identified by careful cross-dating of multiple samples (Clock, 1937). 

rope. Hoffsummer (1996) for example, has used beams of wood from buildings in 
southeastern Belgium to establish an oak chronology extending back to A.D. 672, 
and in several regions of France chronologies of over 1000 yr in length have been 
assembled from construction timbers (Lambert et aL, 1996). Dendrochronological 
studies have also been used in studies of important works of art, for example in dat-
ing wooden panels used for paintings, furniture, and even the coverboards of early 
books (Eckstein et al.^ 1986; Lavier and Lambert, 1996). Finally, tree stumps recov-
ered from alluvial sediments and bogs have been cross-dated to form composite 
chronologies extending back through the entire Holocene. Long tree-ring series 
such as these are so accurate that they are used to calibrate the radiocarbon 
timescale (see Section 3.2.1.5). Tree rings are unique among paleoclimatic proxies 
in that, through cross-dating of multiple cores, the absolute age of a sample can be 
established. This attribute distinguishes tree rings from other high resolution prox-
ies (ice cores, varved sediments, corals, banded speleothems, etc.) because in such 
proxies, comparable replication of records and cross-dating of many samples across 
multiple sites is rarely possible. Consequently, with the exception of specific marker 



406 10 DENDROCLIMATOLOGY 

LU L.J 
i ,/ I M 

B 

F I G U R E 10.8 Cross dating of tree rings. Comparison of tree-ring widths mal<es it possible to identify false 
rings or where rings are locally absent. For example, in ( A ) strict counting shows a clear lack of synchrony in 
the patterns. In the lower specimen of (A) , rings 9 and 16 can be seen as very narrow, and they do not appear 
at all in the upper specimen. Also, rings 21 (lower) and 20 (upper) show intra-annual growth bands. In (B), the 
positions of inferred absence are designated by dots (upper section), the intra-annual band in ring 20 is recog-
nized, and the patterns in all ring widths are synchronously matched (FrItts, 1976). 

horizons (e.g., those associated with a volcanic event of known age), dating of such 
proxies is always more uncertain than in dendroclimatic studies (Stahle, 1996). 

Once the samples have been cross-dated and a reliable chronology has been es-
tablished there are three important steps to produce a dendroclimatic reconstruction: 

1. standardization of the tree ring parameters to produce a site chronology; 
2. calibration of the site chronology with instrumentally recorded climatic 

data, and production of a climatic reconstruction based on the calibration 
equations; and 

3. verification of the reconstruction with data from an independent period 
not used in the initial calibration. 

In the next three sections, each of these steps is discussed in some detail. 

10.2.3 Standardization of Ring-Width Data 

Once the chronology for each core has been established, individual ring widths are 
measured and plotted to establish the general form of the data (Fig. 10.9). It is com-
mon for time series of ring widths to contain a low frequency component resulting 
entirely from the tree growth itself, with wider rings generally produced during the 
early life of the tree. In order that ring-width variations from different cores can be 
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F I G U R E 10.9 Standardization of ring-width measurements is necessary to remove the decrease in size as-
sociated with increasing age of the tree. If the ring widths for the three specimens shown in the upper figure 
are simply averaged by year, without removing the effect of the tree's age, the mean ring-width chronology 
shown below them exhibits intervals of high and low growth, associated with the varying age of the samples. 
This age variability is generally removed by fitting a curve to each ring-width series, and dividing each ring width 
by the corresponding value of the curve.The resulting values, shown in the lower half of the figure, are referred 
to as indices, and may be averaged among specimens differing in age to produce a mean chronology for a site 
(lowermost record) (Fritts, 1971). 
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compared, it is first necessary to remove the growth function pecuHar to that particu-
lar tree. Only then can a master chronology be constructed from multiple cores. 
Growth functions are removed by fitting a curve to the data and dividing each mea-
sured ring-width value by the "expected" value on the growth curve (Fig. 10.9). Com-
monly, a negative exponential function, or a lowpass digital filter is applied to the 
data. Cook et al. (1990) recommend that a cubic-smoothing spline be used, in which 
the 50% frequency response equals - 7 5 % of the record length (n). This means that 
low frequency variations in the data (with a period >0.75 n) are largely removed from 
the standardized data, so the analyst then has an explicit understanding of the fre-
quency domain that the resulting series represents (Cook and Peters, 1981). 

The standardization procedure leads to a new time series of ring-width indices, 
with a mean of one and a variance that is fairly constant through time (Fritts, 1971). 
Ring-width indices from individual cores are then averaged, year by year, to produce 
a master chronology for the sample site, independent of growth function and differ-
ing sample age (Fig. 10.9, lowest graph). Averaging the standardized indices also in-
creases the (climatic) signal-to-noise ratio (S/N). This is because climatically related 
variance, common to all records, is not lost by averaging, whereas non-climatic 
"noise," which varies from tree to tree, will be partially cancelled in the averaging 
process. It is thus important that a large enough number of cores be obtained initially 
to help enhance the climatic signal common to all the samples (Cook et aL, 1990). 

Standardization is an essential prerequisite to the use of ring-width data in 
dendroclimatic reconstruction but it poses significant methodological problems. 
Consider, for example, the ring-width chronologies shown in Fig. 10.10. Drought-
sensitive conifers from the southwestern United States characteristically show ring-
width variations like those in Fig. 10.10a. For most of the chronology a negative 
exponential function, of the form y = ae'^^ + k, fits the data well. However, this is 
not the case for the early section of the record, which must be either discarded or 
fitted by a different mathematical function. Obviously, the precise functions selected 
will have an important influence on the resulting values of the ring-width indices. In 
the case of trees growing in a closed canopy forest, the growth curve is often quite 
variable and unlike the negative exponential values characteristic of arid-site 
conifers. Periods of growth enhancement or suppression related to non-climatic fac-
tors such as competition, management, insect infestation, etc., are often apparent in 
the records. In such cases (Fig. 10.10b) some other function might be fitted to the 
data and individual ring widths would then be divided by the local value of this 
curve to produce a series of ring-width indices. Care must be exercised not to select 
a function (such as a complex polynomial) that describes the raw data too precisely, 
or all of the (low frequency) climatic information may be removed; most analysts 
select the simplest function possible to avoid this problem but inevitably the proce-
dure selected is somewhat arbitrary. Further problems arise when complex growth 
functions are observed, such as those in Fig. 10.10c. In this case it would be diffi-
cult to decide on the use of a polynomial function (dashed line) or a negative expo-
nential function (solid line) and in either case the first few observations should 
perhaps be discarded. Such difficulties are less significant in densitometric or isotope 
dendroclimatic studies because there is generally less of a growth trend in density 



10.2 FUNDAMENTALS OF DENDROCLIMATOLOGY 409 

(b) 

1600 1700 1800 

»i/y^/^^\^yj>^^ii^ki^i/nTyAAu\<lA 

1900 

5 coefficients 

1800 1900 

u oet± 
7 coefficients 

1800 1900 

1800 1900 

F I G U R E 10.10 Some problems in standardization of ring widths. In (a) most of the tree-ring series can be 
fitted by the exponential function shown. However, the early part of the record must be discarded. In (b) the 
two ring-width series required higher-order polynomials to fit the lower frequency variations of each record 
(the greater the number of coefficients for each equation, the greater the degree of complexity in the shape of 
the curve). In (c) the series could be standardized using either a polynomial (dashed) or exponential function 
(solid line). Depending on the function selected and its complexity, low-frequency climatic information may 
be eliminated.The final ring-width indices depend very much on the standardization procedure employed 
(examples selected from Fritts, 1976). 

and isotope data; hence these approaches may yield more low-frequency climatic 
information than is possible in the measurement of ring widths alone (Schweingru-
ber and Briffa, 1996). 

It is clear that standardization procedures are not easy to apply and may actu-
ally remove important low-frequency climatic information. It is not possible, a pri-
ori^ to decide if part of the long-term change in ring width is due to a coincident 
climatic trend. The problem is exacerbated if one is attempting to construct a long-
term dendrochronological record, when only tree fragments or historical timbers 
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spanning limited time intervals are available, and the corresponding growth func-
tion may not be apparent. 

The consequences of different approaches to standardization are well illustrated 
by the studies of long tree-ring series (Scots pine, Pinus sylvestris) from northern 
Fennoscandia by Briffa et aL (1990, 1992a). In order to produce a long dendro-
climatic reconstruction extending over 1500 yr, Briffa et aL (1990) constructed a 
composite chronology made up of many overlapping cores which varied in their 
individual length, from less than 100 to more than 200 yr (Figs. 10.11 and 10.13). 
In the shorter segments, the growth function is significant over the entire segment 
length, but in longer segments the growth factor becomes less significant (see Fig. 
10.9, upper panel). In Briffa et aL (1990) each segment was standardized individ-
ually (the procedure used in almost all dendroclimatic studies), in this case by the use 
of a cubic spline function that retains variance at periods less than -2/3 of the record 
length. Thus, in a 100 yr segment, variance at periods >66 yr would be removed, 
whereas in a 300 yr segment, variance at periods up to 200 yr would be retained. All 
standardized cores were then averaged together, producing the record shown in Fig. 
10.12c. This shows considerable interannual to decadal scale variability, but little 
long-term low frequency variability. In fact, as the mean segment length varies over 
time (Fig. 10.11) so too will the low frequency variance represented in the composite 
series. 

In Briffa et aL (\99l2i) the standardization procedure was revised by first align-
ing all core segments by their relative age, then averaging them (i.e., all values of the 
first year in each segment {t^) were averaged, then all values of t-^ etc. . . . to t^). This 
assumes that in each segment used, t^ was at, or very close to, the center of the tree 
and that there is a tree-growth function (dependent only on biological age) that is 
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F I G U R E 10.1 I Average age of the core segments used to produce a 1500-yr composite chronology from 

trees in northern Fennoscandia. Samples representing the recent period are generally longest because samples 

are usually selected from the oldest living trees, whereas older samples (dead tree stumps) may be from trees 

of any age (Briffa et o/., 1992a). 
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F I G U R E 10.12 Ring-width data from trees in northern Fennoscandia showing (a) the mean indices with-

out any standardization, (b) indices derived from standardization using the regional curve standardization, or 

(c) indices derived from standardization using a cubic-smoothing spline function (see text for discussion) (Briffa 
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F I G U R E 10.13 Regional standardization curve (RCS) of tree-ring samples from northern Fennoscandia 
based on a least squares fit to the mean values of all series, after they were aligned according to their biological 
age (Briffa et o/., 1992a). Ring-width data commonly has a more pronounced growth function than maximum 
latewood density data. 
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common to all samples. The resulting "regional curve" provided a target for deriv-
ing a mean grov^th function, v^hich could be applied to all of the individual core 
segments regardless of length (Fig. 10.13). Averaging together the core segments, 
standardized in this way by the regional curve, produced the record show^n in Fig. 
10.12b. This has far more low frequency information than the record produced 
from individually standardized cores (Fig. 10.12c) and retains many of the charac-
teristics seen in the original data (Fig. 10.12a). From this series, low growth from 
the late 1500s to the early 1800s is clearly seen, corresponding to other European 
records that record a "Little Ice Age" during this interval. Also seen is a period of 
enhanced growth from A.D. -950-1100, during a period that Lamb (1965) charac-
terized as the "Medieval Warm Epoch." It is apparent from a comparison of Figs. 
10.12b and 10.12c that any conclusions drawn about which were the warmest or 
coldest years and decades of the past can be greatly altered by the standardization 
procedure employed. All of the high frequency variance of Fig. 10.12c is still repre-
sented in the record produced by regional curve standardization but potentially im-
portant climatic information at lower frequencies is also retained. The problem of 
extracting low frequency climatic information from long composite records made 
up of many individual short segments is addressed explicitly by Briffa et al, (1996) 
and Cook et aL (1995) who refer to this as the "segment length curse"! Although it 
is of particular concern in dendroclimatology, it is in fact an important problem in 
all long-term paleoclimatic reconstructions that utilize limited duration records to 
build up a longer composite series (e.g., historical data). 

10.2.4 Calibration of Tree-Ring Data 

Once a master chronology of standardized ring-width indices has been obtained, the 
next step is to develop a model relating variations in these indices to variations in cli-
matic data. This process is known as calibration, whereby a statistical procedure is 
used to find the optimum solution for converting growth measurements into climatic 
estimates. If an equation can be developed that accurately describes instrumentally 
observed climatic variability in terms of tree growth over the same interval, then pa-
leoclimatic reconstructions can be made using only the tree-ring data. In this section, 
a brief summary of the methods used in tree-ring calibration is given. For a more ex-
haustive treatment of the statistics involved, with examples of how they have been 
used, the reader is referred to Hughes et al. (1982) and Fritts et al. (1990). 

The first step in calibration is selection of the climatic parameters that primarily 
control tree growth. This procedure, known as response function analysis, involves 
regression of tree-ring data (the predictand) against monthly climatic data (the pre-
dictors, usually temperature and precipitation) to identify which months, or combi-
nation of months, are most highly correlated with tree growth. Usually months 
during and prior to the growing season are selected but the relationship between tree 
growth in year ^Q, t^ may also be examined as tree growth in year t^ is influenced by 
conditions in the preceding year. If a sufficiently long set of climatic data is available, 
the analysis may be repeated for two separate intervals to determine if the relation-
ships are similar in both periods (Fig. 10.14). This then leads to selection of the 
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F I G U R E 10.14 Results of a response function analysis to determine the pattern of growth response in 
Scots pine (from northern Fennoscandia) to temperature in the months September (in year t , ) to October in 
year tp.Values plotted are coefficients from multiple regression analysis of tree-ring maximum latewood density 
(left) and ring widths (right) in relation to instrumentally recorded temperatures in the region.Two periods 
were used for the analysis to examine the stability of the relationships: 1876-1925 (dotted lines) and 1926-1975 
(solid line). In addition to the monthly climate variables, the ring width values from the two preceding years (t_, 
and 12) are also included to assess the importance of biological preconditioning of growth In one summer by 
conditions in preceding years.The analysis shows that maximum latewood density is increased by warm condi-
tions from April-August of year t^, and a similar, but less strong signal is found in tree-ring widths. Growth in the 
previous year Is also important (Briffa et 0/., 1990). 

month or months on which the tree-ring records are dependent, and which the tree 
rings can therefore be expected to usefully reconstruct. For example, by this ap-
proach Jacoby and D'Arrigo (1989) found that the ring widths of white spruce 
(Picea glauca) at the northern treeline in North America are strongly related to mean 
annual temperature, whereas Briffa et aL (1988, 1990) showed that summer temper-
ature (April/May to August/September) is the major control on ring widths and max-
imum latewood density in Scots pine (Pinus sylvestris) in northern Fennoscandia. 

Once the climatic parameters that influence tree rings have been identified, tree-
ring data can be used as predictors of these conditions. Various levels of complexity 
may be involved in the reconstructions (Table 10.1). The basic level uses simple lin-
ear regression in which variations in growth indices at a single site are related to a 
single climatic parameter, such as mean summer temperature or total summer pre-
cipitation. An example of this approach is the work of Jacoby and Ulan (1982), 
where the date of the first complete freezing of the Churchill River estuary on Hud-
son Bay was reconstructed from a single chronology located near Churchill, Mani-
toba. Similarly, Cleaveland and Duvick (1992) reconstructed July hydrological 
drought indices for Iowa from a single regional chronology which was an average 



4 1 4 10 DENDROCLIMATOLOGY 

m TABLE 10.1 Different Levels of Complexity in the Methods Used to Determine 
Relationship Between Tree Ring Parameter and Climate 

Number of variables of 

Level 

I 

Ila 

lib 

Ilia 

Illb 

Tree 

1 

n 

nV 

nV 

nV 

growth Climate 

1 

1 

1 

nV 

nV 

Main statistical procedures used 

Simple linear regression analysis 

Multiple linear regression (MLR) 

Principal components analysis (PCA) 

Orthogonal spatial regression (PCA and MLR) 

Canonical regression analysis (with PCA) 

1 = a temporal array of data. 

« = a spatial and temporal array of data. 

«P = number of variables after discarding unwanted ones from PCA. 

From Bradley and Jones (1995). 

of 17 site chronologies of the same species. More commonly, multivariate regres-
sion is used to define the relationship between the selected climate variables and a 
set of tree-ring chronologies within a geographical area where there is a common 
climate signal. The tree ring data may include both ring widths and density values. 
Equations that relate tree rings (the predictors) to climate (the predictand) are 
termed transfer functions with a basic form (assuming linear relationships) of: 

where y^ is the chmate parameter of interest (for year t); x^^, . . . , x^^ are tree-ring 
variables (e.g., from different sites) in year t; a^, . , ,, a^ are weights or regression 
coefficients assigned to each tree-ring variable, & is a constant, and e^ is the error or 
residual. In effect, the equation is simply an expansion of the linear equation, y^ = 
ax^ + b + e^^ to incorporate a larger number of terms, each additional variable 
accounting for more of the variance in the climate data (Ferguson, 1977). Theoreti-
cally, it would be possible to construct an equation to predict the value of y^ pre-
cisely. However, adding too many coefficients simply widens the confidence limits 
about the reconstruction estimates so that eventually the uncertainty become so 
large that the reconstruction is virtually worthless. What is needed is an equation 
that uses the minimum number of tree ring variables to account for the maximum 
amount of variance in the climate record. Commonly, the procedure of stepwise 
multiple regression is used to achieve this aim (Fritts, 1962, 1965). From a matrix 
of potentially influential predictor variables, the one that accounts for most of the 
climate variance is selected; next, the predictor that accounts for the largest propor-
tion of the remaining climatic variance is identified and added to the equation, and 
so on in a stepwise manner. Tests of statistical significance, as each variable is se-
lected, enable the procedure to be terminated when a further increase in the number 
of variables in the equation results in an insignificant increase in variance explana-
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tion. In this way, only the most important variables are selected, objectively, from 
the large array of potential predictors. An example of this approach is the recon-
struction of drought in Southern California by Meko et al. (1980). 

A major problem w îth stepwise regression is that intercorrelations between the 
tree-ring predictors can lead to instability in the prediction equation. In statistical 
terms this is referred to as multicoUinearity. To overcome this, a common procedure 
is to transform the predictor variables into their principal modes (or empirical or-
thogonal functions, EOFs) and use them as predictors in the regression procedure. 
Principal components analysis involves mathematical transformations of the origi-
nal data set to produce a set of orthogonal (i.e., uncorrelated) eigenvectors that de-
scribe the main modes of variance in the multiple parameters making up the data 
set (Grimmer, 1963; Stidd, 1967; Daultrey, 1976). Each eigenvector is a variable 
that expresses part of the overall variance in the data set. Although there are as 
many eigenvectors as original variables, most of the original variance will be ac-
counted for by only a few of the eigenvectors. The first eigenvector represents the 
primary mode of distribution of the data set and accounts for the largest percentage 
of its variance (Mitchell et al.^ 1966). Subsequent eigenvectors account for lesser 
and lesser amounts of the remaining variance (Fig. 10.15). Usually only the first few 
eigenvectors are considered, as they will have captured most of the total variance. 
The value or amplitude of each eigenvector varies from year to year, being highest 
in the year when that particular combination of conditions represented by the eigen-
vector is most apparent. Conversely, it will be lowest in the year when the inverse 
of this combination is most apparent in the data. Eigenvector amplitudes can then 
be used as orthogonal predictor variables in the regression procedure, generally ac-
counting for a higher proportion of the dependent data variance with fewer vari-
ables than would be possible using the "raw" data themselves. A time series of 
eigenvector values (amplitudes) is referred to as a principal component (PC), the 
dominant eigenvector being PCI, the next most common pattern PC2, etc. 

Apart from reducing the number of potential predictors, principal components 
analysis also simplifies multiple regression considerably. It is not necessary to use 
the stepwise procedure because the new potential predictors are all orthogonal. This 
approach was used in the reconstruction of July drought in New York's Hudson 
Valley by Cook and Jacoby (1979). They selected series of ring-width indices from 
six different sites, and calculated eigenvectors of their principal characteristics. 
These were then used as predictors in a multiple regression analysis with Palmer 
Drought Severity Indices (Palmer, 1965)^^ as the dependent variable. The resulting 
equation, based on climatic data for the period 1931-1970, was then used to recon-
struct Palmer indices back to 1694 when the tree-ring records began (Fig. 10.16). 
This reconstruction showed that the drought of the early 1960s, which affected the 
entire northeastern United States, was the most severe the area has experienced in 
the last three centuries. 

^̂  Palmer indices are measures of the relative intensity of precipitation abundance or deficit and 
take into account soil-moisture storage and evapotranspiration as well as prior precipitation history. 
Thus they provide, in one variable, an integrated measure of many complex climatic factors. They are 
scaled from +4 or more (extreme wetness) to -4 or less (extreme drought) and are widely used by agron-
omists in the United States as a guide to climatic conditions relevant to crop production. 
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F I G U R E 10.15 The first five eigenvectors of tree-ring widths based on a network of 65 chronologies dis-
tributed across the western United States, northern Mexico, and southwestern Canada.These represent the 
major patterns of growth anomalies in the region. Eigenvector I accounts for 25% of the overall variance; each 
subsequent eigenvector accounts for progressively less.The lower diagram shows the relative amplitudes of 
these five eigenvectors since A.D. 1600 (i.e., the principal components, [PCs] l-5).These and other PCs were 
used in canonical regressions with gridded temperature, precipitation, and pressure data, first to calibrate the 
tree-ring data and then to reconstruct maps of each climatic parameter back to A.D. 1600 (Fritts, 1991). 

Simple univariate transfer functions express the relationship between one cli-
matic variable and multiple tree-ring variables. A more complex step is to relate the 
variance in multiple growth records to that in a multiple array of climatic variables 
(e.g., summer temperature over a large geographical region) (Table 10.1). To do so, 
each matrix of data (representing variations in both time and space) is converted into 
its principal modes or eigenvectors; these are then related using canonical regression 
or orthogonal spatial regression techniques (Clark, 1975; Cook et aL, 1994). These 



10.2 FUNDAMENTALS OF DENDROCLIMATOLOGY 417 

(a) 

CO -S"" 
Q 
Q- +5 

1700 1710 1720 1730 1740 1750 1760 1770 1780 1790 1800 1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1 

(b) 

I 1930 1940 1950 1960 1970 

r- A extreme 
T WETNESS 
J. moderate 

•r extreme 
I DROUGHT 
t moderate 

1 extreme 
T WETNESS 
J. moderate 

-r extreme 
I DROUGHT 
t moderate 

1700 1710 1720 1730 1740 1750 1760 1770 1780 1790 1800 1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 ' I 1930 1940 1950 1960 1970 

Date 

F I G U R E 10.16 July Palmer drought indices for the Hudson Valley, New York, from 1694 to 1972 recon-
structed from tree rings, (a) Unsmoothed estimates; (b) a lowpass filtered version of the unsmoothed series 
that emphasizes periods of > I0 yr (Cook and Jacoby, 1979). 

techniques involve identifying the variance that is common to individual eigenvec-
tors of the tvv̂ o different data sets and defining the relationship between them. The 
techniques are important in that they allow^ spatial arrays (maps) of tree-ring indices 
to be used to reconstruct maps of climatic variation through time (Fritts et aL, 1971; 
Fritts, 1991; Fritts and Shao, 1992; Briffa et aL, 1992b). 

The most comprehensive v^ork of this sort is that of Fritts (1991). Ring-v^idth 
indices from 65 sites across v^estern North America (i.e., 65 variables) w êre trans-
formed into eigenvectors, w^here each one represented a spatial pattern of growth co-
variance among the sites (Fig. 10.15). The first ten eigenvectors accounted for 58% 
of the joint space-time variance of growth anomaly over the site network. Eigenvec-
tors were also derived for seasonal pressure data at grid points over an area extend-
ing from the eastern Pacific (100° E) to the eastern U.S. (80° W) and from 20 to 70° 
N; the first three eigenvectors of pressure accounted for - 5 6 % of variance in the 
data. Using amplitudes of all these eigenvectors for the years common to both data 
sets (1901-1962), canonical weights were computed for the growth eigenvectors to 
give maximum correlations with pressure anomalies. Amplitudes of these weighted 
eigenvectors were then used as predictors of normalized pressure departures at each 
point in the pressure grid network, by applying the canonical weights to the stan-
dardized ring-width data (the level Illb approach in Table 10.1). This resulted in es-
timates of pressure anomaly values at each point in the grid network, for each 
season, for each year of the ring-width network. Maps of mean pressure anomaly 
could thus be produced for any interval by simply averaging the individual anomaly 
values (Fritts and Shao, 1992). The same procedure was used for a network of grid-
ded temperature and precipitation data across the United States. Figure 10.17 gives 
the mean pressure, temperature and precipitation anomalies for 1602-1900 for each 
gridded region compared to twentieth century means. This -300 yr interval spans 
much of what is commonly referred to as the "Little Ice Age" and it is interesting 
that the reconstruction suggests there was a stronger ridge over western North 
America, with higher pressure over Alaska during this time. This was associated with 
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F I G U R E 10.17 Anomalies (from 1901-1970 mean values) of mean sea-level pressure, temperature, and 
precipitation (in % of mean) for the period 1602-1900.Values were reconstructed from a 65-chronology net-
work of tree-ring width data (see Fig. 10.15). Shaded areas on the temperature and precipitation maps are warm 
or dry anomalies, respectively (Fritts, 1991). 

higher temperatures and lower precipitation over much of the western and south-
western United States, but cooler and wetter conditions in the east and northeast. 
Precipitation was also higher in the Pacific Northwest, presumably reflecting more 
frequent depressions affecting this area. In effect, the reconstruction points to an am-
plification of the Rossby wave pattern over North America, with an increase in cold 
airflow from central Canada into the central and eastern U.S. (Fritts, 1991; Fritts and 
Shao, 1992). Reconciling these reconstructions with evidence for extensive glacier 
advances in the Rockies and other mountain ranges of western North America dur-
ing this period is clearly very difficult (Luckman, 1996). 

Related procedures have been used by other workers. Briffa et al, (1988) for ex-
ample, used orthogonal spatial regression to reconstruct April-September tempera-
tures over Europe west of 30° E using densitometric information from conifers over 
Europe. In their procedure both the spatial array of temperature and the spatial ar-
ray of densitometric data were first reduced to their principal components. Only sig-
nificant components in each set were retained. Each retained PC of climate was then 
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regressed in turn against the set of retained densitometric PCs. This procedure can 
be thought of as repeating the level lib approach (Table 10.1) m times, where m is 
the number of retained climate PCs. Having found all of the significant regression 
coefficients, the set of equations relating the climate PCs to the tree-growth PCs 
were then transformed back to original variable space, resulting in an equation for 
each temperature location in terms of all the densitometric chronologies. A similar 
approach was used by Schweingruber et al. (1991) and Briffa and Schweingruber 
(1992) to derive temperature reconstructions for Europe, and by Briffa et al, 
(1992b), who derived temperature anomaly maps for the western United States 
from a network of tree-ring density data. 

Fig. 10.18 shows some examples of these reconstructions in comparison with in-
strumental data for the same years, providing a qualitative impression of how good 
the pre-instrumental reconstructions might be. In fact, verification statistics over an 
independent period are generally good, providing a more quantitative assessment 
that earlier reconstructions are likely to be reliable. Of particular interest is the re-
construction of temperatures in the early nineteenth century, around the time of the 
eruption of Tambora (Fig. 10.19). Tambora (8° S, 118° E) exploded in April 1815; it 
is considered to have been the largest eruption in the last thousand years if not the 
entire Holocene (Rampino and Self, 1982; Stothers, 1984). Contemporary accounts 
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F I G U R E 10.18 Observed April-September mean temperature anomalies in the summers of the early 
1930s (expressed as departures from the 1951-1970 mean) compared with (bottom panel) the corresponding 
reconstruction based on a tree-ring density network made up of 37 chronologies distributed across the region. 
(Schweingruber et o/., 1991). 
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F I G U R E 10.19 Reconstructed summer (April-September) temperature anomalies (from 1951-1970 
means) for western Europe and western North America for the early nineteenth century based on a 37 site 
tree-ring density network in Europe and a 53 site tree-ring density network in North America. Conditions were 
cold in both regions in the years following the eruption of Tambora, though 1816 itself was mostly warm in 
western North America (Schweingruber et o/., 1991). 
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document the severe climatic conditions that were experienced in western Europe 
and in the eastern United States in the following year, which became known as "the 
year without a summer" (Harington, 1992). The dendroclimatic reconstruction for 
summer temperatures (April-September) in western Europe indeed show extremely 
cold conditions in 1816 with cold summers also in 1817 and 1818 over most of 
western Europe (and northwestern Russia; Shiyatov, 1996) continuing into 1819 in 
southern Europe. Over most of the western United States and Alaska, 1816 was not 
cold, but the following four summers were uniformly cooler than the 1951-1970 ref-
erence period. The coldest summer in the last few centuries in the western United 
States (1601) was also associated with an eruption, probably Huaynaputina in Peru 
(Briffa et al., 1992b, 1994). Teniperatures across the region averaged 2.2 °C below 
the 1881-1982 mean as a result of that event. 

Before concluding this section on calibration, it is worth noting that tree-ring 
indices need not be calibrated only with climatic data. The ring-width variations 
contain a climatic signal and this may also be true of other natural phenomena that 
are in some way dependent on climate. It is thus possible to calibrate such data di-
rectly with tree rings and to use the long tree-ring records to reconstruct the other 
climate-related series. In this way, dendroclimatic analysis has been used to recon-
struct runoff records (Stockton, 1975; Stockton and Boggess, 1980) and lake-level 
variations (Stockton and Fritts, 1973). Some of these applications are discussed in 
more detail in Section 10.3.3. 

10.2.5 Verification of Climatic Reconstructions 

An essential step in dendroclimatic analysis (indeed in all paleoclimatic studies) is 
to test or verify the paleoclimatic reconstruction in some way. The purpose of verifi-
cation is to test if the transfer function model (derived from data in the calibration 
period) is stable over time, usually by comparing part of the reconstruction with in-
dependent data from a different period. Inevitably, when the prediction estimates 
are tested against an independent data set the amount of explained variance will al-
most always be less than in the calibration period. To quantify how good the recon-
struction is, in comparison with independent data, various statistical tests are 
generally performed (Gordon, 1982; Fritts et ai, 1990; Fritts, 1991, Appendix 1). 
These statistics then provide some level of confidence in the rest of the reconstruc-
tion; the performance of the transfer function over the verification period is the best 
guide to the likely quality of the reconstruction for periods when there are simply 
no instrumental data. 

Two approaches to verification are generally adopted. First, when calibrating 
the tree-ring data, very long instrumental records for the area are sought. Only part 
of these records are then used in the calibration, leaving the remaining early instru-
mental data as an independent check on the dendroclimatic reconstruction. If the 
reconstruction is in the form of a map, several records from different areas may be 
used to verify the reconstruction, perhaps indicating geographical regions where the 
reconstructions appear to be most accurate (Briffa et aL, 1992b). This approach 
is difficult in some areas where tree-ring studies have been carried out (e.g., the 
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western United States and northern treelines) because these are areas with very few 
early instrumental records (Bradley, 1976). Dendroclimatic studies in western Eu-
rope (Serre-Bachet et aL^ 1992; Briffa and Schweingruber, 1992) can be more ex-
haustively tested because of the much longer instrumental records in that area. 
Indeed, it is sometimes possible to conduct two calibrations, with both tree-ring and 
climatic data from different time periods and to compare the resulting dendrocli-
matic reconstructions for earlier periods derived independently from the two data 
sets (Briffa et aL, 1988). This provides a vivid illustration of the stability of the de-
rived paleoclimatic reconstructions (Fig. 10.20). 

A second approach is to use other proxy data as a means of verification. This 
may involve comparisons with historical records or with other climate-dependent 
phenomena such as glacier advances (LaMarche and Fritts, 1971b) or pollen varia-
tions in varved lake sediments (Fritts et aL, 1979) etc. It may even be possible to use 
an independent tree-ring data set to compare observed growth anomalies with those 
expected from paleoclimatic reconstructions. Biasing and Fritts (1975), for exam-
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F I G U R E 10.20 Two reconstructions of northern Fennoscandinavlan temperatures for July-August using 
the same transfer function model, but with calibration based on 1852-1925 in the upper diagram, and 
1891-1964 in the lower diagram. Ordinate axis is in standard deviation units with one unit approximately equal 
to I °C.The two calibrations accounted for 69% and 56% of the variance of instrumental temperature over the 
same (calibration) interval, respectively. Both gave statistically significant statistics when verified against data 
from the other "independent" interval.Thus, both reconstructions could be viewed as statistically reliable. Al -
though the two series are strongly correlated (r = 0.87) there are important differences between them, which 
warns against overinterpreting the reconstructions for individual years. For example, the lower diagram shows 
an extreme in 1783 that does not appear in the upper diagram, and even the lower frequency variations show 
important differences requiring careful examination of the regression weights used for each reconstruction 
(Briffa eto/., 1988). 
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pie, used a network of trees from an area between northern Mexico and southern 
British Columbia to reconstruct maps of sea-level pressure anomalies over the east-
ern Pacific and western North America. A separate temperature-sensitive data set 
from Alaska and the Northwest Territories of Canada was then used to test the re-
constructions. Periods of anomalously low growth in the northern trees were asso-
ciated with increased northerly airflow as predicted by the pressure reconstructions. 

In all verification tests, one is inevitably faced with two questions: 

(a) If the verification is poor, does the fault lie with the dendroclimatic recon-
struction (and hence the model from which it was derived) or with the 
proxy or instrumental data used as a test (which may itself be of poor qual-
ity and subject to different interpretations)? In such cases, re-evaluation of 
the tree-ring data, the model, and the test data must be made before a de-
finitive conclusion can be reached. 

(b) Is the dendroclimatic reconstruction for the period when no independent 
checks are possible as reliable as for the period when verification checks 
can be made? This might seem an insoluble problem but it is particularly 
important when one considers the standardizing procedure employed in the 
derivation of tree-growth indices (Section 10.2.3). Errors are most likely to 
occur in the earliest part of the record, whereas tests using instrumental 
data are generally made near the end of the tree-growth record (where 
replication is generally highest and the slope of the standardization func-
tion is generally lowest) and least likely to involve the incorporation of 
large error. The optimum solution is for both instrumental and proxy data 
checks to be made on reconstructions at intervals throughout the record, 
thereby increasing confidence in the overall paleoclimatic estimates. 

Dendroclimatologists have set the pace for other paleoclimatologists by devel-
oping methods for rigorously testing their reconstructions of climate. Many other 
fields would benefit by adopting similar procedures. 

10.3 DENDROCLIMATIC RECONSTRUCTIONS 

The following sections provide selected examples of how tree rings have been used 
to reconstruct climatic parameters in different regions of the world. This is not by 
any means an exhaustive review and for further information the reader should ex-
amine the sections on dendroclimatology in Bradley and Jones (1995), Jones et a\, 
(1996), and Dean et al (1996). 

10.3.1 Temperature Reconstruction from Trees at the Northern Treeline 

Many studies have shown that tree growth at the northern treeline is limited by tem-
perature; consequently, both tree-ring widths and density provide a record of past 
variations in temperature. A 1500-yr long summer temperature reconstruction using 
Scots pine {Pinus sylvestris) from northern Scandinavia has already been discussed 
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(see Fig. 10.12). Even longer records may be possible because in this region logs of 
Holocene age have been dredged from lakes and bogs at or beyond the present tree-
line. By cross-dating these samples, it should eventually be possible to construct a 
v^ell-replicated chronology extending back over most of the Holocene (Zetterberg et 
al.y 1995, 1996). Similarly, in the northern Ural mountains of Russia, the dendrocli-
matic record of living trees has been extended back over 1000 yr by overlapping 
cores from dead larch trees (Larix sibirica) found close to or above present treeline 
(Graybill and Shiyatov, 1992; Briffa et al, 1995) (see Section 8.2.1). Ring-width and 
density studies of these samples show warm conditions in the fourteenth and fif-
teenth centuries, declining to uniformly low summer temperatures in the sixteenth 
and seventeenth centuries. There is little similarity between Fennoscandian and 
northern Urals data prior to -1600, after which time both records show a gradual 
increase in temperatures through the 20th century. In fact, in the northern Urals, the 
20th century (1901-1990) is the warmest period since (at least) 914 AD, although 
this does not appear to be the case in northern Scandinavia. Care is needed in the 
interpretation of these apparent long-term changes because of the number of cores 
and the individual core segment lengths contributing to the overall record vary over 
time (Briffa et aL, 1996). In the northern Urals data set, the replication (sample 
depth) and mean core length are at a minimum from -1400-1650 and -1500-1700, 
respectively. For similar reasons, reliability of the mean chronology is poor before 
-1100. The overall summer temperature reconstruction is therefore very sensitive to 
the standardization procedure used to correct for growth effects in each core seg-
ment; quite different temperature reconstructions can be produced depending on 
whether cores are individually standardized (by a cubic spline function) or if a re-
gional curve standardization method is employed (Fig. 10.21). This again points to 
the dangers implicit in long-term paleotemperature reconstructions built up from 
multiple short cores when sample replication and mean record length are limited. 

Shorter records, derived only from living trees have been recovered all along the 
Eurasian treeline by Schweingruber and colleagues (Schweingruber and Briffa, 
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F I G U R E 10.21 May-August mean temperature reconstruction for the northern Ural Mountains, Russia, 
based on tree-ring widths standardized by a cubic-smoothing spline (thin line) and maximum latewood density 
data standardized by deriving a regional curve for all samples (see Fig. 10.13) (thick line). Data are shown in "C 
anomalies from the 1951-1970 mean and are smoothed with a 25-yr lowpass filter.The large differences be-
tween the two reconstructions indicate that low frequency information is lost in the reconstruction in which 
only ring widths are used (Briffa et o/., 1996). Note that both approaches give comparable reconstructions in the 
calibration and verification periods, thus providing no a priori warning that there might be a problem with the 
spline-standardized data set. 
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1996; Vaganov et al., 1996). Both ring-width and density studies of these samples 
enable a picture of regional variations to be built-up, from Karelia in the west to 
Chukotka in the east. This shows that the temperature signal is not uniform across 
the region; for example, from -80-150° E the early 19th century was uniformly 
cold, but this cool period was far less pronounced or as persistent farther west, from 
-50-80° E. Such variations point to possible shifts in the upper level Rossby wave 
circulation, which may have been amplified or displaced during this interval. Build-
ing up networks of tree-ring data in this way will eventually lead to continental-
scale maps of Eurasian temperature anomalies through time (see Fig. 10.19; 
Schweingruber et aL, 1991). 

Ring widths in spruce (mainly Picea glauca) from the northern treeline of North 
America contain a strong record of mean annual temperature (Jacoby and D'Ar-
rigo, 1989; D'Arrigo and Jacoby, 1992). Indices averaged over many sites along the 
treeline, from Alaska to Labrador, reveal a strong correlation with both North 
American and northern hemisphere temperatures over the last century (Jacoby and 
D'Arrigo, 1993). Based on these calibrations, long-term variations in temperature 
have been reconstructed (Fig. 10.22). This indicates low temperatures throughout 
the seventeenth century with a particularly cold episode in the early 1700s. The 
eighteenth century was relatively warm, followed by very cold conditions (the cold-
est of the last 400 years) in the early to mid-1800s. Temperatures then increased to 
the 1950s, but have since declined. This record is broadly similar to that derived 
from trees in the northern Ural mountains of Russia, but has less in common with 
the Fennoscandian summer temperature reconstruction discussed earlier. 

Reconstructed Annual Temperatures for Northern North America 

2000 

F I G U R E 10.22 Reconstruction of annual temperature across northern North America for 1601-1974, 
based on a set of 7 tree-ring width chronologies from Alaska to Quebec; 5-yr smoothed values also shown by 
darker line (D'Arrigo and Jacoby, 1992). 
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Using a different network of trees sampled for maximum latewood density, 
Schweingruber et al. (1993) and Briffa et al. (1994) identify distinct regional signals 
along the North American treeline; by grouping records with common signals they 
reconstructed summer (April-September) temperatures back to A.D. 1670 for the 
Alaska/Yukon, Mackenzie Valley, and Quebec/Labrador regions. These series do 
not capture low frequency variability very well, but do show significant anomalies 
associated with major volcanic eruptions known from historical records (Jones et 
al.^ 1995). However, not all regions are affected in the same way; for example, 1783 
(the year that Laki, a major Icelandic volcano erupted) was a very cold summer in 
Alaska (also noted by Jacoby and D'Arrigo, 1995) but it was relatively warm in the 
Mackenzie valley. By contrast, 1816 (following the eruption of the Indonesian vol-
cano Tambora in 1815) was exceptionally cold in Quebec and Labrador, but was 
warm in Alaska/Yukon. Such variations indicate that volcanic aerosols do not al-
ways produce uniform climatic responses across the globe and may, in fact, produce 
strong meridional temperature gradients (Groisman, 1992). 

10.3.2 Drought Reconstruction from Mid-latitude Trees 

Drought frequency is of critical importance to agriculture in the central and eastern 
United States. Several dendroclimatic studies have attempted to place the limited 
observational record in a longer-term perspective by reconstructing precipitation or 
Palmer Drought Severity Indices (PDSI) for the last few centuries. Cook et al. (1992b) 
used a network of over 150 tree-ring chronologies from across the eastern United 
States to reconstruct summer PDSI for each of 24 separate regions. On average, 
46% of the summer PDSI variance was explained by the tree-ring data. The entire 
set of reconstructed PDSI for all 24 regions was then subjected to principal compo-
nents analysis to identify the principal patterns of drought distribution across the 
entire eastern United States. Six main patterns were identified, with each one corre-
sponding to a different subregion affected by drought (Fig. 10.23). By examining 
the time series of each principal component, the drought history of each region 
could be assessed (Fig. 10.24). This revealed that while drought is common in some 
areas, it is quite rare for drought to extend over many different regions simultane-
ously. One exception was the period 1814-1822, when severe drought devastated 
the entire northeastern quadrant of the United States, from New England to Geor-
gia and from Missouri to Wisconsin. This may have been related to circulation 
anomalies resulting from the major eruption of Tambora in 1815 and/or to four 
moderate-to-strong El Nino events in quick succession (1814, 1817, 1819, and 
1821) (Quinn and Neal, 1992). 

Further analysis of drought history in Texas (see Factor 4 in Fig. 10.24) using 
ring-width chronologies from post oak trees (Quercus stellata) has enabled the PDSI 
to be reconstructed separately for northern and southern Texas (Stable and Cleave-
land, 1988). From these series, the recurrence interval of different levels of drought 
severity can be calculated (Fig. 10.25). This shows that while the probability of mod-
erate drought (a PDSI of -2 to -3) is high every decade in both north and south 
Texas, there is a >50% chance of severe drought (PDSI<-4) once a decade in south 
Texas; in north Texas, however, such droughts are less likely (once in 15 yr). 
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F I G U R E 10.23 Major drought patterns across the eastern United States, based on principal components 
analysis. Shaded areas are where 49% or more of the variance of each drought factor (I to 6) is explained.The 
temporal history of pattern 2, for example, will primarily reflect drought in New England, whereas pattern 4 will 
reflect conditions in Texas (Cook et o/., 1992b). 
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F I G U R E 10.24 Reconstructed drought history in the eastern United States. Each series corresponds to a 
drought pattern shown in Fig. l0.23.The drought in New England in the 1960s (drought factor 2) was unprece-
dented in the last 270 yr (Cook et o/., 1992b). 

In the southeastern United States, bald cypress trees (Taxodium distichum) 
growing in swamps have provided a surprisingly good record of precipitation and 
drought history extending back over 1000 years in some places (Stable et aL, 1985; 
1988; Stable and Cleaveland, 1992). Apparently, tree growth is affected by the wa-
ter level and water quality in the swamps (oxygenation levels, pH etc.) so tree-ring 
records show excellent correlation with spring and early summer rainfall in the re-
gion. In fact, individual tree-ring chronologies in Georgia and the Carolinas can ex-
plain almost as much of the variance in state-wide rainfall averages as a similar 
network of individual rainfall records (Stable and Cleaveland, 1992). Long-term re-
constructions (>1000 yr) show that non-periodic, multidecadal fluctuations from 
predominantly wet to dry conditions have characterized the southeastern United 
States throughout the last millennium (Fig. 10.26). However, since 1650, rainfall in 
North Carolina appears to have systematically increased, with the period 
1956-1984 being one of the wettest periods in the last 370 yr. This trend was 
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F I G U R E 10.25 Return intervals for various levels of drought (solid line) and wetness (dashed line) in 
north and south Texas.Values shown are for June Palmer Drought Severity Indices ranging from ± I to ±6, from 
top left to bottom right. Moderate droughts (second line from the left) have a return interval of a decade or 
less in both regions, whereas extreme drought (4th line from the left) can be expected with a 50% probability 
once every 15 years in north Texas, and once every 10 years in south Texas (Stable and Cleaveland, 1988). 

abruptly ended by two remarkable, consecutive drought years (1986 and 1987); 
only five other comparable two-year droughts have been registered by the bald cy-
press trees since A.D. 372 (Stable et aL, 1988). 

Many meteorological studies have noted the relationship between El Nino/ 
Southern Oscillation (ENSO) events in the Pacific (or their cold event equivalents, 
La Ninas) and anomalous rainfall patterns in different parts of the world. These 
teleconnections result from large-scale displacements of major pressure systems and 
consequent disruptions of precipitation-bearing storm systems (Ropelewski and 
Halpert, 1987, 1989; Diaz and Kiladis, 1992). Several attempts have been made to 
identify an ENSO signal in tree-ring data in order to reconstruct a long-term ENSO 
index (Lough and Fritts, 1985; Lough, 1992; Meko, 1992; Cleaveland et aL, 1992; 
D'Arrigo et aL, 1994). The strongest regional signal in North America is in the 
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F I G U R E 10.26 Reconstructed state-wide rainfall for North Carolina (NC) in April-June and South 
Carolina and Georgia (SC and GA) in March-June.The upper diagram shows the annual values reconstructed; 
the lower diagram shows the same data smoothed to emphasize low frequency variations more clearly (with 
periods >30 yr) (Stahle and Cleaveland, 1992). 

southwestern U.S. and northern Mexico, where warm events tend to be associated 
with higher winter and spring rainfall, which leads to increased tree growth (Fig. 
10.27). This led Stahle and Cleaveland (1993) to focus on trees from that area to 
reconstruct a long-term South Oscillation Index (SOI) back to 1699. Although their 
results showed considerable skill in identifying many major ENSO events in the past 
(in comparison with those known from historical records) they estimate that only 
half of the total number of extremes were clearly defined over the last 300 yr. Simi-
lar problems were encountered by Lough and Fritts (1985) using a network of arid-
site trees from throughout the western United States. The principal SOI extremes 
they identify for the last few centuries are not the same as those selected by Stahle 
and Cleaveland's analysis. This points to the problem of characterizing ENSOs 
from teleconnection patterns, which are spatially quite variable in relation to both 
positive and negative extremes of the Southern Oscillation. Consequently, although 
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F I G U R E 10.27 Tree-ring anomalies across western North America associated with the high and low phases 
of the Southern Oscillation.The pattern on the left is associated with El Ninos; teleconnections lead to heavier 
winter and spring rainfall in northern Mexico and the U.S. Southwest. By contrast, cold events in the Pacific (La 
Ninas) are associated with drier conditions and reduced tree growth in the same region (Lough, 1992). 

there may be an overall signal related to ENSO in one region, precipitation patterns 
vary enough from event to event that precise, yearly ENSO reconstructions are very 
difficuh (Lough, 1992; D'Arrigo et al, 1994). 

One additional factor rqlated to drought is the frequency of fire in some areas 
(Swetnam, 1993). Fire scars damage the cambium of trees and are clearly visible in 
tree sections. By building up a chronology of fire history from non-contiguous re-
gions, the frequency of large-scale fires affecting v^ide areas (related to regional 
drought episodes) can be identified. In California, fires affecting v^idely separated 
groves of giant Sequoia are associated with significant negative w^inter/spring 
precipitation anomalies. Over the last 1500 yr, fire frequency w âs lov^ from A.D. 
500-800, reached a maximum ~A.D. 1000-1300, then generally declined. Interest-
ingly, the relationship w îth temperature in the region is not significant on an annual 
basis, but over the long-term fire frequency and temperature are positively corre-
lated. Swetnam (1993) attributes this to long-term temperature fluctuations control-
ling vegetation changes on decadal to century timescales, whereas fire activity from 
year to year is more related to fuel moisture levels, which are highly correlated with 
recent precipitation amounts. In the southwestern United States, dry springs and ex-
tensive fires are associated with "cold events" in the Pacific (La Niiias) as a result of 
related circulation anomalies that block moisture-bearing winds from entering the 
region (Swetnam and Betancourt, 1990). Thus, tree-ring widths and fire occurrence 
are manifestations of large-scale teleconnections linking sea-surface temperatures in 
the tropical Pacific to rainfall deficits in the arid Southwest. 
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10.3.3 Paleohydrology from Tree Rings 

Tree rings can be used to reconstruct climate-related phenomena that in some way 
integrate the effects of the climate fluctuations affecting tree growth. In particular, 
much work has been devoted to paleohydrological reconstructions involving 
streamflow. Stockton (1975) was interested in reconstructing long-term variations 
in runoff from the Colorado River Basin, where runoff records date back only to 
1896. As runoff, like tree growth, is a function of precipitation, temperature, and 
evapotranspiration, both during the summer and in the preceding months, it was 
thought that direct calibration of tree-ring widths in terms of runoff might be possi-
ble. Using 17 tree-ring chronologies from throughout the watershed, eigenvectors 
of ring-width variation were computed. Stepwise multiple regression analysis was 
then used to relate runoff over the period 1896-1960 to eigenvector amplitudes 
over the same interval. Optimum prediction was obtained using eigenvectors of ring 
width in the growth year (IQ) and also in years f 2? ̂ .p ^^^ t+v ^^^h of which con-
tained climatic information related to runoff in year t^. In this way an equation ac-
counting for 82% of variance in the dependent data set was obtained; the 
reconstructed and measured runoff values are thus very similar for the calibration 
period (Fig. 10.28). The equation was then used to reconstruct runoff back to 1564, 
using the eigenvector amplitudes of ring widths over this period (Fig. 10.29). The 
reconstruction indicates that the long-term average runoff for 1564-1961 was -13 
million acre-feet (-16 X 10^ m^) over 2 million acre-feet (-2.47 X 10^ m^) less than 
during the period of instrumental measurements. Furthermore, it would appear that 
droughts were more common in this earlier period than during the last century, and 
the relatively long period of above average runoff from 1905 to 1930 has only one 
comparable period (1601-1621) in the last 400 yr. Stockton argues that these esti-
mates, based on a longer time period than the instrumental observations, should be 
seriously considered in river management plans, particularly in regulating flow 
through Lake Powell, a large reservoir constructed on the Colorado River. In this 

1900 1910 1920 1930 1940 1950 I960 

F I G U R E 10.28 Runoff in the Upper Colorado River Basin. Reconstructed values ( ) are based on tree-
ring width variations in trees on 17 sites in the basin. Actual data, measured at Lee Ferry, Arizona, are shown 

for comparison ( ). Based on this calibration period, an equation relating the two days sets was developed 
and used to reconstruct the flow of the river back to 1564 (Fig. 10.29) (Stockton, 1975). 
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F I G U R E 10.29 Annual virgin runoff of the Colorado River at Lee Ferry, as reconstructed using ring-width 
index variation, calibrated as shown in Fig. 10.28. Growth for each year, and the three following years, was used 
to estimate water flow statistically. Smooth curve (below) represents essentially a lO-yr running mean. Runoff in 
this period -1905-1925 was exceptional when viewed in the context of the last 400 yr (Stockton, 1975). 

case, dendrohydrological analysis provided a valuable long-term perspective on the 
relatively short instrumental record. Similar w^ork has been accomplished by Stock-
ton and Fritts (1973), w ĥo used tree-ring eigenvectors calibrated against lake-level 
data to reconstruct former levels of Lake Athabasca, Alberta, back to 1810 (Figure 
10.30). Their reconstruction indicated that although the long-term average lake 
level is similar to that recorded over the last 40 yr, the long-term variability of lake 
levels is far greater than could be expected from the short instrumental record. To 
preserve this pattern of periodic flooding, essential to the ecology of the region, the 
area is nov^ artificially flooded at intervals that the dendroclimatic analysis suggests 
have been typical of the last 160 yr. 

A fev^ studies have attempted to reconstruct streamflow^ in humid environments, 
but they have been less successful than dendroclimatic reconstructions in more arid 
areas (Jones et ai, 1984). In humid regions, periods of low^ flow are generally more 
reliably reconstructed than high flows, as trees are more likely to register prolonged 
drought than heavy precipitation events that may lead to high streamflow and flood-
ing. Cook and Jacoby (1983) reconstructed summer discharge of the Potomac River 
near Washington, DC, back to 1730 using a set of 5 tree-ring width chronologies; 
their results indicate that there was a shift in the character of runoff around 1820. Be-
fore this time, short-term oscillations about the median flow were common, generally 
lasting only a few years. After 1820 more persistent, larger amplitude anomalies be-
came common. For example, runoff was persistently below the long-term median from 
1850-1873. If such an event were to be repeated in the future with all of the modern 
demands on water from the Potomac River, the consequences would be extremely se-
vere. Such a perspective on natural variability of the hydrological system is thus in-
valuable for water supply management and planning. 
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F I G U R E 10.30 Levels of Lake Athabasca,Alberta, Canada, as reconstructed from tree-ring data.Tree rings 
indicate that prior to 1935 there was greater variability in lake levels during May and July, but there was less 
variability in lake levels for September than during the recent calibration period. Dots indicate actual lake levels 
used for calibration. Lines connect the three estimates from tree rings, representing mean lake level for May 
21-30, July 11-20, and September 21-30. Points are not connected over the winter season, as calibrations of 
levels for the frozen lake could not be made (Stockton and Fritts, 1973). 

10.4 ISOTOPE DENDROCLIMATOLOGY 

Many studies have demonstrated empirically that variations in the isotopic content 
of tree rings (8^^C, 8^^0, and 8^H) are in some way related to climate.^^ Early stud-
ies used whole wood samples but some studies now suggest that latewood may need 
to be isolated from earlywood to get a clear signal of climatic conditions in the 
growth year (Switsur et aL, 1995; Robertson et aL, 1995). In mid- and high lati-
tudes, there is a positive relationship (sensu lato) between the oxygen and hydrogen 
isotopic composition of rainfall and temperature (Rozanski et aL, 1993) so it is rea-
sonable to expect that the isotopic content of wood in trees might preserve a record 
of past temperature variations in such regions (Epstein et aL, 1976). The problem is 

^̂  To avoid the difficulties of chemical heterogeneity in wood samples, a single component, a-cellulose 
(polymerized glucose), is extracted for isotopic analysis; a-cellulose contains both carbon-bound and oxy-
gen-bound (hydroxyl) hydrogen atoms, but the latter exchange readily within the plant. It is therefore nec-
essary to remove all hydroxyl hydrogen atoms (by producing nitrated cellulose) to avoid problems of 
isotopic exchange after the initial period of biosynthesis. For a discussion of isotopes, deuterium/hydrogen 
(D/H) and ^^O/^^O ratios, see Sections 5.2.1 and 5.2.2. 
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that additional isotopic fractionation (of hydrogen, oxygen, and carbon atoms) 
occurs within trees during the synthesis of woody material and these biological 
fractionations are themselves dependent on many factors, including temperature, 
relative humidity, and wind speed (evapotranspiration effects) (Burk and Stuiver, 
1981; Edwards, 1993). Nevertheless, in spite of such complications, a number of 
studies have found very strong positive correlations between 8^^C, 8^^0, and 8^H 
and temperature, and negative correlations with relative humidity. The exact tem-
perature relationship varies, but in several studies of 8^^C and 8^^0, it is commonly 
in the range of 0.3-0.4%o per °C (Burk and Stuiver, 1981; Yapp and Epstein, 1982; 
Stuiver and Braziunas, 1987; Lipp et al.^ 1991; Switsur et ai, 1995). Most studies 
have focused on only the last few decades, but a few have attempted longer paleo-
climatic reconstructions. For example, based on the strong correlation observed 
in recent data between August temperature and 8^^C in fir (Abies alba) from the 
Black Forest of southern Germany, Lipp et al, (1991) reconstructed temperature 
back to A.D. 1000 (Fig. 10.31). This record suggests that there was a steady decline 
in temperature from the early fourteenth century to -1850, with an earlier warm 
episode centered on A.D. 1130. Other long-term temperature reconstructions in-
clude a 2000 yr 8^^C-based record from the western United States (Stuiver and 
Braziunas, 1987) and a 1500 yr 8^H-based record from Cahfornia (Epstein and 
Yapp, 1976). There is little similarity between these two records, possibly reflecting 
real temperature differences, but perhaps also highlighting the many complications 
that may confound any simple interpretation. Certainly, the processes involved are 
complex. For example, Lawrence and White (1984) found that 8D in trees from the 
northeastern United States does not contain a strong temperature signal, as might 

1000 1200 1400 1600 1800 2000 

Year 
F I G U R E 10.3 I Average 8'^C values of cellulose extracted from the latewood of 19 fir trees (Abies alba) in 
the Black Forest, from A.D. 1004-1980.Values shown are smoothed by a lOO-yr Gaussian lowpass filter; values 
from 1850-1980 are corrected for the effects of contamination by fossil fuel CO2. Based on calibration over re-
cent decades, the scale of August mean temperature is shown on the right, relative to the long-term mean 
(Trimborn et 0/., 1995). 
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be expected, but is inversely correlated with summer rainfall amount. By contrast, 
Ramesh et aL (1989) found 8D in teak from western India was positively correlated 
with rainfall. In each case it is possible to construct an explanation for the observed 
relationship, but one feels that this approach is a little too ad hoc. There is a real 
need to build on the empirical approach by constructing comprehensive models to 
help in understanding all the processes involved (Edwards and Fritz, 1986; Clague 
et aL, 1992; Edwards, 1993). Isotopic dendroclimatology has much potential, but 
significant efforts are still needed to develop reliable paleoclimatic records to com-
plement ring-width and densitometric studies. 

10.4.1 Isotopic Studies of Subfossil Wood 

Yapp and Epstein (1977) showed that 8D in wood was strongly correlated with 8D in 
associated environmental waters, which were consistently 20~22%o higher than the 
nitrated cellulose (Epstein et aL, 1976; Epstein and Yapp, 1977). As 8D of annual pre-
cipitation is correlated (geographically) with mean annual temperature (Yapp and Ep-
stein, 1982) long-term records of 8D from trees may be a useful proxy for temperature 
variations. This idea is supported by mapping 8D values from modern plants and 
comparing them with measured 8D values of meteoric waters (Fig. 10.32). It is clear 

F I G U R E 10.32 Isolines of §D based on modern meteoric waters (i.e. in precipitation) compared to 8D 
values inferred from cellulose C-H hydrogen (cellulose nitrate) in modern plants (underlined values).With the 
exception of only two Sierra Nevada samples, the inferred values differ by an average of -- 4%o from the values 
measured in precipitation samples (Yapp and Epstein, 1977). 
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that the 8D in plants provides a good proxy measure of spatial variations in 8D of 
precipitation. Assuming that this relationship has not changed over time, it is possible 
to reconstruct former 8D values of meteoric water by the analysis of radiocarbon-
dated subfossil v^ood samples (Yapp and Epstein, 1977). Figure 10.33 show^s such a 
reconstruction, for "glacial age" vŝ ood (dated at 22,000-14,000 yr B.P.). Surprisingly, 
the ancient 8D values at all sites are consistently higher than modern values (an aver-
age of +19%o). The higher 8D of meteoric v^aters implies that temperatures over the 
ice-free area of North America were warmer in late Wisconsin times than today. 
However, there are many other factors that could account for the high 8D values ob-
served. In particular, 8D values in the wood may reflect rainfall in warm growing sea-
sons and so would be isotopically heavier than the annual values mapped in Fig. 
10.32. This would be especially true if more of the extracted cellulose came from late-
wood rather than earlywood. 

Other factors which could help to explain this surprising set of data include: 
(a) a reduction in the temperature gradient between the ocean surface and the adja-
cent precipitation site on land; (b) a change in 8D of the ocean waters as a result of 
ice growth on land (probably corresponding to an increase in oceanic 8D of 4-9%o); 
(c) a change in the ratio of summer to winter precipitation; and (d) a positive shift 
in the average 8D value of oceanic water vapor, which at present is not generally 
evaporating in isotopic equilibrium with the oceans. 

Approx. Extent of Ice Sheet 
14,000-18,000 BP 

F I G U R E 10.33 Distribution of 16 5D values of meteoric waters from 15 different sites during the late 
Wisconsin glacial maximum, as inferred from 8D values of tree cellulose C-H hydrogen (underlined).The ap-
proximate position of the southern margin of the ice sheet is shown at its maximum extent (hatched line).The 
"glacial age" meteoric waters of the 15 sites have, on average, 8D values which are l9%o more positive than the 
corresponding modern meteoric waters at those sites as deduced from the data shown in Fig. 10.32.The "glacial 
age" distribution pattern of 8D values is similar to the modern pattern, but is systematically shifted by the posi-
tive bias of the ancient waters.The North American coastline shown is that of today and does not take into ac-
count the lower sea level at the time of glacial maximum (Yapp and Epstein, 1977). 
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Whatever the reason, the isotopic composition of glacial age precipitation has 
important implications for the isotopic composition of the Laurentide Ice Sheet, 
which is generally assumed to have been composed of ice that was very depleted in 
^^O and deuterium. Using 8D values from trees growing along the shores of Glacial 
Lakes, Agassiz and Whittlesey, Yapp and Epstein (1977) calculated that the S^^O 
value of waters draining from the former Laurentide ice sheet probably averaged 
around -12 to -15%o, far higher than would be expected by analogy with glacial 
age ice in cores from major ice sheets. Measured 8D values from glacial age ice in 
cores from Greenland and Antarctica (Chapter 5) average 80%o below those of 
modern precipitation in the same area. These results are thus somewhat enigmatic 
and it would be extremely valuable to extend this work to other formerly glaciated 
areas (particularly Scandinavia) to study "glacial age" 8D values in more detail be-
cause they have an important bearing on the interpretation of other paleoclimatic 
records, particularly ice and ocean cores. On the other hand, there may have been 
other factors operating to alter the 8D/temperature relationship observed today, or 
to bias the wood isotopic signal in some way, illustrating once again the difficulty 
of interpreting isotopic signal in tree rings. 



DOCUMENTARY DATA 

I I.I INTRODUCTION 

Some of the most diverse and invaluable sources of proxy data are historical docu-
mentary records. These data are particularly important as they deal w îth short-term 
(high-frequency) climatic fluctuations during the most recent past. In terms of the 
climatic future, it is this timescale and frequency domain that is often of most inter-
est to planners and decision makers. A great deal can be learned about the proba-
bility of extreme events by reference to historical records and this provides a more 
realistic perspective on the likelihood of similar events recurring in the future 
(Bryson, 1974; Ingram et ai, 1978). 

The use of historical documents to reconstruct past climates is intimately linked 
w îth the debate over the extent to which climate and climatic fluctuations have 
played a role in human history. Three volumes devoted to climate and history ad-
dress this isssue (Wigley et al.^ 1981, Rotberg and Rabb, 1981; Delano Smith and 
Parry, 1981). Much of the discussion in these volumes revolves around the effects 
(if any) that climate and climatic variations have had on various aspects of human 
activity, particularly economic activity and its social and political consequences (In-
gram et al.^ 1981a; Salvesen, 1992). For the purposes of this chapter it is not neces-
sary to review^ the arguments pro or con, except to note the danger of using 
historical data as a proxy for climate when no cause-and-effect relationship has 
been clearly demonstrated. Usually this problem is tackled empirically by establishing 
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a relationship between the historical time series and a brief record of overlapping 
climatic data. However, without a model demonstrating the logic of such a relation-
ship, erroneous conclusions may result (de Vries, 1981). Models should be compre-
hensive, recognizing not just the role of climate but also the potential significance of 
other non-climatic factors (Parry, 1981). In this way, not only will there be a 
stronger basis for historical paleoclimatic reconstruction but also a better under-
standing of the role of climate and climatic fluctuations in history. 

Paleoclimatic data from historical sources rely, of course, on written observa-
tions. This means that certain parts of the world have been endowed with a much 
richer heritage of historical paleoclimatic information than other regions (Table 
11.1). The longest records come from Egypt, where stone inscriptions relating to 
the Nile flood levels are available from mid-Holocene times (-5000 yr B.P.) indicat-
ing higher rainfall amounts from East African summer monsoons at that time (Bell, 
1970; Henfling and Pflaumbaum, 1991). Arabic chronicles also provide intermit-
tent observations (mainly on rainfall) in other parts of the Middle East (Iraq, Syria, 
Palestine) going back over 1000 yr (Grotzfeld, 1991). In China, the earliest inscrip-
tions on oracle bones date back to the time of the Shang dynasty (-3700-3100 yr 
B.P.) when conditions appear to have been slightly warmer than in modern times 
(Wittfogel, 1940; Chu, 1973). Such records are, of course, few and far between and 
for the vast majority of the continental land areas, as well as the oceans, historical 
observations are generally only available for a few hundred years at the most. 

Historical data can be grouped into four major categories. First, there are obser-
vations of weather phenomena per se, for example, the frequency and timing of frosts 
or the occurrence of snowfall recorded by early diarists. Second, there are records of 
weather-dependent natural phenomena (sometimes termed parameteorological phe-
nomena) such as droughts, floods, lake or river freeze-up and break-up, etc. Third, 
there are phenological records, which deal with the timing of recurrent weather-
dependent biological phenomena, such as the dates of flowering of shrubs and trees, 

• • TABLE I I.I Earliest Historical 
Records of Climate 

Area 

Egypt 

China 

Southern Europe 

Northern Europe 

Japan 

Iceland 

North America 

South America 

AustraHa 

Earliest written evidence 
(approximate dates) 

3000 B.C. 

1750 B.C. 

500 B.C. 

0 

A.D. 500 

A.D.1000 

A.D.1500 

A.D. 1550 

A.D. 1800 

Modified from Ingram et al. (1978). 
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or the arrival of migrant birds in the spring. We will include in this group of records 
observations of the former spatial extent of particular climate-dependent species. A 
fourth category involves records of forcing factors that may have had an influence on 
climatic conditions in the past. Within each of these categories there is a wide range 
of potential sources and an equally wide range of possible climate-related phenom-
ena. These are discussed in more detail here. 

11.2 HISTORICAL RECORDS AND THEIR INTERPRETATION 

Potential sources of historical paleoclimatic information include: 

(a) ancient inscriptions; 
(b) annals, chronicles; etc., 
(c) governmental records; 
(d) private estate records; 
(e) maritime and commercial records; 
(f) personal papers, such as diaries or correspondence; and 
(g) scientific or protoscientific writings, such as (non-instrumental) weather 

journals (Ingram et aL, 1978). 

In all these sources, the historical climatologist is faced with the difficulty of as-
certaining exactly what qualitative descriptions from the past are equivalent to in 
terms of modern-day observations. What do the terms "drought," "frost," or "frozen 
over" really mean? How can qualifying terms (e.g., "extreme" frost) be interpreted? 
For example. Baker (1932) notes that one seventeenth century diarist recorded three 
droughts of "unprecedented severity" in the space of only five years! An approach 
to solving this problem has been to use content analysis (Baron, 1982) to assess in 
quantitative terms, and as rigorously as possible, climatic information in the histor-
ical source. Historical sources are examined for the frequency with which key de-
scriptive words were used (e.g., "snow," "frost," "blizzard," etc.) and the use the 
writer may have made of modifying language (e.g., "severe frost," "devastating 
frost," "mild frost," etc.). In this way an assessment can be made of the range of 
descriptive terms that were used, so they can be ranked in order of increasing sever-
ity as perceived by the original writer. The ranked terms may then be given numeri-
cal values so that statistical analyses can be performed on the data. This may 
involve simple frequency counts of one variable (e.g., snow) or more complex cal-
culations using combinations of variables. The original qualitative information may 
thus be transformed into more useful quantitative data on the climate of different 
periods in the past. Non-climatic information is often required to interpret the cli-
matic aspects of the source: Where did the event take place (was the event only lo-
cally important; was the diarist itinerant or sedentary?) and precisely when did it 
occur and for how long? This last question may involve difficulties connected with 
changing calendar conventions as well as trying to define what is meant by terms 
such as "summer" or "winter" and what time span might be represented by a 
phrase such as "the coldest winter in living memory." Not all of these problems 
may be soluble, but content analysis can help to isolate the most pertinent and un-
equivocal aspects of the historical source (Moody and Catchpole, 1975). 
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Historical sources rarely give a complete picture of former climatic conditions. 
More commonly, they are discontinuous observations, very much biased towards 
the recording of extreme events, and even these may pass unrecorded if they fail to 
impress the observer. Furthermore, long-term trends may go unnoticed, as they are 
beyond the temporal perspective of one individual. In a sense, the human observer 
acts as a high-pass filter, recording short-term fluctuations about an ever-changing 
norm (Ingram et aL, 1981b). Nevertheless, long-term records of natural phenom-
ena (such as the freezing of a lake) can convey relevant lov^ frequency information 
even if the time series is made up of many short-term observers. 

Historical records that appear to be rich in parameteorological information 
were probably not produced with the historical climatologist in mind, and care 
must be taken to assess the purpose of the writer in making the record. For exam-
ple, Chinese dynastic histories contain abundant references to floods and droughts, 
but the purpose of the notation was not to record the vagaries of climate, but to 
make a record of human suffering and damage caused by changes in rainfall. Such 
events were considered to convey a supernatural warning to the Emperor of the 
day (Yao, 1944). Because of this, there is a strong seasonal bias towards report-
ing flood and drought events in the vitally important growing season, as well as a 
spatial bias in the data towards settled areas with large populations. For example, 
in the Ming dynasty (1368-1643) the number of recorded droughts and floods in 
the metropolitan province exceeds that of any other province (Chu, 1926; Yao, 
1943). Also, because floods and droughts resulted in tax exemptions in the region 
afflicted, it is not unlikely that local officials may have been tempted to exagger-
ate the severity of extreme events. This, of course, is true of many areas throughout 
history. 

References to unusual temperatures may be strongly skewed, depending on the 
perspective of the author. This bias poses a difficult challenge to reconstructing reli-
able paleotemperature estimates. For example, in the more than 20,000 "climatic 
calamities" noted in Chinese documents, only 100 concerned warm anomalies 
(Wang, 1991b). Cold episodes were mentioned in 35% of years, but warm episodes 
only figured in 5% of the years. This bias reflects the significance of cold conditions 
to agricultural activities in China. In cooler climates, it is warm conditions that are 
of particular significance; Icelandic archives commonly record mild spells and these 
characterized the warm decades of the 1570s, 1640s-1650s, and 1700s (Fig. 11.1) 
(Ogilvie, 1992). 

Finally, it is worth noting that not all historical sources are equally reliable. It 
may be difficult in some cases to determine if the author is writing about events of 
which he has first-hand experience, or if events have been distorted by rumor or the 
passage of time. Ideally, sources should be original documents rather than compila-
tions; many erroneous conclusions about past climate have resulted from climatolo-
gists relying on poorly compiled secondary sources that have proved to be quite 
erroneous when traced back to the original data (Bell and Ogilvie, 1978; Wigley, 
1978; Ingram et ai, 1981b). Nevertheless, some major compilations such as the vo-
luminous Chinese encyclopedia, the T'u-shu Chi-cheng, have proved to be invalu-
able sources of paleoclimatic information (Chu, 1926, 1973; Yao, 1942, 1943). 
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F I G U R E I I . I Winter-Spring thermal index for Iceland 1501-1801 based on content analysis of historical 
documents (annals, correspondence, and diaries). Isolated reports of very cold or very mild seasons are also 
shown (Ogilvie, 1992). 

As with all proxy data, historical observations need to be calibrated in some 
way, in order to make comparisons with recent data possible. This is commonly 
done by utilizing early instrumental data that may overlap with the proxy record, 
to develop an equation relating the two data sets. Thus, Bergthorsson (1969) re-
gressed observations of sea-ice frequency off the coast of Iceland with mean annual 
temperatures during the nineteenth century, and then used the resulting equation to 
reconstruct long-term temperature fluctuations over the preceding 300 yr from sea-
ice observations. Similarly, observations of Dutch canal freezing frequencies were 
calibrated with instrumentally recorded winter temperature data by de Vries (1977) 
(Fig. 11.2). The caHbration-equations were then used to reconstruct paleotempera-
tures prior to the period of instrumental records in each area. 

In many locations, precipitation occurrence (daily frequency) was recorded by 
diarists together with remarks on rainfall intensity, rather than rainfall totals. Several 
studies have shown that statistically significant relationships exist between rainfall 
frequency (and/or rainfall duration) and daily rainfall amounts, enabling estimates of 
daily rainfall to be made, and then for monthly and seasonal totals to be accumulated. 
In the lower Yangtze River valley of eastern China, for example, local officials main-
tained detailed weather observations during the Qing Dynasty (1636-1910). This set 
of records (Qing Yu Lu, the "Clear and Rain Records") provide daily records on sky 
conditions, wind directions, precipitation type (rain or snow, light, heavy, torrential, 
etc.) and the duration of precipitation events (Wang and Zhang, 1988). By relating 
precipitation totals to precipitation frequency and intensity during recent decades 
(using instrumental data), Wang and Zhang (1992) were able to establish regression 
equations that could then be applied to the historical data to reconstruct past precipi-
tation amounts. Others have noted that rainfall frequency (number of rainy days 
and/or the length of rainy episodes) is often inversely related to temperature because 
cloud cover tends to reduce direct radiation, and rainfall itself will lead to evaporative 
cooling. W.C. Wang et al. (1992) applied this line of reasoning to the Qing Yu Lu in 
order to extend the instrumental record of summer temperature in Beijing from 1855 
back to 1724. Mikami (1992b) also noted the strong relationship between the number 
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F I G U R E 11.2 
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from the long-term average (+2 °C) based on regression shown and historical records of canal freezing frequen-
cies (van den Dool et o/., 1978). 

of rain days in parts of Japan and August temperature (based on instrumental data). 
He then used this to reconstruct August temperature from 1770-1840 using the his-
torical records of rainfall frequency (Fig. 11.3). 

Some observations may not need direct calibration if recent comparable con-
temporary observations are available. This applies to such things as rain/snow fre-
quency, dates of first and last snowfall, river freeze/thav^ dates, etc., providing 
urban heat island effects, or technological changes (such as river canalization) have 
not resulted in a non-homogeneous record. 

11.2.1 Historical Weather Observations 

The most widely recorded meteorological phenomenon in historical documents is 
snow, in terms of the date of the first and last snowfalls of each year, or the number 
of days with snow on the ground or the frequency of days with snowfall. Some of 
the earliest snowfall observations are from Hangchow, China, for the period A.D. 
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1770 1780 1790 1800 1810 1820 1830 1840 

F I G U R E I 1.3 August temperature anomalies in northeastern Japan (northern Honshu) from 1770 to 
1840, derived from historical records of rainfall frequency.The reference period (zero line) is the mean for 
1951-1970 (Mikami, 1992b). 

1131-1210, when discontinuous records were made of the dates of the last snow-
fall in spring. Comparison with Hangchow records for the period 1905-1914 indi-
cates that snowfalls commonly occurred 3-4 weeks later in the spring months 
during the twelfth century than was typical of the early twentieth century (Chu, 
1926). This suggests a more prolonged, and probably more severe, winter during 
the Southern Song Dynasty (A.D. 1127-1279). 

More modern and more complete records of snowfall (dates of first and last oc-
currences) were compiled for the London area by Manley (1969). These extend 
back to 1811 and indicate a reduction in the snow season of approximately 6 weeks 
between 1811-1840 and 1931-1960, though most of this change has occurred dur-
ing the twentieth century, perhaps due to a marked increase in the urban heat island 
effect. A similar problem may have affected recent observations of first snow cover 
in the Tokyo area. During the period from 1632-1633 to 1869-1870 the average 
date of the first snow cover was January 6, whereas from 1876-1877 to 1954-1955 
the mean was January 15 (Arakawa, 1956a). For both periods, the standard devia-
tions were similar (approximately 20 days). How much of the change is due to a 
warmer Tokyo metropolitan area is difficult to assess, and points to the particular 
value of data from more rural locations. Pfister, for example, has compared the 
number of days with snow cover (extensive snow on the ground) at various places 
with similar elevations on the upper and lower plateaus of Switzerland. During the 
eighteenth century, snow cover was often far more persistent than in even the harsh-
est winter of the twentieth century, 1962-1963 (Table 11.2) and this provides 
strong support for the record of "days with snow lying" in the Zurich-Winterthur 
area (Fig. 11.4). These data point to the decade 1691-1700 as having had the high-
est number of days with snow on the ground (> 65 annually) compared to recent 
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TABLE 11.2 Number of Days With Snow Cover 
per Year (March to May Values in Parentheses) 
for Selected Localities in Switzerland 

Winter of 

1769-1770 

1784-1785 

1788-1789 

1962-1963^ 

Lower plateau 

134(51) 

112(35) 

59(0) 

Upper plateau 

126 (45) 

154 (60) 

86(12) 

From Pfister (1978a). 
^ Harshest winter of the twentieth century. Severe winters 

were also noted in 1684-1685, 1715-1716, 1730-1731, and 
1969-1970. 

averages of only half that number (Pfister, 1985). It is also of significance that this 
decade was the coldest in central England, according to long-term instrumental 
records of temperature (Manley, 1974). Thus, urban growth effects, while undoubt-
edly exerting a progressive influence on temperature, cannot account for all the 
marked changes observed. 

An interesting method of assessing past winter temperatures has been demon-
strated by Flohn (1949), who observed that the ratios of snow days to rain days in 
winter months correlate well with winter temperatures during the instrumental pe-
riod. Using sixteenth century observations of Tycho Brahe in Hven, Denmark 
(1582-1597) and of Wolfgang Haller in Zurich (1546-1576), Flohn was able to 
show that winters after 1564 were increasingly severe, leading to a marked increase 
in glacial advances in the Alps in the early seventeenth century. At Hven, winter 

1950 

F I G U R E I 1.4 Fluctuations in the number of days with snow lying in Zurich (note break in abscissa scale). 
Prior to 1800, figures have been estimated based on daily non-instrumental observations. Observations for 
1721-1738 made in Winterthur, 20 km northeast of ZiJrich.Value plotted as lO-yr running means with value at 
year n corresponding to the decade n to (n + 9) (Pfister, 1978b). 
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temperatures from 1582 to 1597 averaged 1.5 °C below those around the early 
twentieth century. It is also interesting that sixteenth century weather singularities 
(synoptic events that recur at the same time each year) continue to be observed in 
the twentieth century, indicating an underlying cyclicity in the general circulation 
that has persisted in spite of fundamental changes in the climate of the region. 

In the Kanazawa area of Japan (west central Honshu) historical records of snow-
fall were maintained by the ruling Maeda family from 1583 until -1870. Based on 
detailed analysis of these and subsequent records, Yamamoto (1971) constructed an 
index of snowfall variation that corresponds reasonably well with instrumentally 
recorded winter temperatures in recent years. Although no precise calibration has 
been attempted, the index gives an overall impression of snowier winters, particularly 
in the first half of the nineteenth century, and this conclusion seems to be supported 
by other snowfall indices derived from Japanese historical sources. 

Another observation frequently noted in historical records is the incidence of 
frost during the growing season, an occurrence of particular significance to agricul-
turalists. As with snowfall, long records of frost occurrence are available from 
China, in particular from the farming regions of the mid and lower sections of the 
Yellow River (Huang-he). Higher frequencies of frost were recorded during the 
periods 1551-1600, 1621-1700, 1731-1780, and 1811-1910. However, the range 
is small (from 1 to 6 events per decade) and the significance of such changes in the 
frequency of extremes for the overall growing season temperature is not clear. Other 
historical records indicate that the frost-free period in Inner Mongolia and north-
eastern China from 1440 to 1900 was ~2 months shorter on average than during 
the twentieth century. Similarly, in southern China the frost-free season in recent 
decades has been 5-6 weeks longer than the long-term mean from 1440 to 1900 
(Zhang and Gong, 1979). 

European historical archives have provided a variety of non-instrumental 
records of value to the climatologist. Many of these sources were evaluated by 
Lamb to produce an index of winter severity and summer wetness spanning the last 
1000 years (Lamb, 1961, 1963, 1977). Lamb concluded that the period A.D. 
1080-1200 was characterized by dry summers throughout Europe, the like of 
which has not been seen since. He therefore designated this interval the "Medieval 
Warm Epoch" (Lamb, 1965, 1988). Recently, this has generated considerable inter-
est as a possible analog for future, greenhouse-gas induced climates. However, sub-
sequent studies have provided mixed support for this concept (Hughes and Diaz, 
1994); the available evidence is limited (geographically) and equivocal. A number 
of records do indeed show evidence for warmer conditions at some time during this 
interval, especially in the eleventh and twelfth centuries in parts of Europe, as Lamb 
pointed out. However other records show no such evidence, or indicate that 
warmer conditions prevailed, but at different times. Indeed, not all seasons may 
have been warm; for example winters at this time were relatively harsh in western 
Europe, at least until A.D. -1170 (Alexandre, 1977). This rather incoherent picture 
may be due to an inadequate number of records, and a clearer picture may emerge 
as more and better calibrated proxy records are produced. However, it is not yet 
possible at this point to say whether the notion of a Medieval Warm Epoch should 
be considered as a worldwide episode or of no more than regional significance. 
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One of the most interesting and unusual studies of historical material is that 
of Neuberger (1970), who examined the changing climate of the "Little Ice Age" 
(sixteenth-nineteenth centuries) in Western Europe through artists' perceptions of 
their climatic environment, as depicted in contemporary paintings. Over 12,000 
paintings from the period 1400-1967 v^ere examined and wherever possible the in-
tensity of the blue sky, visibility depicted, percentage cloudiness, and cloud type 
were categorized for each painting. More than half of the paintings contained some 
sort of meteorological information and the basic characteristics were averaged for 
different periods within the last 570 yr, as shown in Fig. 11.5. During the period 
1400-1549, paintings have a high percentage of blue sky, good visibility, and little 
cloud cover. Paintings completed during the next 300 yr were generally darker, with 
less blue sky, showed lower visibilities, and had a much higher percentage of cloud 
cover and a greater frequency of low and convective type clouds. Over the last 100 
yr there has been some reduction in cloudiness depicted and a drop in low and con-
vective cloud frequency, though visibilities remain low, perhaps reflecting increasing 
atmospheric turbidity due to industrial and agricultural activity. It is remarkable 
that, in spite of many changes in style, the artists have captured in their paintings a 
significant record of climatic variation through time. Perhaps this perceptual record, 
more than any cold statistic, indicates the degree to which life during the "Little Ice 
Age" was affected by a deteriorating climate. 

11.2.2 Historical Records of Weather-Dependent Natural Phenomena 

Of all the weather-related natural catastrophes, floods and droughts appear to have 
had the most widespread and persistent impact on human communities, as records 
of these events are found in historical documents from all over the world (Pfister 
and Hachler, 1991; Pavese et al., 1992; Barriendos, 1997). The longest and most 
detailed records come from China, where regional gazetteers have been kept in 
many provinces and districts since the fourteenth century and many records are 
available for the last 2000 yr (Chu, 1973). Each of these gazetteers recorded local 
facts of historical or geographical interest as well as climatological events of signifi-
cance to agriculture and the local economy (for example, droughts, floods, severe 
cold snaps, heavy snowfalls, unseasonable frosts, etc.). Not surprisingly, the 
gazetteers have been the focus of much interest, though there are often many diffi-
culties in interpreting the data (see Section 11.2). In particular, technological im-
provements such as the building of irrigation channels or drainage ditches may 
drastically reduce the frequency of climatological disasters. For example, the Chi-
nese province of Sichuan is unusual in that recorded occurrences of floods are rare, 
yet droughts are common. Usually, one finds over long periods of time a similar 
number of extremely wet and extremely dry events. The reason for this anomaly ap-
pears to be the particularly efficient flood-control measures introduced by the ad-
ministrator Li Ping 2100 yr ago, which were able to reduce flood hazards but did 
little to alleviate the perils of droughts (Yao, 1943). In a similar way, the rise in 
flood and drought frequency during the Yuan Dynasty (A.D. 1234-1367) may be 
partly due to the destruction of irrigation and drainage systems by the Mongol in-
vaders of the time (Chu, 1926). 
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FIGURE I 1.5 Changes in the frequency of certain characteristics of European paintings in the periods 
1400-1549, 1550-1849, and 1850-1967 (Neuberger, 1970). 

Early work attempted to reduce the bias due to technological changes and increas-
ing observations in recent history by assuming that such changes affected drought and 
flood observations equally. An index of "raininess" or precipitation anomaly v^as ob-
tained by expressing the number of droughts (D) and floods (F) as a ratio (D/F), a com-
mon approach to reducing data errors in historical climatology. Thus, Yao (1942) was 
able to characterize each century over the last 2200 yr as "wet" or "dry" compared to 
the mean ratio for different regions of China (Table 11.3). 

A detailed spatial-temporal data base of floods and droughts in China over the 
last 500 yr was compiled by the State Meteorological Administration (1981); each 
regional record, year by year, was classified into one of five anomaly classes (wet to 
dry). Wang and Zhao (1981) subjected these matrices to principal components 
analysis. One hundred and eighteen stations from almost the whole of eastern China 
were used in the analysis of data from 1470 to 1977. The resulting eigenvectors indi-
cated broad-scale patterns of "precipitation anomalies" and these were then com-
pared with eigenvectors derived from instrumentally recorded summer precipitation 
data for the period 1951-1974 (Fig. 11.6). Summer was chosen because it is the time 
corresponding to most recorded droughts and floods (Yao, 1942). Similarities be-
tween the principal modes of precipitation anomaly in both the instrumental and the 
historical periods indicate strongly that the historical records can indeed provide a 
valuable proxy of the patterns of summer precipitation variation over long periods 
of time. One advantage of such long time series is that periodic or quasi-periodic 
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TABLE 11.3 Ratio of Droughts to Floods in Northern, Central, and Southern China 

Cer 

B.C. 

2 

1 

A.D 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

itury 

Totals 

D = 

F = 

R = 

D 

-
-

5 

12 

9 

4 

7 

13 

26 

15 

22 

74 

56 

37 

60 

110 

40 

52 

77 

116 

100 

835 

number of droi 

Northern China 

F 

11 

12 

6 

17 

27 

6 

20 

27 

57 

67 

56 

98 

118 

34 

83 

199 

75 

49 

107 

131 

89 

1289 

ights. 

number of floods. 

D/F. 

R 

0.0 

0.0 

0.83 

0.71 

0.33 

0.67 

0.35 

0.48 

0.46 

0.22 

0.39 

0.76 

0.47 

1.09 

0.72 

0.55 

0.53 

1.06 

0.72 

0.89 

1.12 

0.65 

Remarks 

Wet? 

Wet? 

Dry 

Dry 

Wet 

-
Wet 

Wet 

Wet 

Wet 

Wet 

Dry 

Wet 

Dry 

Dry 

Wet 

Wet 

Dry 

Dry 

Dry 

Dry 

D 

-
-

-
1 

-
4 

8 

4 

11 

5 

27 

20 

23 

103 

55 

65 

42 

60 

96 

107 

85 

716 

Central China 

F 

2 

1 

-
3 

27 

17 

39 

14 

26 

21 

60 

46 

50 

131 

112 

108 

115 

104 

145 

164 

114 

1299 

R 

0.0 

0.0 

-
0.33 

0.0 

0.24 

0.21 

0.29 

0.42 

0.24 

0.45 

0.44 

0.46 

0.79 

0.49 

0.60 

0.37 

0.58 

0.66 

0.65 

0.75 

0.55 

Remarks 

Wet? 

Wet? 

-
Wet 

Wet? 

Wet 

Wet 

Wet 

Wet 

Wet 

Wet 

Wet 

Wet 

Dry 

Wet 

Dry 

Wet 

-
Dry 

Dry 

Dry 

D 

-
-

-
-
1 

-
-
-
1 

2 

9 

8 

2 

36 

25 

32 

33 

66 

55 

42 

6 

318 

Southern China 

F 

2 

-

1 

1 

4 

6 

-
-
3 

6 

12 

16 

15 

48 

33 

50 

46 

104 

81 

72 

16 

516 

R 

0.0 

-

0.0 

0.0 

0.25 

0.0 

-
-
0.33 

0.33 

0.75 

0.50 

0.13 

0.75 

0.76 

0.64 

0.72 

0.63 

0.68 

0.58 

0.37 

0.62 

Remarks 

Wet? 

-

Wet? 

Wet? 

Wet 

Wet? 

-
-

Wet 

Wet 

Dry 

Wet 

Wet 

Dry 

Dry 

-
Dry 

-
Dry 

-
Wet 

Yao (1942). 

variations in climate may be observed, w^hich could not be resolved in the shorter in-
strumental records. For example, Wang et al. (1981) used the long-term precipita-
tion anomaly data for different latitude zones in China to construct a time-space 
diagram that points to a recurrent pattern of precipitation anomaly beginning in 
northern China and migrating southward, with a period of -80 yr. More detailed 
studies of records from different areas have used spectral analysis to isolate statisti-
cally significant periodicities in the data. Thus, in the precipitation anomaly series 
for the Shanghai region a periodicity of 36.7 yr is apparent (Wang and Zhao, 1979). 
This periodicity is also seen in other records from southwestern China and the east-
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F I G U R E I 1.6 Eigenvectors of drought and flood data using historical records for A.D. 1470-1977 (left) 
and instrumentally recorded precipitation data from 1951-1974 (right).The first three eigenvectors of historical 
data (HI to H3) account for 15, 11, and 7% of variance in the data respectively. The first three eigenvectors of 
instrumental data (II to 13) account for 18, 13, and 11% of variance in the data, respectively. Eigenvectors HI 
and II are similar; so are H2 and 13 and H3 and 12 (inverse patterns).This indicates that historical data can be 
reliable indicators of climatic anomaly patterns (Wang and Zhao, 1981). 

ern part of the Yangtze River Basin. Elsewhere, other periodic variations have oc-
curred, most notably a quasi-biennial oscillation (2-2.5 yr) in the Yangtze River area 
and north of the Yellov^ River (Wang and Zhao, 1981). Both the short-term and 
long-term periodicities appear to be related to large, synoptic-scale pressure anom-
alies over eastern Asia and adjacent equatorial regions. 
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Apart from floods and droughts, the parameteorological phenomenon that 
seems to have attracted most attention in historical records is the freezing of lakes 
and rivers. The longest continuous series is that of Lake Suwa (near Kyoto) in 
Japan. Data on the time of freezing of this small (-15 km^) lake are available al-
most annually from 1444 to the present, although the dates are not very reliable 
from 1680 to 1740 (Arakav^a, 1954, 1957). Gray (1974) caHbrated this record 
with instrumental data from Tokyo for the period 1876-1953 and found the best 
correlation with mean December to February temperature data. Using the regres-
sion equation relating Lake Suwa freezing dates to temperatures since 1876, Gray 
was able to reconstruct Tokyo midwinter temperatures back to 1450. The coldest 
periods appear to have been -1450-1500 and -1600-1700, when winter tempera-
tures were about 0.5 °C below the mean of the last 100 yr. 

Long historical records of river and lake freezings are also available from 
China. Using local gazetteers and diaries, Zhang and Gong (1979) compiled 
records of the frequency of freezings of lakes in the mid and lower reaches of the 
Yangtze River, freezings of rivers and wells in the lower Yellow River Basin, the oc-
currence of sea ice in the Gulf of Chihli and Jiangsu Province (31-41° N), and 
snowfall in tropical areas of southern China. Using all this information they calcu-
lated the number of exceptionally cold winters per decade from 1500 to 1978 (Fig. 
11.7). The highest frequency of cold winters occurred during the periods 
1500-1550, 1601-1720, and 1830-1900, with the decade 1711-1720 being the 
most severely cold period in the last 480 yr. By mapping the areas most affected by 
severe winters it was also possible to recognize two main patterns of the anomaly 
— periods when cold winters predominated east of -115° E and periods when 
areas to the west were colder. From modern meteorological studies it appears that 
such large-scale anomaly patterns result from changes in the position of the upper 
level trough over East Asia. When the trough is in a more westerly position and 
fairly deep, cold air sweeps down more frequently over the area west of 115° E. 
Westerly flow prevails when the trough is weaker and less extensive, leading to 
milder conditions in the west, with cold air outbreaks more common to the east. 
Generally speaking, the colder periods shown in Fig. 11.7 had more frequent cold 
outbreaks west of 115° E, indicating that such periods were characterized by a 
strongly developed upper air trough over eastern Asia. Conversely, the warmer 
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F I G U R E I 1.7 Number of cold winters per decade in central and southern China from 1501-1510 to 

1971-1980. Major cold intervals are indicated (Zhang and Gong, 1979). 
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periods were times of stronger westerly flow in winter and weaker upper level 
trough development (Zhang and Gong, 1979). 

Historically, one of the most important effects of severe winter temperatures 
was on water transportation systems, and many records exist regarding the disrup-
tions caused by canals and rivers freezing over for prolonged periods. In the Nether-
lands, for example, canals were built in the early seventeenth century to connect 
major cities, and records of transportation on the canals, including times of freezing 
over, have been kept since 1633 (de Vries, 1977). Using instrumental winter temper-
ature data from De Bilt (Labrijn, 1945) the number of days on which the Haarlem-
Leiden canal was frozen each winter was cahbrated (see Fig. 11.2a), enabling De 
Bilt winter temperatures to be reconstructed back to 1657. Further temperature es-
timates, back to 1634, were possible by calibration of the canal freezing data with 
barge trip frequency between Haarlem and Amsterdam (1634-1682) a service that 
was commonly suspended due to ice cover on the canal (van den Dool et aL, 1978). 
In this way, a complete winter temperature reconstruction for De Bilt has been ob-
tained back to 1634 (Fig. 11.2b). Note however that this record conveys no infor-
mation about how warm winters may have been in years when the record shows 
only that the canal was never frozen over (Fig. 11.2a). 

In more northern latitudes, rivers freeze over every year, and in historical time 
the dates of freeze-up and break-up were both economically and psychologically 
important. Consequently, diaries and journals from these regions commonly con-
tain frequent reference to the state of icing on nearby rivers and estuaries. Ironi-
cally, remote regions of northern Canada are relatively well-endowed with 
historical records, thanks to the efforts of Hudson Bay Company managers at var-
ious company posts around Hudson Bay and points to the west (Ball, 1992). A 
valuable analysis of such data from western Hudson Bay has been made by Catch-
pole et al. (1976). Using content analysis they analyzed journals kept by Hudson 
Bay Company trading post managers from the early eighteenth to the late nine-
teenth century. Although reference to the state of ice on nearby rivers and estuar-
ies was often imprecise, content analysis enabled quite reliable estimates to be 
made of the dates of freeze-up and break-up (Fig. 11.8) and these provide a 
unique index of overall "winter duration" in this remote region (Moody and 
Catchpole, 1975). The prolonged period of both early freeze-up and late break-
up in the early part of the nineteenth century is particularly noteworthy. Compar-
isons with modern data are difficult because the sites are no longer inhabited, but 
where comparisons can be made it appears that the "freeze season" (the time between 
freeze-up and break-up) averaged 2-3 weeks longer during the eighteenth and nine-
teenth centuries than in recent years (Table 11.4). Recently, the mid-eighteenth 
century record of first freeze-up dates has been used to calibrate white spruce tree-
ring records from the area, enabling a 300-yr record of first freeze-up dates to 
be reconstructed (Jacoby and Ulan, 1982). Although only a limited amount of 
modern data was available for verification, the results were reasonably good, 
suggesting that some confidence can be placed in the long-term reconstruction. 
This is an interesting example of how one proxy data set may be used to calibrate 
(or verify) another. 
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TABLE 11A Comparison of Historical (H) and Modern (M) Dates of Freeze-up and 
Break-up (in Days after December 3 i) 

Site 

Churchill River at 
Churchill (M) 

Fort Prince of Wales 

Hudson Bay 
at Churchill (M) 

Moose Factory (H) 

Moose River 
at Moosonee(M) 

Catchpole et al. 

First partial freezing (H) 
or first | 

Earliest 

273 

273 

292 

281 

304 

(1976) 

permanent 

Mean 

291 

292 

305 

304 

316 

ice (M) 

Latest 

318 

319 

319 

335 

331 

First complete freezing (H) 
or complete freezing (M) 

Earliest 

288 

295 

313 

290 

217 

Mean 

319 

321 

319 

330 

Latest 

336 

345 

340 

341 

347 

First breaking (H) or 
first deterioration of 

Earliest 

141 

150 

124 

105 

103 

Mean 

160 

168 

159 

126 

116 

ice (M) 

Latest 

169 

187 

180 

145 

126 

.2.3 Phenological and Biological Records 

In this section consideration will be given to purely phenological data, that is, data 
on the timing of recurrent biological phenomena (such as the blossoming and leaf-
ing of plants, crop maturation, animal migrations, etc.), as well as historical obser-
vations on the former distribution of particular climate-sensitive plant species. The 
value of phenological records as a proxy of climate is illustrated in Fig. 11.9. From 
1923 to 1953, the flowering dates of 51 different species of plants in a Bluffton, In-
diana, garden were noted. For each species, the average date of flowering was com-
puted, and individual years expressed as a departure from the 30-yr mean (Lindsey 
and Newman, 1956). Yearly departure values for all species were then averaged to 
give an overall departure index for the 51 species; in Fig. 11.9, this is plotted against 
the mean temperature of the period March 1 to May 16 (i.e., the start of the growth 
period). Clearly, the phenological data are an excellent index of spring tempera-
tures, cool periods corresponding closely to late flowering dates and vice versa. This 
example illustrates well the potential paleoclimatic value of phenological observa-
tions; if they can be calibrated, they may provide an excellent proxy record of past 
climatic variation. 

One of the longest and best known phenological records comes, like so many 
other long historical records, from the Far East. At Kyoto (the capital of Japan until 
1869) the Governor or Emperor used to hold a party under the flowering cherry 
blossoms of his estate, when they were in full bloom (Arakawa, 1956b, 1957). The 
blooming dates can be considered as an index of spring warmth (February and 
March) as shown by Sekiguti (1969) using modern phenological records and instru-
mental data. Higher spring temperatures result in earlier blooming dates; according 
to Kawamura (1992) an increase in March temperature of 1 °C changes the mean 
date of cherry blossom flowering by 2-3 days. The Kyoto record is extremely sparse, 
but nevertheless is of interest as it spans such a long period of time (Table 11.5). It 
appears from this record that the eleventh to fourteenth centuries were relatively 
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F I G U R E I 1.8 Seven-year running means of dates of first partial freeze-up (above) and first break-up (be-
low) of ice in estuaries at the locations indicated (all on west coast of Hudson Bay, Canada). Data obtained by 
content analysis of historical sources. See also Table 11.4. Comparable dates for modern conditions shown as 
horizontal lines. Dates are given in days after December 31 (Catchpole et o/., 1976). 
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F I G U R E I 1.9 Phenological data as a climatic index. Solid line shows the average number of days per year in 
which the flowering dates of 51 species were earlier (below zero, left ordinate) or later (above zero, left ordi-
nate) than the average.The dashed line shows the average departure of mean daily temperature from March I to 
May 16 for each year (right ordinate scale). Observations from Bluffton, Indiana (Lindsey and Newman, 1956). 

cool, though this impression could be due entirely to the inadequate statistics (only 
30 reliable dates in 400 yr!). Wereit not for similar phenological observations from 
China, tending to support this idea, particularly of a cooler twelfth century in the 
Far East, one could place little faith in the Kyoto data alone (Chu, 1973). 

The most important phenological records from Europe concern the date of 
the grape harvest. Grape harvests are, of course, not only determined by climatic 
factors but also by economic considerations. For example, an increasing demand 
for brandy may cause the vineyard owner to delay the harvest in order to obtain 
a liquor richer in sugar and more desirable from the point of view of spirits pro-
duction. However, such factors are unlikely to be of general significance, and. 

TABLE 11.5 Average Cherry Blossom Blooming Dates at Kyoto Japan, by Century. 
Mean date, April 14.6; n = 171 

Century 

Day in April 

No. observations 

9th 

11 

7 

10th 

12 

14 

11th 

18 

5 

12th 

17 

4 

13th 

15 

8 

14th 

17 

13 

15th 

13 

30 

16th 

17 

39 

17th 

12 

10 

18th 

-
-

19th 

12 

5 

20th^ 

14 

36 

From Arakawa (1956b). 
^ Chu (1973) notes 20th century data (1917-1953) for blossoms "in full bloom." 
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providing variation in the dates of grape harvests shows regional similarities, it 
is reasonable to infer that climate is a controlling factor. Thus, Le Roy Ladurie 
and Baulant (1981) have produced a regionally homogeneous index of grape har-
vest dates for central and northern France, based on over 100 local harvest-date 
series, extending back to 1484. For the period of overlap with instrumental 
records from Paris (1797-1879), the index had a correlation coefficient with 
mean April to September temperatures of +0.86, indicating that it provides a 
good proxy of the overall warmth of the growth season (Fig. 11.10; Garnier, 
1955; Le Roy Ladurie, 1971). Indeed, Bray (1982) has shown that the recon-
structed summer paleotemperatures also show a strong correlation with the 
record of alpine glacier advances in western Europe. Periods characterized by 
temperatures consistently below the median value are generally followed by glacier 
advances. 

The deterioration of climate during the Little Ice Age also had important geo-
graphical consequences for plants and animals, particularly in marginal environ-
ments. In the Lammermuir hills of southeastern Scotland, for example, oats were 
cultivated up to elevations of over 450 m during the warm interval from A.D. 
1150 to A.D. 1250. However, by A.D. 1300, the uppermost limit had fallen to 
400 m and by A.D. 1600 to only -265 m, more than doubling the area of uncul-
tivable land (Parry, 1975, 1981). These changes probably resulted from reduced 
summer warmth, wetter conditions, and earlier snowfalls in winter months, fac-
tors which all combined to increase the probability of crop failure from only 1 yr 
in 20 in the Middle Ages to 1 yr in 2 or 3 during the Little Ice Age. The abandon-
ment of upland field cultivation was also accompanied by the abandonment of 
upland settlements and resulted in a considerable redistribution of population in 
the area. 

Former plant and animal distributions can provide useful indices of climatic 
fluctuation, though it is not always possible to quantify the significance of the 
change in species range. Harper (1961), for example, has documented significant 
changes in the distribution of flora and fauna in subarctic Canada during the twen-
tieth century as a result of the widespread increase in temperature during this pe-
riod. Similar observations have been made in Finland by Kalela (1952) and the 
change is not confined to terrestrial species; northward migration of fish in the 
North Atlantic as a result of increasing water temperatures in the North Atlantic 
has also been noted (Halme, 1952). Trading post records of animal catches around 
the coasts of Greenland point to the close dependence of animal populations on 
cHmatic fluctuations and associated changes in the distribution of sea ice (Vibe, 
1967). These records rarely extend back beyond the mid-nineteenth century, how-
ever, and merely point to the biological significance of climatic fluctuations, which 
instrumental records have documented in considerable detail. Nevertheless, there 
is great potential in using historical records of former plant and animal distribu-
tions, the timing of migrations, etc., to document climatic variations during peri-
ods for which no instrumental records exist. The possible value of such work is 
well illustrated by the wide-ranging surveys of former plant and animal popula-
tions in China reported by Chu (1973). 
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11.3 REGIONAL STUDIES BASED ON HISTORICAL RECORDS 

The large number of studies in East Asia and Europe enable a regional synthesis of 
paleoclimatic conditions to be made from historical data. Elsewhere, either there are 
insufficient documentary sources (e.g., in Africa or Australia) or detailed studies have 
yet to be carried out. One neglected resource is the vast archive of marine records, 
which contain valuable information about wind direction, wind speed, cloud cover, 
water temperature, and other parameters (Erich and Eryendahl, 1994). At higher lat-
itudes, such records can provide much information about the sea-ice conditions that 
greatly affected sailing conditions in northern waters (Catchpole, 1992). 

11.3.1 East Asia 

Dynastic records, local histories, and diaries from China, Korea, and Japan are 
valuable sources of information about past weather events and their impacts on 
these largely agricultural societies (Table 11.6). Numerous investigators have sifted 
through these archives to extract weather-related information (see, for example, the 
volumes edited by Zhang, 1988 and Mikami, 1992a). 

In China, most studies have been carried out on records from the lower Yangtze 
River basin and regions to the north (R. Wang and S. Wang, 1989; S. Wang, 1991a, 
b; S. Wang and R. Wang, 1990). A few studies have developed methods that use 
observations of extreme or intermittent events to estimate monthly or seasonal 
temperature or rainfall anomalies (R. Wang et al.^ 1991). This may involve calibrat-
ing the data with instrumentally recorded temperatures at representative sites, such 
as Beijing or Shanghai (W.C. Wang et al., 1992). More often this key procedure is 
poorly documented, making it difficult to judge how reliable the reconstructions re-
ally are. There is a need for much more work on rigorously calibrating these valu-
able records; bearing this caveat in mind, the following conclusions can be derived 
from the published literature. The coldest periods in the last 600 yr (or those with 
the highest frequency of unusually cold events) were in the mid- to late-seventeenth 
century and in the early to mid-nineteenth century (Eig. 11.11). The 1650s were ex-
ceptionally cold throughout eastern China and Korea (Kim, 1984, 1987). Indeed, 
Kim and Choi (1987) believe that summers in the period 1631-1740 were the cold-
est of the past 1000 yr. During this interval, snow occasionally fell in southern 
China and there were even killing frosts that severely damaged vegetation as far 
south as 20° N (Li, 1992). Temperatures increased during the eighteenth century, 
reaching levels comparable with the early twentieth century for brief periods in some 
regions. Cool conditions were again common in the early to mid-nineteenth century, 
but warmer conditions set in abruptly at the start of the twentieth century, with 
temperatures reaching the highest level of the last 500 yr in the period 1920-1940 
with cooling thereafter. During both of the cold periods, in the seventeenth and 
nineteenth centuries, the frequency of floods and droughts increased, pointing to 
greater instability in climate during those times (Zheng and Eeng, 1986). 

In Japan, many documents dating from the Edo era (late seventeenth to early 
nineteenth century) contain records of daily weather conditions (Eig. 11.12). This has 
enabled monthly climatological maps to be constructed for 1700-1870, using daily 
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o* = TABLE I I .6 Paleoclimate Series Constructed for East Asia Based on Historical Records 

Region Sp Su Fa Wi Ann Record of: Interval Ref. period Period Source 
~ ~~ 

1 East China 

2 North China 

3 South China 
(5 regions“) 

4 China 

5 Lower Yellow River 

6 Shandong province 

7 Southeast China 
(Shanghai) 

8 Mid and South 
China (S. of 35”N) 

9 China 

10 Middle and Lower Yangtse 

11 Eastern China 

12 Beijing 

13 S. China 

14 China 

x x x x x  

x x x  x x 

X 

X 

X 

X 

x x x x  x 

X 

X 

X 

X 

x x  

X 

X 

Temperature 
anomalies 

Temperature 
anomalies 

Temperature 
anomalies 

Number of cold winters 

Number of frosts 

Cold winter index 

Temperature 
anomalies 

Temperature 
anomalies 

Thunder events 

Temperature indices 

“Dust Rain” events 

Mean temperatures 

Frost, snow (irregular) 

Winter monsoon index 

10 

10 

10 

10 

10 

10 

10 

10 

30 

10 

1 

1 

1 

10 

1470-1980 1470-1980 Wang S. and Wang (1990,1991) 

1470-1980 1470-1980 Wang S. and Wang, R. 

Wang S. (1991 b) 

(1990,1991) 

Wang (1991a) 

1470s-1970s Zhang (1980) 
Zhang (ed.) (1988) 

1500s-1970s Zhang and Gong (1979) 

1440s-1940s Zhang and Gong (1979) 

1500s-1970s Zheng and Zheng (1992) 

1470s-1970s Wang et al. (1991) 1950-1979 

1951-1980 1470s-1970s Wang and Wang (1989) 

190 BC-1920 Wang (1980) 

1470s-1970s Zheng and Feng (1986) 

<300 BC-1933 Zhang (1983) 

1724-1986 Wang et al. (1992) 

1488-1900 Li (1992) 

1390-1980 GUO (1992) 

15 Korea x Number of cold events 50 1392-1900 Kim (1984) 

16 Hirosaki, Japan x x x x x Maximum temperature 20-40 1661-1870 1661-1870 Maejima and Tagami (1983) 

17 Japan X X Temperature index 10 601-1900 Maejima and Tagami (1986) 

18 Japan Temperature 1 1950-1970 1771-1840 Mikami (1992) - 
19 C. Japan X X Temperature, precipitation 1 1801-1870 Mizukoshi (1992) x 
20 C. and S. Japan X X Snowhain ratio; summer rainfall 1 1670-1860 Tagami and Fukaishi (1992) C 

A 
5 
% 

X 
- 

n 

X 21 C. and S. Japan Synoptic type frequency 1 1720-1869 Fukaishi and Tagami (1992) 

.lRegion I: Eastern part of Changjiang River Basin; Region 11: Central part of Changjiang River Basin; Region 111: Hunan and Jangxi Provinces; Region < 
0 IV: Southeastern Provinces; and Region V: Guangdong and Guangxi Provinces. 5 
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1.0 r East China n 1.0 
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F I G U R E 11.11 Ten-year mean annual temperature departures (from 1880-1979 means) based on histori-
cal documents from East China (above) and North China (below). East China comprises five provinces: Shang-
hai, Jiangsu, Jiangxi, Anhui, and Zhejiang. North China covers Beijing, Hebei, Henan, Shandong, and Shanxi 
provinces (Wang, 1991 b). 

synoptic information provided by the network of early observers (Yoshimura, 1996). 
All of the information has been coded and digitized for computer-based analysis 
(Yoshimura, 1992). These historical records have provided a wealth of information 
about the climate of Japan during the last 250 yr (Murata, 1992; Mizukoshi, 1992; 
Tagami and Fukaishi, 1992). For example, Fukaishi and Tagami (1992) classified the 
observations into those patterns that are typical of characteristic "winter-like" pres-
sure patterns, with high pressure in the west and low pressure in the east. Figure 
11.13 shows the number of days with this pattern during the November-March pe-
riod of each year, from 1720-1869. Unusually cold conditions with heavy snow were 
common in the years when this pressure pattern prevailed (e.g., 1726-1733, 
1777-1785,1808-1819, and 1826-1836). 

11.3.2 Europe 

Evidence for significant changes in the climate of Europe over the last few centuries 
is abundant. In particular, there are many wonderful paintings of alpine glaciers (far 
in advance of their current positions) that vividly illustrate the environmental con-
sequences of recent climatic changes in the Alps (Zumbiihl, 1980; Grove, 1988). 
These pictorial images make it easy to accept the notion of a "Little Ice Age" (LIA) 
gripping Europe over the last few hundred yr. In fact, there is enough similar glacial 
evidence from virtually all mountainous parts of the world to indicate that some 
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large-scale forcing was involved in bringing the Little Ice Age about. Unfortunately, 
the term is often used without clarity; some authors consider the LIA began in the 
fourteenth or fifteenth centuries, others date it as starting in the 1600s. 

In reality, this deterioration was one of several late Holocene cool episodes 
(neoglacials) that led Matthes (1940) to introduce the term. He wrote: "We are liv-
ing in an epoch of renewed but moderate glaciation — a "little ice age" that already 
has lasted about 4,000 years . . . glacier oscillations of the last few centuries have 
been among the greatest that have occurred during the 4,000 year period . . . the 
greatest since the end of the Pleistocene ice age." 

It is this latest and most dramatic episode of neoglaciation to which the term 
"Little Ice Age" is now generally applied; there were a series of post-Medieval cool 
events, varying in intensity from one region to another, but there seems to have 
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F I G U R E 11.12 An example of coded weather data for January 15-25, 1754, derived from diaries kept by 
feudal clans In 14 different locations throughout Japan (Fukalshi andTagamI, 1992). 
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F I G U R E 11.13 Annual number of days with a "winter-like" pressure pattern across Japan (high pressure in 
the west, low pressure in the east) for the period November I-March 31 each year from 1720-1869, based on 
an interpretation of mapped weather information obtained from diaries (Fukaishi and Tagami, 1992). 

been more widespread climatic deterioration after -1510 ± 50 (Bradley and Jones, 
1992b). There is general agreement that the LIA came to an abrupt end in the mid-
nineteenth century (-1850). If we therefore consider the overall "Little Ice Age" as 
having lasted from -1510-1850, we find that conditions were not continuously 
cold, nor was it uniformly cold in all regions. Even within Europe there were tem-
poral and geographical differences in temperature variations (Brazdil, 1996). At 
some times, in some areas, decadal mean temperatures were comparable to twenti-
eth century values (particularly during the eighteenth century). Particular insight 
into European climate during this period has been obtained from the comprehen-
sive paleoclimatic reconstructions produced by Pfister for Switzerland (Pfister, 
1984, 1985, 1992). Pfister used phenological data, lake freeze/thaw dates, snow 
cover duration, and tithe auction dates (related to the time of maturation of rye) 
with other information, to construct monthly indices of temperature for the last 
470 yr (Table 11.7). The data were calibrated with instrumentally recorded tem-
perature data from Basel, enabling estimates of seasonal temperature anomalies to 
be made. Data on floods and low-water levels also enabled estimates of precipita-
tion anomalies to be made (Fig. 11.14). These studies (like those reported by 
Brazdil) indicate that the record of past anomalies varied between seasons. Winters 
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TABLE 11.7 Indicators Used by Pfister to Determine the Thermal Character of 
Individual Months 

Month 

Dec-Jan 

March 

April 

May 

June 

July 

April-July 

August 

September 

October 

November 

Cold 

Uninterrupted snow cover 
Freezing of lakes 

Long snow cover 
High snow frequency 

Snow cover and snow 
frequency 
Beech tree leaf emergence 

Snow cover 
Snow frequency 

Long snow cover 
High snow frequency 
Freezing of lakes 

Tithe auction dates 
[± 0.6 °C] 

Vine first flower 
[± 1.2 °C] 

Barley first beginning 

Tithe auction dates 
[± 0.6 °C] 
Vine full flower 
[± 1.2 °C] 
Vine last flower 
Coloration of first grapes 

Vine yields 
[± 0.6 *»€] 
Coloration/maturity of 
first grapes 

Wine harvest dates 
[± 0.6 °C] 

Wine yields 
[± 0.6 °C] 
Tree ring density 
[± 0.8 °C] 

Vine quality 
Tree ring density 
[± 0.8 °C] 

Warm 

Scarcity of snow cover 
Signs of vegetation 

Sweet cherry first flower 
[± 1.3 °C] 

Beech tree leaf 
emergence 
Tithe auction date 

Reappearance of spring 
vegetation (cherry 
flowering etc.) 

No snowfall 
Cattle in pastures 

Pfister (1992). 
Figures in brackets give the standard error of the estimates. 
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F I G U R E 11.15 Monthly circulation patterns over Europe for March-May, 1684-1686 reconstructed from 

historical evidence of weather conditions across the region (Wanner et o/., 1994). 

were especially cold in the late seventeenth century and throughout most of the 
nineteenth century, whereas the coldest summers were in the early 1800s and the 
late 1800s/early 1900s. Indeed summer temperatures from -1600-1800 appear to 
have been quite similar to the twentieth century average. It is also of interest that 
for much of the last few hundred years conditions were drier than in the twentieth 
century. Pfister's studies in Switzerland indicate that overall, the coldest conditions 
of the last 500 yr were in the late seventeenth and nineteenth centuries, especially 
the early nineteenth century, which can be considered as the "Climatic Pessimum" 
of the last 1000 yr. Since most of our longest instrumental temperature records be-
gan during this time, perhaps the coldest period of the last millennium, much of 
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the "global warming" registered since then represents a recovery from that low 
point in the early to mid-nineteenth century. 

Historical climatology in Europe has greatly benefited from the activities of 
the EURO-CLIMHIST project led by C. Pfister (see the volumes edited by Frenzel 
et al.^ 1992b, 1994). In order to be able to compare diverse historical observa-
tions in many different European languages, uniform procedures for coding infor-
mation have been developed (Schtile and Pfister, 1992; Schwarz-Zanetti et aL, 
1992). The EURO-CLIMHIST project has helped to coordinate historical clima-
tological studies across Europe, so that daily iconographic maps of weather con-
ditions over Europe can now be constructed, for extended periods of time, as has 
been carried out in Japan. These have been interpreted by meteorologists familiar 
with the atmospheric circulation of Europe to produce estimates of the prevailing 
pressure regimes over the region, consistent with the recorded historical observa-
tions (Fig. 11.15). Such maps provide scenarios that can be updated and revised 
as additional historical data become available. Eventually, it should be possible to 
establish in great detail how atmospheric circulation in Europe during the Little 
Ice Age differed from that in the twentieth century, providing clues about the fac-
tors causing these changes. 

.4 RECORDS OF CLIMATE FORCING FACTORS 

Historical observations have been very important in documenting two factors out-
side the climate system that may be important in causing climate to change (forcing 
factors). These are major explosive volcanic eruptions and solar variability. We will 
also consider here records of El Niiio (ENSO) events,̂ "^ which are not strictly exter-
nal forcings, but involve large-scale reorganizations of the ocean-atmosphere sys-
tem, with global consequences. 

Unusual post-sunset sky colors were commonly recorded by astute observers of 
the heavens, and many such observations can be linked to large explosive volcanic 
eruptions that lofted sulfur-rich gases and particulate matter high into the strato-
sphere. Scattering of solar radiation by these particles can reduce direct radiation 
and cause dramatic early morning or late evening sky colors (Meinel and Meinel, 
1983). For example, Chinese chroniclers reported that, in the reign of Emperor Ling 
Ti (A.D. 168-189) "several times the sun rose in the east red as blood and lacking 
light . . . only when it had risen to an elevation of more than two zhang [24°] was 
there any brightness. . . .". At the same time, Roman observers noted, "before the 
war of the deserter [A.D. 186] the heavens were ablaze. . . . stars were seen all the 

"̂̂ El Ninos (EN) are quasi-periodic changes in oceanographic conditions characterized by unusu-
ally warm water off the coasts of Ecuador and northern Peru, especially in December. They are associ-
ated with atmospheric anomalies that involved the redistribution of atmospheric mass across the South 
Pacific, a phenomenon termed the Southern Oscillation (SO). Together, oscillations of the coupled ocean-
atmosphere system in the Pacific are termed ENSO events. 
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day long . . . hanging in the air which was a token of a cloud. . . . " (Wilson et al., 
1980). These are typical descriptions of the sky following major explosive volcanic 
eruptions; it seems likely that this particular event was related to eruptions in 
Alaska (White River ash), which have been radiocarbon-dated to around that time. 
Lamb (1970, 1977, 1983) used these kinds of observations as the basis for con-
structing a chronology of explosive volcanism over the past -500 yr, which he 
termed the Dust Veil Index (DVI) (Fig. 11.16). This proved to be invaluable in inter-
preting the acidity record in ice cores, which is also a register of explosive volcanic 
events (see Section 5.4.4). Many studies have used the DVI to assess the impact of 
explosive volcanism on temperature variations (Sear et aL, 1987). Historical records 
have also been useful in documenting the global effects of one of the largest erup-
tions in the late Holocene (that of Tambora, Indonesia, in April, 1815). This event 
led to cold conditions in many areas the following year, which became known as 
"the year without a summer" (Harington, 1992). 

Early astronomical observations of the sun noted dark spots on the photo-
sphere, and records of these sunspots extend back to the early seventeenth century 
(Hoyt and Schatten, 1997). Long-term sunspot observations demonstrated a peri-
odic variation in solar activity with a mean cycle length of -11 yr. Satellite observa-
tions have now shown that these variations involve changes in the solar constant of 
- 0 . 1 % . There is also documentary evidence that a prolonged episode of little or no 
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F I G U R E 11.16 A dust veil index (DVI) for the northern hemisphere, assuming dust from an individual 
eruption is apportioned over four yr, with 40% of each DVI assigned to year 1,30% to year 2,20% to year 3, and 
10% to year 4.Thus, the 1883 eruption of Krakatau (DVI = 1000) results in values of 400 in 1883, declining to 
100 in 1886. It is further assumed that all dust from eruptions poleward of 20° N remained in the northern 
hemisphere. For eruptions equatorward of 15° N, the dust was assigned equally between the two hemispheres 
and for eruptions between 15° and 20° N and 15° and 20° S, it was assumed that two-thirds of the material re-
mained in the hemisphere of the eruption, and one-third was dispersed to the other hemisphere (Bradley and 
Jones, 1992b; DVI values from Lamb, 1970, 1977, 1983). 
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solar activity (the Maunder Minimum) occurred from -1675-1715 (Eddy, 1976). 
Lean et al, (1992, 1995) estimate that the long-term variability in solar activity 
from the Maunder Minimum to the present represents an overall increase in solar 
output of -0 .24% (Fig. 11.17) that is significant enough to have had an effect on 
global climate (Rind and Overpeck, 1993; Lean and Rind, 1994). Observations of 
solar variability have also been valuable in showing that both "̂̂ C and ^̂ Be records 
(from tree rings and ice cores, respectively) contain a solar-modulated signal. This 
may allov^ these isotopes to be used to reconstruct the history of solar variability, 
and its influence on climate, long before the beginning of historical sunspot obser-
vations (Beer et aL, 1996; Stuiver and Braziunas, 1991). 

Historical records of unusual w^eather events in key parts of the v^orld have also 
been used to reconstruct the history of ENSO events (Quinn, 1993a, b; Quinn and 
Neal, 1992; Mabres et aL, 1993). The ENSO events result in worldwide disruptions 
of the climate system, with certain regions being particularly affected. Thus, heavy 
rains in coastal Ecuador and northern Peru are common, often causing floods and 
landslides. Across the Pacific, ENSOs are associated with droughts in Indonesia and 
northeastern Australia, where brush fires are also likely. Historical documents have 
been used to piece together these events in the past and to rank them in terms of 
their overall magnitude (Fig. 11.18). Once again, this has proven useful in interpret-
ing and verifying other proxy records of ENSO events, such as those derived from 
corals (see Section 6.8). 



PALEOCLIMATE MODELS 

12.1 INTRODUCTION 

Models are simplifications of reality, designed to provide insight into how a system 
responds to change. Much of the impetus for developing models of the climate sys-
tem has come from concerns over the increase in trace (greenhouse) gases in the at-
mosphere due to human activity, and the consequences such increases may have for 
society. Commonly, general circulation models (GCMs) of the atmosphere are first 
run with preindustrial levels of CO2 and then again with 2x CO2 levels to examine 
the projected changes ("equilibrium" simulations). Alternatively, models are run se-
quentially, with CO2 levels slowly increasing until 2x CO^ levels are reached (tran-
sient simulations). Such experiments, performed by many different modeling 
research groups, have formed the basis of the Intergovernmental Project on Cli-
matic Change (IPCC) estimates of the probable consequences of anthropogenic in-
creases in greenhouse gases (e.g., IPCC, 1996) However, such projections leave 
many with a sense of unease. How reliable are such models? Although such models 
may be able to simulate modern climatic conditions quite well, how do we know 
that they can reliably simulate a future climate state different from that of today.^ 
(Trenberth, 1997). One approach that has been widely adopted to allay such fears 
is to use the same models to simulate climates of the past. If models can reproduce 
climatic conditions that are known to have occurred (i.e., reconstructed from paleo-
data) then confidence in their ability to simulate future {unknown) climates will be 
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enhanced. This Hne of reasoning has driven paleocHmate modeUng over the last 
decade or so, but the resuhing experiments have had many collateral benefits. Mod-
els have provided considerable insight into the forcing mechanisms that may have 
been responsible for some of the dramatic changes observed in the paleoclimate 
record and they have demonstrated how^ different subsystems of the climate system 
(atmosphere, surface and deep ocean, ice sheets, biosphere) may have interacted via 
both positive and negative feedback at different times in the past. Models have also 
pointed to potentially questionable paleoclimatic data, most notably the apparent 
inability of some models to generate glaciations v^ith relatively v^arm tropical sea 
surface temperatures, as reconstructed by CLIMAP (1981) (see discussion in Sec-
tion 6.4). Thus, models are nov^ an important part of the field of paleoclimatology. 
They are tools for understanding how the climate system may have operated in the 
past, and are used interactively w îth conventional paleoclimatic data to improve 
that understanding. Just as paleoclimatic data are constantly being updated, 
reinterpreted, and extended in time and space, so models are becoming more so-
phisticated, the methodology for model-data comparisons is improving, and oppor-
tunities for complex "total climate system" simulations are increasing as computers 
become faster. All of these efforts have the dual benefits of improving the ability of 
models to simulate future climate and broadening our appreciation of the range and 
complexity of climatic conditions in the past. 

12.2 TYPES OF MODELS 

There are many types of models used in paleoclimatology and the GCMs referred 
to in the introduction are most complex. Hydrological balance models, used to un-
derstand the paleorecord of lake sediments and lake level changes, have already 
been discussed in Chapter 7. Models of the changes in forest growth that might be 
expected with climatic changes of different duration and magnitude were described 
in Chapter 9. One could also argue that the various approaches to calibrating 
faunal data from the oceans, and pollen and tree-ring data from the continents, 
constitute statistical models, which may produce different reconstructions as 
methodologies are refined and improved. Models are thus embedded in a concep-
tual framework of how systems work, and as our understanding of such systems 
improves so we can expect models to be revised. In this sense, model experiments 
produce results that are moving targets. Some results may be robust and demonstra-
bly correct; others may turn out to be erroneous. By the constant interaction be-
tween data-generators (empiricists) and modelers (theorists) the results eventually 
will converge on a consensus of how (and why) climates varied in the past. 

Various types of atmospheric models have been developed with varying levels 
of complexity. Coupled ocean-atmosphere general circulation models are at the 
high end of this range but consequently require immense amounts of computer 
time, making the number of runs and potential applications somewhat limited. Less 
complex models have the advantage of being much faster to run (allowing many 
more options to be examined) but the trade-off is in limiting the processes, feed-
backs, and/or dimensions being examined. 
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A very brief summary is provided of the types of models that have been used in 
cUmate and paleoclimatic appHcations, with an emphasis on GCMs. For a much more 
comprehensive introduction to the theory of paleocUmate modehng, see Saltzman 
(1985). An introduction to cUmate models in general, with CD-based examples of dif-
ferent models, is provided by McGuffie and Henderson-Sellers (1997). The volumes 
edited by Schlesinger (1987) and Trenberth (1992) also provide in-depth discussion 
of climate models and their components. All of the relatively simple models described 
here have a role to play in understanding how the climate system works and indeed 
complex general circulation models have been constructed using insights obtained 
from the development of simpler, faster models (Schneider, 1992). 

12.2.1 Energy Balance Models and Statistical Dynamical Models 

Energy balance models (EBMs) consider only surface temperature as a consequence 
of energy exchange. The simplest are zero-dimensional (i.e., consider the energy 
balance of the earth as a whole; Budyko, 1969; Sellers, 1969, 1973). One-
dimensional EBMs consider the earth in terms of zonal bands, with energy exchanged 
latitudinally from one zone to the next by diffusive horizontal heat transfer. Two-
dimensional EBMs add additional complexity by considering latitude/altitude or 
latitude/longitude differences (e.g., land vs ocean). Further detail may be added, for 
example, by considering the earth as a series of linked boxes with different proper-
ties (atmosphere-land-mixed layer ocean-deep ocean), and with energy transfers 
taking place between them by advection and diffusion (Harvey and Schneider, 
1985a). Such models enable changes in feedbacks to be investigated in a computa-
tionally efficient way, allowing many slightly different simulations (sensitivity ex-
periments) to be carried out. The effects of changes in albedo, solar input to the 
earth, greenhouse gas increases, and net poleward heat transport have also been in-
vestigated with EBMs (North et aL, 1981; Harvey and Schneider, 1985b; Wigley, 
1991; Wigley and Kelley, 1990). 

Statistical-dynamical models (SDMs) are designed to capture the observed 
record of climate without explicitly creating that record, ah initio^ from basic physi-
cal laws at a network of points, as occurs in general circulation models. Unlike 
GCMs (considered in what follows), they do not consider explicitly all the synoptic 
scale variability and atmospheric changes that take place at high frequencies (30-min 
time steps). Instead, they use equations that describe changes over long time periods, 
requiring parameterization of many of the phenomena that are dealt with expHcitly 
in GCMs. Consequently, SDMs require less computer time and can be used to exam-
ine the long-term evolution of climate, taking into account some of the more slowly 
responding parts of the climate system (Saltzman, 1985). For example, Gallee et 
aL (1991) developed a quite complex two-dimensional (latitude/altitude) time-
dependent climate model of the northern hemisphere, with the surface subdivided 
into up to 7 different categories, each with distinct properties (ocean, sea ice, snow-
covered or snow-free land, and three areas of land ice, representing the Laurentide, 
Fennoscandian, and Greenland ice sheets). Atmospheric dynamics in the model were 
zonally averaged, and meridional fluxes, oceanic heat transport, mixed layer dynam-
ics, and land surface hydrology were all parameterized. The atmosphere-land-ocean 
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model was coupled asynchronously to an ice-sheet-bedrock model; this allowed the 
different response times of these systems to be taken into account. The atmosphere-
land-ocean model was run every day for a 20-yr simulation, and the resulting climate 
was the input to the ice-sheet-bedrock model, which ran at 1-yr time steps for 1000 
yr. The procedure was then repeated, taking into account the altered surface bound-
ary conditions, changes in orbital forcing, and CO2 levels (as deduced from the Vos-
tok ice core) (Gallee et al.^ 1992; Berger et aL, 1993). Figure 12.1 shows the resulting 
simulation of northern hemisphere continental ice volume for the last 200,000 yr, 
compared to 8^^0 variations in benthic forams, according to SPECMAP (Martin-
son et aL, 1987). Although the model is not correct in absolute terms (e.g., it recon-
structs zero ice in the northern hemisphere at the last interglacial, at -100 ka and 
-70-84 ka B.P., which is not supported by the paleorecord) it does well at 
reproducing the general time evolution of the SPECMAP record. Considering 
SPECMAP 8^^0 represents a global ice volume signal, and the model is based only 
on conditions in the northern hemisphere, the comparison is very favorable. Further 
improvements in the parameterizations, and incorporation of a southern hemisphere 
model should make the comparison even better (Berger and Loutre, 1997a,b). 

12.2.2 Radiative Convective Models 

These models examine radiation processes in a vertical column of the atmosphere; 
vertical temperature profiles (lapse rates) are maintained within a reasonable range 
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by convective adjustments (movement of air vertically). Such models have been used 
to investigate the effects of atmospheric aerosols and clouds on temperature and the 
effects of changing greenhouse gases (CO2, CH^, O3) (Manabe and Wetherald, 
1967; Reck, 1974; Hansen et al.^ 1978). Radiative convective models (RCMs) have 
been used extensively to perform sensitivity tests in which the value of one parame-
ter (e.g., greenhouse gas amount) is varied in different model simulations to exam-
ine how such changes might lead to feedbacks with other parts of the system 
(Ramanathan and Coakley, 1978; Kiehl, 1992). 

12.2.3 General Circulation Models 

Atmospheric general circulation models (AGCMs) simulate atmospheric processes in 
three dimensions, explicitly taking into account dynamical processes. Basic equations 
solved in GCMs involve the conservation of energy, mass, and momentum. The 
earth's surface is divided into a series of grid boxes, extending vertically into the at-
mosphere (Fig. 12.2). The atmospheric column is also divided into a series of levels 
(commonly 10-20) with more levels near the earth's surface. Equations are solved at 
each grid point and at each vertical level at a preset time interval (typically 20-30 
min) with vertical and horizontal exchanges of energy, mass, and momentum com-
puted for all points at each time interval. Clearly, this procedure requires immense 
amounts of computer time and so the most sophisticated GCMs have to run on the 
fastest computers available, and even then it may take weeks of dedicated computer 
time to carry out a simulation. For example, the National Center for Atmospheric 
Research (NCAR) Climate System Model, comprising a 3.75°x 3.75° grid, 18-level 
atmospheric model, coupled to a 3°x 3° mixed layer ocean, with 30-min time steps 
requires -15 h of dedicated time on a CRAY J90 computer (one of the fastest super-
computers currently available) to simulate one yr. The problem is even more acute in 
ocean general circulation models (OGCMs) where finer spatial resolution is required 
to simulate effectively the important scale of motion (oceanic eddies) that are < 50 
km across (more than an order of magnitude smaller than the typical atmospheric 
eddies). Massively parallel computers (employing >100 processors simultaneously) 
are now being used to solve such problems (Chervin and Semtner, 1991). 

These GCMs vary considerably in their resolution. Many paleoclimatic simula-
tions have been carried out at a scale of 8° (latitude) x 10° (longitude). Such models 
have relatively crude geography (for example, small details like the United Kingdom 
or New Zealand would not be represented!) and poor topographical representation. 
In such a model, a single grid box in midlatitudes is equivalent in size to the states 
of Colorado and Utah, or of France and Germany, together. More complex models 
may have spatial resolution up to 2° x 2° with more highly resolved surface relief. 
However, such models inevitably trade computational speed for the added sophisti-
cation provided by a denser grid network, so the analyst must determine if the na-
ture of the problem being investigated warrants the added time and expense of a 
high-resolution GCM. Even in the highest resolution AGCMs, many atmospheric 
processes cannot be represented as they are below the grid scale of the model. Con-
vective thunderstorms, for example, play a critical role on a global scale in latent 
and sensible heat transfer from the surface to the atmosphere, but individually they 
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FIGURE 12.2 Schematic diagram illustrating how the atmosphere and ocean are divided into columns in 
a typical coupled general circulation model experiment. Ocean and atmospheric grid sizes are commonly dif-
ferent. Computations take place simultaneously for all grid boxes at all specified levels (McGuffie and 
Henderson-Sellers, 1997). 

are too small to be represented by even a 2° x 2° grid spacing. In such cases, the 
process is represented in a simplified manner as a function of other variables, a pro-
cedure known as parameterization (parametric representation). This may be based 
on observed statistical relationships betvsreen, for example, temperature and humid-
ity profiles and cloudiness, or on some other simplified model of the process in ques-
tion. In fact, parameterization of all forms of cloud is one of the most difficult 
problems in atmospheric GCMs and is the focus of much research at present (Cess 
etaL,1995). 

Atmospheric general circulation models may be coupled to the ocean realm in a 
variety of v^ays. At the simplest level, the surface temperature of the ocean is pre-
scribed (predetermined) and the ocean region of the model interacts with the atmo-
sphere only in terms of moisture exchange. This is often termed a "swamp ocean" 
(Fig. 12.3). At the next level a "slab ocean" is specified as a layer of fixed depth 
(50-100 m); heat and moisture exchange with the atmosphere occurs, enabling 
SSTs to vary as the model run progresses. However, in such models there is no 
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F I G U R E 12.3 Schematic diagram to show the different levels of complexity and coupling with the atmo-
sphere in various types of ocean model (McGuffie and Henderson-Sellers, 1997). 

mechanism for heat exchange with the deep ocean and only a crude representation 
of horizontal energy fluxes. The mixed layer ocean is a further improvement, also 
involving prescribed horizontal advection, but with computation of fluxes to and 
from the deep ocean. The most complex level is a fully coupled ocean-atmosphere 
GCM (OAGCM) in which the ocean has internal dynamics in three dimensions, and 
exchanges of energy, moisture, and momentum take place at the ocean-atmosphere 
interface. It is worth noting that a major problem in coupling atmospheric to 
oceanic processes is the vastly different response times characteristic of each domain 
(Fig. 12.4). The slower response time of the deep ocean must be taken into account 
when the two systems are linked. The problem is further compounded if one is try-
ing to investigate climate system changes involving ice sheets, which have even 
longer response times. One approach is to couple models of each system "asynchro-
nously," that is, to operate an atmospheric model for a time appropriate for that 
system, then use the resulting atmospheric conditions as input to a model of the sys-
tem operating on a different timescale. For example, Schlesinger and Verbitsky 
(1996) used the climate at 115 ka B.P., generated by an atmospheric GCM (coupled 
to a mixed layer ocean), to drive an ice sheet/asthenosphere model, in order to 
investigate the areas most likely to develop ice sheets following the last interglacial 
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period (see Section 12.3.1). The ice sheet model was run for 10,000 yr (an appro-
priate interval of time to examine ice sheet development) but the atmospheric con-
ditions obviously could not be computed over such a long period and so were fixed 
as those obtained from the 115 ka B.P. simulation. Although this approach clearly 
has its limitations, it does allow two systems with strikingly different response times 
to be examined in a somewhat coupled fashion. 

GCMs can also be used to trace the pathways of materials within the climate 
system (Koster et aL, 1989). This has been put to good use in paleoclimatic applica-
tions (Jouzel, 1991; Jouzel et al., 1993a; Andersen et aL, 1998). For example, the 
long-distance transport of desert dust particles in the atmosphere has been traced 
using an AGCM for both modern and last glacial maximum (LGM) conditions. 
Source regions of dust deposited from the atmosphere are identified by "tagging" 
the dust originating from different areas (Joussaume, 1987, 1990, 1993). Modern-
day simulations show a strong seasonality in atmospheric dust production, with at-
mospheric dust loading in August more than twice that in February. The largest 
source of dust (by far) is the Sahara /Arabia /central Asia region. Australia is the 
principal source of dust reaching east and west Antarctica, whereas South America 
contributes the most dust to central Antarctica. Simulations for the LGM show 
greater atmospheric dust deposition especially over the tropical Atlantic Ocean and 
Europe, but the modeled increases significantly underestimate the observed changes 
(recorded in ice cores). This could be due to many factors, including model resolu-
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tion (poor representation of source areas) and/or inadequate characterization of 
dust entrainment, transportation, and depositional processes (wet and dry fallout). 
In view of the potential climatic significance of dust during glacial periods (Over-
peck et aL, 1996) these first steps toward fully incorporating the dust cycle into 
GCMs are important contributions. Further studies with higher resolution GCMs 
are now needed. 

Isotopes (deuterium, ^^O) in the hydrological cycle have also been modeled 
with GCMs, for modern and glacial age conditions (Jouzel et aL, 1987c, 1991, 
1994; Joussaume and Jouzel, 1993). At each change of phase of water molecules in 
the model, appropriate fractionation factors are employed to calculate the mass of 
the isotopes in each reservoir (water vapor, precipitation, ice, groundwater). Iso-
topic modeling is particularly important in paleoclimatic studies as it allows the di-
rect comparison of model simulations with paleoisotope records (in ice, sediments, 
biological materials, speleothems, etc.), thus avoiding the need to caUbrate the 
paleo-record in terms of, say, temperature for a comparison with modeled paleo-
temperature output. Modern simulations reproduce the global pattern of S^^O and 
8D very well and the seasonal cycle is well captured at most sites in both high and 
low latitudes (Jouzel et aL, 1987c). The LGM simulations show a similar overall 
8^^0/temperature relationship to that derived from modern simulations (S^^O 
~0.6°T, where T < - 5 °C) and there were large decreases in S^^O at high latitudes 
(see Fig. 5.9) (Joussaume and Jouzel, 1993). 

Sources of moisture can be traced using GCMs and this is useful in understand-
ing how source regions might have been different in the past; this would be relevant, 
for example, in the interpretation of ice core geochemistry. Charles et aL (1994) 
used an AGCM to examine how source regions of precipitation reaching Greenland 
changed from the LGM to the present. The modern (control) simulation showed 
that 26% of Greenland precipitation was derived from the North Atlantic (30-50° 
N), 18% from the Norwegian-Greenland Sea, and 13% from the North Pacific. At 
the LGM, these values changed to 38%, 1 1 % , and 15%, respectively. However, 
northern Greenland received distinctly more moisture at the LGM from the north 
Pacific source region, due to displacement of storm tracks around the Laurentide 
Ice Sheet. Southern Greenland received most of its snowfall from North Atlantic 
moisture sources. Because of the much longer (and colder) trajectory of the Pacific 
air masses, snow deposited on Greenland from such sources was much more de-
pleted in 8^^0 than snow from North Atlantic sources (~15%o lower). Charles et aL 
(1994) point out that if there was no change in temperature in Greenland, but only 
a shift in source region from purely North Atlantic moisture to a 50:50 mix of 
North Atlantic and North Pacific moisture, changes in 8^^0 of snowfall could 
change by ~7%o, equivalent to the large amplitude oscillations seen during late 
glacial time in the GISP2/GRIP ice cores. This raises the interesting possibility that 
abrupt changes in 8^^0 seen in the ice cores from Greenland may be partly related 
to changes in storm tracks rather than large-scale (hemispheric) shifts in temperature. 
However, it is worth noting that this model did a very poor job of simulating modern 
precipitation in Greenland (with simulated precipitation exceeding observations by as 
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much as 100%, or ~1 mm day"\ especially in summer); thus this experiment, 
though interesting, begs the question whether similar results would be found with a 
more accurate, higher resolution model. 

Although the discussion so far has focused on general circulation models of at-
mospheric and oceanic systems, further development of GCMs will be towards to-
tal climate system models (CSMs), which will incorporate in a fully interactive way 
land surface and cryospheric processes (both terrestrial snow and ice, and sea ice) 
and biomes. Models of global biomes are now available (Prentice et aL, 1992; Hax-
eltine and Prentice, 1996) and have been used with output from GCM experiments 
to predict vegetation at times in the past (Harrison et aL, 1995; TEMPO, 1996). 
Models with full biogeochemical cycling of materials in the atmospheric and 
oceanic realms are also under development (Brasseur and Madronich, 1992; 
Sarmiento, 1992). Nested models, in which a very detailed grid network for a spe-
cific region is used to model detailed geographical variations of the climate, given 
initial input from a larger scale GCM, will also become more widely available 
(Hostetler et aL^ 1994). Such models are especially important in mountainous areas 
where large-scale GCMs cannot provide the necessary topographic detail to pro-
duce meaningful regional simulations. 

12.3 SENSITIVITY EXPERIMENTS USING GENERAL CIRCUUTION MODELS 

Models can be used in sensitivity experiments to examine the effects of changing a 
boundary condition (e.g., solar radiation; Syktus et al., 1994) or a process (e.g., sea-
ice formation; Vavrus, 1995). By comparing climate associated with the specified 
change with the "no change" (control) simulation the significance of the process or 
parameter that was altered can be assessed. Such experiments help in understand-
ing how complex feedbacks (amplifying or minimizing the effect of specified 
changes) operate and interact within the climate system. Generally a control experi-
ment is run over a number of simulated years "to equilibrium" and a period of 
years at the end of this run will then be averaged (for a specified month or season) 
to obtain a reference climate state. This is then "validated" by comparison with 
modern climate data sets, providing some level of confidence in the model. After the 
conditions to be investigated have been changed, the simulation is once again run 
to a new "equilibrium" and a new set of years is averaged. The differences between 
the control run and the new conditions are considered to be a consequence of those 
factors that were altered in the sensitivity experiment. 

How should the results of sensitivity experiments be evaluated? We know from 
the outset that each model may have non-trivial limitations in its ability to simulate 
modern climate. For example, compared to observed climate, one version of the Geo-
physical Fluid Dynamics Lab (GFDL) atmospheric GCM used in many paleoclimate 
experiments by Manabe and other researchers (Manabe and Broccoli, 1985a) pro-
duces conditions that are too cold in the northern hemisphere, and it generates too 
much precipitation at high latitudes. It underestimates sea ice in the southern hemi-
sphere and places the Inter-Tropical Convergence Zone (ITCZ) 5°-10° (latitude) too 
far south. However, the important issue for this and other sensitivity experiments is 
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what differences were induced in the model's cHmate system by the imposed changes. 
Certainly, model limitations must be kept in mind to ensure the observed differences 
are not simply artifacts of the model, but in general, sensitivity experiments can pro-
vide valuable insights into the role of boundary conditions and other changes. Other 
models can also be employed to determine which conclusions are robust, regardless of 
the model used. On the other hand, the simulations may point to discrepancies be-
tween modeled paleoclimates and reconstructions based on proxy data, and these may 
justify a reconsideration of the paleodata and/or caHbration method used. Such con-
siderations have led to an international effort (PMIP — Paleoclimate Model Intercom-
parison Project) to compare paleoclimatic reconstructions for specified times, with all 
models using exactly the same boundary conditions. This will enable the common cli-
matic characteristics to be identified and problems in particular models to be addressed 
(Joussaume and Taylor, 1995). In a parallel effort (PMAP — Paleoenvironmental Multi-
proxy Analysis and Mapping Project) paleodata are being compiled and mapped for 
selected "time slices" to enable direct comparisons to be made between model simula-
tions and paleoclimatic data (see Section 12.4). 

In the next section, we first consider changes in orbital forcing. By examining 
the range of extremes over the late Quaternary, models can address to what extent 
orbital changes may have been important in initiating glaciation (at one extreme) 
and in bringing about post-glacial changes in monsoon climates at the other. Then 
we examine a set of experiments designed to understand how changes in surface 
boundary conditions during the last glacial maximum (LGM: 18 ka B.P.)^^ con-
tributed to climatic conditions prevailing at the time. At 18 ka B.P. orbital condi-
tions differed very little from today and so the dramatically different climate state 
at that time must have been driven largely by orbital changes at some earlier time, 
with conditions at 18 ka B.P. responding to (but not necessarily maintaining) 
changes in the boundary conditions. Finally, the significance of changes in the sea-
sonality of incoming radiation is examined, in a series of experiments at intervals 
from 18 ka B.P to the present. 

12.3.1 Orbital Forcing and the Initiation of Continental Glaciation 
in the Northern Hemisphere 

A number of GCM experiments have been carried out to investigate the role of 
orbital forcing in the initiation of continental glaciation. Paleoclimatic data from 
marine sediments (8^^0 in benthic forams) and raised corals (recording former sea-
level position) indicate that sea level fell by > 50 m from -115-105 ka B.P. Because 
of a combination of greater eccentricity, lower obliquity, and perihelion close to the 
(northern) winter solstice, incoming solar radiation at 115 ka was reduced by - 7 % 
(40 W m'^) during the northern hemisphere summer (and late spring/early summer 

^̂  The dates of all model experiments are given here in calendar years; 18 ka B.P. was originally 
thought to be the same in both calendar and radiocarbon years. Later experiments recognized that 18 ka 
B.P. in radiocarbon years corresponds to -21 ka in calendar years, which alters the relationship between or-
bital forcing and ^"^C-dated SSTs, ice-volume estimates, etc. (Kutzbach et al.^ 1993a). Some experiments have 
therefore adjusted the orbital parameters accordingly, allowing the large 18 ka B.P. CLIMAP data set (dated 
in radiocarbon years) to be compared with 21 ka B.P. model simulations (Kutzbach et ai, 1997). 
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in the southern hemisphere) but was higher at other times (Fig. 12.5). In fact, sum-
mer insolation in the northern hemisphere was lower at 115 ka B.P. than at any 
time in the last 200 ka (see Fig. 2.18). This provides an excellent opportunity to in-
vestigate whether orbital forcing alone could have brought about changes in the cli-
mate system, sufficient to permit the growth of ice in those areas thought to have 
been critical in the initiation of glaciation (Ives et al.^ 1975; Clark et aL^ 1993). 

The earliest attempt to address this problem used a coarse-resolution GCM 
with modern SSTs and CO2 levels prescribed (Royer et aL^ 1984). This indicated 
that temperatures in northeastern North America were reduced and precipitation 
was increased (more than evaporation), suggesting that conditions at 115 ka B.P. 
were indeed more favorable for ice-sheet growth, but the model was simply too 
crude to determine if an ice sheet could be sustained. Rind et aL (1989) carried out 
several experiments using an 8° (latitude) x 10° (longitude) GCM, initially with 
just modern SSTs and changed orbital parameters, but then with lower CO2 levels 
and SSTs as well. They found that with orbital changes alone ice growth could not 
be achieved in the model, a conclusion also reached by Phillips and Held (1994) us-
ing the GFDL GCM coupled to a mixed layer ocean. Lowering CO^ levels by 70 
ppm (to 230 ppm) made little difference. Only when a 10-m thick ice sheet was 
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F I G U R E 12.5 Difference in solar insolation (in W m"̂ ) at the top of the atmosphere at I I 5 ka B.P. com-
pared to present. Negative anomalies (lower radiation at I 15 ka B.P.) are shown as dashed lines (Dong and 
Valdes, 1995). 
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specified (to reduce surface albedo), CO2 levels were lowered to 230 ppm and SSTs 
were reduced to those associated with full glacial conditions (as determined by 
CLIMAP 1981) could an ice sheet be maintained (Rind et aL, 1989). This may be 
because the model is too coarse and so does not adequately represent topography 
and upland surfaces where ice sheets probably first formed. It may also not simu-
late very well the critically important feedbacks between snow, ice, and low clouds. 
In similar experiments, Gallimore and Kutzbach (1995), using a low-resolution 
GCM with a mixed layer ocean, concluded that snow cover could persist in north-
western and northeastern Canada, for -11 mo per yr without a reduction in CO^. 
If CO2 levels had been set lower and if cloud cover had not been prescribed, it seems 
likely that conditions in these areas would have been quite favorable for ice sheet 
development. 

Recently, a higher-resolution GCM has been employed to examine the same 
problem (Dong and Valdes, 1995). The UGAMP (U.K. Universities Global Atmos-
pheric Modeling Programme) GCM is based on the very successful forecast model 
of the European Center for Medium Range Weather Forecasts (ECMWF). It has a 
grid spacing of -2.8° and includes 19 vertical levels, 5 of which are in the lower at-
mospheric boundary layer (>850 mb). It includes a 50-m thick mixed layer ocean 
and an interactive surface hydrology. Topographic resolution is quite good, which 
may be of particular importance in experiments dealing with the initial stages of 
glaciation. Several studies have pointed out the critical significance of upland 
plateaus in Labrador, Baffin Island, and Keewatin in the development of a perma-
nent snow cover (Ives et al.^ 1975). In the NASA-GISS (Goddard Institute for Space 
Studies) GCM used by Rind et al. (1989), topography is poorly resolved; for exam-
ple, the Baffin area is represented as <200 m in elevation, whereas in the UGAMP 
GCM, the value is close to the actual elevation of -550 m. 

The UGAMP GCM simulates modern conditions extremely well. Comparisons 
between modern conditions and 115 ka B.P. (with modern SSTs prescribed) shows 
pronounced cooling over all continents except Antarctica. Over North America, sur-
face temperatures were 4-6 °C lower, accompanied by increased cloudiness 
(+10-15%) and increased soil moisture (+25-30%). However, these changes were not 
sufficient to maintain snow on the ground throughout the year, except in the Cana-
dian High Arctic Islands and in a small area of Tibet. The CO2 levels were then re-
duced slightly (to 280 ppm) and the model was coupled to a shallow mixed layer 
ocean, allowing SSTs to be determined by the model. This run showed cooling of 
8-10 °C in summer over high latitudes, enabling snow to survive all year in many ar-
eas (Fig. 12.6). Lower temperatures were brought about by increased sea ice, cooler 
SSTs in summer, and the presence of permanent snow cover on land, which plays an 
important role in reinforcing the lower summer insolation effect by sharply increasing 
surface albedo. This result is quite intriguing because although the model simulated 
ice growth in northeastern North America and Fennoscandia, where ice sheets are 
known to have developed, it also generated ice in Siberia and Tibet (Oglesby, 1990). 
In fact, there has been much debate over whether there really were ice sheets over cen-
tral Siberia and Tibet during the last glaciation (Velichko et ai, 1984; Rutter, 1995; 
Kuhle, 1991). Although the simulation pertains to an earlier period, and certainly 
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F I G U R E 12.6 Modeled geographical distribution of snow depth in August at the end of a lO-yr simulation 
for 115 ka B.R with computed SSTs. Shaded areas show snow depth >0.25 m. Many high-latitude regions, and 
parts of Tibet and Patagonia appear to be "sensitive regions" for the initiation of permanent snow cover (Dong 
and Valdes, 1995). 

does not prove that these areas were glaciated during the LGM (or at any other time), 
it does point to the sensitivity of these regions in the maintenance of a permanent 
snow cover (and this is also seen in other models) given certain changes in insolation 
and lower SSTs at high latitudes. On the other hand, the model also indicates that 
snow would have built up over much of Alaska and there is no evidence that this has 
occurred for at least several hundred thousand years; more recent glaciations in 
Alaska have generally been small and confined to mountainous coastal ranges in the 
south and the Brooks Range in the north. These experiments therefore raise many in-
teresting questions and provide fertile ground for further field studies, as well as addi-
tional model simulations and data-model comparisons. 

In both of the models already discussed here, lower levels of CO^ (< 280 ppm) 
were found to contribute to the cooling needed to maintain a permanent snow 
cover at high latitudes. Syktus et al. (1994), using a GCM coupled to a dynamic 
upper ocean circulation, set the orbital configuration to 116 ka B.P. and then exam-
ined the sensitivity of climate to CO2 levels from 260-460 ppm. They found that 
snow cover does not change very much with orbital forcing until CO^ levels drop 
to some critical level, in the range of 350-450 ppm. However, with lower levels of 
CO2 the climate system is much more sensitive to insolation variations and snow 
cover can expand rapidly under orbital configurations with low summer insolation. 
This threshold sensitivity may have played a role in the long-term evolution of 
glacial-interglacial cycles; if CO^ levels were at present-day levels (-350 ppm) 
or higher (as they may have been in the Pliocene), orbital variations may not have 
produced the same climate response, leading to the growth of large continental ice 
sheets, as occurred in the late Quaternary (Li et al., 1998). 
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Schlesinger and Verbitsky (1996) also found that CO2 levels w êre critical in 
generating ice sheets at high latitudes of the northern hemisphere. They used a 
GCM coupled to a mixed-layer ocean to derive cHmatic conditions resulting from 
orbital conditions at 115 ka B.P., with CO2 levels varying from 326 to 246 ppm. 
The 246 ppm experiment was carried out to address the combined effects of lower 
CO2 and CH^. The climate so generated was then used as input to a global ice 
sheet/asthenosphere model. As with the other experiments already discussed here, 
they found that orbital changes alone were insufficient to produce a significant 
change in permanent snow cover. However, with an "equivalent CO2 level" of 246 
ppm, ice sheets built up in North America, most of Siberia, and northeastern Eu-
rope (but east of northern Fennoscandia). Over a 10,000-yr period (nominally 
115-105 ka B.P.) continental ice volume increased, but not as rapidly as the 
SPECMAP benthic 8^^0 record appears to show. However, there were two impor-
tant limitations in these simulations. First, the model did not allow any precipita-
tion falling as rain on the newly formed ice sheets to accumulate. When this 
condition was completely changed (all precipitation falling on the newly formed ice 
sheets was assumed to be snow) the ice sheets grew much larger (volumetrically and 
geographically) over a 10,000-yr interval, accounting for 86% of the sea-level 
equivalent of the SPECMAP record (though this record itself may not only repre-
sent sea-level change; see Section 6.3.4). The other limitation is that the model cli-
mate calculated for 115 ka B.P. was maintained as constant over the ensuing 
10,000-yr period during which the ice sheets were allowed to build up. This means 
that potentially important positive feedbacks, related to snow-albedo changes, were 
not included, and these would no doubt have played a key role in the process of ice 
sheet growth. 

One additional factor none of the previous simulations of 115 ka B.P. conditions 
explicitly considered is the role of snow-albedo feedback resulting from changes in 
vegetation cover. This issue was examined by Gallimore and Kutzbach (1996) using 
the National Center for Atmospheric Research (NCAR) Community Climate Model 
Version 1 (CCMl) coupled to a mixed layer ocean with interactive sea ice. With or-
bital changes alone, tundra vegetation increased in area by 25% relative to today (ef-
fectively expanding by 5° latitude to the south, according to a biome model driven 
by output from the GCM; Harrison et ai, 1995). When the combined effects of in-
solation change, reduced CO2 levels (to 267 ppm) and increased albedo (due to the 
increased area of tundra) were subsequently considered, summer temperatures over 
land areas at 60-90° N fell by 8-9 °C, accompanied by more extensive and thicker 
sea ice. However, other experiments showed that only a slight additional expansion 
of tundra regions (i.e., > 5° latitudinal expansion) precipitated a dramatic change, 
with summer temperatures falling by a further 10-15 °C, leading to year-round 
snow cover at high latitudes. This result points to the potential importance of non-
linear vegetation/snow albedo feedbacks in the initiation of glaciation. Other studies 
have examined vegetation/albedo feedbacks in different situations (see the next sec-
tion) and reached similar conclusions: vegetation changes appear to play an impor-
tant role in the climate system and must be explicitly considered in order to simulate 
paleoclimatic conditions correctly (i.e., to match the "observed" paleorecord) (Foley 
et aL, 1994; Kutzbach et al, 1996; Crowley and Baum, 1997). 
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12.3.2 Orbital Forcing and Monsoon Climate Variability 

Just as the earth's orbital configuration led to anomalously low solar radiation in the 
northern hemisphere summer at 115 ka B.P., so the same orbital shifts led to in-
creased seasonality and unusually high summer solar radiation receipts in the early 
Holocene. At 9 ka B.P., the northern hemisphere received - 7 % more radiation than 
today in July (29-76 Wm'^), mainly as a result of perihelion occurring in July (com-
pared to January 3 today) together with greater eccentricity and an increase in axial 
tilt (24.23° vs 23.45° today). Several model experiments have examined the effect of 
the orbital changes on the earth's climate (Kutzbach and Otto-Bliesner, 1982; 
Kutzbach and Guetter, 1986; Kutzbach and Gallimore, 1988; Mitchell et aL, 1988; 
Hewitt and Mitchell, 1998). The main features of all these studies are similar; here 
we consider the results of Mitchell ^̂  ̂ /. (1988). They used an 11-layer United King-
dom Meteorological Office GCM (-5° x 7.5° resolution) coupled to a static mixed 
layer ocean and a simple sea-ice energy balance model. Thus SSTs and sea ice were 
allowed to change, though the (seasonally varying) heat flux was prescribed and in-
variant in both the control and 9 ka B.P. experiments. Figure 12.7 (a, b) shows the 
radiation differences between the two model runs, for incoming solar radiation at 
the top of the atmosphere and at the surface (after reflection by clouds, scattering 
and absorption in the atmosphere, etc.) Clearly the main effect is for an increase in 
the seasonal amplitude of radiation, with higher levels in the northern hemisphere 
summer, and lower levels in winter (see Fig. 12.5 — the effects are almost the oppo-
site). The excess summer radiation resulted in higher temperatures over the northern 
hemisphere continents leading to lower pressure and an increase in airflow from the 
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F I G U R E 12.7 Difference in solar insolation (in W nr^) at 9 ka B.R compared to present, (a) at the top of 
the atmosphere and (b) at the surface. Negative anomalies (lower radiation at 9 ka B.R) are shaded (Mitchell et 
o/., 1988). 
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oceans to the land. Thus, monsoon circulations were enhanced, leading to more pre-
cipitation in many parts of the Tropics. Figure 12.8 (a, b) summarizes the tempera-
ture changes in terms of zonal averages for land and ocean areas, respectively. The 
pattern of temperature change clearly reflects the radiation anomaly pattern seen in 
Fig. 12.7b, taking into account a thermal lag associated with surface heating and 
various feedbacks operating in the climate system. Cooler temperatures in the north-
ern subtropics in late summer are a consequence of increased cloudiness resulting 
from enhanced monsoonal airflow. A reduction in sea-ice thickness and prolonga-
tion of the ice-free season causes large temperature anomalies over high-latitude 
ocean areas (Fig. 12.8b), which then maintain somewhat warmer conditions over 
northern continental regions throughout the winter months in spite of lower radia-
tion amounts (bearing in mind that high-latitude winter radiation totals are small 
anyway, so that advection dominates temperatures at this time of year). Oceanic 
temperatures stay warm throughout the year over much of the globe because of the 
large heat capacity of the ocean and the fact that cloud cover over the oceans was re-
duced (related to increased subsidence over the oceans, compensating for the en-
hanced uplift over land areas). Thus, solar radiation increased over oceanic regions 
relative to the control simulation, enhancing the effect of the radiation anomaly. 

Considering the geographical distribution of anomalies, summer temperatures 
were more than 4 °C warmer over most of Eurasia and 2-4 °C warmer over North 
America (Fig. 12.9). Sea-level pressure in northern continental interiors was lower 
by up to 6 mb, leading to enhanced monsoonal airflow and to heavier precipitation 
in a wide swath from northeastern Africa to southeast Asia, and over much of 
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F I G U R E 12.8 Modeled zonal mean differences in air temperature: (9 ka B.R- control) (a) over land areas, 
(b) over ocean areas (sea and sea ice). Negative values are shaded (Mitchell et ai, 1988). 
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F I G U R E 12.9 Modeled temperature difference (°C) between 9 ka B.R and control run for summer (June-
August). Warming was extensive across most of the northern hemisphere at 9 ka B.R (Mitchell et ai, 1988). 

northern South America. Increased cloudiness in these areas Hmited the tempera-
ture change so that, on balance, soil moisture levels increased significantly. How-
ever, over land areas at higher latitudes, increased levels of evaporation resulting 
from the large change in temperature were not compensated for by higher rainfall 
amounts, so soil moisture levels fell over most of North America and northern 
Eurasia (Fig. 12.10). 

These experiments were carried out without taking into account the presence 
of a substantial ice cap over northeastern North America at 9 ka B.R When another 
simulation was run with an ice sheet inserted, temperatures were lowered over the 
ice sheet and areas downstream (North Atlantic and northwestern Europe), but the 
principal changes in monsoonal circulation remained, albeit somewhat reduced in 
intensity. 

In many low-latitude regions, orbital conditions at 9 ka B.P. were clearly more 
favorable than today for the growth of vegetation and the development of lakes 
in basins of inland drainage. Paleoclimatic evidence supports this scenario (Street-
Perrott et al., 1990); the ensuing few thousand years (when radiation anomalies were 
similar) saw dramatic changes in the environment of arid and semiarid areas from 
tropical west Africa to India (see Sections 7.6.3 and 9.9.4). At 125 ka B.P. the same 
orbital configuration led to even greater radiation anomalies, and GCM experiments 
show that the effects on monsoon climate regimes and high-latitude continental inte-
riors must have been even more intense (Kutzbach et al,, 1991; Harrison et aL, 1991, 
1995). Although limited, paleoclimatic data also point to higher levels of lakes at 
low latitudes during the last interglacial and drastically reduced sea ice around 
northern Eurasia at that time (Petit-Maire et al.^ 1991; Frenzel et aL^ 1992a). 
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F I G U R E 12.10 Modeled soil moisture difference (cm) between 9 ka B.R and control run for summer 
(June-August). Shaded areas indicate drier conditions at 9 ka B.R (Mitchell et o/., 1988). 

A careful comparison of the paleoclimatic evidence and the orbitally forced 
model run shoves that soil moisture did not change enough in the 9 ka (or other 6 
ka) B.R experiments to account for the dramatic environmental changes recorded 
in sediments from now dry Saharan lakes that were much more extensive in the 
early- to mid-Holocene. Kutzbach et al. (1996) examined this question by compar-
ing results from the NCAR CCM2 model with 6 ka B.R orbital changes alone, to a 
model run with the same orbital configuration, plus a change in the land surface of 
North Africa, from primarily desert (90-100% bare ground) to mainly grassland 
(80% grass cover). A further experiment also replaced the desert soil with a more 
loamy organic-rich soil, more typical of a grassland. These changes in surface 
boundary conditions brought about an additional increase in precipitation, from 
12% more than the control run (at 15°-22° N) due to orbital forcing alone, to a 
28% increase with changes in radiation, vegetation, and soil type (Fig. 12.11). Al-
though this experiment involved an unrealistically large change in vegetation cover 
(extending completely across the Sahara from 15°-30° N) it does at least indicate 
the potential significance of vegetation/soil feedbacks on the climate system and 
points to the importance of ensuring that such feedbacks are explicitly considered 
in studies of future climatic changes. Similar conclusions were reached by Foley et 
aL (1994) and TEMPO^^ (1996) using more sophisticated atmosphere/mixed layer 
ocean models. They focused on the northern treeline at 6 ka B.R and compared ex-
periments with orbital forcing alone to experiments in which the area of boreal 
forest was also greatly expanded at the expense of tundra. The lower albedo of forest 

^̂  TEMPO (Testing Earth System Models with Paleo-Observations) is the acronym of an interdisci-
plinary project led by Kutzbach. 
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F I G U R E 12.1 I July rainfall (mm day') as a function of latitude, averaged over 0°-50° E in North Africa for 
modern observations and several GCM simulations. R = orbital configuration of 6 ka B.R; RVS = the same or-
bital configuration, but with desert vegetation replaced by grassland and desert soil converted to a loamy grass-
land soil. Control run = modern boundary conditions. Positive vegetation feedbacks enhance the orbital effect 
of higher rainfall in this region (Kutzbach et o/., 1996). 

and associated changes in snow cover resulted in additional warming, especially in 
Spring, again indicating the role of vegetation feedbacks in long-term climate 
changes. 

These modeling studies clearly demonstrate the significance of orbital forcing in 
generating dramatic changes in the earth's climate. Orbital changes are a necessary, 
but perhaps not entirely sufficient, condition for the growth and decay of ice sheets 
at high latitudes and the waxing and waning of the monsoons at lower latitudes. 
However, many other factors are known to have changed and these must certainly 
have played important additional roles: changes in trace gases (CO2, CH^, N2O), 
continental and volcanic aerosols, vegetation cover and surface albedo, topographic 
effects of the ice sheets, changes in sea level, sea-ice extent, and the oceanic (ther-
mohaline) circulation regime. Many of these factors can be viewed as additional 
feedbacks induced by orbital forcing, but there may have been many non-linear in-
ternal interactions that became the dominant forcing once some critical threshold 
was crossed (see Section 6.12). Additional sensitivity experiments can be designed 
to address these forcings explicitly, alone or in combination, so that the complexity 
of the climate system can eventually be deciphered. 

12.3.3 The Influence of Continental Ice Sheets 

The most dramatic change in boundary conditions during the last glacial maximum 
(LGM) was the presence of large ice sheets over North America and Fennoscandia. 
One can surmise that the very presence of these ice sheets must have had a signifi-
cant effect on albedo, airflow, and energy exchange not only over the ice sheets 
themselves but perhaps regionally as well. A general circulation model simulation 
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with topographically realistic ice sheets^^ compared to a similar simulation with 
only the modern distribution of continental ice enables a quantitative assessment of 
the effect of large ice sheets to be made, and the role of feedbacks with other parts 
of the climate system to be examined explicitly. To this end, Manabe and Broccoli 
(1985a, b) used an atmospheric general circulation model coupled to a mixed layer 
ocean to investigate climate system conditions with large and extensive (though 
probably unrealistic!) LGM ice sheets specified according to the "maximum" recon-
struction of Hughes etal (1981) (Fig. 12.12). 

Comparison of the ice sheet simulation with the control run indicates that very 
low air temperatures occur downstream (east) of the Laurentide ice sheet (up to 
32 °C colder in winter and 8 °C lower in summer, south of Greenland). Tempera-
tures are also considerably depressed in northeastern Asia. By contrast, little or no 
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F I G U R E 12.12 Continental outlines, topography (km a.s.l.), and distribution of continental ice sheet ex-

tent and height prescribed for an experiment to assess the role of a thick ice sheet on the atmospheric circula-

tion. Top = present (control run); bottom = LGM experiment (Manabe and Broccoli, 1985a). 

^^ Recent estimates by Peltier (1994) suggest that the height of the ice sheets, especially over North 

America, may have been overestimated by CLIMAP (1981) for the LGM. 
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change is observed in the southern hemisphere, which contrasts with marine 
sediment-based paleocUmatic reconstructions of SSTs, which have SSTs, lower by 
up to 6 °C in parts of the southern ocean. This resuh suggests that ice sheets in the 
northern hemisphere have Httle impact on southern hemisphere conditions. Al-
though less energy enters the system (because of the higher albedo of the ice sheet) 
this is compensated for by a reduction in outgoing longwave radiation, so the net 
effect is small, requiring minimal interhemispheric heat transfer. If the presence of 
large ice sheets in the northern hemisphere did not cause the southern hemisphere 
to cool, some other factor (or factors) must be invoked to explain the observed SSTs 
in this region. To investigate this further, Manabe and BroccoH (1985b) re-ran the 
LGM ice sheet simulation with CO2 levels lowered by 100 ppm (to 200 ppm). This 
change was sufficient to lower SSTs in the southern hemisphere, bringing the model 
more in line with paleoclimatic reconstructions (Figure 12.13). 

The Laurentide ice sheet (~3 km in height at its center in this simulation) has a 
significant effect on tropospheric circulation, causing a split airflow around it and 
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F I G U R E 12.13 Latitudinal difference in annually averaged zonal mean SSTs (°C) between several different 
GCM experiments. El used modern continental land and sea-ice distribution, modern land albedo for snow-
free areas, and a C O j level of 300 ppm. E2 changed only the continental ice and sea-ice distribution to that of 
the LGM. E3 was the same as E2, but also changed the land albedo for snow-free regions to glacial values. E4 
was like E3,but in addition changed CO^ levels to 200 ppm. E2-EI thus shows the overall effect of the ice sheets 
on zonal mean SSTs, indicating little effect on the southern hemisphere. Changing the albedo of unglacierized 
areas (E3-E2) only further lowers the temperatures slightly. Dropping CO j levels to glacial values (E4-E3) pro-
duces a more symmetrical response in both hemispheres but has the major effect on temperatures in the 
southern hemisphere.The combined effects (E4-EI) show broad similarities to differences between CLIMAP 
LGM SST reconstructions and present-day conditions (shown as black dots) but the model results indicate 
colder conditions in low latitudes and much warmer temperatures at high latitudes due to reduced sea-ice for-
mation (Manabe and Broccoli, 1985b). 
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the development of a strong jet stream on its southeastern margin (Shinn and Bar-
ron, 1989). Cold air flow around the ice sheet caused extensive, thick sea ice to de-
velop in the Labrador Sea and North Atlantic Ocean. Over continental interiors, air 
temperature differences betv^een the tv^o model simulations are smaller than in 
most paleoclimatic reconstructions, perhaps because surface albedos (specified in 
both models) w êre too low .̂ Finally, maps of soil moisture change show that large 
areas of the continents south of the ice sheets were significantly drier during the 
LGM compared to today (due mainly to lower precipitation amounts) and these re-
gions broadly correspond to known loess regions. 

Rind (1987) carried out four experiments with a NASA-GISS GCM with 
8° X 10° resolution. Starting with a simulation of modern conditions (the control), 
he added, sequentially, ice-age SSTs (as determined by CLIMAP 1981), a 10-m thick 
ice sheet over the area occupied by continental ice sheets at the last glacial maxi-
mum, and full ice sheets with appropriate elevations. In this way, he was able to in-
vestigate the importance of each of these factors to the atmospheric circulation. As 
in Manabe and Broccoli's experiment. Rind's simulations showed that thick ice 
sheets have both thermal and topographic effects; because of their elevation and 
high albedo, surface temperatures are low and atmospheric water vapor above the 
ice is limited. Consequently infra red (IR) radiation losses are high due to the (effec-
tively) reduced optical thickness of the atmosphere above the ice sheets. Over North 
America the jet stream bifurcates around the topographic barrier created by the 
Laurentide ice sheet (in Europe the ice sheet is thinner so this effect is less signifi-
cant). High pressure at the surface over the ice sheets sets up strong disturbances to 
zonal (west-east) flow, creating a pronounced meridional circulation regime. How-
ever, Rind found that stationary waves established in the northern hemisphere were 
accompanied by similar changes in the southern hemisphere, implying some sort of 
dynamic link between the two hemispheres, a feature not seen in Manabe and Broc-
coli's simulations. Of particular interest in Rind's experiment is the fact that the 
mass balance of the ice sheet was strongly negative under the prescribed conditions 
and, had the "ice sheet" been 10-m thick, it would have melted away completely in 
just a few years. This suggests that the large continental ice sheets at 18 ka B.R, 
though clearly having a major influence on atmospheric circulation, were not in bal-
ance with prevailing climatic conditions. Furthermore, land temperatures and pre-
cipitation amounts at low latitudes were higher than indicated by paleoclimatic 
data. Rind re-ran his simulation with CO2 levels 70 ppm lower but this only cooled 
the atmosphere slightly, not enough to alter the ice mass balance significantly or to 
reduce low-latitude temperatures and precipitation amounts enough. Only when 
CLIMAP SSTs were reduced by at least 2 °C at low latitudes were the model simu-
lations brought into alignment with the observational data (Rind and Peteet, 1985). 
In fact, given the CLIMAP SST boundary conditions specified, the model simula-
tion is not in radiative equihbrium; however, if SSTs are reduced by -2 °C it brings 
about an approximate radiative balance. 

A further perspective on this problem is provided by Hall et al. (1996). They 
used the high-resolution UGAMP GCM to simulate LGM climate; ice-sheet eleva-
tion, land surface albedo, and CLIMAP SSTs were specified, CO2 levels were reduced 
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to 190 ppm, and the orbital configuration was set to that of 21ka B.P. Temperature 
differences between the control and LGM runs are shown in Fig. 12.14. Winters 
were dramatically colder over much of the northern hemisphere extra-tropics (up to 
50 °C colder over Iceland as a result of the advection of cold Arctic air). In summer, 
maximum cooling was associated with the Laurentide (-39 °C) and Fennoscandian 
(-30 °C) ice sheets. Unlike earlier studies, bifurcation of the jet stream around the 
Laurentide ice sheet was not observed. Storm tracks were concentrated along the 
southern margins of the ice sheets and sea-ice boundaries, leading to heavier precipi-
tation (much of it as snow) from coastal Alaska and northern British Columbia, 
across northeastern North America to central Europe (Fig. 12.15). Snowfall was es-
pecially heavy over northwestern North America in winter. By considering both ac-
cumulation of snow and ablation. Hall et al, estimated that the Laurentide and 
Fennoscandian ice sheets would have had an overall positive balance, with net accu-
mulation over much of the ice sheets and net ablation confined to a narrow strip 
along the southern margins. However, they did not use these results as input to an 
ice sheet model, with ice sheet dynamics, so what the actual mass balance of the ice 
sheets would have been is not apparent from these results. 

F I G U R E 12.14 Summer (|JA) and winter (DJF) temperature differences between 21 l<a B.R and present, 
based on the UGAMP GCM with CLIMAP-based ice-sheet elevations, SSTs, and sea-ice extent prescribed (Hall 
eto/., 1996). 
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F I G U R E 12.15 Mean annual snowfall anomalies at 21 ka B.P. (relative to the present-day control run) ac-
cording to the UGAMP GCM.with CLIMAP-based ice-sheet elevations, SSTs, and sea-ice extent prescribed 
(Hall eto/., 1996). 

12.4 MODEL SIMULATIONS: 18 KA B.P. TO THE PRESENT 

A series of experiments designed to examine the climatic response to orbital changes 
and surface boundary conditions has been carried out by Kutzbach and associates, 
using the NCAR Community Climate Model (CCM) (Kutzbach and Guetter, 1986; 
COHMAP 1988; Kutzbach et al, 1993b). The GCM simulations were carried out 
at 3000-yr intervals, from 18 ka B.P. to the present, for January and July conditions. 
Radiation anomalies due to orbital changes over this interval are show^n in Fig. 
12.16. Potentially important changes in boundary conditions are summarized in 
Fig. 12.17 (Kutzbach and Ruddiman, 1993). As noted earlier, radiation conditions 
at 18 ka B.P. are similar to those of today (i.e., the control experiment) so the 18 ka 
simulation is principally a test of altered boundary conditions, like those of Rind 
(1987) and Manabe and Broccoli (1985b). Simulations for the later periods, espe-
cially from 9-3 ka B.P., mainly examine the way in which the atmosphere responds 
to changes in seasonality, because boundary conditions are similar to those of today 
(except for a small ice sheet over North America at 9 ka B.P.) but there are pro-
nounced differences in radiation over the annual cycle (Section 12.3.2). 

At 18 ka B.P. global temperatures were lower by -3.4 °C (average of January 
and July means), assuming prescribed CLIMAP SSTs are correct. Other estimates 
for temperature changes at the LGM are given in Table 12.1. As in other LGM sim-
ulations, the hydrological cycle was less intense (i.e., both precipitation and evapo-
ration were lower) in spite of generally higher wind speeds. The NCAR CCM 
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F I G U R E 12.16 Insolation anomalies (departures from 1950 values in W m'̂ ) at the top of the atmosphere 
from 18 ka B.R to present (Kutzbach and Guetter, 1986). 

shows a pronounced split in the upper level jet-stream flow around the North Amer-
ican ice sheet and to a lesser extent around the Scandinavian ice sheet (Fig. 12.18), 
a feature also seen in some other models, as noted earlier. At lower levels, high pres-
sure with anticyclonic flow prevailed. Kutzbach and Wright (1985) compared these 
results with LGM geological evidence for North America and found strong support 
for this simulation, particularly in the alignment of sand dunes in the Great Plains, 
which formed under the prevailing winds. Pollen data also support the model simu-
lation of drier conditions south of the Laurentide ice sheet at this time. 

Temperatures increased rapidly from 18-9 ka B.P. in the northern hemisphere 
as the ice sheets melted and summer insolation increased (Fig. 12.19). This was ac-
companied by higher precipitation amounts, especially over northern hemisphere, 
low-latitude, continental regions in summer (Fig. 12.20). Evaporation also increased, 
but the net effect (P-E) resulted in much higher effective moisture at low latitudes, 
leading to the higher lake levels and more prolific vegetation in semiarid and arid en-
vironments (Kutzbach and Street-Perrott, 1985). Conditions in North Africa (espe-
cially the western Sahel/Sahara) were markedly wetter in the early- to mid-Holocene, 
in keeping with the observed geological record (Hall and Valdes, 1997). These 
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TABLE 12.1 Model Estimates of the Global Mean Surface Air Temperature Difference 
Between the Last Glacial Maximum and Today 

Source 

Gates (1976a) 

Manabe and Hahn 
(1977) 

Manabe and 
Broccoli (1985a, b) 

Kutzbach and 
Guetter (1986) 

Rind (1987) 

Lautenschlager and 
Herterich(1990) 

Hall et ai {1996) 
Vetersenetai (1979) 

Model 

GCM 

GFDL GCM 

GFDL GCM 

NCAR-CCM GCM 

NASA-GISS GCM 

UGAMP GCM 
1979 

ATCC) 
LGM-Control 

-4.8 

-5.4 

-3.6 

-3.9 

-3.5 
-3.4 

-4.7 

-3.8 

Month 

July 

July 

Annual 

July 

July 
January 

Annual 

Annual 

Comments 

CLIMAP SSTs prescribed 

CLIMAP SSTs prescribed 

70m mixed layer ocean 

CLIMAP SSTs prescribed 

CLIMAP SSTs prescribed 

CLIMAP SSTs prescribed 

CLIMAP SSTs prescribed 

18 
r— 

15 
" 1 — 

12 Oka BR 

Aerosol 

18 15 12 0 kaBP 

F I G U R E 12.17 Principal changes in external forcing and internal climate system boundary conditions, 
from 18 ka B.P. to the present. Insolation anomalies are shown for the northern hemisphere, for summer (JJA) 
and winter (DJF) as a percentage difference from present. Global mean annual sea-surface temperatures (SSTs) 
are as calculated by CLIMAP (1981) for open ocean areas and sea-ice regions. Ice is the percent of 18 ka ice 
volume, according to Denton and Hughes (1981). Glacial age aerosols are depicted on an arbitrary scale.The 
arrows along the bottom indicate GCM simulations for each time period, using the changes in forcing and 
boundary conditions shown (Kutzbach and Street-Perrott, 1985). 
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Longitude 

F I G U R E 12.18 Schematic diagram illustrating the circulation pattern for 18 ka B.R in January, based on a 
GCM experiment with thick Laurentide and European ice sheets (shaded).The main jet stream is split around 
the Ice sheets; the dashed lines along the southern jet stream show the zone of increased precipitation. Surface 
wind systems are shown by open arrows.This result is from the NCAR GCM; not all GCMs show this bifurca-
tion of upper air winds in LGM simulations (Kutzbach and Wright, 1985). 

F I G U R E 12.19 Zonally averaged temperature departures (°C) for the land surface for July, for the last 18 
ka B.R according to GCM estimates (linearly interpolated between model runs carried out at 3 ka Intervals). 
Dots indicate the value is statistically significant (2-sided t-test) at or above the 90% confidence level based on 
the model's natural variability (Kutzbach and Guetter, 1986). 
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F I G U R E 12.20 Zonally averaged precipitation departures (mm day') for the land surface for July, for the 
last 18 ka B.P. according to GCM estimates (linearly interpolated and smoothed, between model runs carried out 
at 3 ka intervals). Dots indicate the value is statistically significant (2-sided t-test) at or above the 90% confidence 
level based on the model's natural variability Positive departures are shaded (Kutzbach and Guetter, 1986). 

changes were in the opposite direction in the southern hemisphere where January 
(summer) rainfall amounts fell and P-E was reduced from 12-3 ka B.P. compared to 
present (Fig. 12.21). The changes are strongly correlated to solar radiation anomalies 
over the last 18 ka; thus over land areas 0-30° N in July, a 1% increase in solar radi-
ation more or less corresponds to a 3.5% increase in precipitation. This can be 
thought of as due to the non-linear increase in saturation vapor pressure with temper-
ature, which amplifies (through water vapor feedback) the radiation effect at the sur-
face. A 7% increase in solar radiation outside the atmosphere at 9 ka B.P. is 
associated with 11 % higher net radiation at the surface due to a decrease in outgoing 
longwave radiation (because of increased evaporation and higher water vapor levels 
in the atmosphere, which absorb long-wave radiation). However, this amplification 
of solar radiation effects is not as important at higher latitudes where precipitation 
amounts are much less dependent on solar radiation anomalies and show more sensi-
tivity to surface boundary conditions (Kutzbach and Guetter, 1986). 

12.5 COUPLED OCEAN-ATMOSPHERE MODEL EXPERIMENTS 

A recurring theme in Chapters 5 and 6 was the evidence for rapid fluctuations in cli-
mate during the last glacial period, particularly around the North Atlantic. Many in-
vestigators have suggested that these shifts are related to the North Atlantic 
thermohaline circulation, which may have oscillated between states involving high 
salinity surface water and deepwater formation ("conveyor on") and low salinity sur-
face water and little or no deepwater formation ("conveyor off"). Both ocean GCMs 
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F I G U R E 12.21 Departures of (top to bottom): surface temperature (°C) sea-level pressure (mb), precipi-
tation (mm day"'), and precipitation minus evaporation (P-E, mm day') for January and July, for northern hemi-
sphere (left) and southern hemisphere (right) land areas for the period 18 ka B.P. to the present at 3000-yr 
intervals. Departures are expressed as the paleoclimatic experiment minus the control (0 years B.P.). Large dots 
indicate the departure is statistically significant (2-sided t-test) at or above the 95% confidence level, based on 
the model's natural variability. For precipitation, the ordinate on the right indicates ±10% departures for January 
(JN) and July (JL) (Kutzbach and Guetter, 1986). 

and coupled ocean-atmosphere GCMs have been used to examine this issue and sev-
eral studies shov^ that the oceanic circulation in the Atlantic can switch between these 
modes and the transitions can be rapid (Manabe and Stouffer, 1988; Weaver and 
Hughes, 1994; Rahmstorf, 1994, 1995). The system is strongly non-linear so that at 
some critical threshold an abrupt sv^itch from one mode to another can occur, with 
dramatic consequences for climate in the northern hemisphere, especially in western 
Europe. However, several authors have argued that the notion of a conveyor system 
either on or off is not consistent with geological evidence and it is more likely that 
there were many "modes" or situations in which some regions of deepwater forma-
tion ceased to operate, and the main centers shifted geographically. Indeed, there may 
have been times when deepwater was replaced by intermediate water (see discussion 
in Sections 63 and 6.10.2) (Boyle and Keigwin, 1987; Lehman and Keigwin, 1992a). 
Experiments with the GFDL ocean circulation model, coupled to an atmospheric 
GCM show that there can be multiple equiHbria in which the main convection sites in 
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the North Atlantic shift in response to varying inputs of meltwater or atmospheric cir-
culation changes, or both (Rahmstorf, 1994). Sea-surface temperatures can change by 
up to 5 °C during these shifts with Intermediate Water replacing NADW. 

Manabe and Stouffer (1997) used a coupled ocean-atmosphere model to exam-
ine the response of the thermohaline circulation (and global climate in general) to 
the effect of a sustained freshwater input across the North Atlantic (50-70° N) 
compared to a similar input across the western subtropical Atlantic (20-29° N, 
52-90° W). This experiment was designed to distinguish between the effects of 
meltwater drainage from the Laurentide ice sheet southward into the Gulf of Mex-
ico, and thence to the Atlantic, vs drainage through the Gulf of St. Lawrence. 
Broecker et aL (1989) argued that this switch may have been responsible for the 
Younger Dryas cold episode, which has been noted in many parts of the world, but 
especially in western Europe (see Section 6.10.2). In Manabe and Stouffer's two ex-
periments, they added O.lSv (10^ m^ s"̂ ) of freshwater for 500 yr to each region, 
then ran the model for another 750 yr to determine the long-term response of the 
overall climate system. Such long simulations are very computer-intensive and so 
few studies have been carried out to examine questions of this sort. Figure 12.22 
shows changes resulting from the northern freshwater input, in sea-surface salinity 
(SSS), sea-surface temperature (SST), and sea-ice thickness in the Denmark Strait 
(30° N, 65.3° W) off the coast of East Greenland, where the response to changes in 
thermohaline circulation is large. Also shown is a measure of the overall thermo-
haline circulation, and air temperatures over Summit, Greenland (site of the 
GISP2/GRIP ice cores). Salinity fell by - 3 % over the 500-yr period of freshwater in-
put, accompanied by a reduction in thermohaline circulation strength, from -18 Sv 
to -4 Sv. The SSTs also declined rapidly, accompanied by more extensive sea-ice 
growth in the Denmark Strait. Superimposed on this overall decline are large ampli-
tude decade-to-century scale oscillations of SSS, SSTs, and air temperatures, as 
shown here for Greenland. These are reminiscent of the high amplitude changes of 
8^^0 seen in the late glacial section of the GISP2/GRIP ice cores (see Fig. 5.22). In a 
similar experiment, Manabe and Stouffer (1995) added large amounts of freshwa-
ter to the North Atlantic much more rapidly (over 10 yr) and found similar oscilla-
tions, but larger in amplitude, associated with a rapid cessation of the thermohaline 
circulation. Such abrupt changes therefore seem to be characteristic of the change 
in ocean circulation mode. Once the freshwater input ceased, SSS and the thermo-
haline circulation recovered their original values within 250 yr, with SSTs returning 
to control period values more slowly, delayed by the sea-ice cover, which con-
strained the warming. Figure 12.23 shows the geographical pattern of surface air 
temperature anomalies (from the control period) for four 100-yr intervals, over the 
course of the experiment. The largest anomalies at the end of the freshwater influx 
(years 401-500) are in the North Atlantic (as much as - 7 °C over southeast Green-
land), with cooler conditions extending throughout the high latitudes of the north-
ern hemisphere. However, low- and mid-latitude experienced little change in 
temperature, and, indeed, the overall global mean temperature change in years 
401-500 was close to zero. However, a notable anomaly is observed in the South-
ern Circumpolar Ocean, resulting from the reduction in thermohaline circulation 
and its consequences in the Southern Ocean. This anomaly continued long after the 
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F I G U R E 12.22 A coupled ocean-atmosphere GCM experiment was carried out, in which freshwater was 
introduced into the North Atlantic for a period of 500 yr, followed by a 750-yr period with conditions like those 
at the start of the experiment.The resulting mean annual time series are shown of: (a) sea-surface salinity; 
(b) sea-surface temperature; (c) sea-ice thickness (all in Denmark Strait, 30° W, 65.3° N, off the coast of east 
Greenland); (d) shows the strength of the thermohaline circulation (In Sverdrups: units = 10^ m^ s"'); and 
(e) gives the air temperature over Summit Greenland (degrees Kelvin). Note the decline in thermohaline circu-
lation as the freshwater input continues, accompanied by large amplitude shifts in SSTs and air temperatures 
around Greenland. Recovery to pre-experiment (control) conditions after the freshwater input ceased (in year 
500) was completed within 250 years (Manabe and Stouffer, 1997). 



= FIGURE 12.23 Surface air temperature anomalies (from the control experiment) for selected periods (years 201-300,401-500,etc.) during and 
after the North Atlantic freshwater influx experiment. Note the persistent anomaly in the Southern Ocean, and the minimal impact of North Atlantic 
changes on low- to mid-latitudes (Manabe and Stouffer, 1997). 

m 
0 
W 



504 12 PALEOCLIMATE MODELS 

freshwater input to the North Atlantic ceased — a persistent cool episode that was 
especially pronounced west of the Antarctic Peninsula. A comparison with the ob-
served paleoclimatic data shows that the pattern of anomalies is similar to that of 
the Younger Dryas, though displaced somewhat poleward. This may be because the 
model did not include an ice cover representative of late glacial conditions; had it 
done so, the temperature anomaly field would probably have looked even more like 
the Younger Dryas oscillation, as mapped, for example, by Peteet (1995). It is also 
of interest that the response to North Atlantic freshwater input is delayed cooling 
(by up to several centuries in some regions) and this may help to account for the ap-
parent diachronous evidence for late glacial cooling that has often confounded at-
tempts to define a "Younger Dryas" chron. 

How do these changes differ from the experiment in which freshwater was in-
jected farther south.^ Figure 12.24 shows SST anomalies in years 401-500 of the two 
experiments. The two patterns are remarkably similar, although the magnitude of 
anomalies associated with the southern freshwater injection is considerably smaller. 
Determining which forcing was more important will therefore be difficult, as there 
may have been a wide spectrum of conditions, spanning the range of these two exper-

(a) FWS 

(b)FWN 
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F I G U R E 12.24 Sea-surface temperature anomalies in years 401-500 resulting from a 500-yr influx of 
freshwater (a) into the subtropical Atlantic and (b) into the North Atlantic.The patterns are similar, but the 
magnitude of anomalies is larger with the North Atlantic freshwater influx (Manabe and Stouffer, 1997). 
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iments, at various times in the past. Fanning and Weaver (1997), for example, found 
in their ocean-atmosphere GCM experiments that North Atlantic freshwater dis-
charge alone (via the St Law^rence) could not shut dov^n the thermohaline circulation, 
but it could when the Atlantic was first "preconditioned" by freshwater discharge 
from the Mississippi drainage. These experiments help to explore further the dramatic 
changes in glacial and late glacial time recorded by paleocUmatic records. They must 
now be reconciled with arguments over the magnitude and timing of Laurentide (and 
Scandinavian) discharge as well as the role of ice discharged from the Arctic Ocean. 
Data from marine sediments, interpreted in terms of deep and intermediate water for-
mation, and the shifting sources of these water masses must also be fitted into the puz-
zle. Although these lines of evidence do not all fit together perfectly at this time, it is 
clear that changes in thermohaline circulation and freshwater influx to the North At-
lantic are critical factors in resolving these questions, with important implications for 
understanding the sensitivity of the thermohaline circulation to greenhouse gas-
induced changes in the hydrological balance of the North Atlantic basin. 

12.6 GENERAL CIRCULATION MODEL PALEOCLIMATE SIMUUTIONS 
AND THE PALEORECORD 

It was noted at the start of this chapter that paleodata provides an important test of 
the ability of GCMs to simulate climates for a set of boundary conditions different 
from those of today. In discussing paleoclimate model experiments, frequent refer-
ence has been made to data-model comparisons. However, several studies have fo-
cused explicitly on this important topic. Two approaches have been followed. In the 
first (termed "forward modeling"), GCM output for a particular time period (e.g., 
temperature and precipitation at 6 ka B.P.) is used in response function equations^^ 
(established empirically — see Section 9.6) to produce maps of simulated pollen dis-
tribution for a region. These are then compared to maps of pollen distribution 
based on actual pollen data (derived from radiocarbon-dated lakes and bogs for 
that time period) (Webb et al, 1987, 1997; Bartlein et al, 1997). A similar ap-
proach can be used to produce maps of biomes at selected time intervals in the past, 
by using the GCM output to drive a biome model. The model-generated biomes can 
then be compared with the distribution of biomes inferred directly from paleodata 
(Prentice et al., 1997). Another approach ("inverse modeling") derives temperature 
and precipitation estimates from pollen data. These can then be compared directly 
to standard GCM output (Webb et aL, 1993b, 1997). Both approaches have proven 
useful in identifying areas of agreement and differences between model simulations 
and observational data, forcing a reconsideration of both to determine, on the one 
hand, where model improvements may be needed and, on the other, where new data 
or improved data calibrations may be needed. It is this sort of iterative, interactive 
exchange between data and models that has led to significant improvements in our 
understanding of Quaternary paleoclimatology, and no doubt it will play an impor-
tant future role in reconstructing climates of the past. 

^̂  Response functions describe the relationship between pollen abundances (for a particular taxon) 
in terms of two or more climate variables (i.e., in "climate space") (Bartlein et al., 1986). 
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APPENDIX 

APPENDIX A: FURTHER CONSIDERATIONS ON RADIOCARBON DATING 

A. I Calculation of Radiocarbon Age and Standardization Procedure 

Although it is not necessary for a user of radiocarbon dates to know, in detail, how 
the actual value is arrived at, some understanding of the procedure is enlightening, 
particularly when considering adjustments for "̂̂ C fractionation effects (see Section 
3.2.1.4c). The whole subject is a complex sequence of calibrations, adjustments, 
and corrections. The following brief explanation is offered for the adventurous. 

In order to make dates from different laboratories comparable, a standard mater-
ial is used by all laboratories for the measurement of "modern" carbon isotope con-
centrations. This standard used to be "U.S. National Bureau of Standards oxalic 
acid I" (Ox I) prepared from West Indian sugar cane grown in 1955. Ninety-five per-
cent of the ^̂ C activity of this material is equivalent to the "̂̂ C activity of wood grown 
in 1890, so by this devious means, all laboratories standardized their results to a ma-
terial that had not been contaminated by "atomic bomb" "̂̂ C. Because the original 
standard has now been exhausted, another oxalic acid standard (Ox II) is used with 
the old standard equivalent to (0.7459 Ox II). By convention, all dates are given in 
"years before 1950" (years B.P. or "before physics") so dates are adjusted to this tem-
poral standard, rather than the possibly more logical time of 1890. A second adjust-
ment is needed to correct for the fact that oxalic acid undergoes variable ^̂ C and ^̂ C 
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fractionation effects during analysis. To make interlaboratory comparisons of sam-
ples possible, standardization is necessary to take these fractionation effects into ac-
count. Fortunately, the fractionation effect of "̂̂ C is extremely close to twice that of 
^^C, which is far more abundant and can be measured easily in a mass spectrometer.^^ 
The necessary standardization is thus achieved by measuring ^̂ C rather than "̂̂ C. Fol-
lowing the detailed analysis of oxalic acid samples by Craig (1961a), it was agreed 
that all standard samples should be adjusted to a ^̂ C value of-19.3%, where 

CQX refers to the oxalic acid standard, and Cpĵ g refers to another reference stan-
dard, a Cretaceous belemnite (Belemnitella americana) from the Peedee Formation 
of South Carolina (Craig, 1957). Updates to the reference standards are discussed 
byCoplen(1996). 

Standardization of the "̂̂ C activity in the oxalic acid reference sample is 
achieved thus: 

0.95A. = 0.95AL 
^ (28^^C,,+ 19) 

1000 
(A.2) 

where A^̂ ^ is the "̂̂ C activity of the reference oxalic acid and ^^C^^ is the ^^C of the 
reference oxalic acid (Eq. A.l). The value of 0.95A^^ then becomes the universal "̂̂ C 
standard activity from which all dates are calculated. 

The procedure normally adopted for calculating the radiocarbon date of a sam-
ple can be summarized in three equations. 

(a) The activity of the sample is expressed as a departure from the reference 
standard: 

g l 4 p _ ^sample ~ ^ ' ^ ^ \ x ^ ^ Q 3 

0.95A„, 

where A^^^ j^ is the "̂̂ C activity of the sample, corrected for background radiation, 
and A Q ^ is the 1950 activity of NBS oxalic acid I (or equivalent), corrected for 
background and isotope fractionation. 

(b) The activity of the sample is corrected for fractionation by normalizing to 
8^^C = -25%o PDB, which is the average for wood (see the discussion that follows): 

A = 8 " C - ( 2 [ 8 " C + 2 5 ] ) | l + Y ^ ) 

where 

g l 3 p _ ( ^ / ^/sample ( ^ Z C)pDB ^ J Q 3 

(^^C/^^C) PDB 

(c) Age (T) is then calculated using the "Libby" half-life of 5570 yr: 

T= 8033 l o g J l +(A/1000)]-! 

39 814C = 2813C + 10-3(8i3c)2. 
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Dominantly C^ 

Polar Desert 
Tundra 
Conifer Woodland/Forest 
Tropical/Temperate 
Broad-leaved Forest 

Mixed CJC^ Dominantly C^ 

Tropical/Temperate Desert B H Tropical/Temperate 
Semi-Desert, Dry Steppe Grassland 
Tropical Scrub/Woodland 

isttA 

F I G U R E A I . I Distribution of major ecosystems dominated by C3 or C^ vegetation.The northern limits of 
temperate grasslands in North America and Asia include a significant proportion of C3 plants due to the cool 
growing season (from Cerling and Quade, 1993). 

A.2 Fractionation Effects 

Because isotopic fractionation occurs to differing extents during plant photosynthe-
sis and during shell carbonate deposition, it is necessary to know the magnitude of 
the effect so that dates on different materials can be compared. Lerman (1972) and 
Troughton (1972) have studied fractionation effects in modern plants and found a 
trimodal distribution; the magnitude of fractionation seems to be related to the par-
ticular biochemical pathway evolved by different plant species for photosynthesis. 
Thus, highest ^^C depletion corresponds to so-called C3 plants, which utilize the 
Calvin photosynthetic cycle (CAL) and lowest depletion occurs in C^ plants utilizing 
the Hatch-Slack (HS) cycle. Succulents utilize a third metabolic pathway (crassu-
lacean acid metabolism, CAM) and may fix carbon by either the HS or CAL path-
ways depending on temperature and photoperiod; they thus form a third group. 
Figure Al . l shows the large-scale distribution of ecosystems dominated by C3 or C^ 
plants. The implications for dating are that samples containing, say, a high propor-
tion of HS plants would show ^^CI^^C ratios characteristic of these less depleted 
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6''C (%o) 

F I G U R E A l .2 6'3C values (%o) for C3 and C^ grasses (from Cerling and Quade, 1993). 

TABLE A I . I Radiocarbon Fractionation Errors 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 
10. 

11. 

12. 

Dating material 

Wood and wood charcoal 

Tree leaves 

Peat, humus, soil^ 

Grains^ 

Leaves and straw of grasses 
and sedges (e.g., totora)"^ 

Bones(European) 

Grains'^ 

Leaves and straw of grasses 
and sedges (e.g., papyrus)'' 

Succulents^ 
Aquatic plants (freshwater) 

Aquatic plants (marine) 

Fresh and brackish water shells 

Marine shells 

Photosynthetic 
pathway^ 

(C3) GAL 

(C3) GAL 

(G3) GAL 

(G3) GAL 

(G3) GAL 

(C4) HS 

(C4) HS 

GAM 

8 '̂ C %o 

-25 ± 5 

-27 ± 5 

-27 ± 7 

-23 ± 4 

-27 ± 4 

-20 ± 4 

-10 ± 3 

-13 ± 4 

-17 ± 8 
-8 to -24 

-8 t o - 1 7 

O to -12 

+3 to -2 

Years to add to 
uncorrected date 

0 ± 8 0 

-30 ± 80 

-30 ±110 

+30 ± 60 

-30 ± 60 

+80 ± 60 

+240 ± 50 

+200 ± 60 

+130 ±120 

^ GAL = Galvin metabolic pathway; HS = Hatch-Slack metabolic pathway; GAM = crassulacean 
acid metabolism. 

^ Most nordic and temperate peats, humus, and soils are of G-type. Others must be considered as 
unidentified. 

'̂  Wheat, oats, barley, rice, rye, etc. . . . and related grasses. 
^ Maize, sorghum, millet, panic, etc. . . . and related grasses. 
^ Gactus, agave, pineapple, Tillandsia, etc. . . . 

After Lerman (1972). 
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plants (Fig. A1.2). An uncorrected date on such material would thus appear younger 
than a stratigraphically equivalent sample composed of predominantly CAL-type 
plants. Similar problems presumably exist in dating the remains of animals that fed 
predominantly on plants using one or another photosynthetic pathway, though this 
question has not been studied in detail. 

By international agreement, all "̂̂ C dates are corrected for fractionation effects 
by standardization to a 5^^C value of -25%o, the average value for wood. This results 
in relatively small "corrections" for CAL plants but larger corrections for HS and 
CAM plants, freshwater and marine shells, and aquatic plants. In particular, correc-
tions of up to 450 yr may be necessary in the case of marine shells because they pro-
duce carbonate in equilibrium with ocean water, which is relatively enriched in ^^C. 
Table Al . l indicates the magnitude of corrections necessary to standardize "̂̂ C dates 
for fractionation effects. Where no such adjustment was made in a dated sample, 
these values may act as a guide to the appropriate correction needed. 

APPENDIX B: WORLDWIDE WEB-BASED RESOURCES IN PALEOCLIMATOLOGY 

The Worldwide Web offers enormous resources for those interested in paleoclima-
tology. These include paleoclimatic data bases, results from GCM paleoclimate 
simulations, useful software, information about organizations, and newsletters. 
Many of these are well-maintained and kept up-to-date; others may be transient. 
Rather than providing an exhaustive list of all currently relevant Web sites, I list 
here a few of the more important ones (which are, in turn, linked to many more). 
Readers can also consult the Paleoclimate Resources Web Page at the University of 
Massachusetts Climate System Research Center: 
(http://www.geo.umass.edu/climate/paleo.html) 
where a much more comprehensive and up-to-date inventory will be maintained. 

Organizations 

American Quaternary Association (AMQUA) 
http://www4.nau.edu/amqua/ 
International Geosphere-Biosphere Programme: Past Global Changes (IGBP-PAGES) 
http://www.pages.unibe.ch/ 
International Union for Quaternary Research (INQUA) 
http://inqua.nlh.no/ 
Quaternary Research Association (QRA) 
http://gra.org.uk 
Australasian Quaternary Association (AQUA) 
http://www.aqua.org.au/ 
Canadian Quaternary Association (CANQUA) 
http://www.mun.ca/canqua/ 
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Data Resources 

NOAA Paleoclimatology Program (World Data Center A for Paleoclimatology) 
http://www.ngdc.noaa.gov/paleo/ 
PANGAEA—Publishing Network for Geoscientific and Environmental Data 
http://www.pangaea.de/ 
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M.W., Frey, D.G., Whitehead, D.R., and Weibezahn, RH. (1981). Late Quaternary envi-
ronmental history of Lake Valencia, Venezuela. Science, 214, 1299-1305. 

Bradley, R.S. (1976). Precipitation History of the Rocky Mountain States. Boulder, Colo.: 
Westview^ Press. 

Bradley, R.S. (1988). The explosive volcanic eruption signal in northern hemisphere conti-
nental temperature records. Climatic Change, 12, 221-243. 

Bradley, R.S. (1990). Holocene paleoclimatology of the Queen Elizabeth Islands, Canadian 
High Arctic. Quaternary Science Reviews, 9, 365-384. 

Bradley, R.S. (1991). Instrumental records of past global change: lessons for the analysis of 
non-instrumental data. In: Global Changes of the Past (R.S. Bradley, ed.). Boulder: Uni-
versity Corporation for Atmospheric Research, 103-116. 

Bradley, R.S., Bard, E., Farquhar, G., Joussaume, S., Lautenschlager, M., Molfino, B., 
Raschke, E., Shackleton, N.J., Sirocko, E, Stauffer, B., and White, J. (1993). Evaluating 
strategies for reconstructing past global changes—w^hat and where are the gaps.^ In: 
Global Changes in the Perspective of the Past (J.A. Eddy and H. Oeschger, eds.). Chich-
ester: Wiley, 145-171. 

Bradley, R.S. and Eddy, J.A. (1991). Records of past global changes. In: Global Changes of the 
Past (R.S. Bradley, ed.). Boulder: University Corporation for Atmospheric Research, 5-9. 

Bradley, R.S. and Jones, RD. (eds.). (1995). Climate Since A.D. 1500. (Revised edition) Lon-
don: Routledge. 



522 REFERENCES 

Bradley, R.S. and Jones, P.D. (eds.) (1992a). Introduction. In: Climate Since A.D. 1500 Lon-
don: Routledge, 1-16. 

Bradley, R.S. and Jones, R D. (1992b). When was the "Little Ice Age"? In: Proceedings of the 
International Symposium on the Little Ice Age Climate. (T. Mikami, ed.). Dept. of Ge-
ography, Tokyo Metropolitan University, Tokyo, 1-4. 

Bradley, R.S. and Jones, RD. (eds.) (1992c). Records of explosive volcanic eruptions over the 
last 500 years. In: Climate Since A.D. 1500 London: Routledge, 606-622. 

Bradley, R.S. and Jones, RD. (1993). "Little Ice Age" summer temperature variations: 
their nature and relevance to recent global warming trends. The Holocene, 3, 
367-376. 

Bradley, R.S. and Miller, G.H. (1972). Recent climatic change and increased glacierization in 
the eastern Canadian Arctic. Nature, 237, 385-387. 

Bradshaw, R.H.W. (1994). Quaternary terrestrial sediments and spatial scale: the limits to in-
terpretation. In: Sedimentation of Organic Particles (A. Traverse, ed.). Cambridge: Cam-
bridge University Press, 239-252. 

Brakenridge, G.R. (1978). Evidence for a cold, dry full-glacial climate in the American South-
west. Quaternary Research, 9, 22-40. 

Brassell, S.C., Eglinton, G., Marlowe, I.T., Pflaumann, U., and Sarnthein, M. (1986). Molec-
ular stratigraphy: a new tool for climatic assessment. Nature^ 320, 129-133. 

Brasseur, G.R and Madronich, S. (1992). Chemistry-transport models. In: Climate System 
Modeling (K.E. Trenberth ed.). Cambridge: Cambridge University Press, 491-517. 

Bray, J.R. (1974). Glacial advance relative to volcanic activity since AD 1500. Nature, 248,42-43. 
Bray, J.R. (1979). Surface albedo increase following massive Pleistocene explosive eruptions 

in western North America. Quaternary Research, 12, 204-211. 
Bray, J.R. (1982). Alpine glacier advance in relation to a proxy summer temperature index 

based mainly on wine harvest dates, AD 1453-1973. Boreas, 11, 1-10. 
Brazdil, R. (1996). Reconstructions of past climate from historical sources in Czech lands. 

In: Climatic Variations and Forcing Mechanisms of the Last 2000 Years (P.D. Jones, R.S. 
Bradley, and J. Jouzel, eds.). Berlin: Springer-Verlag, 409-431. 

Briat, M., Royer, A., Petit, J.R., and Lorius, C. (1982). Late glacial input of eolian continen-
tal dust in the Dome C ice core: additional evidence from individual microparticle analy-
sis. Ann. Glaciology, 3, 27-32. 

Briffa, K.R. and Schweingruber, F.H. (1992). Recent dendroclimatic evidence of northern and 
central European summer temperatures. In: Climate Since A.D. 1500 (R.S. Bradley and 
P.D. Jones, eds.). London: Routledge, 366-392. 

Briffa, K.R., BarthoUn, T.S., Eckstein, D., Jones, P.D., Karlen, W., Schweingruber, F.H., and 
Zetterberg, P. (1990). A 1400-year tree-ring record of summer temperatures in Fenno-
scandia. Nature, 346, 434-439. 

Briffa, K.R., Jones, P.D., Bartholin, T.S., Eckstein, D., Schweingruber, F.H., Karlen, W., 
Zetterberg, P., and Eronen, M. (1992a). Fennoscandian summers from A.D. 500: tem-
perature changes on short and long timescales. Climate Dynamics, 7, 111-119. 

Briffa, K.R., Jones, P.D., Pilcher, J.R., and Hughes, M.K. (1988). Reconstructing summer 
temperatures in northern Fennoscandia back to A.D. 1700 using tree-ring data from 
Scots Pine. Arctic and Alpine Research, 20, 385-394. 

Briffa, K.R., Jones, P.D., and Schweingruber, F.H. (1992b). Tree-ring density reconstructions 
of summer temperature patterns across western North America since 1600. Jour. 
Climate, 5, 735-754. 

Briffa, K.R., Jones, P.D., and Schweingruber, F.H. (1994). Summer temperatures across 
northern North America: regional reconstructions from 1760 using tree-ring indices. 
Jour. Geophys. Research, 99D, 25835-25844. 

Briffa, K.R., Jones, RD., Schweingruber, EH., Karlen, W., and Shiyatov, S.G. (1996). 
Tree-ring variables as proxy climate indicators: problems with low-frequency signals. 
In: Climate Variations and Forcing Mechanisms of the Last 2000 Years (P.D. Jones, R.S. 
Bradley, and J. Jouzel, eds.). Berlin: Springer-Verlag, 9-41. 



REFERENCES 523 

Briffa, K.R., Jones, P.D., Schweingruber, F.H., Shiyatov, S.G., and Cook, E.R. (1995). Un-
usual twentieth century warmth in a 1,000-year temperature record from Siberia. Na-
ture, 376,156-159. 

Broccoh, A.J. and Marciniak, E.P. (1996). Comparing simulated glacial climate and paleo-
data: a re-examination. Paleoceanography, 11, 3-14. 

Broecker, W. (1971). Calcite accumulation rates and glacial to interglacial changes in oceanic 
mixing. In: The Late Cenozoic Glacial Ages (K.K. Turekian, ed.). New Haven: Yale Uni-
versity Press, 239-265. 

Broecker, W.S. (1982). Ocean chemistry during glacial time. Geochimica et Cosmochimica 
Acta, 46, 1689-1705. 

Broecker, W.S. (1986). Oxygen isotope constraints on surface ocean temperatures. Quater-
nary Research, 26, 121-134. 

Broecker, W.S. (1987). Unpleasant surprises in the greenhouse? Nature, 328, 123-126. 
Broecker, W.S. (1989). The salinity contrast between the Atlantic and Pacific Oceans during 

glacial time. Paleoceanography, 4, 207-212. 
Broecker, W.S. (1990). Salinity history of the northern Atlantic during the last deglaciation. 

Paleoceanography, 5, 459-467. 
Broecker, W.S. (1991). The great ocean conveyor. Oceanography, 4, 79-89. 
Broecker, W.S. (1994). Massive iceberg discharges as triggers for global climate change. Na-

ture, 372, 421-424. 
Broecker, W.S., Andree, M., Bonani, G., Wolfh, W , Oeschger, H., Klas, M., Mix, A., and 

Curry, W. (1988a). Preliminary estimates for the radiocarbon age of deep water in the 
glacial ocean. Paleoceanography, 3, 659-669. 

Broecker, W.S., Andree, M., Wolfli, W, Oeschger, H., Bonani, G., Kennett, J., and Peteet, D. 
(1988b). The chronology of the last deglaciation: implications to the cause of the 
Younger Dry as event. Paleoceanography, 3, 1-20. 

Broecker, W.S. and Bender, M.L., (1972). Age determinations on marine strandlines. In: Cali-
bration ofHominoid Evolution (WW. Bishop and J.A. Miller, eds.). Edinburgh: Scottish 
Academic Press, 19-38. 

Broecker, W.S., Bond, G., Klas, M., Bonani, G., and WolfH, W. (1990a). A sak oscillator in 
the glacial Atlantic? 1. The concept. Paleoceanography, 5, 469-477. 

Broecker, W.S., Bond, G., Klas, M., Clark, E., and McManus, J. (1992). Origin of the north-
ern Atlantic's Heinrich events. Climate Dynamics, 6, 265-273. 

Broecker, W.S. and Broecker, S. (1974). Carbonate dissolution on the eastern flank of the East 
Pacific Rise. In: Studies in Paleo-oceanography (WW. Hay, ed.). Special Publication No. 
20, Society of Economic Paleontologists and Mineralogists, Tulsa, 44-58. 

Broecker, W.S., and Denton, G.H. (1989). The role of ocean-atmosphere reorganizations in 
glacial cycles. Geochimica et Cosmochimica Acta, 53, 2465-2501. 

Broecker, W.S., Kennett, J.P., Flower, B.P., Teller, J.T., Trumbore, S., Bonani, G., and Wolfli, 
W (1989). Routing of meltwater from the Laurentide Ice Sheet during the Younger 
Dryas cold episode. Nature, 341, 318-320. 

Broecker, W.S., Peng, T-H., Jouzel, J., and Russell, G. (1990b). The magnitude of global 
fresh-water transports of importance to ocean circulation. Climate Dynamics, 4, 7?>-79. 

Broecker, W.S., Peng, T-H., Ostlund, G., and Stuiver, M. (1985a). The distribution of bomb 
radiocarbon in the ocean. Jour. Geophys. Research, 90, 6953-6970. 

Broecker, W.S., Peteet, D., and Rind, D. (1985b). Does the ocean-atmosphere have more than 
one stable mode of operation? Nature, 315, 21-25. 

Broecker, W.S., Thurber, D.L., Goddard, J., Ku, T-L., Matthews, R.K., and Mesolella, K.J. 
(1968). Milankovitch hypothesis supported by precise dating of coral reefs and deep-sea 
sediments. Science, 159, 297-300. 

Broecker, W.S. and van Donk, J. (1970). Insolation changes, ice volumes and the ^^O record 
in deep-sea cores. Reviews of Geophysics and Space Physics, 8, 169-198. 

Bromwich, D.H. and Weaver, C.J. (1983). Latitudinal displacement of the main moisture 
source controls 8^^0 of snow in coastal Antarctica. Nature, 301, 145-147. 



524 REFERENCES 

Brook, E.J., Sowers, T., and Orchado, J. (1996). Rapid variations in atmospheric methane 
concentration during the past 110,000 years. Science, 273, 1087-1091. 

Brooks, S.J., Mayle, F.E., and Lowe, J.J. (1997). Chironomid-based Lateglacial cHmatic re-
construction for southeast Scotland./owr. Quaternary Science, 12, 161-167. 

Brown, I.M. (1990). Quaternary glaciations of New Guinea. Quaternary Science Reviews, 9, 
273-280. 

Brown, J.S., CoUing, A., Park, D., PhiUips, J., Rothery, D., and Wright, J. (1989). Ocean Cir-
culation. Milton Keynes: The Open University, 238 pp. 

Brown, K.S. (1982). Paleoecology and regional patterns of evolution in Neotropical forest 
butterflies. In: Biological Diversification in the Tropics (G.T. Prance, ed.). New York: 
Columbia University Press, 255-308. 

Brown, K.S. and Ab'Saber, A.N. (1979). Ice-age forest refuges and evolution in the Neotrop-
ics: correlation of paleoclimatological, geomorphological and pedological data with 
modern biological endemism. Paleoclimas, 5, 1-30. 

Brown, K.S., Sheppard, P.M., and Turner, J.R.G. (1974). Quaternary refugia in tropical 
America: evidence from race formation in Heliconius butterflies. Proc. Royal Soc. Lon-
don, B, 187, 369-378. 

Brown, T.A., Farwell, G.W., Grootes, RM., and Schmidt, RH. (1992). Radiocarbon AMS 
dating of pollen extracted from peat samples. Radiocarbon, 34, 550-556. 

Brunnberg, L. (1995). The Baltic Ice Lake. Quaternary International, 28, 177-178. 
Bryson, R.A. (1966). Air masses, streamlines, and the boreal forest. Geographical Bulletin, 

8, 228-269. 
Bryson, R.A. (1974). A perspective on climatic change. Science, 184, 753-760. 
Bryson, R.A., Baerreis, D.A., and Wendland, W.M. (1970). The character of late-glacial and 

post-glacial climatic changes. In: Pleistocene and Recent Environments of the Central 
Great Plains (W. Dort, Jr. and J.K. Jones, eds.). Lawrence: University of Kansas Press, 
53-74. 

Bryson, R.A., Irving, W.N., and Larsen, J.A. (1965). Radiocarbon and soil evidence of for-
mer forest in the southern Canadian forest. Science, 147, 46-48. 

Bryson, R.A. and Murray, T.J. (1977). Climates of Hunger. Madison, Wise: University of 
Wisconsin Press. 

Bryson, R.A. and Wendland, W.M. (1967). Tentative climatic patterns for some late-glacial 
and post-glacial episodes in central North America. In: Life, Land and Water (W.J. 
Mayer-Oakes, ed.). Winnipeg: University of Manitoba Press, 271-298. 

Bucha, V. (1970). Influence of the Earth's magnetic field on radiocarbon dating. In: Radiocar-
bon Variations and Absolute Chronology (I.U. Olsson, ed.). New York: Wiley, 501-511. 

Budd, W.F. and Smith, I.N. (1981). The growth and retreat of ice sheets in response to 
orbital radiation changes. In: Sea level. Ice and Climatic Change, Publication No. 131. 
International Association of Scientific Hydrology, Washington, DC, 369-409. 

Budyko, M.I. (1969). The effect of solar radiation variations on the climate of the earth. Tel-
/ws, 21, 611-619. 

Budyko, M.I. (1978). The heat balance of the earth. In: Climatic Change (J. Gribbin, ed.) 
Cambridge: Cambridge University Press, 85-113. 

Burbank, D.W. (1981). A chronology of Late Holocene glacier fluctuations on Mount 
Rainier, Washington. Arctic and Alpine Research, 13, 369-381. 

Burga, C. (1988). Swiss vegetation history during the past 18,000 years. New Phytologist, 
110, 581-602. 

Burk, R.L. and Stuiver, M. (1981). Oxygen isotope ratios in trees reflect mean annual tem-
perature and humidity. Science, 211, 1417-1419. 

Burney, D.A., Brook, G.A., and Cowart, J.B. (1994). A Holocene pollen record for the Kala-
hari Desert of Botswana from a U-series dated speleothem. The Holocene, 4, 225-232. 

Burrows, C.J. and Burrows, V.L. (1976). Procedures for the study of snow avalanche 
chronology using growth layers of woody plants. University of Colorado INSTAAR Oc-
casional Paper No. 23. 



REFERENCES 525 

Bush, M.B. and Colinvaux, P.A. (1990). A pollen record of a complete glacial cycle from low-
land Panama./own Vegetation Science, 1, 105-118. 

Bush, M.B., Colinvaux, P.A., Weimann, M.C., Piperno, D.R., and Liu, K-B. (1990). Late 
Pleistocene temperature depression and vegetation change in Ecuadorian Amazonia. 
Quaternary Research, 34, 330-345. 

Butzer, K.W., Isaac, G.L., Richardson, J.L., and Washbourn-Kamau, C. (1972). Radiocarbon 
dating of East African lake levels. Science, 175, 1069-1076. 

Calkin, P.E. and Ellis, J.M. (1980). A lichenometric dating curve and its appHcation to 
Holocene glacier studies in the Central Brooks Range, Alaska. Arctic and Alpine Re-
search, 12, 245-264. 

Cande, S.C. and Kent, D.V. (1992). A new geomagnetic polarity time scale for the late Creta-
ceous and Cenozoic./own Geophys. Research, 97B, 13917-13951. 

Cande, S.C, and Kent, D.V. (1995). Revised calibration of the geomagnetic polarity time 
scale for the late Cretaceous and Cenozoic. Jour. Geophys. Research, 100, 6093-6095. 

Carrara, P.E. (1979). The determination of snow avalanche frequency through tree-ring 
analysis and historical records at Ophir, Colorado. Geological Society of America Bul-
letin, 1, 90, 773-780. 

Carrara, P.E., Trimble, D.A., and Rubin, M. (1991). Holocene treeline fluctuations in the 
northern San Juan mountains, Colorado, U.S.A., as indicated by radiocarbon-dated 
conifer wood. Arctic and Alpine Research, 23, 233-246. 

Carriquiry, J.D., Risk, M.J., and Schwarcz, H.P. (1994). Stable isotope geochemistry of corals 
from Costa Rica as proxy indicator of El Niiio-Southern Oscillation (ENSO). Geochim-
ica et Cosmochimica Acta, 58, 335-352. 

Catchpole, A.J.W. (1992). Hudson's Bay Company ships' log-books as sources of sea ice 
data, 1751-1870. In: Climate Since A.D. 1500 (R.S. Bradley and RD. Jones, eds.). Lon-
don: Routledge, 17-39. 

Catchpole, A.J.W., Moodie, D.W., and Milton, D. (1976). Freeze-up and break-up of estuar-
ies on Hudson Bay in the 18th and 19th centuries. Canadian Geographer, 20, 279-297. 

Cerling, T.E. and Quade, J. (1993). Stable carbon and oxygen isotopes in soil carbonates. 
In: Climate Change in Continental Isotopic Records ( P.K. Swart, K.C. Lohmann, 
J. McKenzie and S. Savin, eds.). Washington, DC: American Geophysical Union, 
217-231. 

Cess, R.D. and others, (1995). Absorption of solar radiation by clouds: observations versus 
models. Science, 267, 496-499. 

Chapman, M.R., Shackleton, N.J., Zhao, M., and Eglinton, G. (1996). Faunal and alkenone 
reconstructions of sub-tropical North Atlantic surface hydrography and paleotempera-
ture over the last 28 kyrs. Paleoceanography, 11, 343-358. 

Chappell, J.M.A. and Polach, H.A. (1972). Some effects of partial recrystallisation on "̂̂ C 
dating of late Pleistocene corals and molluscs. Quaternary Research, 2, 244-252. 

Chappell, J.M.A. and Shackleton, N.J. (1986). Oxygen isotopes and sea level. Nature, 324, 
137-138. 

Chappellaz, J., Barnola, J.M., Raynaud, D., Korotkevich, Y.S., and Lorius, C. (1990). Ice 
core record of atmospheric methane over the last 160,000 years. Nature, 345, 127-131. 

Chappellaz, J., Blunier, T , Raynaud, D., Barnola, J.M., Schwander, J., and Stauffer, B. (1993). 
Synchronous changes in atmospheric CH^ and Greenland climate between 40 and 8 kyr 
B.P Nature, 366, 443-445. 

Chappellaz, J., Brook, E., Blunier, T., and Malaize, B. (1997). CH^ and 8^^0 of O2 records 
from Antarctica and Greenland ice: a clue for stratigraphic disturbance in the bottom 
part of the GRIP and GISP2 ice cores. Jour. Geophys. Research, 102C, 26547-26557. 

Charles, C D . and Fairbanks, R.G. (1992). Evidence from Southern Ocean sediments for the 
effect of North Atlantic deepwater flux on climate. Nature, 355, 416-419. 

Charles, C D . , Rind, D., Jouzel, J., Koster, R.D., and Fairbanks, R.G. (1994). Glacial-
interglacial changes in moisture sources for Greenland: influences on the ice core record 
of climate. Science, 263, 508-511. 



526 REFERENCES 

Charlson, R.J., Lovelock, J.E., Andreae, M.O., and Warren, S.G. (1987). Oceanic phyto-
plankton, atmospheric sulfur, cloud albedo and climate. Nature, 326, 655-661. 

Charney, J.G., Stone, P.H., and Quirk, W.J. (1975). Drought in the Sahara: a biogeophysical 
feedback mechanism. Science, 187, 434-435. 

Chen, C. (1968). Pleistocene pteropods in pelagic sediments. Nature, 219, 1145-1147. 
Chen, J., Farrell, J.W., Murray, D.W., and Prell, W.L. (1995). Timescale and paleoceano-

graphic implications of a 3.6 m.y. oxygen isotope record from the northeast Indian 
Ocean (Ocean Drilling Program site 758). Paleoceanography, 10, 21-47. 

Chervin, R.M. and Semtner, A.J. (1991). Modeling the ocean with supercomputers: the key 
to simulating and understanding past and future climates. In: Global Changes of the 
Past (R.S. Bradley, ed.). Boulder: University Corporation for Atmospheric Research, 
477-488. 

Chester, R. and Johnson, L.R. (1971). Atmospheric dusts collected off the Atlantic coasts of 
North Africa and the Iberian Peninsula. Marine Geology, 11, 251-260. 

Chinn, T.J.H. (1981). Use of rock weathering-rind thickness for Holocene absolute age-
dating in New Zealand. Arctic and Alpine Research, 13, 33-45. 

Chivas, A.R., De Decker, R, CaH, J.A., Chapman, A., Kiss, E., and Shelley, J.M.G. (1993). 
Coupled stable-isotope and trace-element measurements of lacustrine carbonates as pa-
leoclimatic indicators. In: Climatic Change in Continental Isotopic Records ( P.K. Swart, 
K.C. Lohmann, J. McKenzie, and S. Savin, eds.). Washington, DC: American Geophysi-
cal Union, 113-121. 

Chu, K'o-chen (1926). Chmate pulsations during historical times in China. Geographical Re-
view, 16, 274-282. 

Chu, K'o-chen (1973). A preliminary study on the climatic fluctuations during the last 5000 
years in China. Scientia Sinica, 16, 226-256. 

Ciais, P., Petit, J.R., Jouzel, J., Lorius, C , Barkov, N.I., Lipenkov, V., and Nicolai'ev, V. 
(1992). Evidence for an early Holocene climatic optimum in the Antarctic deep ice-core 
record. Climate Dynamics, 6, 169-177. 

Ciais, R, Tans, RR, Trolier, M., White, J.W.C, and Francey, R.J. (1995). A large northern 
hemisphere terrestrial CO2 sink indicated by ^^C/^^C of atmospheric CO2. Science, 
1098-1102. 

Clague, J.J. and Mathewes, R.W. (1989). Early Holocene thermal maximum in western 
North America: new evidence from Castle Peak, British Columbia. Geology, 17, 
277-280. 

Clague, J.J., Mathewes, R.W., Buhay, W.M., and Edwards, T.W.D. (1992). Early Holocene 
climate at Castle Peak, British Columbia, Canada. Palaeogeography, Palaeoclimatology, 
Palaeoecology, 95, 153-167. 

Clapperton, C M . (1990). Quaternary glaciations in the southern hemisphere: an overview. 
Quaternary Science Reviews, 9, 299-304 (plus chart). 

Clapperton, C M . (1993a). Quaternary Geology and Geomorphology of South America. 
Amsterdam: Elsevier. 

Clapperton, C M . (1993b). Nature of environmental changes in South America at the Last 
Glacial Maximum. Palaeogeography, Palaeoclimatology, Palaeoecology, 101, 189-208. 

Clark, D. (1975). Understanding Canonical Correlation Analysis. Concepts and Techniques 
in Modern Geography No. 3. Norwich: University of East Anglia. 

Clark, RU., Alley, R.B., Keigwin, L.D., Licciardi, J.M., Johnsen, S.J., and Wang, H. (1996). 
Origin of the first global meltwater pulse following the last glacial maximum. Pale-
oceanography, 11, 563-577. 

Clark, P.U., Clague, J.J., Curry, B.B., Dreimanis, A., Hicock, S.R., Miller, G.H., Berger, G.W., 
Eyles, N., Lamothe, M., Miller, B.B., Mott, R.J., Oldale, R.N., Stea, R.R., Szabo, J.R, 
Thorleifson, L.H., and Vincent, J.-S. (1993). Initiation and development of the Lauren-
tide and Cordilleran ice sheets following the last interglaciation. Quaternary Science Re-
views, 12, 79-114. 

Clarke, M.L., Wintle, A.G., and Lancaster, N. (1996). Infra-red stimulated luminescence dat-
ing of sands from the Cronese Basins, Mojave Desert. Geomorphology, 17, 199-205. 



REFERENCES 527 

Clausen, H.B., Gundestrup, N.S., and Johnsen, S.J. (1988). Glaciological investigations in 
the Crete area, central Greenland: a search for a new deep-drilling site. Annals of 
Glaciology, 10, 10-15. 

Clausen, H.B. and Hammer, C.U. (1988). The Laki and Tambora eruptions as revealed in 
Greenland ice cores from 11 locations. Annals of Glaciology, 10, 16-22. 

Cleaveland, M.K., Cook, E.R., and Stahle, D.W. (1992). Secular variability of the Southern 
Oscillation detected in tree-ring data from Mexico and the southern United States. In: El 
Nino: Historical and Paleoclimatic Aspects of the Southern Oscillation (H.F. Diaz and 
V. Markgraf, eds.).Cambridge: Cambridge University Press, 271-291. 

Cleaveland, M.K. and Duvick, D.N. (1992). Iowa climate reconstructed from tree-rings, 
1640-1982. Water Resources Research, 28, 2607-2615. 

CLIMAP Project Members (1976). The surface of the ice-age Earth. Science, 191,1131-1144. 
CLIMAP Project Members (1981). Seasonal reconstructions of the Earth's surface at the last 

glacial maximum. Geological Society of America, Map Chart Series^ MC-36. 
CLIMAP Project Members (1984). The last interglacial ocean. Quaternary Research^ 21, 

123-224. 
Coale, K.H., Johnson, K.S., Fitzwater, S.E., Gordon, R.M., Tanner, S., Chavez, P.P., Ferioh, 

L., Sakamoto, C , Rogers, P., Millero, E, Steinberg, P., Nightingale, P., Cooper, D., 
Cochlan, W.P., Landry, M.R., Constantinou, J., Rollwagen, G., Trasvina, A., and Kudela, 
R. (1996). A massive phytoplankton bloom induced by an ecosystem-scale iron fertiliza-
tion experiment in the equatorial Pacific Ocean. Nature^ 383, 495-501. 

Coe, R.S. and Liddicoat, J.C., (1994). Overprinting of natural magnetic remanance in lake 
sediments by a subsequent high-intensity field. Nature, 367, 57-59. 

COHMAP Members (1988). Climatic changes of the last 18,000 years: observations and 
model simulations. Science, 241, 1043-1052. 

Cole, J.E. and Fairbanks, R.G. (1990). The Southern Oscillation recorded in the oxygen iso-
topes of corals from Tarawa Atoll. Paleoceanography, 5, 669-683. 

Cole, J.E., Fairbanks R.G., and Shen, G.T. (1993). Recent variability in the Southern Oscilla-
tion: isotopic results from a Tarawa atoll coral. Science, 260, 1790-1793. 

Cole, J.E., Shen, G.T., Fairbanks, R.G., and Moore, M. (1992). Coral monitors of El 
Nino/Southern Oscillation dynamics across the equatorial Pacific. In: El Nino: Histori-
cal & Paleoclimatic Aspects of the Southern Oscilllation. (H.F. Diaz and V.K. Markgraf, 
eds.). Cambridge: Cambridge University Press, 349-376. 

Cole, K.L. (1990). Late Quaternary vegetation gradients through the Grand Canyon. In: 
Packrat Middens: The Last 40,000 Years of Biotic Change (J.L. Betancourt, T.R. Van 
Devender, and P. S. Martin, eds.). Tucson: University of Arizona Press, 240-258. 

Cole-Dai, J., Thompson, L.G., and Mosley-Thompson, E. (1995). A 485 year record of at-
mospheric chloride, nitrate and sulfate: results of chemical analysis of ice cores from 
Dyer Plateau, Antarctic Peninsula. Annals of Glaciology, 21 , 182-188. 

Colinvaux, P.A. (1996). Quaternary environmental history and forest diversity in the 
Neotropics. In: Environmental and Biological Change in Neogene and Quaternary 
Tropical America (J. Jackson and A. Coates, eds.). Chicago: Chicago University 
Press. 

Colinvaux, RA., De Oliveira, RE., Moreno, J.E., Miller, M.C., and Bush, M.B. (1996a). A 
long pollen record from lowland Amazonia: forest and coofing in Glacial times. Science, 
274, 85-88. 

Colinvaux, P.A., Liu, K-B., De Oliveira, P., Bush, M.B., Miller, M.C., and Steinitz-Kannon, 
M. (1996b). Temperature depression in the lowland Tropics in Glacial time. Climatic 
Change, 32, 19-33. 

Colman, S.M. and Dethier, D.P. (eds.) (1986). Rates of Chemical Weathering of Rocks and 
Minerals. Orlando: Academic Press. 

Colman, S.M. and Pierce, K.L. (1981). Weathering rinds on andesitic and basaltic stones as a 
Quaternary age indicator, western United States. US. Geological Survey Prof Paper 1210. 

Colman, S.M., Pierce, K.L., and Birkeland, P.W. (1987). Suggested terminology for Quater-
nary dating methods. Quaternary Research, 28, 314-319. 



528 REFERENCES 

Condomes, M., Moraud, P., Camus, G., and Duthon, L. (1982). Chronological and geo-
chemical study of lavas from the Chaine des Puys, Massif Central, France: evidence for 
crustal contamination. Contributions to Mineralogy and Petrology, 81, 296-303. 

Cook, E.R., Bird, T., Peterson, M., Barbetti, M., Buckley, B.M., D'Arrigo, R. and Francey, R. 
(1992a). Climatic change over the last millennium in Tasmania reconstructed from tree-
rings. The Holocene, 2, 205-217. 

Cook, E.R., Briffa, K.R., and Jones, P.D. (1994). Spatial regression methods in dendroclima-
tology: a review^ and comparison of two techniques. International Jour of Climatology, 
14, 379-402. 

Cook, E.R., Briffa, K.R., Meko, D.M., Graybill, D.A., and Funkhauser, G. (1995). The 'seg-
ment length curse' in long tree-ring chronology development for paleoclimatic studies. 
The Holocene, 5, 229-237. 

Cook, E.R., Briffa, K., Shiyatov, S., and Mazepa, V. (1990). Tree-ring standardization and 
growth-trend estimation. In: Methods of Dendrochronology: Applications in the Envi-
ronmental Sciences (E.R. Cook and L.A. Kariukstis, eds.). Dordrecht: Kluwer, 104-123. 

Cook, E.R. and Jacoby, G.C. (1979). Evidence for the quasi-periodical July drought in the 
Hudson Valley, New York. Nature, 282, 390-392. 

Cook, E.R. and Jacoby, G.C. (1983). Potomac River streamflow since 1730 as reconstructed 
by tree rings. Jour. Climate and Applied Meteorology, 11, 1659-1671. 

Cook, E.R. and Peters, K. (1981). The smoothing spline: a new approach to standardizing 
forest-interior tree-ring width series for denroclimatic studies. Tree Ring Bulletin, 41 , 
45-53. 

Cook, E.R., Stable, D.W., and Cleaveland, M.K. (1992b). Dendroclimatic evidence from 
eastern North America. In: Climate Since A.D. 1500 (R.S. Bradley and P.D. Jones, eds.). 
London: Routledge, 331-348. 

Cooke, R.U. and Warren, A. (1977). Geomorphology in Deserts. Berkeley: University of Cal-
ifornia Press. 

Coope, G.R. (1959). A late Pleistocene insect fauna from Chelford, Cheshire. Proc. Royal 
Soc. London, B, 151, 70-86. 

Coope, G.R. (1967). The value of Quaternary insect faunas in the interpretation of ancient 
ecology and climate. In: Quaternary Paleoecology (E.J. Gushing and H.E. Wright, eds.). 
New Haven: Yale University Press, 359-380. 

Coope, G.R. (1974). Interglacial coleoptera from Bobbitshole, Ipswich. Jour Geological So-
ciety of London, 130, 333-340. 

Coope, G.R. (1975a). Climatic fluctuations in north-west Europe since the last Interglacial, 
indicated by fossil assemblages of coleoptera. In: Ice Ages Ancient and Modern, (A.E. 
Wright and F. Moseley, eds). Geological Journal Special Issue No. 6. Liverpool: Liver-
pool University Press, 153-168. 

Coope, G.R. (1975b). Mid-WeichseHan climatic changes in western Europe, reinterpreted 
from coleopteran assemblages. Bulletin of the Royal Society of New Zealand, 13, 
101-110. 

Coope, G.R. (1977a). Quaternary coleoptera as aids in the interpretation of environmental 
history. In: British Quaternary Studies, (F.W. Shotton, ed.). Oxford: Clarendon Press, 
55-68. 

Coope, G.R. (1977b). Fossil coleopteran assemblages as sensitive indicators of climatic 
changes during the Devensian (Last) cold stage. Proc. Royal Soc. London, B, 280, 
313-337. 

Coope, G.R. (1994). The response of insect faunas to glacial-interglacial climatic fluctua-
tions. Phil. Trans. Royal Society of London, 344B, 19-26. 

Coope, G.R. and Brophy, J.A. (1972). Late glacial environmental changes indicated by a 
coleopteran succession from North Wales. Boreas, 1, 97-142. 

Coope, G.R. and Pennington, W. (1977). The Windermere interstadial of the late Devensian. 
Phil. Trans. Royal Society of London, B208, 337-339. 

Coplen, T.B. (1996). More uncertainty than necessary. Paleoceanography, 11, 369-370. 



REFERENCES 529 

Cortijo, E., Duplessy, J.C., Labeyrie, L., Leclaire, H., Duprat, J., and van Weering, T.C.E. 
(1994). Eemian cooling in the Norwegian Sea and North Atlantic Ocean preceding con-
tinental ice sheet growth. Nature, 372, 446-449. 

Cox, A. (1969). Geomagnetic reversals. Science, 163, 237-245. 
Craig, H. (1953). The geochemistry of the stable carbon isotopes. Geochimica et Cos-

mochimica Acta, 3, 53-92. 
Craig, H. (1957). Isotopic standards for carbon and oxygen and correction factors for mass 

spectrometric analysis of CO2. Geochimica et Cosmochimica Acta, 12, 133-149. 
Craig, H. (1961a). Mass spectrometer analysis of radiocarbon standards. Radiocarbon, 3 ,1-3 . 
Craig, H. (1961b). Standard for reporting concentrations of deuterium and oxygen-18 in 

natural waters. Science, 133, 1833-1834. 
Craig, H. (1961c). Isotopic variations in meteoric waters. Science, 133, 1702-1703. 
Craig, H. (1965). The measurement of oxygen isotope paleotemperature. In: Proceedings of 

the Spoleto Conference on Stable Isotopes in Oceanographic Studies and Paleotemper-
atures. Consiglio Nazionale delle Ricerche Laboratoriodi Geologia Nucleare, Pisa, 
3-24. 

CroU, J. (1867a). On the eccentricity of the Earth's orbit, and its physical relations to the 
glacial epoch. Philosophical Magazine, 33, 119-131. 

Croll, J. (1867b). On the change in the obliquity of the ecliptic, its influence on the cli-
mate of the polar regions and on the level of the sea. Philosophical Magazine, 33, 
426-445. 

Croll, J. (1875). Climate and Time. New York: Appleton and Co. 
Crowley, T.J. (1994). Pleistocene temperature changes. Nature, 371, 664. 
Crowley, T.J. and Baum, S.K. (1997). Effect of vegetation on an ice-age climate model simu-

lation./owr. Geophys. Research, 102D, 16463-16480. 
Crozaz, C , Picciotto, E., and De Breuck, W. (1964). Antarctic snow chronology with Pb-

210. ]our Geophys. Research, 69, 2597-2604. 
Crozaz, G., Langway, Jr., C.C., and Picciotto, E. (1966). Artificial radioactivity reference 

horizons in Greenland firn. Earth and Planetary Science Letters, 1, 42-48. 
Cuffey, K.M., Alley, R.B., Grootes, RM., Bolzan, J.M., and Anandakrishnan, S. (1994). Cah-

bration of the 8^^0 isotopic paleothermometer for central Greenland, using borehole 
temperatures./own Glaciology, 40, 341-350. 

Cuffey, K.M. and Clow, G.D. (1997). Temperature, accumulation and ice sheet elevation in 
central Greenland through the last deglacial transition. Jour. Geophys. Research, 102C, 
26383-26396. 

Cuffey, K.M., Clow, G.D., Alley, R.B., Stuiver, M., Waddington, E.D., and Saltus, R.W. 
(1995). Large Arctic temperature change at the Wisconsin-Holocene transition. Science, 
270, 455-458. 

Cunningham, J. and Waddington, E.D. (1990). Boudinage: a source of stratigraphic distur-
bance in glacial ice in central Greenland. Jour. Glaciology, 36, 269-272. 

Curry, R.R. (1969). Holocene climatic and glacial history of the Sierra Nevada, California. 
Geological Society of America Special Paper, No. 123, 1-47. 

Curry, W.B., Duplessy, J -C , Labeyrie, L.D., and Shackelton, N.J. (1988). Quaternary deep 
water circulation changes in the distribution of 8^^C of Deep water 2 CO2 between the 
last glaciation and the Holocene. Paleoceanography, 3, 317-342. 

Curtis, G.H. (1975). Improvements in potassium-argon dating, 1962-1975. World Archae-
ology, 7, 198-207. 

Gushing, E.J. (1967). Evidence for differential pollen preservation in late Quaternary sedi-
ments in Minnesota. Reviews of Paleobotany and Palynology, 4, 87-101. 

Cwynar, L.C. and Levesque, A.J. (1995). Chironomid evidence for late-glacial climatic rever-
sals in Maine. Quaternary Research, 43, 405-413. 

Dahl, S.O. and Nesje, A. (1996). A new approach to calculating Holocene winter precipita-
tion by combining glacier equilibrium line altitudes and pine-tree limits: a case study 
from Hardangerjokulen, central south Norway. The Holocene, 6, 381-398. 



530 REFERENCES 

Dahl-Jensen, D., Johnsen, S.J., Hammer, C.U., Clausen, H.B., and Jouzel, J. (1993). Past ac-
cumulation rates derived from observed annual layers in the GRIP ice core from Sum-
mit, Greenland. In: Ice in the Climate System (W. Peltier, ed.). Berlin: Springer-Verlag, 
517-532. 

Dalrymple, G.B. and Lanphere, M.A. (1969). Potassium-Argon Dating: Principles, Tech-
niques and Applications to Geochronology. San Francisco: W.H. Freeman. 

Damon, P.E. (1970). Radiocarbon as an example of the unity of science. In: Radiocarbon 
Variations and Absolute Chronology (I.U. Olsson, ed.). Nev^ York: Wiley, 641-644. 

Damon, P.E., Lerman, J.C., and Long, A. (1978). Temporal fluctuations of atmospheric "̂̂ C: 
causal factors and implications. Annual Reviews of Earth and Planetary Science, 6, 
457-494. 

Dansgaard, W. (1961). The isotopic composition of natural w^aters v^ith special reference to 
the Greenland Ice Cap. Meddelelser om Gronland, 165, 1-120. 

Dansgaard, W. (1964). Stable isotopes in precipitation. Tellus, 16, 436-468. 
Dansgaard, W. and Johnsen, S.J. (1969). A flow model and a time scale for the ice core from 

Camp Century./own Glaciology, 8, 215-223. 
Dansgaard, W., Clausen, H.B., Gundestrup, N., Hammer, C.U., Johnsen, S.F., Kristinsdottir, 

P.M., and Reeh, N. (1982). A nev^ Greenland deep ice core. Science, 218, 1273-1277. 
Dansgaard, W., Johnsen, S.J., Clausen, H.B., Dahl-Jensen, D., Gundestrup, N.S., Hammer, 

C.U., Hvidberg, C.S., Steffensen, J.P., Sveinbjornsdottir, A.E., Jouzel, J., and Bond, G. 
(1993). Evidence for general instability of past climate from a 250-kyr ice-core record. 
Nature, 364, 21S-220. 

Dansgaard, W., Johnsen, S.J., Clausen, H.B., Dahl-Jensen, D., Gundestrup, N., Hammer, 
C.U., and Oeschger, H. (1984). North Atlantic climatic oscillations revealed by deep 
Greenland ice cores. In: Climate Processes and Climate Sensitivity (J.E. Hansen and T. 
Takahashi, eds.). Washington, DC: American Geophysical Union, 288-298. 

Dansgaard, W , Johnsen, S.J., Clausen, H.B., and Gundestrup, N. (1973). Stable isotope 
glaciology. Meddelelser om Gronland, 197, 1-53. 

Dansgaard, W, Johnsen, S.J., Clausen, H.B., and Langway, C.C. (1971). Climatic record re-
vealed by the Camp Century ice core. In: The Late Cenozoic Ice Ages (K.K. Turekian, 
ed.). New^ Haven: Yale University Press, 37-56. 

Dansgaard, W , Johnsen, S.J., Moller, J., and Langway, Jr., C.C. (1969). One thousand cen-
turies of climatic record from Camp Century on the Greenland ice sheet. Science, 166, 
377-381. 

Dansgaard, W. and Tauber, H. (1969). Glacier oxygen-18 content and Pleistocene ocean tem-
peratures. Science, 166, 499-502. 

Dansgaard, W , White, J.W.C., and Johnsen, S.J. (1989). The abrupt termination of the 
Younger Dryas climate event. Nature, 339, 532-534. 

D'Arrigo, R.D. and Jacoby, G.C. (1992). Dendroclimatic evidence from northern North 
America. In: Climate Since A,D. 1500 (R.S. Bradley and P.D. Jones, eds.). London: 
Routledge, 296-311. 

D'Arrigo, R.D., Jacoby, G.C, and Free, R.M. (1992). Tree-ring width and maximum late-
wood density at the North American treeline: parameters of climatic change. Canadian 
Jour Forest Research, 22, 1290-1296. 

D'Arrigo, R.D., Jacoby, G.C, and Krusic, P.J. (1994). Progress in dendroclimatic studies in 
Indonesia. Terrestrial, Atmospheric and Oceanic Sciences, 5, 349-363. 

Daultrey, S. (1976). Principal Components Analysis. Concepts and Techniques in Modern 
Geography No. 8. Norwich: University of East Anglia. 

Davis, M.B. (1963). On the theory of pollen analysis. American Journal of Science, 261, 
899-912. 

Davis, M.B. (1973). Redeposition of pollen grains in lake sediment. Limnology and 
Oceanography, 18, 44-52. 

Davis, M.B. (1991). Research questions posed by the paleoecological record of global 
change. In: Global Changes of the Past (R.S. Bradley, ed.). Boulder: University Corpora-
tion for Atmospheric Research, 385-396. 



REFERENCES 531 

Davis, M.B. and Botkin, D.B. (1985). Sensitivity of cool-temperate forests and their fossil 
pollen record to rapid temperature change. Quaternary Research, 23, 327-340. 

Davis, M.B., Brubaker, L.B., and Webb, III, T. (1973). Cahbration of absolute pollen influx. 
In: Quaternary Plant Ecology (H.J.B. Birks and R.G. West, eds.). Oxford: Blackwell Sci-
entific Publications, 9-25. 

Davis, M.B., Woods, K.D., Webb, S.L., and Futyua, R.B. (1986). Dispersal versus climate: 
expansion of Fagus and Tsuga into the upper Great Lakes region. Vegetatio, 69, 93-103. 

Davis, R.B. (1974). Stratigraphic effects of tubificids in profundal lake sediments. Limnology 
and Oceanography, 19, 466-488. 

Davis, R.B. and Webb, III, T. (1975). The contemporary distribution of pollen in eastern 
North America: a comparison with the vegetation. Quaternary Research, 5, 395-434. 

De Angelis, M., Barkov, N.I., and Petrov, V.N. (1987). Aerosol concentrations over the last 
climatic cycle (160 kyr) from an Antarctic ice core. Nature, 325, 318-321. 

De Decker, P. and Forester, R.M. (1988). The use of ostracods to reconstruct continental 
palaeoenvironmental records. In: Ostracoda in the Earth Sciences (P. De Decker, J-P. 
Colin, and J-P Peypouquet, eds.). Amsterdam: Elsevier, 175-199. 

de Jong, A.P.M., Mook, W.G., and Becker, B. (1980). Confirmation of the Suess wiggles, 
3200-3700 BR Nature, 280, 48-49. 

de Martonne, E. and Aufrere, L. (1928). L'extension des regions privees d'ecoulement vers 
I'ocean. Annales de Geographic, 38, 1-24. 

de Vernal, A., Hillaire-Marcel, C , and Bilodeau, G. (1996). Reduced meltwater outflow from 
the Laurentide ice margin during the Younger Dryas. Nature^ 381, 77A-777. 

de Vernal, A., Londeix, L., Mudie, P.J., Harland, R., Morzadec-Kerfourn, M.T., Turon, J-L., 
and Wrenn, J.H. (1992). Quaternary organic-walled dinoflagellate cysts of the North At-
lantic Ocean and adjacent Seas: ecostratigraphy and biostratigraphy. In: Neogene and 
Quaternary Dinoflagellate Cysts and Acritarchs (M.J. Head and J.H. Wrenn, eds.). Dal-
las: American Association of Stratigraphic Palynologists Foundation, 289-328. 

de Vernal, A., Rochon, A., Hillaire-Marcel, C , Thuron, J-L., and Guiot, J. (1993). Quantita-
tive reconstruction of sea-surface conditions, seasonal extent of sea-ice cover and meltwa-
ter discharges in high latitude marine environments from dinoflagellate cyst assemblages. 
In: Ice in the Climate System (WR. Peltier, ed.). Berlin: Springer-Verlag, 611-621. 

de Vernal, A., Rochon, A., Thuron, J-L., and Matthiessen, J. (1998). Organic-walled dinofla-
gellate cysts: palynological tracers of sea-surface conditions in middle to high latitiude 
marine environments. GEOBIOS, 30, 905-920. 

de Vernal, A., Thuron, J-L., and Guiot, J. (1994). Dinoflagellate cyst distribution in high lati-
tude marine environments and quantitative reconstruction of sea-surface salinity, tem-
perature and seasonality. Canadian Jour. Earth Sciences, 31, 48-62. 

de ViUiers, S., Nelson, B.K., and Chivas, A.R. (1995). Biological controls on coral Sr/Ca and 
8^^0 reconstructions of sea surface temperatures. Science, 269, 1247-1249. 

de Vries, H.L. (1958). Variation in concentration of radiocarbon with time and location on 
earth. Proc. Konikl Nederlandse Akademie Wetensch, B61, 94-102. 

de Vries, J. (1977). Histoire du climat et economic: des faits nouveaux, une interpretation dif-
ferente. Annales: Economic, Societes, Civilizations, 32, 198-228. 

de Vries, J. (1981). Measuring the impact of climate on history: the search for appropriate 
methodologies. In: Climate and History: Studies in Interdisciplinary History (R.I. Rot-
berg and T.K. Rabb, eds.). Princeton: Princeton University Press, 19-50. 

Dean, J.S., Meko, D.M., and Swetnam, T.W (eds.). (1996). Tree Rings, Climate and Human-
ity. Tucson: Department of Geosciences, University of Arizona. 

Deevey, E.S. and Flint, R.F. (1957). Postglacial Hypsithermal interval. Science, 125, 1824. 
Defant, A. (1961). Physical Oceanography, 1. New York: Pergamon/Macmillan. 
Delano Smith, C. and Parry, M. (eds.). (1981). Consequences of Climatic Change. Notting-

ham: Department of Geography, University of Nottingham. 
Delcourt, P.A., Delcourt, H.R., and Webb, III, T. (1984). Atlas of mapped distributions of dom-

inance and modern pollen percentages for important tree taxa of Eastern North America. 
American Association of Stratigraphy Palynologists, Contribution Series 14. Dallas. 



532 REFERENCES 

Delmas, R.J. (1992). Environmental information from ice cores. Reviews of Geophysics, 30, 
1-21. 

Delmas, R.J., Kirchner, S., Palais, J.M., and Petit, J.R. (1992). 1000 years of explosive vol-
canism recorded at the South Pole. Tellus, 44B, 335-350. 

Delmas, R.J., Legrand, M., Aristarain, A.J., and Zanolini, F. (1985). Volcanic deposits in 
Antarctic snow and ice. Jour. Geophys. Research, 90D, 12901-12920. 

Delmas, R.J. and Petit, J.R. (1994). Present Antarctic aerosol composition: a memory of ice 
age atmospheric dust. Geophysical Research Letters, 21, 879-882. 

Denton, G.H. and Hughes, T.J. (eds.). (1981). The Last Great Ice Sheets. New York: Wiley. 
Denton, G.H. and Karlen, W. (1973a). Holocene climatic variations—their pattern and pos-

sible cause. Quaternary Research, 3, 155-205. 
Denton, G.H. and Karlen, W. (1973b). Lichenometry: its application to Holocene moraine 

studies in southern Alaska and Swedish Lapland. Arctic and Alpine Research, 5, 347-372. 
Denton, G.H. and Karlen, W. (1977). Holocene glacial and tree-line variations in the White 

River Valley and Skolai Pass, Alaska and Yukon Territory. Quaternary Research, 7, 
63-111. 

Denser, W.G. and Ross, E.H. (1989). Seasonally abundant planktonic foraminifera of the 
Sargasso Sea: succession, deep-water fluxes, isotopic compositions, and paleoceano-
graphic implications,/own Foraminiferal Research, 19, 268-293. 

Devine, J.D., Sigurdsson, H., Davis, A.N., and Self, S. (1984). Estimates of sulfur and chlo-
rine yield to the atmosphere from volcanic eruptions and potential climatic effects. Jour. 
Geophys. Research, 89B, 6309-6325. 

Dial, N.P. and Czaplewski, N.J. (1990). Do woodrat middens accurately represent the ani-
mals' environments and diets? The Woodhouse Mesa Study. In: Packrat Middens: The 
Last 40,000 Years ofBiotic Change (J.L. Betancourt, T.R. Van Devender, and P.S. Mar-
tin, eds.). Tucson: University of Arizona Press, 43-58. 

Diaz, H.F. and Kiladis, G. (1992). Atmospheric teleconnections associated with the extreme 
phase of the Southern Oscillation. In: El Nino: Historical and Taleoclimatic Aspects of 
the Southern Oscillation (H.F. Diaz and V. Markgraf, eds.). Cambridge: Cambridge Uni-
versity Press, 7-28. 

Dickinson, R.E., Meleshko, V, Randall, D., Sarachik, E., Silva-Dias, P., and Slingo, A. 
(1996). Climate Processes. In: Climate Change 1995: The Science of Climate Change 
(J.T. Houghton, E.G. Meirha Filho, B.A. Callendar, A. Kattenberg, and K. Maskell, 
eds.). Cambridge: Cambridge University Press, 193-227. 

Dickson, R.R. and Brown, J. (1994). The production of North Atlantic Deep Water: sources 
rates, and pathways./own Geophys. Research, 99C, 12319-12341. 

Dibb, J.E. and Clausen, H.B. (1997). A 200-year ^^^Pb record from Greenland. Jour. Geo-
phys. Research, 102D, 4325-4332. 

Dimbleby, G.W. (1985). The palynology of archeological sites. London: Academic Press. 
Ding, Z., Rutter, N., Han, J., and Liu, T. (1992). A coupled environmental system formed at 

about 2.5 Ma in East Asia. Palaeogeography, Ralaeoclimatology, Palaeoecology, 94, 
223-242. 

Ding, Z., Rutter, N.W., and Liu, T.S. (1993). Pedostratigraphy of Chinese loess deposits and 
climatic cycles in the last 2.5 Ma. Catena, 20, 73-91. 

Ding, Z., Yu, N., Rutter, N.W., and Liu, T. (1994). Towards an orbital time scale for Chinese 
loess deposits. Quaternary Science Reviews, 13, 39-70. 

Dong, B. and Valdes, P.J. (1995). Sensitivity studies of northern hemisphere glaciation using 
an atmospheric general circulation model. Jour. Climate, 8, 2471-2496. 

Dorale, J.A., Gonzales, L.A., Reagan, M.K., Pickett, D.A., Murrell, M.T., and Baker, R.G. 
(1992). A high-resolution record of Holocene climate change in speleothem calcite from 
Cold Water Cave, northeast Iowa. Science, 258, 1626-1630. 

Douglass, A.E. (1914). A method of estimating rainfall by the growth of trees. In: The Cli-
matic Factor (E. Huntingdon, ed.). Washington DC: Publication No. 192, Carnegie In-
stitution of Washington, 101-122. 



REFERENCES 533 

Douglass, A.E. (1919). Climatic Cycles and Tree Growth, 1, Washington, DC: Carnegie In-
stitution of Washington, PubUcation No. 289. 

Dowdeswell, J.A., MasHn, M.A., Andrews, J.T., and McCave, I.N. (1995). Iceberg produc-
tion, debris rafting and the extent and thickness of Heinrich layers (H-1, H-2) in North 
Atlantic sediments. Geology^ 23, 301-304. 

Dowsett, H.J. and Poore, R.Z. (1990). A new planktic foraminifer transfer function for esti-
mating Plio-Holocene paleoceanographic conditions in the North Atlantic. Marine Mi-
cropaleontology, 16, 1-23. 

Druffel, E.R.M. and Griffin, S. (1993). Large variations of surface ocean radiocarbon: evi-
dence of circulation changes in the southwestern Pacific. Jour. Geophys. Research, 98C, 
20,249-20,259. 

Dudley, W.C. and Goodney, D.E. (1979). Stable isotope analysis of calcareous nannoplank-
ton: a paleo-oceanographic indicator of surface water conditions. In: Evolution des At-
mospheres Planetaires et Climatologie de la Terre. Centre National d'Etudes Spatiales, 
Toulouse, 133-148. 

Dugdale, R.C. and Wilkerson, F.P. (1990). Iron addition experiments in Antartica: a re-analy-
sis. Global Biogeochemical Cycles, 4, 13-19. 

Duller, G.A.T. (1995). Luminescence dating using single aliquots: methods and applications. 
Radiation Measurements, 24, 217-226. 

Duller, G.A.T. (1996). Recent developments in luminescence dating of Quaternary sediments. 
Progress in Physical Geography, 20, 127-145. 

Dunbar, R.B. and Cole, J.E. (1993). Coral Records of Ocean-Atmosphere Variability. Special 
Report No. 10, NOAA Climate and Global Change Program, Washington, DC. 

Dunbar, R.B., Linsley, B.K., and Wellington, G.M. (1996). Eastern Pacific corals monitor 
El Nino/Southern Oscillation, precipitation and sea surface temperature variability over 
the past 3 centuries. In: Climate Variations and Forcing Mechanisms of the Last 2,000 
years. (P.D. Jones, R.S. Bradley, and J. Jouzel, eds.). Berlin: Springer-Verlag, 373-405. 

Dunbar, R.B. and Wellington, G.M. (1981). Stable isotopes in a branching coral monitor sea-
sonal temperature variation. Nature, 293, 453-455. 

Dunbar, R.B., Wellington, G.M., Colgan, M.W., and Glynn, RW. (1994). Eastern Pacific sea 
surface temperature since 1600 A.D.: the ^^O record of climate variabifity in Galapagos 
corals. Paleoceanography, 9, 291-315. 

Duplessy, J-C. (1978). Isotope studies. In: Climatic Change (J. Gribbin, ed.). Cambridge: 
Cambridge University Press, 46-67. 

Duplessy, J -C , Arnold, M., Bard, E., Juillet-Leclerc, A., Kallel, N., and Labeyrie, L. (1989). 
AMS "̂̂ C study of transient events and of the ventilation rate of the Pacific Intermediate 
Water during the last deglaciation. Radiocarbon, 31, 493-502. 

Duplessy, J -C , Arnold, M., Maurice, P., Bard, E., Duprat, J., and Moyes, J. (1986). Direct 
dating of the oxygen-isotope record of the last deglaciation by "̂̂ C accelerator mass spec-
trometry. Nature, 320, 350-352. 

Duplessy, J -C , Bard, E., Labeyrie, L., Duprat, J., and Moyes, J. (1993). Oxygen isotope 
records and salinity changes in the northeastern Atlantic Ocean during the last 18,000 
years. Paleoceanography, 8, 341-350. 

Duplessy, J -C , Blanc, P-L., and Be, A.W.H. (1981). Oxygen-18 enrichment of planktonic 
foraminifera due to gametogenic calcification below the euphotic zone. Science, 213, 
1247-1250. 

Duplessy, J -C , Labeyrie, L., Arnold, M., Paterne, M., Duprat, D., and van Weering, T.C.E. 
(1992). Changes in surface salinity of the North Atlantic Ocean during the last deglacia-
tion. Nature, 358, 485-488. 

Duplessy, J - C , Labeyrie, L., Juillet-LeClerc, A., Maitre, R, Duprat, J., and Sarnthein, M. 
(1991). Surface salinity reconstruction of the North Atlantic Ocean during the last 
glacial maximum. Oceanologica Acta, 14, 311-324. 

Duplessy, J -C, Labeyrie, J., Lalou, C , and Nguyen, H.V. (1970b). Continental climatic vari-
ations between 130,000 and 90,000 years BR Nature, 226, 631-632. 



534 REFERENCES 

Duplessy, J -C , Labeyrie, J., Lalou, C , and Nguyen, H.V. (1971). La mesure des variations 
climatique continentales: application a la periode comprise entre 130 000 et 90000 ans 
BR Quaternary Research, 1, 162-174. 

Duplessy, J -C, Lalou, C , and Vinot, A.C. (1970a). Differential isotopic fractionation in ben-
thic foraminifera and paleotemperatures re-assessed. Science, 168, 250-251. 

Duplessy, J-C. and Maier-Reimer, E. (1993). Global ocean circulation changes. In: Global 
Changes in the Perspective of the Fast (J. A. Eddy and H. Oeschger, eds.). Chichester: 
Wiley, \99-llQ, 

Duplessy, J -C, Moyes, J., and Pujol, C (1980). Deep water formation in the North Atlantic 
Ocean during the last ice age. Nature, 286, 479-482. 

Duplessy, J -C and Shackleton, N.J. (1985). Response of global deep-water circulation to 
Earth's climatic change 135,000-107,000 years ago. Nature, 316, 500-507. 

Duplessy, J -C , Shackleton, N.J., Fairbanks, R.G., Labeyrie, L., Oppo, D., and Kallel, N. 
(1988). Deep-water source variations during the last climatic cycle and their impact on 
the global deep water circulation. Paleoceanography, 3, 343-360. 

Dyakowska, J. (1936). Researches on the rapidity of the falling dowh of pollen of some trees. 
Bulletin International de VAcademic Polonaise des Sciences et des Lettres, Bl 155-168. 

Dylik, J. (1975). The glacial complex in the notion of the late Cenozoic cold ages. Biuletyn 
Peryglacjalny, 24, 219-231. 

Eckstein, D., Wazny, T, Blauch, J., and Klein, R (1986). New evidence for the dendrochrono-
logical dating of Netherlandish paintings. Nature, 320, 465-466. 

Eddy, J.A. (1976). The Maunder Minimum. Science, 192, 1189-1202. 
Eddy, J.A. (1977). Climate and the changing sun. Climatic Change, 1, 173-190. 
Edwards, R.L., Beck, J.W., Burr, G.S., Donahue, D.J., Chappell, J.M.A., Bloom, A.L., Druf-

fel, E.R.M., and Taylor, F.W. (1993). A large drop in atmospheric "̂̂ C/̂ ^C and reduced 
melting in Younger Dryas, documented with ^^^Th ages of corals. Science, 260, 
962-967. 

Edwards, R.L., Chen, J.H., and Wasserburg, G.J. (1987a). ^̂ ^U - ^̂ ^U - ^^^Jh - 232Th system-
atics and the precise measurement of time over the past 500,000 years. Earth and Plane-
tary Science Letters, 81, 175-192. 

Edwards, R.L., Chen, J.H., Ku, T-L., and Wasserburg, G.J. (1987b). Precise timing of the last 
interglacial period from mass spectrometric determination of ^^^Th in corals. Science, 
236, 1547-1553. 

Edwards, R.L. and Gallup, C D . (1993). Dating of the Devils Hole calcite vein. Science, 259, 
1626 (see also reply by K.R. Ludwig et al., p. 1626-1627). 

Edwards, T.W.D. (1993). Interpreting past climate from stable isotopes in continental matter. 
In: Climatic Change in Continental Isotopic Records (P.K. Swart, K.C Lohmann, 
J. McKenzie, and S. Savin, eds.). Washington, DC: American Geophysical Union, 
333-341. 

Edwards, T.W.D. and Fritz, P. (1986). Assessing meteoric water composition and relative hu-
midity from ^^O and ^H in wood cellulose: paleoclimatic implications for southern On-
tario, Canada. Applied Geochemistry, 1, 715-723. 

Eglinton, G., Stuart, A.B., Rosell, A., Sarnthein, M., Pflaumann, U., and Tiedeman, R. 
(1992). Molecular record of secular sea surface temperature changes on 100-year time-
scales for glacial terminations I, II and IV. Nature, 356, 423-A26. 

Ehhalt, D.H. (1988). How has the atmospheric concentration of CH^ changed? In: The 
Changing Atmosphere (F.S. Rowland and I.S.A. Isaksen, eds.). Chichester: Wiley, 25-32. 

Eicher, U. (1980). Pollen- und Sauerstoffisotopenanalysen an spatglazialen Profilen vom 
Gerzensee, Faulenseemoos und vom Regenmoos ob Boltigen. Mitt. Naturforsch. Ges. 
Bern, 37, 65-80. 

Eicher, U. and Siegenthaler, U. (1976). Palynological and oxygen isotopic investigations on 
late-Glacial sediment cores from Swiss lakes. Boreas, 5, 109-117. 

Elias, S. (1994). Quaternary Insects and Their Environments. Washington, DC: Smithsonian 
Institution Press. 



REFERENCES 535 

Elias, S. (1996). Late Pleistocene and Holocene seasonal temperatures reconstructed 
from fossil beetle assemblages in the Rocky Mountains. Quaternary Research, 46, 
311-318. 

Elias, S., Anderson K.H., and Andrews, J.T. (1996a). Late Wisconsin climate in the north-
eastern U.S.A. and southeastern Canada reconstructed from fossil beetle assemblages. 
Jour. Quaternary Science, 11, All-All. 

Elias, S., Short, S.K., Nelson, C.H., and Birks, H.H. (1996b). The life and times of the Bering 
Land Bridge. Nature, 382, 60-63. 

Elmore, S. and Phillips, EM. (1987). Accelerator mass spectrometry for measurement of 
long-lived radioisotopes. Science, 236, 543-550. 

Emeis, K.C., Anderson, D.M., Doose, H., Kroon, D., and Schulz-Bull, D. (1995). Sea-surface 
temperatures and the history of monsoon upwelling in the Northwest Arabian Sea dur-
ing the last 500,000 years. Quaternary Research, 43, 355-361. 

Emiliani, C. (1954). Depth habitats of some species of pelagic foraminifera as indicated by 
oxygen isotope ratios. American Jour. Science, 151, 149-158. 

EmiHani, C. (1955). Pleistocene temperatures./owr. Geology, 63, 538-178. 
Emiliani, C. (1966). Paleotemperature analysis of Caribbean cores, P6304-8 and P6304-9 

and a generalized temperature curve for the past 425,000 years. Jour. Geology, 74, 
109-126. 

Emiliani, C. (1969). A new paleontology. Micropaleontology, 15, 265-300. 
Emiliani, C. (1971). Depth habitats of growth stages of pelagic foraminifera. Science, 173, 

1122-1124. 
Emiliani, C. (1972). Quaternary paleotemperatures and the duration of the high temperature 

intervals. Science, 178, 398-401. 
Emiliani, C. (1977). Oxygen isotopic analysis of the size fraction between 62 and 250 mi-

crometers in Caribbean cores P6304-8 and P6304-9. Science, 198, 1255-1256. 
Emiliani, C. and Ericson, D.B. (1991). The glacial/interglacial temperature range of the sur-

face water of the oceans at low latitudes. In: Stable Isotope Geochemistry: A Tribute to 
Samuel Epstein (H.P. Taylor, Jr., J.R. O'Neil, and LR. Kaplan, eds.). Special Publication 
No. 3., The Geochemical Society, 223-228. 

Endler, J.A. (1982). Pleistocene forest refuges: fact or fancy. In: Biological diversification in 
the Tropics (G.T. Prance, ed.). New York: Columbia University Press, 641-657. 

England, J. (1992). Postglacial emergence in the Canadian High Arctic: integrating glacio-
isostasy, eustasy and late glaciation. Canadian Jour. Earth Sciences, 29, 984-999. 

Ennever, EK. and McElroy, M.B. (1985). Changes in CO^-. factors regulating the glacial to 
interglacial transition. In: The Carbon Cycle and Atmospheric CO2: Natural Variations, 
Archean to Present (E.T Sundquist and W.S. Broecker, eds). Washington, DC: American 
Geophysical Union, 154-162. 

Epstein, S., Buchsbaum, R., Lowenstam, H.A., and Urey, H.C. (1953). Revised carbonate-
water isotopic temperature scale. Bulletin of the Geological Society of America, 64, 
1315-1326. 

Epstein, S. and Mayeda, T. (1953). Variation of ^^O content of waters from natural sources. 
Geochimica et Cosmochimica Acta, 4, 213-224. 

Epstein, S. and Sharp, R.P. (1959). Oxygen isotope variations in the Malaspina and 
Saskatchewan glaciers./own Geology, G7, 88-102. 

Epstein, S. and Yapp, C.J. (1976). Climatic implications of the D/H ratio of hydrogen in C/H 
groups in tree cellulose. Earth and Planetary Science Letters, 30, 252-266. 

Epstein, S. and Yapp, C.J. (1977). Isotope tree thermometers (comment). Nature, 166, 
477-478. 

Epstein, S., Yapp, C.J., and Hall, J.H. (1976). The determination of the D/H ratio of non-
exchangeable hydrogen in cellulose extracted from aquatic and land plants. Earth and 
Planetary Science Letters, 30, 241-251. 

Eronen, M. and Huttunen, P. (1987). Radiocarbon dated sub-fossil pine from Finnish Lap-
land. Geografiska Annaler, 69A, 297-304. 



536 REFERENCES 

Etheridge, D.M., Steele, L.P., Langenfelds, R.L., Francey, R.J., Barnola J-M., and Morgan, 
V.I. (1996). Natural and anthropogenic changes in atmospheric CO2 over the last 1000 
years from air in Antarctic ice and firn. Jour. Geophys. Research, lOlD, 4115-4128. 

Fabre, J. and Petit-Maire, N. (1988). Holocene climatic evolution from tv^o paleolakes near 
Taoudenni, Mali (22°-23°N). Palaeogeography, Falaeoclimatology, Palaeoecology, 65, 
133-148. 

Faegri, K. and Iversen, J. (1975). Textbook of Pollen Analysis, 3rd edition, New York: 
Hafner Press. 

Faegri, K., Kaland, P.E., and Krzywinski, K. (1989). Textbook of Pollen Analysis, 4th edi-
tion, Chichester: Wiley. 

Fairbanks, R.G. (1989). A 17,000 year glacio-eustatic sea level record: influence of glacial melt-
ing rates on the Younger Dryas event and deep ocean circulation. Nature, 342, 637-642. 

Fairbanks, R.G. (1990). The age and origin of the "Younger Dryas Chmate Event" in Green-
land ice cores. Paleoceanography, 5, 937-948. 

Fairbanks, R.G. and Dodge, R.E. (1979). Annual periodicity of the 0-18/0-16 and C-13/C-
12 ratios in the coral Montastrea annularis. Geochimica et Cosmochimica Acta, 43, 
1009-1020. 

Fanning, A.F. and Weaver, A.J. (1997). Temporal-geographical meltv^ater influences on the 
North Atlantic conveyor: implications for the Younger Dryas event. Paleoceanography, 
12, 307-320. 

Faul, H. and Wagner, G.A. (1971). Fission track dating. In: Dating Techniques for the Ar-
chaeologist (H.N. Michael and E.K. Ralph, eds.). Cambridge: MIT Press, 152-156. 

Ferguson, R. (1977). Linear Regression in Geography. Concepts and Techniques in Modern 
Geography No. 15. Norwich: University of East Anglia. 

Field, W.O. (ed.). (1975). Mountain glaciers of the Northern Hemisphere. 1 and 2. Hanover, 
Ontario: Cold Regions Research, and Engineering Laboratory. 

Fisher, D.A. (1991). Remarks on the deuterium excess in precipitation in cold regions. Tellus, 
43B, 401-407. 

Fisher, D.A. (1992). Stable isotope simulations using a regional stable isotope model coupled 
to a zonally averaged global model. Cold Regions Science and Technology, 21 , 61-77. 

Fisher, D.A., Koerner, R.M., and Reeh, N. (1995). Holocene climatic records from the Agas-
siz Ice Cap, Ellesmere Island, N.W.T., Canada. The Holocene, 5, 19-24. 

Fitch, J.R. (1972), Selection of suitable material for dating and the assessment of geological 
error in potassium-argon age determination. In: Calibration of Hominoid Evolution, 
(WW. Bishop and J.A. Miller, eds.). Edinburgh: Scottish Academic Press, 77-91. 

Fleischer, R.L. (1975). Advances in fission track dating. World Archaeology, 7, 136-150. 
Fleischer, R.L. and Hart, H.R. (1972). Fission track dating techniques and problems. In: Cal-

ibration of Hominoid Evolution (WW Bishop and J.A. Miller, eds.). Edinburgh: Scot-
tish Academic Press, 135-170. 

Fleming, S. (1976). Dating in Archaeology: a Guide to Scientific Techniques. London: J.M. 
Dent. 

Flint, R.F. (1971). Glacial and Quaternary Geology. New York: Wiley. 
Flint, R.F. (1976). Physical evidence of Quaternary climatic change. Quaternary Research, 6, 

519-528. 
Flock, J.W (1978). Lichen-bryophyte distribution along a snow-cover/soil-moisture gradient, 

Niwot Ridge, Colorado. Arctic and Alpine Research, 10, 31-47. 
Flohn, H. (1949). Klima und Witterungsablauf in Zurich im 16 Jahrhundert. Viertel-

jahresheft der Naturforschenden Gesellschaft in Zurich 94, 28-41. 
Flohn, H. (1975). Tropische Zirkulationsformen im Lichte der Satellitenaufnahmen. Bonner 

Meteorologische Abhandlungen, 21. 
Flohn, H. (1978). Comparison of Antarctic and Arctic climate and its relevance to climate 

evolution. In: Antarctic Glacial History and World Palaeoenvironments (E.M. Van Zin-
deren Bakker, ed.). Rotterdam: A.A. Balkema, 3-13. 

Foley, J.A., Kutzbach, J.E., Coe, M.T., and Levis, S. (1994). Feedbacks between climate and 
boreal forests during the Holocene epoch. Nature, 371, 52-54. 



REFERENCES 537 

Forman, S.L. (1991). Late Pleistocene chronology of loess deposition near Luochuan, China. 
Quaternary Research, 36, 19-28. 

Forman, S.L., Lepper, K., and Pierson, J. (1994). Limitations of infra-red stimulated lumines-
cence in dating High Arctic marine sediments. Quaternary Geochronology (Quaternary 
Science Reviews)^ 13, 545-550. 

Forman, S.L., Oglesby, R., Markgraf, V., and Stafford, T. (1995). Paleoclimatic significance 
of Late Quaternary eolian deposition on the Piedmont and High Plains, central United 
States. Global and Planetary Change, 11, 35-55. 

Fox, A.N. (1991). A quantitative model of Alpine snowline variations in the central Andes. 
Boletim IG-USP (Instituto de Geosciencias, Universidad de Sao Paulo, Brazil). Publi-
cagdo Especial^ No. 8, 75-88. 

Frakes, L.A., Francis, J.E., and Syktus, J.L (1992). Climate Modes of the Phanerozoic. Cam-
bridge: Cambridge University Press. 

Frenzel, B., Pesci, M., and Velichko, A.A. (1992a). Atlas of Paleoclimates and Paleoenviron-
ments of the Northern Hemisphere: Late Pleistocene-Holocene. Geographical Research 
Institute, Hungarian Academy of Sciences, Budapest. 

Frenzel, B., Pfister, C , and Glaser, B. (eds.). (1992b). European Climate Reconstructed from 
Documentary Data: Methods and Results. Stuttgart: Gustav Fischer Verlag. 

Frenzel, B., Pfister, C , and Glaser, B. (eds.). (1994). Climatic Trends and Anomalies in Eu-
rope 1675-1715. Stuttgart: Gustav Fischer Verlag. 

Frich, P. and Freyendahl, K. (1994). The summer climate in the 0resund region of Denmark. 
In: Climatic Trends and Anomalies in Europe 1675-1715 (B. Frenzel, C. Pfister, and B. 
Glaser, eds.). Stuttgart: Gustav Fischer Verlag, 33-41. 

Fritts, H.C. (1962). An approach to dendroclimatology screening by means of multiple re-
gression techniques./owr. Geophys. Research, 67, 1413-1420. 

Fritts, H.C. (1965). Tree-ring evidence for climatic changes in western North America. 
Monthly Weather Review, 93, 421-443. 

Fritts, H.C. (1971). Dendroclimatology and dendroecology. Quaternary Research, 1, 419-449. 
Fritts, H.C. (1976). Tree Rings and Climate. London: Academic Press. 
Fritts, H.C. (1991). Reconstructing Large Scale Climatic Patterns from Tree-Ring Data. Tuc-

son: University of Arizona Press. 
Fritts, H . C , Biasing, T.J., Hayden, B.P., and Kutzbach, J.E. (1971). Multivariate techniques 

for specifying tree-growth and climate relationships and for reconstructing anomalies in 
paleoclimate. ]our. Appl. Meteorology, 10, 845-864. 

Fritts, H .C, Guiot, J., Gordon, G.A., and Schweingruber, F. (1990). Methods of caUbration, ver-
ification and reconstruction. In: Methods of Dendrochronology: Applications in the Envi-
ronmental Sciences (E.R. Cook and L.A. Kariukstis, eds.). Dordrecht: Kluwer, 163-217. 

Fritts, H . C , Lofgren, G.R., and Gordon, G.A. (1979). Variations in climate since 1602 as re-
constructed from tree rings. Quaternary Research, 12, 18-46. 

Fritts, H.C. and Shao, X.M. (1992). Mapping cHmate using tree-rings from western North 
America. In: Climate Since A.D. 1500 (R.S. Bradley and P.D. Jones, eds.). London: 
Routledge, 269-295. 

Fritz, S., Juggins, S., Batterbee, R.W., and Engstrom, D.R. (1991). Reconstruction of past 
changes in salinity and climate using a diatom-based transfer function. Nature, 352, 
706-708. 

Fritz, S., Juggins, S., and Batterbee, R.W. (1993). Diatom assemblages and ionic characterization 
of lakes of the northern Great Plains, North America: a tool for reconstructing past salinity 
and climate fluctuations. Canadian Jour. Fisheries and Aquatic Sciences, 50,1844-1856. 

Fronval, T , Jansen, E., Bloemendal, J., and Johnsen, S. (1995). Oceanic evidence for coher-
ent fluctuations in Fennoscandian and Laurentide ice sheets on millennium timescales. 
Nature, 374, 443-445. 

Fukaishi, K. and Tagami, Y. (1992). An attempt of reconstructing the winter weather situa-
tions from 1720 to 1869 by the use of historical documents. In: Proc. International Sym-
posium on the Little Ice Age Climate (T. Mikami, ed.). Department of Geography, 
Tokyo Metropolitan University, 194-201. 



538 REFERENCES 

Fullerton, D.S. and Richmond, G.M. (1986). Comparison of the marine oxygen isotope 
record, the eustatic sea level record, and the chronology of glaciation in the United States 
of America. Quaternary Science Reviews, 5, 197-200. 

Gaggeler, H.W., Von Gunten, H.R., Rossler, E., Oeschger, H., and Schotterer, U. (1983). ^lopb-
dating of cold alpine firn/ice cores from Colle Gnifetti, Switzerland. Jour. Glaciology, 29, 
165-177. 

Gajewski, K. and Garralla, S. (1992). Holocene vegetation histories from three sites in the 
tundra of northv^estern Quebec, Canada. Arctic and Alpine Research, 24, 329-336. 

Gallee, H., Van Ypersele, J.R, Fichefet, X, Marsiat, I., Tricot, C , and Berger, A. (1992). Sim-
ulation of the Last Glacial Cycle by a coupled, sectorially averaged climate-ice sheet 
model. II. Response to insolation and CO2 variation. Jour. Geophys. Research, D97, 
15713-15740. 

Gallee, H., Van Ypersele, J.R, Fichefet, Th., Tricot, C, and Berger, A. (1991). Simulation of 
the Last Glacial Cycle by a coupled, sectorially averaged climate-ice sheet model. I. The 
chmate model./own Geophys. Research, D96, 13139-13161. 

Gallimore, R.G. and Kutzbach, J.E. (1995). Snov^ cover and sea ice sensitivity to generic 
changes in Earth orbital parameters./owr. Geophys. Research, lOOD, 1103-1120. 

Gallimore, R.G. and Kutzbach, J.E. (1996). Role of orbitally induced changes in tundra area 
in the onset of glaciation. Nature, 381, 503-505. 

Gallov^ay, R.W. (1970). The full glacial climate in the southwestern United States. Annals of 
the Association of American Geographers, 60, 245-256. 

Gallup, C D . , Edwards, R.L., and Johnson, R.G. (1994). The timing of sea levels over the 
past 200,000 years. Science, 263, 796-800. 

Ganeshram, R.S., Pedersen, T.F., Calvert, S.E., and Murray, J.W. (1995). Large changes in 
oceanic nutrient inventories from glacial to interglacial periods. Nature, 376, 
755-75S. 

Gardner, J.V. (1975). Late Pleistocene carbonate dissolution cycles in the eastern Equatorial 
Atlantic. In: Dissolution of Deep-sea Carbonates (W.V. Sliter, A.W.H. Be, and W.H. 
Berger, eds.). Special Publication No. 13, Cushman Foundation for Foraminiferal Re-
search, Washington, DC, 129-141. 

Gardner, J.V. and Hays, J.D. (1976). Responses of sea-surface temperature and circulation to 
global climatic change during the past 200,000 years in the eastern Equatorial Atlantic 
Ocean. In: Investigation of late Quaternary Paleooceanography and Paleoclimatology. 
(R.M. Cline and J.D. Hays, eds.). Geological Society of America Memoir No. 145. Boul-
der: Geological Society of America, 221-246. 

Garnier, M. (1955). Contribution de la phenologie a I'etude des variations climatiques. La 
Meteorologie, 40, 291-300. 

Gascoyne, M. (1992). Paleoclimate determination from cave calcite deposits. Quaternary Sci-
ence Reviews, 11, 609-632. 

Gascoyne, M., Schwarcz, H.P., and Ford, D.C. (1983). Uranium-series ages of speleothem 
from northwest England in correlation with Quaternary climate. Phil.Trans. Royal Soci-
ety of London, B301, 143-164. 

Gasse, R, Barker, P., Gell, P.A., Fritz, S.C., and Chalie, F. (1997). Diatom-inferred salinity 
in palaeolakes: an indirect tracer of climate change. Quaternary Science Reviews, 16, 
547-563. 

Gasse, F. and Van Campo, E. (1994). Abrupt post-glacial climate events in West Asia and 
North Africa monsoon domains. Earth and Planetary Science Letters, 126, 435-456. 

Gates, W.L (1976a). Modelling the ice age climate. Science, 191, 1138-1144. 
Gates, W.L. (1976b). The numerical simulation of ice-age chmate with a global general cir-

culation modd. Jour. Atmos. Sciences, 33, 1844-1873. 
Gaudreau, D .C , Jackson, S.T., and Webb III, T (1989). Spatial scale and sampling strategy 

in paleoecological studies of vegetation patterns in mountainous terrain. Acta Botanica 
Neerlandica, 38, 369-390. 

Geitzenauer, K.R., Roche, M.B., and Mclntyre, A. (1976). Modern Pacific coccohth assem-
blages: derivation and application to late Pleistocene paleotemperature analysis. In: 



REFERENCES 539 

Investigation of Late Quaternary Paleooceanography and Paleoclimatology (R.M. 
Cline and J.D. Hays, eds.). Memoir 145, Geological Society of America, Boulder, 
423-448. 

Genthon, C., Barnola, J.M., Raynaud, D., Lorius, C., Jouzel, J., Barkov, N.I., Korotkevich, 
Y.S., and Kotlyakov, V.M. (1987). Vostok ice core: climatic response to COj and orbital 
forcing changes over the last climatic cycle. Nature, 329, 414-418. 

Geyh, M.A. and Schleicher, H. (1990). Absolute Age Determination: Physical and Chemical 
Dating Methods and Their Application. Berlin: Springer-Verlag. 

Gillen, K.R and Evans, M.E. (1989). Nev^ geomagnetic paleosecular variation results from 
the Old Crov^ Basin, Yukon Territory, and their use in stratigraphic correlation. Canad. 
Jour. Earth Sciences, 26, 2507-2511. 

Gillot, RY., Labeyrie, J., Laj, C., Valladas, G., Guerin, G., Poupeau, G., and Delibrias, G. 
(1979). Age of the Laschamp paleomagnetic excursion revisited. Earth and Planetary 
Science Letters, 42, 444-450. 

Giresse, R, Maley, J., and Brenac, R (1994). Late Quaternary palaeoenvironments in the 
Lake Barombi Mbo (West Cameroon) deduced from pollen and carbon isotopes of or-
ganic matter. Palaeogeography, Palaeoclimatology, Palaeoecology, 107, 65-78. 

Glock, W. (1937). Principles and Methods of Tree-Ring Analysis. Washington DC: Carnegie 
Institution. 

Godfrey-Smith, D.L, Huntley, D.J., and Chen, W.H. (1988). Optical dating studies of quartz 
and feldspar sediment extracts. Quaternary Science Reviews., 7, 373-380. 

Godv^in, H. (1956). The History of the British Flora. Cambridge: Cambridge University Press. 
Godwin, H. (1962). Half-life of radiocarbon. Nature, 195, 984. 
Goede, A. (1994). Continuous early Last Glacial palaeoenvironmental record from a Tas-

manian speleothem based on stable isotope and minor element variations. Quaternary 
Science Reviews., 13, 283-291. 

Goede, A., McDermott, E, Hawkesw^orth, C , Webb, J., and Finlayson, B. (1996). Evidence 
of Younger Dryas and Neoglacial cooling in a Late Quaternary paleotemperature 
record from a speleothem in eastern Victoria, Australia. Jour. Quaternary Science, 11, 
1-8. 

Goodfriend, G.A. (1991). Patterns of racemization and epimerization of amino acids in land 
snail shells over the course o/ the Holocene. Geochimica et Cosmochimica Acta, 55, 
293-302. 

Goodfriend, G.A. (1992). Rapid racemization of aspartic acid in moUuscan shells and poten-
tial for dating over recent centuries. Nature, 357, 399-401. 

Goodfriend, G.A., Brigham-Grette, J., and Miller, G.H. (1996). Enhanced age resolution of 
the marine Quaternary record in the Arctic using aspartic acid racemization dating of 
bivalve shells. Quaternary Research, 45, 176-187. 

Goodfriend, G.A., Hare, RE., and Druffel, E.R.M. (1992). Aspartic acid racemization and 
protein diagenesis in corals over the last 350 years. Geochimica et Cosmochimica Acta, 
56, 3847-3850. 

Goodfriend, G.A. and Meyer, V.R. (1991). A comparative study of the kinetics of amino acid 
racemization/epimerization in fossil and modern mollusk shells. Geochimica et Cos-
mochimica Acta, 55, 3355-3367. 

Gordon, A.D. and Birks, H.J.B. (1974). Numerical methods in Quaternary paleoecology IL 
Comparison of pollen diagrams. New Phytologist, 73, 221-249. 

Gordon, D., Smart, P.L., Ford, D.C., Andrew^s, J.N., Atkinson, T.C., Rowe, P.J., and Christo-
pher, N.S.J. (1989). Dating of late Pleistocene interglacial and interstadial periods in the 
United Kingdom from speleothem grov^th frequency. Quaternary Research, 31, 14-26. 

Gordon, G.A. (1982). Verification of dendroclimatic reconstructions. In: Climate from Tree 
Rings (M.K. Hughes, P.M. Kelley, J.R. Pilcher, and V.C. LaMarche, eds.). Cambridge: 
Cambridge University Press. 

Goslar, T., Arnold, M., Bard, E., Kuc, T., Pazdur, M., Ralska-Jasiew^iczowa, M., Rozanski, 
K., Tisnerat, N., Walanus, A., Wicik, B., and Wieckov^ski, K. (1995). High concentra-
tion of atmospheric '̂̂ C during the Younger Dryas cold episode. Nature, 377, 414-417. 



540 REFERENCES 

Gow, A.J., Epstein, S., and Sheehy, W. (1979). On the origin of stratified debris in ice cores 
from the bottom of the Antarctic Ice Sheet. Journal of Glaciology, 23, 185-192. 

Gow, A.J., Meese, D.A., Alley, R.B., Fitzpatrick, J.J., Anandakrishnan, S., Woods, G.A., and 
Elder, B.C. (1997). Physical and structural properties of the GISP2 ice core: a review. 
Jour. Geophys. Research, 102C, 26559-26575. 

Grant-Taylor, T.L. (1972). Conditions for the use of calcium carbonate as a dating material. 
In: Proc. 8th International Conference on Radiocarbon Dating, 2. Royal Society of New 
Zealand, Wellington, 592-596. 

Gray, B.M. (1974). Early Japanese winter temperatures. Weather, 29, 103-107. 
Gray, J. and Thompson, P. (1978). Climatic interpretation of 5^^0 and 5D in tree rings. Na-

ture, 271, 93-94. 
Graybill, D.A. and Shiyatov, S.G. (1992). Dendroclimatic evidence from the northern Soviet 

Union. In: Climate Since A.D. 1500 (R.S. Bradley and P.D. Jones, eds.). London: Rout-
ledge, 393-414. 

Grichuk, V.P. (1969). An attempt to reconstruct certain elements of the climate of the north-
ern hemisphere in the Atlantic period of the Holocene. In: Golotsen (M.I. Neishtadt, 
ed.). 8th INQUA Congress, Izd-vo Nauka, Moscow, 41-57 (in Russian). [Translated by 
G.M. Peterson, Center for Climatic Research, University of Wisconsin, Madison.] 

Griffey, N.J. and Matthews, J.A. (1978). Major neoglacial glacier expansion episodes in 
southern Norway: evidence from moraine ridge stratigraphy with "̂̂ C dates on buried 
palaeosols and moss layers. Geografiska Annaler, 60A, 73-90. 

Griggs, R.F. (1938). Timberlines in the northern Rocky Mountains. Ecology 19, 548-564. 
Grimm, E.G., Jacobson, Jr., G.L., Watts, W.A., Hansen, B.C.S., and Maasch, K.A. (1993). A 

50,000-year record of climate oscillations from Florida and its temporal correlation with 
the Heinrich events. Science, 261, 198-200. 

Grimmer, M. (1963). The space-filtering of monthly surface temperature data in terms of pat-
tern, using empirical orthogonal functions. Quart. Jour. Royal Meteorological Society, 
39, 395-408. 

Groisman, P.Ya. (1992). Possible regional climatic consequences of Pinatubo eruption. Geo-
physical Research Letters, 19, 1603-1606. 

Groisman, P.Ya., Karl, T.R., and Wright, R.W. (1994a). Observed impact of snow cover on 
the heat balance and the rise of continental spring temperatures. Science, 263, 198-200. 

Groisman, P.Ya., Karl, T.R., Wright, R.W, and Stenchikov, G.L. (1994b). Changes of snow 
cover, temperature and the radiative heat balance over the northern hemisphere. Jour. 
Climate, 7, 1633-1656. 

Gronvald, K., 6skarsson, N., Johnsen, S.J., Clausen, H.B., Hammer, C.U., Bond, G., and 
Bard, E. (1995). Ash layers from Iceland in the Greenland GRIP ice core correlated with 
oceanic and land sediments. Earth and Planetary Science Letters, 135, 149-155. 

Grootes, P.M., Stuiver, M., Farwell, G.W, Schaad, T.P., and Schmidt, F.H. (1980). Enrich-
ment of "̂̂ C and sample preparation for beta and ion counting. Radiocarbon, lly 487-500. 

Grootes, P.M., Stuiver, M., Thompson, L.G., and Mosley-Thompson, E. (1989). Oxygen iso-
tope changes in tropical ice, Quelccaya, Peru./owr. Geophys. Research, 94D, 1187-1194. 

Grootes, P.M., Stuiver, M., White, J . W C , Johnsen, S., and Jouzel, J. (1993). Comparison of 
oxygen isotope records from the GISP2 and GRIP Greenland ice cores. Nature, 366, 
552. 

Grossman, E.L. (1987). Stable isotopes in benthic foraminifera: a study of vital effect. Jour. 
Foraminiferal Research, 17, 48-61. 

Grotzfeld, H. (1991). Klimageschichte des Vorderen Orients 800-1800 A.D. nach arabischen 
Quellen. Wiirzburger Geographische Arbeiten, 80, 21-43. 

Grousset, F.E., Biscaye, P.E., Revel, M., Petit, J.R., Pye, K., Joussaume, S., and Jouzel, J. 
(1992). Antarctic (Dome C) ice core dust at 18 k.y. B.P.: isotopic constraints on origins. 
Earth and Planetary Science Letters, 111, 175-182. 

Grousset, RE., Labeyrie, L., Sinko, J.A., Cremer, M., Bond, G., Duprat, J., Cortijo E., and 
Huon, S. (1993). Patterns of ice-rafted detritus in the glacial North Atlantic (40-55° N). 
Paleoceanography, 8, 175-192. 



REFERENCES 541 

Grove, A.T. and Warren, A. (1968). Quaternary landforms and dimate on the south side of 
the Sahara. Geographical Jour., 134, 194-208. 

Grove, J.M. (1979). The glacial history of the Holocene. Progress in Physical Geography, 
3, 1-54. 

Grove, J.M. (1988). The Little Ice Age. London: Methuen. 
Guilderson, T.P., Fairbanks, R.G., and Rubenstone, J.L.(1994). Tropical temperature varia-

tions since 20,000 years ago: modulating inter-hemispheric climate change. Science, 263, 
663-665. 

Guiot, J. (1987). Late Quaternary climatic change in France estimated from multivariate 
pollen time series. Quaternary Research, 28, 100-118. 

Guiot, J. (1990). Methodology of paleocHmatic reconstruction from pollen in France. 
Palaeogeography, Palaeoclimatology, Palaeoecology, 80, 49-69. 

Guiot, J., de Beaulieu, J.L., Cheddadi, R., David, F., Ponel, R, and Reille, M. (1993). The cli-
mate in western Europe during the last Glacial/Interglacial cycle derived from pollen and 
insect remains. Palaeogeography, Palaeoclimatology, Palaeoecology, 103, 73-93. 

Guiot, J., de Beauheu, J.L., Reille, M., and Pons, A. (1992). CaUbration of the climatic signal 
in a new pollen sequence from La Grande Pile. Climate Dynamics, 6, 259-264. 

Guiot, J., Pons, A., de Beaulieu, J.L., and Reille, M. (1989). A 140,000 year climatic recon-
struction from two European pollen records. Nature, 338, 309-313. 

Guo, Q. (1992). Winter monsoon over East Asia during the Little Ice Age. In: Proc. Interna-
tional Symposium on the Little Ice Age Climate (T. Mikami, ed.). Department of Geog-
raphy, Tokyo Metropolitan University, 227-232. 

Gwiazda, R.H., Hemming, S.R., and Broecker, WS. (1996a). Tracking the sources of icebergs 
with lead isotopes: the provenance of ice-rafted debris in Henrich layer 2. Paleoceanog-
raphy, 11, 77-93. 

Gwiazda, R. H., Hemming, S.R., and Broecker, W.S. (1996b). Provenance of icebergs during 
Heinrich event 3 and the contrast to their sources during other Heinrich episodes. Pale-
oceanography^ 11, 371-378. 

Haberle, S. (1997). Late Quaternary vegetation and climate history of the Amazon Basin: cor-
relating marine and terrestrial pollen records. In: Proc. Ocean Drilling Program, Scien-
tific Results (R.D. Flood, D.J.W Piper, A. Klaus, and L.C. Peterson, eds.), 155, 381-396. 

Haffer, J. (1969). Speciation in Amazonian forest birds. Science^ 165, 131-137. 
Haffer, J. (1974). Avian speciation in tropical South America. Publication No. 14, Cam-

bridge, Mass: Nuttall Ornithological Club. 
Haffer, J. (1982). General aspects of the refuge theory. In: Biological Diversification in the 

Tropics (G.T. Prance, ed.). New York: Columbia University Press, 6-24. 
Hage, K.D., Gray, J., and Linton, J.C. (1975). Isotopes in precipitation in western North 

America. Monthly Weather Review, 103, 958-966. 
Hajdas, I., Ivy-Ochs, S.D., and Bonari, G. (1995a). Problems in the extension of the radio-

carbon cahbration curve (10-13 kyr. B.P.). Radiocarbon, 37, 75-79. 
Hajdas, I., Ivy-Ochs, S.D., Bonani, G., Lotter, A.F., Zolitschka, B., and Schluchter, C. 

(1995b). Radiocarbon age of the Laacher See tephra: 11,230 ±40 B.P. Radiocarbon, 37, 
149-154. 

Hall, N.M.J, and Valdes, P.J. (1997). A GCM simulation of the cHmate 6000 years ago. Jour. 
Climate., 10, 3-17. 

Hall, N.M.J., Valdes, P.J., and Dong, B. (1996). The maintenance of the last great ice sheets: 
a UGAMP GCM study. Jour. Climate, 9, 1004-1019. 

Halme, E. (1952). On the influence of climatic variation on fish and fishery. Fennia, 75, 
89-96. 

Hamelin, B., Bard, E., Zindler, A., and Fairbanks, R.G. (1991). ^̂ "̂ U/̂ ^̂ U mass spectrometry 
of corals: how accurate is the U-Th age of the last interglacial period? Earth and Plane-
tary Science Letters, 106, 169-180. 

Hamilton, A.C. (1976). The significance of patterns of distribution shown by forest plants 
and animals in tropical Africa for the reconstruction of upper Pleistocene palaeoenvi-
ronments: a review. Palaeoecology of Africa, 9, 63-97. 



542 REFERENCES 

Hamilton, A.C. and Perrott, R.A. (1979). Aspects of the glaciation of Mt Elgon, East Africa. 
Palaeoecology of Africa, 11, 15 3-162. 

Hamilton, A.C. and Perrott, R.A. (1980). Modern pollen deposition on a tropical African 
mountain. Pollen et Spores, 11, 437-468. 

Hammer, C.U. (1977). Past volcanism revealed by Greenland ice sheet impurities. Nature, 
170, 482-486. 

Hammer, C.U. (1980). Acidity of polar ice cores in relation to absolute dating, past volcan-
ism and radio echoes. Jour. Glaciology, 25, 359-372. 

Hammer, C.U. (1984). Traces of Icelandic eruptions in the Greenland ice sheet. Jokull, 34, 
51-65. 

Hammer, C.U. (1989). Dating by physical and chemical seasonal variations and reference 
horizons. In: The Environmental Record in Glaciers and Ice Sheets (H. Oeschger and 
C.C. Langway, Jr., eds.). Chichester: Wiley, 99-121. 

Hammer, C.U., Clausen, H.B., Dansgaard, W., Gundestrup, N., Johnsen, S.J., and Reeh, N. 
(1978). Dating of Greenland ice cores by flow models, isotopes, volcanic debris and con-
tinental dust. ]our. Glaciology, 20, 3-26. 

Hammer, C.U., Clausen, H.B., and Dansgaard, W. (1980). Greenland ice sheet evidence of 
post-glacial volcanism and its climatic impact. Nature, 288, 230-255. 

Hammer, C.U., Clausen, H.B., and Langv^ay, Jr., C.C. (1997). 50,000 years of recorded 
global volcanism. Climatic Change, 35, 1-15. 

Hann, B.J., Walker, B.G., and Warv^ick, W.F. (1992). Aquatic invertebrates and climate 
change: a comment on Walker et al. (1991). Canadian Jour, of Fisheries and Aquatic Sci-
ences, 49, 1274-1276 (see also. Reply, p.1276-1280). 

Hannon, G.E. and Gaillard, M.J. (1997). The plant-macrofossil record of past lake-level 
changes./owr. Paleolimnology, 18, 15-28. 

Hansen, J.E. and 30 others, (1996). A Pinatubo climate modelling investigation. In: The 
Mount Pinatubo Eruption: Effects on the Atmosphere and Climate (G. Fiocco, D. Fina 
and G. Visconti, eds.). Nev^ York: Springer-Verlag. 

Hansen, J.E., Lacis, A., Rind, D., Russell, G., Stone, P., Fung, I., Ruedy, R., and Lerner, J. 
(1984). Climate sensitivity: analysis of feedback mechanisms. In: Climate Processes and 
Sensitivity (J.E. Hansen and T. Takahashi, eds.). Washington DC: American Geophysical 
Union, 130-163. 

Hansen, J.E., Wang, W.C., and Lacis, A.A. (1978). Mt Agung provides test of a global cli-
mate perturbation. Science, 199, 1065-1068. 

Haq, B.U. (1978). Calcareous nannoplankton. In: Introduction to Marine Micropaleontol-
ogy (B.U. Haq and A. Boersma, eds.). Nev^ York: Elsevier/North Holland, 79-107. 

Haq, B.U. and Boersma, A. (eds.). (1978). Introduction to Marine Micropaleontology. New 
York: Elsevier/North Holland. 

Hardy, D.R. (1996). Climatic influences on streamflow and sediment flux into Lake C2, 
northern EUesmere Island, Canada./own Paleolimnology, 16, 133-149. 

Hardy, D.R., Bradley, R.S., and Zolitschka, B. (1996). The climatic signal in varved sediments 
from Lake C2, northern EUesmere Island, Canada./owr. Paleolimnology, 16, 227-238. 

Hare, F.K. (1979). Climatic variation and variability: empirical evidence from meteorological 
and other sources. In: Proc. World Climate Conference. Publication No. 537, World 
Meteorological Organization, Geneva, 51-87. 

Hare, RE. and Mitterer, R.M. (1968). Laboratory simulation of amino acid diagenesis in fos-
sils. Carnegie Institution of Washington Yearbook, 67, 205-208. 

Harington, C.R. (ed.). (1992). 1816. The Year Without a Summerf Canadian Museum of 
Nature, Ottawa. 

Harland, W.B., Armstrong, R.L., Cox, A.V., Craig, L.E., Smith, A.G., and Smith, D.G. 
(1990). A Geologic Time Scale 1989. Cambridge: Cambridge University Press. 

Harmon, R.S. (1976). Late Pleistocene glacial chronology of the South Nahanni River Re-
gion, Northwest Territories, Canada. Michigan Academician, 9, 147-156. 

Harmon, R.S., Schwarcz, H.P., and Ford, D.C. (1978b). Late Pleistocene sea level history of 
Bermuda. Quaternary Research, 9, 205-218. 



REFERENCES 543 

Harmon, R.S., Schwarcz, H.P., and O'Neil, J.R., (1979). D/H ratios in speleothem fluid in-
clusions: a guide to variations in the isotopic composition of meteoric precipitation? 
Earth and Planetary Science Letters, 42, 254-266. 

Harmon, R.S., Ford, D.C., and Schwarcz, H.R (1977). Interglacial chronology of the Rocky 
and Mackenzie mountains based on ^^^Th and ^̂ "̂ U dating of calcite speleothems. Cana-
dian Jour. Earth Sciences, 14, 2543-2552. 

Harmon, R.S., Thompson, R, Schwarcz, H.R, and Ford, D.C. (1975). Uranium-series dating 
of speleothems. National Speleological Society Bulletin, 37, 21-33. 

Harmon, R.S., Thompson, R, Schwarcz, H.R, and Ford, D.C. (1978a). Late Pleistocene paleo-
climates of North America as inferred from stable isotope studies of speleothems. Qua-
ternary Research, 9, 54-70. 

Harper, F. (1961). Changes in climate, faunal distribution and life zones in the Ungava Penin-
sula. Polar Notes, Dartmouth College, N.H. No. Ill, 20-41. 

Harrison, S.R (1989). Lake-levels and climatic changes in eastern North America. Climate 
Dynamics^ 3, 157-167. 

Harrison, S.R (1993). Late Quaternary lake-level changes and climates of Australia. Quater-
nary Science Reviews^ 12, 211-231. 

Harrison, S.R and Digerfeldt, G. (1993). European lakes as palaeohydrological and palaeo-
climatic indicators. Quaternary Science Reviews, 12, 233-248. 

Harrison, S.R and Tarasov, RE. (1996). Late Quaternary lake-level records from northern 
Eurasia. Quaternary Research, 45, 138-159. 

Harrison, S.R, Kutzbach, J.E., and Behling, RJ. (1991). General circulation models, paleocli-
matic data and last interglacial climates. Quaternary International, 10-12, 231-242. 

Harrison, S.R, Kutzbach, J.E., Prentice, L C , Behling, P.J., and Sykes, M.J. (1995). The re-
sponse of northern hemisphere extratropical climate and vegetation to orbitally induced 
changes in insolation during the last interglaciation. Quaternary Research, 43, 174-184. 

Harrison, S.R, Yu, Ge, Tarasov, RE. (1996). Late Quaternary lake-level record from north-
ern Eurasia. Quaternary Research, 45, 138-159. 

Harvey, L.D. and Schneider, S.H. (1985a). Transient climate response to external forcing on 
10^-10"^ year time scales. Part 1: experiments with globally averaged, coupled atmo-
sphere and ocean energy balance models. Jour. Geophys. Research, 90D, 2191-2205. 

Harvey, L.D. and Schneider, S.H. (1985b). Transient cHmate response to external forcing on 
10^-10"^ year time scales, Part 2: experiments with a seasonal, hemispherically averaged, 
coupled atmosphere, land and ocean energy balance model. Jour. Geophys. Research, 
90D, 2207-2222. 

Hastenrath, S. (1967). Observations on the snow line in the Peruvian Andes. Jour. Glaciol-
ogy, 6, 541-550. 

Hastenrath, S. (1971). On the Pleistocene snow line depression in the arid regions of the 
South American Andes. Jour. Glaciology, 10, 255-267. 

Hastenrath, S. and Kruss, RD. (1992). The dramatic retreat of Mount Kenya's glaciers 
1963-87: greenhouse forcing. Annals of Glaciology, 16, 127-133. 

Haxeltine, A. and Prentice, LC. (1996). BIOME3: an equihbrium biosphere model based on 
ecophysiological constraints, resource availability and competition among plant func-
tional types. Global Biogeochemical Cycles, 10, 693-709. 

Hay, W.H. (1993). The role of polar deep water formation in global climate change. Annual 
Reviews of Earth and Planetary Sciences, 21 , 227-254. 

Hay, W.W. (1974). Introduction. In: Studies in Paleo-oceanography (W.W. Hay, ed.). Special 
Publication No. 20, Society of Economic Paleontologists and Mineralogists. Tulsa, 1-5. 

Hays, J.D. (1978). A review of the late Quaternary history of Antarctic Seas. In: Antarctic 
Glacial History and World Palaeoenvironrnents. (E.M. Van Zinderen Bakker ed.). Rot-
terdam: A.A. Balkema, 57-71. 

Hays, J.D., Imbrie, J., and Shackleton, N.J. (1976). Variations in the earth's orbit: pacemaker 
of the ice ages. Science, 194, 1121-1132 (see also Science, 198, 528-530). 

Hecht, A. (1973). A model for determining Pleistocene paleotemperatures from planktonic 
foraminiferal assemblages. Micropalaeontology, 19, 68-77. 



544 REFERENCES 

Hecht, A. (1976). The oxygen isotope record of foraminifera in deep sea sediments. In: 
Foraminifera, 2, (R.H. Hedley and C.G. Adams, eds.). New York: Academic Press, 
1-43. 

Hecht, A., Barry, R.G., Fritts, H.C., Imbrie, J., Kutzbach, J., Mitchell, Jr., J.M., and Savin, 
S.M. (1979). Paleoclimatic research: status and opportunities. Quaternary Research, 12, 
6-17. 

Hecht, A.D. and Savin, S.M. (1970). Oxygen-18 studies of recent planktonic foraminifera: 
comparisons of phenotypes and of test parts. Science, 170, 69-71 (see also Science, 173, 
167-169). 

Hecht, A.D. and Savin, S.M. (1972). Phenotypic variation and oxygen isotope ratios in re-
cent planktonic foraminifera. Jour. Foraminiferal Research, 2, 55-67. 

Heinrich, M. (1988). Origin and consequences of cyclic ice rafting in the northeast Atlantic 
Ocean during the past 130,000 years. Quaternary Research, 29, 143-152. 

Heller, F. and Liu, T. (1984). Magnetism of Chinese loess deposits. Geophys. Jour. Royal As-
tronomical Society, 77,125-141. 

Heller, F., Shen, C-D., Beer, J., Liu, X-M., Liu, T-S., Bronger, A., Suter, M., and Bonani, G. 
(1993). Quantitative estimates of pedogenic ferromagnetic mineral formation in Chinese 
loess and paleoclimatic implications. Earth and Planetary Science Letters, 114, 
385-390. 

Hendy, C.H. (1970). The use of C-14 in the study of cave processes. In: Radiocarbon Varia-
tions and Absolute Chronology (I.U. Olsson, ed.). New York: Wiley, 419-442. 

Hendy, C.H. and Wilson, A.T. (1968). Paleoclimatic data from speleothems. Nature, 219, 
48-51. 

Henfling, E. and Pflaubaum, H. (1991). Neue Aspekte zur klimatischen Interpretation der 
hohen pharaonischen Nilflutmarken am 2. Katarakt aus agyptologischer und geomor-
phologischer Sicht. Wiirzburger Geographische Arbeiten, 80, 87-109. 

Hennig, G.J., Griin, R., and Brunnacker, K. (1983). Speleothems, travertines and paleocli-
mates. Quaternary Research, 20, 1-29. 

Herron, M.M. and Langway, C.C. (1979). Dating of Ross Ice Shelf cores by chemical analy-
sis. Jour. Glaciology, 24, 345-357. 

Herron, M.M. and Langway, C.C. (1980). Firn densification: an empirical model. Jour. 
Glaciology, 25, 373-386. 

Hesse, P.P. (1994). The record of continental dust from Australia in Tasman Sea sediments. 
Quaternary Science Reviews, 13, 257-272. 

Hewitt, C D . and Mitchell, J.F.B. (1998). A fully coupled GCM simulation of the climate of 
the mid-Holocene. Geophysical Research Letters, 25, 361-364. 

Hilgen, F.J. (1991). Astronomical calibration of Gauss to Matuyama sapropels in the 
Mediterranean and implications for the geomagnetic polarity time scale. Earth and Plan-
etary Science Letters, 104, 226-244. 

Hoffsummer, P. (1996). Dendrochronology and the study of roof-framing in Belgium. In: 
Tree Rings, Environment and Humanity (J.S. Dean, D.M. Meko, and T.W. Swetnam, 
eds.) Tucson: University of Arizona, 525-531. 

Hofmann, W (1986). Chironomid analysis. In: Handbook of Holocene Palaeoecology and 
Palaeohydrology (B.E. Berglund, ed.). Chichester: Wiley, 715-727. 

Hoganson, J.W., and Ashworth, A.C. (1992). Fossil beetle evidence for climatic change, 
18,000-10,000 years B. R in south-central Chile. Quaternary Research, 37, 101-116. 

Hoinkes, H.C. (1968). Glacier variation and weather./own Glaciology, 7, 3-19. 
Holdsworth, G. and Peake, E. (1985). Acid content of snow from a mid-troposphere sampling 

site on Mount Logan, Yukon Territory, Canada. Annals of Glaciology, 7, 153-160. 
HoUin, J.T. and Schilling, D.H. (1981). Late Wisconsin-Weichselian mountain glaciers and 

small ice caps. In: The Last Great Ice Sheets (G.H. Denton and T.J. Hughes, ed.). New 
York: Wiley, 179-206. 

Holmes, PL. (1994). The sorting of spores and pollen by water: experimental and field evi-
dence. In: Sedimentation of Organic Particles (A. Traverse, ed.). Cambridge: Cambridge 
University Press, 9-32. 



REFERENCES 545 

Holmes, J.A. (1996). Trace-element and stable isotope geochemistry of non-marine ostracod 
shells in Quaternary paleoenvironmental reconstruction. Jour. Paleolimnology, 15, 
223-235. 

Holmes, R.L. (1983). Computer-assisted quality control in tree-ring dating and measurement. 
Tree-Ring Bulletin, 44, 69-75. 

Holtmeier, F-K. (1994). Ecological aspects of climatically-caused timberline fluctuations. In: 
Mountain Environments in Changing Climates (M. Beniston, ed.). London: Routledge, 
220-233. 

Hooghiemstra, H. (1984). Vegetational and climatic history of the high plain of Bogota, 
Colombia: a continuous record of the last 3.5 million years. Dissertationes Botanicae 
No. 79, Vaduz: J. Cramer. 

Hooghiemstra, H., Melice, J.L., Berger, A., and Shackleton, N.J. (1993). Frequency spectra 
and paleoclimatic variability of the high resolution 30-1450 kyr Funza I pollen record 
(eastern Cordillera, Colombia). Quaternary Science Reviews, 12, 141-156. 

Hooghiemstra, H., and Ran, E.T.H. (1994). Late Pliocene-Pleistocene high resolution pollen 
sequence of Colombia: an overview of climatic change. Quaternary International, 21, 
63-80. 

Hooghiemstra, H., Stalling, H., Agwu, C.O.C., and Dupont, L.M. (1992). Vegetational and 
climatic changes at the northern fringe of the Sahara 250,000-5,000 years B.P.: evidence 
from 4 marine pollen records located between Portugal and the Canary Islands. Review 
of Paleobotany and Palynology, 74, 1-53. 

Hostetler, S.W., Giorgi, E, Bates, G.T., and Bartlein, P.J. (1994). Lake-atmosphere feedbacks 
associated with paleolakes Bonneville and Lahontan. Science, 263, 665-66S. 

Hovan, S.A., Rea, D.K., Pisias, N.G., and Shackleton, N.J. (1989). A direct link between the 
China loess and marine 8^^0 records: aeolian flux to the north Pacific. Nature, 340, 
296-298. 

Hovan, S.A., Rea, D.K., and Pisias, N.G. (1991). Late Pleistocene continental climate and 
oceanic variability recorded in Northwest Pacific sediments. Paleoceanography, 6, 
349-370. 

Howe, S.E. and Webb, III, T. (1983). CaUbrating pollen data in climatic terms: improving the 
methods. Quaternary Science Reviews, 2, 17-51. 

Hoyt, D.V and Schatten, K.H. (1997). The Role of the Sun in Climate Change. Oxford: Ox-
ford University Press. 

Hughen, K.A., Overpeck, J.T., Lehman, S.J., Kashgarian, M., Southon, J., Peterson, L.C., 
Alley, R., and Sigman, D.M. (1998). Deglacial changes in ocean circulation from an ex-
tended radiocarbon calibration. Nature, 391, 65-68. 

Hughen, K.A., Overpeck, J.T., Peterson, L.C., and Anderson, R.F. (1996a). The nature of 
varved sedimentation in the Cariaco Basin, Venezuela, and its paleoclimatic signifi-
cance. In: Palaeoclimatology and Palaeoceanography from Laminated Sediments 
(A.E.S. Kemp, ed.). Special Publication No. 116, The Geological Society, London, 
171-183. 

Hughen, K.A., Overpeck, J.T., Peterson, L.C., and Trumbore, S. (1996b). Rapid climate 
changes in the tropical Atlantic region during the last deglaciation. Nature, 380, 51-54. 

Hughes, M.K. and Diaz, H.E (1994). Was there a "Medieval Warm Period" and if so, where 
and when.^ Climatic Change, 26, 109-142. 

Hughes, M.K., Kelley, RM., Pilcher, J.R., and LaMarche, V.C. (1982). Climate from tree 
rings. Cambridge: Cambridge University Press. 

Hughes, T.J., Denton, G.H., Anderson, B.G., Schilling, D.H., Fastook, J.L., and Lingle, C.S. 
(1981). The last great ice sheets: a global view. In: The Last Great Ice Sheets (G.H. Den-
ton and T.J. Hughes, ed.). New York: Wiley, 275-318. 

Hummel, J. and Reck, R. (1979). A global surface albedo model. Jour. Appl. Meteorology, 
18, 239-253. 

Hunt, J.B. and Hill, P.G. (1993). Tephra geochemistry: a discussion of some persistent ana-
lytical problems. The Holocene, 3, 271-278. (See also discussion in The Holocene, 4, 
435-438.) 



546 REFERENCES 

Huntley, B. {1990a). European vegetation history: palaeovegetation maps from pollen data— 
13,000 B.P. to present. Jour. Quaternary Science, 5, 103-122. 

Huntley, B. (1990b). Dissimilarity mapping between fossil and contemporary pollen spectra 
in Europe for the past 13,000 years. Quaternary Research, 33, 360-376. 

Huntley, B. and Birks, H.J.B. (1983). An Atlas of Past and Present Pollen Maps for Europe, 
0-13,000 Years Ago. Cambridge: Cambridge University Press. 

Huntley, B. and Prentice, I.C. (1988). July temperatures in Europe from pollen data, 6000 
years before present. Science, 241, 687-690. 

Huntley, B. and Prentice, I.C. (1993). Holocene vegetation and climates in Europe. In: Global 
Climates Since the Last Glacial Maximum (H.E. Wright, Jr., J.E. Kutzbach, T. Webb III, 
W.F. Ruddiman, F.A. Street-Perrott, and P.J. Bartlein, eds.). MinneapoHs: University of 
Minnesota Press, 136-168. 

Huntley, B. and Webb III, T. (1988). Vegetation History. Kluwer, Dordrecht. 
Huntley, B. and Webb III, T. (1989). Migration: species' response to climatic variations 

caused by changes in the earth's orbit. Jour. Biogeography, 16, 5-19. 
Huntley, D.J., Godfrey-Smith, D.I., and Thewalt, M.L.W. (1985). Optical dating of sedi-

ments. Nature, 313, 105-107. 
Hurford, A.J. and Green, P.F. (1982). A user's guide to fission track dating calibration. Earth 

and Planetary Science Letters, 59, 343-354. 
Hutson, W.H. (1977). Transfer functions under no-analog conditions: experiments w îth In-
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spheric changes in the concentrations of nitrous oxide, hydrogen peroxide and other trace 
species? In: The Changing Atmosphere (F.S. Rov^land and I.S.A. Isaksen, eds.). Chichester: 
Wiley, 63-77. 

Steffensen, J.P. (1985). Microparticles in snov^ from the South Greenland ice sheet. Tellus, 
37B, 286-295. 

Steffensen, J.P. (1988). Analysis of the seasonal variations in dust, CI", NO3' and SO^ "~ in 
tv^o central Greenland firn cores. Annals of Glaciology, 10, 171-177. 

Steig, E.J., Grootes, P.M. and Stuiver, M. (1994). Seasonal precipitation and ice core records. 
Science, 266ylSS5-lSS6. 

Sternberg, R.S. (1995). Radiocarbon fluctuations and the geomagnetic field. In: Radiocarbon 
After Four Decades (R.E. Taylor, A. Long, and R.S. Kra, eds.). New^ York: Springer-Verlag, 
93-116. 

Stidd, C.K. (1967). The use of eigenvectors for climatic estimates. Jour. Appl. Meteorology, 
6, 255-264. 

Stirling, C.H., Esat, T.M., McCulloch, M.T., and Lambeck, K. (1995). High-precision U-
series dating of corals from w^estern Australia and implications for the timing and 
duration of the Last Interglacial. Earth and Planetary Science Letters, 135, 115-130. 

Stockmarr, J. (1971). Tablets with spores used in pollen analysis. Pollen et Spores, 13, 
615-621. 

Stockton, C.W. (1975). Long term Streamflow Records Reconstructed from Tree Rings. Pa-
per 5, Laboratory for Tree Ring Research, Tucson: University of Arizona Press. 

Stockton, C.W. and Boggess, W.R. (1980). Augmentation of hydrologic records using tree 
rings. In: Improved Hydrologic Forecasting. New York: American Society of Civil Engi-
neers, 239-265. 

Stockton, C.W. and Fritts, H.C. (1973). Long-term reconstruction of water level changes for 
Lake Athabasca by analysis of tree rings. Water Resources Bulletin, 9, 1006-1027. 

Stokes, M.A. and Smiley, T.L. (1968). Aw Introduction to Tree-ring Dating. Chicago: Univer-
sity of Chicago Press. 

Stothers, R.B. (1984). The great Tambora eruption in 1815 and its aftermath. Science, llA^ 
1191-1198. 

Stott, L.D. and Tang, C M . (1996). Reassessment of foraminiferal-based tropical sea surface 
8^^0 paleotemperatures. Paleoceanography, 11, 37-56. 

Street, F.A. and Grove, A.T. (1976). Environmental and climatic implications of late Quater-
nary lake-level fluctuations in Africa. Nature, 261, 285-390. 

Street, F.A. and Grove, A.T. (1979). Global maps of lake-level fluctuations since 30,000 yr 
BP. Quaternary Research, 12, 83-118. 

Street-Perrott, F.A. (1994). Palaeo-perspectives: changes in terrestrial ecosystems. Ambio, 23, 
37-43. 

Street-Pern tt, F.A. and Harrison, S.P. (1985a). Lake levels and climate reconstruction. In: 
Paleoclimate Analysis and Modeling (A.D. Hecht, ed.). Chichester: Wiley, 291-340. 

Street-Perrott, F.A. and Harrison, S.P. (1985b). Temporal variations in lake levels since 
30,000 yr B.P.—an index of the global hydrological cycle. In: Climate Processes and 



REFERENCES 583 

Sensitivity (J.E. Hansen and T. Takahashi, eds.). Washington DC: American Geophysical 
Union, 118-129. 

Street-Perrott, F.A., Huang, Y., Perrott, R.A., and Eglinton, G. (1998). Carbon isotopes in 
lake sediments and peats of last glacial age: implications for the global carbon cycle. In: 
Stable Isotopes (H. Griffith, ed.). Oxford: BIOS Scientific Publishers, 381-396. 

Street-Perrott, F.A., Huang, Y., Perrott, R.A., Eglinton, G., Barker, P., Khelifa, L.B., Hark-
ness, D.D., and Olago, D.O. (1997). Impact of lower atmospheric carbon dioxide on 
tropical mountain ecosystems. Science, 278, 1422-1426. 

Street-Perrott, F.A., Marchand, D.S., Roberts, N., and Harrison, S.P. (1983). Global Lake-
level Variations from 18,000 to 0 years ago: a Paleoclimatic Analysis. Technical Report 
046, Department of Energy, Washington, DC. 

Street-Perrott, F.A., Mitchell, J.F.B., Marchand, D.S., and Brunner, J.S. (1990). Milan-kovitch 
and albedo forcing of the tropical monsoons: a comparison of geological evidence and 
numerical simulations for 9000 yr B.P. Trans. Royal Society of Edinburgh, 81, 407-427. 

Street-Perrott, F.A., and Roberts, N., (1983). Fluctuations in closed-basin lakes as an indi-
cator of past atmospheric circulation patterns. In: Variations in the Global Water Bud-
get, (Street-Perrott, F.A., Beran, M. and Ratcliffe, R., eds.). Dordrecht: D. Reidel, 
331-345. 

Street-Perrott, F.A. and Perrott, R.A. (1990). Abrupt climate fluctuations in the tropics: the 
influence of Atlantic Ocean circulation. Nature, 343, 607-612. 

Street-Perrott, F.A. and Perrott, R.A. (1993). Holocene vegetation, lake levels and climate of 
Africa. In: Global Climates Since the Last Glacial Maximum (H.E. Wright, J.E. 
Kutzbach, T. Webb III, W.F. Ruddiman, F.A. Street-Perrott, and P.J. Bartlein, eds.). Min-
neapolis: University of Minnesota Press, 318-356. 

Studhalter, R.A. (1955). Tree growth: I. Some historical chapters. Botanical Review, 21 , 1-72. 
Stuiver, M. (1978a). Carbon-14 dating: a comparison of beta and ion counting. Science, 202, 

881-883. 
Stuiver, M. (1978b). Radiocarbon timescale tested against magnetic and other dating meth-

ods. Nature, 273, 271-274. 
Stuiver, M. (1993). A note on single-year calibration of the radiocarbon time scale, A.D. 

151-954. Radiocarbon, 35, 67-72. 
Stuiver, M. (1994). Atmospheric "̂̂ C as a proxy of solar and climatic change. In: The Solar 

Engine and its Influence on Terrestrial Atmosphere and Climate (E. Nesme-Ribes, ed.). 
Berlin: Springer-Verlag, 203-220. 

Stuiver, M. and Braziunas, T.F. (1987). Tree cellulose ^^C/^^C isotope ratios and climatic 
change. Nature, 328, 58-60. 

Stuiver, M. and Braziunas, T.F. (1991). Isotopic and solar records. In: Global Changes of the 
Fast (R.S. Bradley, ed.). Boulder: University Corporation for Atmospheric Research, 
225-244. 

Stuiver, M. and Braziunas, T.F. (1992). Evidence of solar activity variations. In: Climate Since 
A.D. 1500 (R.S. Bradley and RD. Jones, eds.). London: Routledge, 593-605. 

Stuiver, M. and Braziunas, T.F. (1993). Modeling atmospheric "̂̂ C influence and "̂̂ C ages of 
marine samples to 10,000 B.C. Radiocarbon, 35, 137-189. 

Stuiver, M., Braziunas, T.F., Becker, B., and Kromer, B. (1991). Chmatic, solar, oceanic and 
geomagnetic influences on Late-Glacial and Holocene atmospheric "̂̂ C/̂ ^C change. 
Quaternary Research, 35, 1-24. 

Stuiver, M., Grootes, P.M., and Braziunas, T.F. (1995). The GISP2 8^^0 record of the past 
16,500 years and the role of the sun, ocean and volcanoes. Quaternary Research, 44, 
341-354. 

Stuiver, M., Heusser, C.J., and Yang, I.C. (1978). North American glacial history extended to 
75,000 years ago. Science, 200, 16-21. 

Stuiver, M. and Pearson, G.W. (1993). High-precision bidecadal calibration of the radiocar-
bon time scale, AD 1950-500 B.C. and 2500-6000 B.C. Radiocarbon, 35, 1-23. 

Stuiver, M., Pearson, G.W., and Braziunas, T. (1986). Radiocarbon age calibration of marine 
samples back to 9000 cal. yr B.R Radiocarbon, 28, 980-1021. 



584 REFERENCES 

Stuiver, M. and Quay, P.D. (1980). Changes in atmospheric carbon-14 attributed to a vari-
able sun. Science, 207, 11-19. 

Stuiver, M. and Reimer, P.J. (1993). Extended "̂̂ C data base and revised CaUb 3.0 "̂̂ C age 
caHbration program. Radiocarbon, 35, 215-230. 

Stute, M., Forster, M., Frischkorn, H., Serejo, A., Clark, J.F., Schlosser, P., Broecker, W.S., 
and Bonani, G. (1995). Cooling of tropical Brazil (5 °C) during the last glacial maxi-
mum. Science, 269, 379-383. 

Suess, H.E. (1965). Secular variations of the cosmic-ray produced carbon-14 in the atmo-
sphere and their interpretations. Jour. Geophys. Research, 70, 5937-5952. 

Suess, H.E. (1980). The radiocarbon record in tree rings of the last 8000 years. Radiocarbon, 
22, 200-209. 

Sunda, W.G., Swift, D.G., and Huntsman, S.A. (1991). Low iron requirement for growth in 
oceanic phytoplankton. Nature, 351, 55-57. 

Sundquist, E.T. (1985). Geological perspectives on carbon dioxide and the carbon cycle. In: 
The Carbon Cycle and Atmospheric CO2: Natural Variations Archean to Present (E.T. 
Sundquist and W.S. Broecker, eds.) Washington DC: American Geophysical Union, 5-59. 

Swain, A.M. (1978). Environmental changes during the last 2000 years in north-central Wis-
consin: analysis of pollen, charcoal and seeds from varved lake sediments. Quaternary 
Research, 10, 55-68. 

Swart, P.K., Lohmann, K.C., McKenzie, J., and Savin, S. (eds.). (1993). Climate Change in 
Continental Isotopic Records. Washington DC: American Geophysical Union. 

Swetnam, T.W. (1993). Fire history and climate change in giant Sequoia groves. Science, 262, 
885-889. 

Swetnam, T.W. and Betancourt, J.L. (1990). Fire-Southern Oscillation relations in the south-
western United States. Science 249, 1017-1020. 

Switsur, R., Waterhouse, J.S., Field, E.M., Carter, T , and Loader, N. (1995). Stable isotope 
studies in tree rings from oak-techniques and some preliminary results. In: Problems of 
Stable Isotopes in Tree-rings, Lake Sediments and Peat-bogs as Climatic Evidence for 
the Holocene (B. Frenzel, B. Stauffer, and M.M. Weiss, eds. ). Stuttgart: Gustav Fischer 
Verlag, 129-140. 

Syktus, J., Gordon, H., and Chappell, J. (1994). Sensitivity of a coupled atmosphere-dynamic 
upper ocean GCM to variations of CO2, solar constant, and orbital forcing. Geophysi-
cal Research Letters, 21, 1599-1602. 

Symonds, R.B., Rose, W.I., and Reed, M.H. (1988). Contribution of CI" and F" bearing gases 
to the atmosphere by volcanoes. Nature, 334, 415-418. 

Szabo, B.J. (1979a). Uranium-series age of coral reef growth on Rottnest Island, western 
AustraUa. Marine Geology, 29, M11-M15. 

Szabo, B.J. (1979b). ^^^Th, ^^^Pa and open system dating of fossil corals and shells. Jour. 
Geophys. Research, 84, 4927-4930. 

Szabo, B.J. and Collins, D. (1975). Age of fossil bones from British interglacial sites. Nature, 
254,680-682. 

Szabo, B.J., Miller, G.H., Andrews, J.T, and Stuiver, M. (1981). Comparison of uranium se-
ries, radiocarbon and amino acid data from marine molluscs, Baffin Island, Arctic 
Canada. Geology, 9, 451-457. 

Szabo, B.J. and Rosholt, J.N. (1969). Uranium-series dating of Pleistocene molluscan shells 
from southern California—an open system model. Jour. Geophys. Research, 74, 
3253-3260. 

Szafer, W. (1935). The significance of isopoUen lines for the investigation of geographical dis-
tribution of trees in the post-glacial period. Bulletin International de VAcademie Polon-
aise des Sciences et des Lettres, Bl, 235-239. 

Tagami, Y. and Fukaishi, K. (1992). Winter and summer climatic variation in Japan during 
the Little Ice Age. In: Proceedings of the International Symposium on the Little Ice Age 
Climate (T. Mikami, ed.). Department of Geography, Tokyo Metropolitan University, 
188-193. 



REFERENCES 585 

Talbot, M.R. and Delibrias, G. (1977). Holocene variations in the level of Lake Bosumptwi, 
Ghana. Nature, 268, 722-724. 

Talbot, M.R. and Johannessen, T. (1992). A high resolution palaeoclimate record for the last 
27,500 years in tropical West Africa from the carbon and nitrogen isotopic composition 
of lacustrine organic matter. Earth and Planetary Science Letters, 100, 23-37. 

Tarling, D.H. (1975). Archeomagnetism: the dating of archaeological materials by their mag-
netic properties. World Archaeology, 7, 185-197. 

Tarling, D.H. (1978). The geological-geophysical framework of ice ages. In: Climatic Change 
(J. Gribbin, ed.). Cambridge: Cambridge University Press, 3-24. 

Tarr, R.S. (1897). Difference in the climate of the Greenland and American side of Davis' and 
Baffin's Bay. American Jour. Science, 3, 315-320. 

Tarusov, RE., Pushenko, M.Ya., Harrison, S.P., Saarse, L., Andreev, A.A., Aleshinskaya, Z.V., 
Davydova, N.N., Dorofeyuk, N.I., Efremov, Yu.Y., Elina, G.A., Elovicheva, Ya.K., 
Filimonova, L.V., Gunova, V.S., Khomutova, V.I., Kvavadze, E.V., Nuestrueva, I.Yu., 
Pisareva, V.V., Sevastyanov, D.V., Shelekhova, T.S., Subetto, D.A., Uspenskaya, O.N., 
and Zernitskaya, V.P. (1996). Lake Status Records from the Former Soviet Union and 
Mongolia: Documentation of the Second Version of the Database. Paleoclimatology 
Publication Series Report No. 3, World Data Center-A for Paleoclimatology, Boulder. 

Tauber, H. (1965). Differential pollen dispersion and the interpretation of pollen diagrams. 
Danmarks Geologiske Undersogelse, Series II 89. 

Tauxe, L., Deino, A.D., Behrensmeyer, A.K., and Potts, R. (1992). Pinning down the Brunhes-
Matuyama and upper Jaramillo boundaries: a reconciliation of orbital and isotopic time 
scales. Earth and Planetary Science Letters, 109, 561-572. 

Tauxe, L., Herbert, T , Shackleton, N.J., and Kok, Y.S. (1996). Astronomical caUbration of 
the Matuyama-Brunhes boundary: consequences for magnetic remanence acquisition in 
marine carbonates and the Asian loess sequences. Earth and Planetary Science Letters, 
140, 133-146. 

Taylor, K.C., Hammer, C.U., Alley, R.B., Clausen, H.B., Dahl-Jensen, D., Gow, A.J., Gunde-
strup, N.S., Kipfstuhl, J., Moore, J.C., and Waddington, E.D. (1993a). Electrical con-
ductivity measurements from the GISP2 and GRIP Greenland ice cores. Nature, 366, 
549-552. 

Taylor, K.C., Lamorey, G.W, Doyle, G.A., Alley, R.B., Grootes, RM., Mayewski, RA., White, 
J.W.C., and Barlow, L.K. (1993b). The 'flickering switch' of late Pleistocene climate 
change. Nature, 361, 432-436. 

TEMPO (1996). Potential role of vegetation feedback in the climate sensitivity of high lati-
tude regions: a case study at 6000 years B.P. Global Biogeochemical Cycles., 10, 727-736. 

Ten Brink, N.W. (1973). Lichen growth rates in west Greenland. Arctic and Alpine Research, 
5,323-331. 

Tetzlaff, G., and Adams, L.J. (1983). Present-day and early Holocene evaporation of Lake 
Chad. In: Variations in the Global Water Budget (F.A. Street-Perrott, M. Beran, and R. 
Ratcliffe, ed.). Dordrecht: D. Reidel, 347-360. 

Thierstein, H.R., Geitzenauer, K.R., Molfino, B., and Shackleton, N.J. (1977). Global syn-
chroneity of late Quaternary coccolith datum levels: validation by oxygen isotopes. Ge-
ology, 5, 400-404. 

Thistlewood, L. and Sun, J. (1991). A paleomagnetic and mineral magnetic study of the loess 
sequence at Liujiapo, Xian, China. ]our. Quaternary Science, 6, 13-26. 

Thompson, L.G. (1991). Ice core records with emphasis on the global record of the last 2000 
years. In: Global Changes of the Past (R.S. Bradley, ed.). Boulder: University Corpora-
tion for Atmospheric Research, 201-224. 

Thompson, L.G. (1992). Ice core evidence from Peru and China. In: Climate Since A.D. 1500 
(R.S. Bradley and P.D. Jones, eds.) London: Routledge, 517-548. 

Thompson, L.G. and Mosley-Thompson, E. (1987). Evidence of abrupt climatic change during 
the last 1500 years recorded in ice cores from the tropical Quelccaya Ice Cap, Peru. In: 
Abrupt Climatic Change (WH. Berger and L.D. Labeyrie, eds.). Dordrecht: Reidel, 99-110. 



586 REFERENCES 

Thompson, L.G., Davis, M., Mosley-Thompson, E., and Liu, K. (1988a). Pre-Incan agricul-
tural activity recorded in dust layers in tw ô tropical ice cores. Nature, 336, 763-765. 
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Guliya ice core, 186 
6I8O, 186f 
accumulation, 190f 

Gymnosperms, 357 

H 
Half-life, 49 
Hard water effect, 55-56 
Heat balance, mean latitudinal 

values, 29t 
Heat transfer, 26 
Heinrich events, 246, 261-268 

age of, 263t 
and grain size, 292-293 
and pine expansion in Florida, 396 
quasi-periodicity, 267-268 

Heinrich layers, thickness, 264f 
Hermatypic coral, 247-254 
Historical records 

bias, 442 
biological records, 454-459 
calibration, 443 
categories, 440-441 
content analysis, 441 
earliest per area, 440t 
phenological records, 454-459 
sampling interval, 7t 
sources of, 441 
of weather-dependent natural phe-

nomena, 448-453 
weather observations, 444-448 

Holocene glacier fluctuation, 310 
Hydration rind, 112 
Hydrological balance model, 

313-317,472 
Hydrological-energy balance model, 

317 

I 
Ice, continental, 213-214 
Ice core dating 

air-ice age difference, 167-169 
Antarctica, 154-158 
Bê o spikes, 148-150 

correlation of site records, 
181-183 

correlation with marine sediment, 
184-186 

and electrical conductivity mea-
surements, 147 

Greenland records, 158-165 
Greenland-Antarctica correlation, 

181-183 
and microparticles, 145 
radioisotopic methods, 142 
reference horizons, 147-151 
sampling interval, 7t 
stratigraphic correlations, 153 
theoretical models, 151-153 
and volcanic eruptions, 148, 

177-181 
Ice cores 

accumulation, 151 
aerosol concentration, 175-176 
altitude effect, 151, 152f 
annual layer acidity, 149f 
dating, 142-153 
locations, 128t 
low latitude records, 186-190 
low latitude sites, 128f 
pore close off, 167-169,168f 
seasonal variation. Site A, 146f 
seasonal variations, 143-147 
sites, 127f 
sources of information from, 

126t 
visual stratigraphy, 143 

Icelandic Vedde ash, 115 
Ice-rafted detritus (IRD), 262- 263, 

262f 
Ice-rafting and Heinrich events, 

263-267 
Ice sheets 

and carbon dioxide levels, 485 
climatic influence, 490-494 
distribution, 49If 
GCM simulation, 490-494 
Pleistocene, 28t 

Ice sheet volum.e 
global vs. local, 209 
northern hemisphere simulation, 

474, 474f 
and oceanic Ŝ ^O, 215 

Ice wedges, 293, 294, 295-296t 
Inclination, 92 

variations, 98 
Infrared stimulated luminescence 

(IRSL), 80, 87f 
dating, 86-89 
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Inorganic material in oceanic ice 
cores, 242-246 

Insects, 348-356 
aquatic, 354-356 
Coleoptera, 350-354 
distribution vs. temperature, 

350 
eurythermic, 348 
stenothermic, 348 
types of fossils, 349 

Insolation. See Solar insolation 
Intergovernmental Project on 

Climatic Change (IPCC), 471 
Intermediate Waters, 255 
Interstadials 

Lake Windermere, 350 
Upton Warren, 350 

Intertropical convergence zone 
(ITCZ), 322, 323 

Intransitive system, 15 
Inverse modeUng, 505 
Ion concentration and ice core 

dating, 145 
Ipswichian interglacial, 350 
Isochrones, 373-375, 375f 
Isoleucine, 100, 102 

epimerization model curves, 109f 
racemization rates in gastropods, 

103f 
Isomers, 100-102 
IsopoUs, 365, 373-375, 374f, 366f 
Isotopes, 48 

dendroclimatology studies, 402, 
436-438 

description of, 129 
and general circulation models, 

479 
in speleothems, 329-334 
stable in water, 129, 130-131 
stable in water, geographical fac-

tors, 132-135 
See also 6̂ ^C; 6^^0; Radiocarbon 

dating 
Isotopic fractionation. See fractiona-

tion 

J 
Japan 

phenological records, 454 
climatic reconstruction from 

historical records, 460-461 
snowfall records, 447 
weather data coding, 462f 

Jaramillo subchron, 95 

Jet stream, effect of Laurentide ice 
sheet, 493, 494, 496, 498f 

K 
Karst, 327, 327f 
Krummholz tree forms, 338, 340 

Lacustrine deposits, 285 
La Grande Pile, France 

mean annual temperature, 387f 
pollen diagram, 386f 

Lake level 
Africa, 321-324 
calculation for closed basin, 313 
categories, 318 
-18,000 yrB.P., 318f 
evaporation rates, 314, 316 
fluctuations, 310-324 
hydrological balance models, 

313-317 
hydrological-energy balance 

model, 317 
intertropical zone, 320f 
Lake Athabasca, 434f 
modern, 32If 
regional patterns, 317-324 
~6000yrB.P.,319f 
and tree ring eigenvector calibra-

tion, 433f 
Lake freezing, 452-453 
Lake sediments, 324-326 

sampling interval, 7t 
Lake Windermere interstadial, 350 
Laschamp excursion, 97 
Last appearance datum (LAD), 214 
Last Glacial Maximum (LGM) 

b^K in Atlantic Ocean, 259f 
518O changes, 138 
albedo, 22t 
boundary changes, 490 
Brazil palynological data, 391 
environmental changes, 268-275 
equatorial Africa, 392 
equatorial SSTs, 192 
ice thickness, 137 
isotope simulations, 479 
paleotemperature estimates, 225t 
precipitation sources from GCM, 

479 
SSTs, 224 
temperature vs. today, 497t 
tropical SSTs, 192 

Latent heat for evaporation, 3Of 
Latent heat flux, 26 
Latent heat transfer, 29 
Late wood, 398 

6i^C values, 435 
Laurentide Ice Sheet 

effect on jet stream, 493, 494, 
496, 498f 

effect on tropospheric circulation, 
492-493 

isotopic composition, 438 
Lead, 166 
Lead îo global cycle, 81f 
Leucine, 102 
LGM. See Last glacial maximum 
Libby half-hfe, 49, 508 
Lichenometry, 116-122 

glacial deposit dating, 307-308 
See also Rhizocarpon geograph-

icum 
Linear regression of tree ring data, 

413 
Little Ice Age, 189 

artistic evidence of, 448, 449f 
biological effects, 457 
dating and alpine treeline, 344 
and equilibrium line altitude, 304 
glacier front positions, 308 
historical records, 461-463 
tree ring data, 412 

Loess, 286-293 
deposit locations, 286f 
grain size in China, 29If 
magnetic susceptibility, 292f 
sampling interval, 7t 
thickness, 286 

Loess-paleosol 
China, 287f 
chronology, 287-290 
chronology and paleoclimate, 

290-293 
magnetic stratigraphy, 288f 
marine isotope record relation-

ship, 289, 289f 
orbital forcing relationship, 290 
stratigraphy, 11 If 

Luminescence, 82 
Luminescence dating, 80-89, 87f 

M 
Magnetic field of earth, 92-93 

secular variations, 97-99 
Marine fauna, 198-215 

abundance studies, 216-226 
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analysis of, 196 
calcareous tests, 195f 
depth of habitat, 200-202 
foraminifera, 216 
in Indian Ocean, 232 
in North Atlantic Ocean, 226-227 
as orbital forcing evidence, 

280-283 
in Pacific Ocean, 228-231 
seasonality, 204 
species isotopic equilibrium, 200 
taxonomy, 196f 

Marine sediments 
correlation with ice cores, 184-186 
isotope/loess-paleosol relationship, 

289, 289f 
sampling interval, 7t 

Matayuma chron, 95 
Maunder Minimum, 468 

and Ĉ "* concentration, 69 
and temperature, 71, 73 

Medieval Warm Epoch, 412, 447 
Meltwater 

age, 270f 
and North Atlantic Deep Water 

(NADW), 269-271 
Meristematic tissue, 398 
Meteoric water line, 139 
Methane, 166 

d^^O shifts in Greenland , 267 
glacial-interglacial cycle, 171 
GRIP ice core, 171f 

Microparticles and dating ice cores, 
145 

Middens, 345-347, 346f 
and climatic conditions, 347t 
and LGM climate, 347t 
and vegetation zones in Nevada, 

348f 
Milankovich hypothesis of glacia-

tion, 280-283 
and calcite 6^^0, 334 

Models, 9-10, 472-480 
atmospheric general circulation 

models, 476-478 
18 ka B.R to present, 495-499 
energy balance models, 473 
forest growth change models, 472 
general circulation models, 

475-480 
GFDL ocean circulation model, 

500 
hydrological balance models, 472 
NCAR Climate System Model, 

475 

ocean-atmosphere GCM, 472 
ocean-atmosphere models, 

499-505 
radiative convective models, 

474-475 
statistical dynamical models, 

473-474 
Molluscs, amino-acid dating, 

100-112 
Mono Lake excursion, 97 
Monsoon climate variability, 

486-490 
Mountain-building, 18 
Mountain glaciers, 304-310 
Mountain range elevation and 

continental glaciation, 214 
MulticolHnearity, 415 
Multivariate regression, tree ring 

data, 414 
Mutual climate range method, 352f, 

352-353 

N 
Nannoliths, 193 
NAP. See Non-arboreal pollen 
NASA-GISS GCM, 483 

ice sheet effects study, 493 
National Center for Atmospheric 

Research. See NCAR 
Natural archives, characteristics, 7t 
Natural variability vs. anthropogenic 

effects, 2 
NCAR Climate System Model, 475 
NCAR Community Climate Model 

1 (CCMl), 381-383 
orbital forcing study, 495 
snow/albedo feedback study, 485 

Negative feedback mechanisms, 23 
Netherlands, lake freezing, 454 
Nitrate, 166 
Nitrogen isotopes in oceans, 

279-280 
Nitrous oxide, 166 

in Byrd ice core, 173f 
No-analog situations, 376-377 
Noble gas concentration in ground-

water, 224 
Noise, 4 
Noise reduction, 380-381 
Non-arboreal pollen, 384 
Nondipole field, 92 
Nonlinear feedback, 13 
Nonperiodic variation, 12-13 
North, magnetic vs. geographical, 92 

North America 
dendroclimatic reconstruction, 

418f 
drought, 426-431 
ice sheet reconstruction, 

483-484 
lake freezing, 454 

North Atlantic Deep Water 
(NADW), 205, 255, 256f 

C^^ dating, 58 
equihbrium, 255-257 
formation, 255 
meltwater flux, 269-271 
shutdown and Younger Dryas, 

271-275 
Northwestern Atlantic Deep Water, 

255 

o 
Obhquity, 35, 36f 

and insolation changes, 45 
Obsidian hydration dating, 112-113 
Ocean-atmosphere GCM 

(OAGCM), 472, 477 
Ocean-atmosphere model experi-

ments, 499-505 
Ocean general circulation models 

(OGCMs), 475 
Oceanic thermohaline circulation, 

13 
North Atlantic models, 499-505 

Oceans, 16 
age of surface/3 km, 6Of 
and atmospheric carbon dioxide, 

276-280 
atmospheric GCM coupling, 

476-478, 477f 
calcium carbonate concentration, 

200 
C^^ content, 56-61 
circulation and last glacial-

interglacial cycle, 260-275 
currents and energy transport, 29 
deep current system, 256f 
density, 202f, 203f 
geochemistry and iron, 278 
inorganic material in, 242-246 
oxygen isotopic composition, 

199-206 
salinity, 202f, 203f, 204-210-206 
salinity and S^^O, 204f 
surface water age, 59f 
temperature-salinity-density rela-

tionship, 202f, 203f 
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thermohaline circulation, 13, 
254-260, 499-505 

ventilation rates, 61, 260 
vertical temperature distribution, 

201t 
Olduvai subchron, 95 
Optical isomers, 100-102 
Optically stimulated luminescence 

(OSL), 80, 83f, 87f 
dating, 86-89 

Orbital conditions, 9 ka B.P., 488 
and marine sediment dating, 

210-214 
Orbital forcing, 35-46 

and carbon dioxide effect on 
glaciation, 484 

CLIMAP study, 191-192 
and CO2/CH4 ice core levels, 174 
glacial-interglacial variation, 281 
and glaciation, 481-486 
loess-paleosol relationship, 290 
marine evidence, 280-283 
and monsoon climate variability, 

486-490 
Orbital tuning of marine sediment 

6I8O, 210-214 
Orogenies, 18 
Orthogonal predictor variables, 415 
Orthogonal spatial regression tech-

niques, 416-419 
Oxalic acid standard, 507-508 
Oxygen-18 in atmospheric precipita-

tion, 132 
Oxygen-18/oxygen-16 ratio. See 

Oxygen isotope record 
Brunhes chron, 207f 
Ontong Java Plateau, 24If 
stage boundaries, 212t 
stratigraphy, 206-209 

Ozone, 22 

Pacific Warm Pool, 224 
Pakitsoq ice core, 6^^0 vs. Camp 

Century, 166f 
Paleobioclimate, 380 
Paleoclimate Model Intercomparison 

Project: 
PMIP, 481 

Paleoclimatic reconstruction 
from Coleoptera, 350-354 
dendroclimatic verification of, 

421-423 

East Asia from historical records, 
459t 

from ice cores, 153-190 
information sources, 4-8 
instrumental data vs., 419f, 420 
from long Quaternary pollen 

records, 384-396 
levels of analysis, 8-9 
from loess-paleosol sequences, 

290-293 
multiple linear regression of pollen 

rain, 376 
no analog situations, 376-377 
noise reduction, 380-381 
pollen analysis, 375-383 
from pollen rain, 364 
pollen rain-climate analysis, 376 
response surface computation, 

377-380 
from snowlines, 300-302 
three dimensional array multi-

variate approach, 377-380 
transfer function based, 376 

Paleodose, 82 
Paleoenvironmental Multiproxy 

Analysis and Mapping Project 
(PMAP),481 

Paleohydrology from tree ring data, 
432-433 

Paleomagnetism, 91-99 
stratigraphy, 93 
timescale and orbital tuning, 214 

Paleo-oceanographic reconstruction 
methods 

principal components analysis, 
219,222 

transfer functions, 217-218 
Paleopodsols, 338 
Paleoprecipitation 

from hydrological balance studies, 
316t 

and loess-paleosol sequences, 290, 
292 

Paleotemperature reconstruction, 
110-112 

6^«0 calibration of, 135-138 
from calcite oxygen isotopes, 332f 
dendroclimatic, 423-426 
Europe via periglacial features, 

298f 
oceans, 216-226 
from treeline fluctuations, 338 

Palmer Drought Severity Indices 
(PDSI), 415, 426 

NewYork,417f 

Palynology. See Pollen 
Parameteorogical phenomena, 440 
Parametrization, 476 
Patterned ground. Great Britain, 

294f 
Pb^io global cycle, 81 
Pelagic sedimentation, 192f 
Periglacial features, 293-297 

climatic threshold values for, 
295-296t 

and paleotemperature in Europe, 
298f 

and temperature since LGM, 297f 
Perihelion, 35 

seasonal timing, 37 
Periodic variation of climate, 12-13 
Permafrost, 293 
Phenological records, 440, 454-459 

cherry blossoms in Japan, 45 7t 
as climatic index, 456f 
grapes in France, 458f 

Pingos, 293 
Planktic organisms, 191 
Planttaxa, 361t 
Plate movement, 18 
Pleistocene land-based ice sheets, 28t 
Pluvials, 312 
Polarity boundaries in marine 

sediments, 214 
Polarity chrons, 95 
Polarity excursions, 96-97 
Pollen, 357-396 

altitudinal changes, 364 
dispersal, 359-362 
dispersal models, 362-363 
flux density, 370, 371-372 
flux density calculations, 372f 
fossil sources, 362-363 
grain attributes, 358, 358-359 
maps, 365 
paleoclimatic reconstruction, 364 
percentages vs. flux density, 372 
productivity, 359-362 
sample preparation, 363 
sampling interval, 7t 
scale, 358 
tree percentages vs., 367 
types, 360f 
variations in Ghana, 392f 

Pollen diagram, 370-373 
Florida, 395f 
La Grande Pile, France, 386f 
Oregon, 371 f 
zonation, 372-373 

Pore close off, 167-169, 168f 
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Positive feedback mechanisms, 23 
Potassium-argon dating, lZ-1^ 
Precession, 36f 

definition, 37 
and insolation changes, 45 

Precipitation 
historical records, 443-444 
isotopic fractionation, 140 
modeled zonally averaged depar-

ture, 499f 
moisture sources and deuterium 

excess, 139-140 
oxygen-18 concentration, 132 
and periglacial features, 295-296t 
reconstruction with tree ring data, 

418f 
and runoff, 315f, 316 
and snowlines, 300-301 
source general circulation model, 

479 
sources, 140-141 

Pressure reconstruction from tree 
ring data, 418f 

Principal component analysis, 415 
Pringle Falls excursion, 97 
Protactinium ^^Whorium ^̂ ^ in 

oceans, 279 
Protactinium sedimentation, 77, 78 f 
Proxy data, 1, 2, 5t 

Quasi-periodic variation, 12-13 
Quelccaya ice core, 187-189, 188f 

accumulation, 190f 

R 
Racemization, 100-102 

and paleotemperature estimates, 
110-112 

rate constant, 107 
rates, lOlf, 102 
reaction equation, 106 
and temperature, 105 
values for aspartic acid, 102f 

Radiation 
annual mean and energy balance, 

25f 
balance, 28, 30f 
convective models, 474-475 
incoming, 45f 
receipts, comparison to 1950, 

39-44, 40f 
signal-to-noise ratio, 52 

Radiocarbon dating, 50-73 

accuracy, 54 
calculations, 507-508 
calendar year calibration, 64-68 
calibration using U-series, 79 
date uniqueness, 70 
fluctuations, causes of, 63t 
limitations of, 53 
methods, 53-54 
sources of error, 54-62 
standardization procedure, 

507-508 
temporal variation causes, 68-71 
variations, 64f 
variations and climate, 71-73 

Radiolarians, 193 
Rainfall 

and loess-paleosol sequences, 290, 
292 

and SST-6180 relationship, 251 
reconstruction. North Carolina, 

430f 
^ee also Precipitation 

Reference horizons, ice core dating, 
147-151 

Refuge hypothesis, 390 
Regenerative thermoluminescence 

dating method, 88f 
Reservoir effect, 58 
Resolution of proxy data dating, 6-7 
Response function analysis, 412-413 

of pine growth in Fennoscandia, 
413f 

Response surfaces, 337-380, 378f, 
379f 

number of taxa required, 380 
Rhizocarpon geographicum, 117, 

119f 
growth curve, 120f 
growth rates, 118f 

Rivers, freezing of, 452-453 
Rock magnetization, 93-94 
Runoff 

Colorado River, 433f 
factors affecting, 314t 
and precipitation, 315f 
Upper Colorado River Basin, 432f 
^ee also Paleohydrology 

Saksunarvatn ash, 115 
Salinity 

anomalies and SST, 205f 
and lake sediment, 325 
and SST-5^^0 relationship, 251 

Sample contamination for Ĉ "* 
dating, 54-55 

Scandinavia 
alpine tree record, 342, 343f 

Sea level, 17-18, 208, 209f 
from coral dating, 269f 
and coral terraces, 216f 
and 518O, 215 
at last glaciation, 268 
and orbital forcing, 481 
speleothems as indicators, 334 

Sea surface temperature (SST) 
alkenone unsaturation-based, 

233-236, 235f 
cahbration equation, 219 
and coral geochemical variations, 

250f 
and coral growth rate, 247, 

249-250 
from foraminiferal studies, 206, 

208,208f 
Indian Ocean, 232 
latitudinal GCM differences, 

492f 
North Atlantic Ocean, 208f, 

226-228 
Norwegian Sea, 272f 
Pacific Ocean, 228-231 
and salinity anomalies, 205f 
winter, 22If 

Secular variation of magnetic field, 
97-99 

Sediment 
lake, 324-326 
magnetization, 93-94 
marine and ice core dating, 

184-186 
marine types, 191 

Sensible heat flux, 26, 3If 
and net radiation, 29 

Shell dating with O"^, 55 
Siliclastic grains, 245f 
Silicoflagellates, 193 
Slab ocean, 476 
SMOW. See Standard Mean Ocean 

Water 
Snow and ice 

cover and albedo, 27 
permanent, 19t 
seasonal, 20t 21f 
Switzerland, 44 6t 

Snowfall 
historical observations, 444-447 
UGAMP GCM generated anom-

alies, 495f 
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Snowlines, 297-304 
age of former, 302-304 
Alaska, modern and Wisconsin, 

299f 
climatic interpretation, 300-302 
modern and Pleistocene, 30If 
temperature relationship, 303f 

Snow/rain ratio, 446 
Software for Ĉ "̂  dating, 70 
Soil moisture, 489f 
Solar activity and Ĉ "̂  concentration, 

68-69 
Solar insolation 

18 kaB.P. to present, 496f 
monthly gradients, 43f 
9 ka B.P. to present, 486f 
and obhquity, 45 
115 ka B.P. to present, 482f 
and precession, 45 
signatures, 41, 42f 

Solar radiation 
distribution, 25f 
gradient (July), 44 
monthly pattern, 41 
receipts, 24 
variability, 468-470 

Solstice, 37, 38f 
Sorted polygons, 293 
South Oscillation Index (SOI), 

430 
tree ring anomolies, 43If 

SPECMAP, 192 
6i80-orbital tuning, 21 If, 

211-214 
eolian dust flux, 244f 

Speleothems, 326-335 
dating, 327-329 
dating with U-series, 79-80 
depositional intervals, 328-329 
growth and paleoclimatic infor-

mation, 327 
isotopic variations, 329-334 
sampling interval, 7t 
sea-level variations, 334-335 
uranium series dating, 329f 

Sporer period and Ĉ '* concentra-
tion, 69 

SST. See Sea surface temperature 
Stable isotope analysis of ice cores, 

126-142 
Stalactites, 326 
Stalagmites, 326 

cross section, 334f 
Standard Mean Ocean Water, 

130-131 

Statistical analysis of tree ring data, 
414t 

Statistical dynamical models 
(SDMs), 473-474 

Stenothermic insects, 348 
Stepwise multiple regression of 

climate-tree ring data, 414 
Stone stripes, 293 
Stratigraphic correlations, 153 
Subchrons, 95 
Sub-Saharan Africa, climate changes, 

394 
Subsystems of climate, 15-22 
Subtropical anticyclones and temper-

ature, 19f 
Suess effect, 62 
Sulfate, 166 
Sulfate concentrations at GISP2, 

178-179, 180f 
Sulfuric acid, 177, 178f 
Summer, year without, 468 
Summit ice core, 158 

accumulation, 15 If 
Sunspot-climate link, 397 
Sunspot observations, 468 
Swamp ocean, 476 
Switzerland 

snow cover, 446t 
temperature and precipitation, 

465f 

Taphocoenoses, 240 
Temperature 

from amino-acid epimerization, 
110-112 

from amino-acid racemization, 
110-112 

and amino-acid reactions, 104t 
and evapotranspiration, 315f 
fluctuation and Ĉ "* variation, 72 
glaciation relationship, 296 
global mean surface air, LGM vs. 

present, 497t 
and greenhouse gas levels at Vos-

tok, 169-170 
hemispheric and subtropical anti-

cyclones, 19f 
since last glacial maximum, 297f 
mean and differences, 17t 
mean annual vs. 6^^0, 136 
mean global estimated, 3f 
modeled difference, 9 ka B.P. vs. 

control, 488f 

modeled zonal differences, 487f 
modeled zonally averaged depar-

tures, 498f 
monthly thermal character, 464t 
and periglacial features, 295-296t 
and racemization rate, 105-106 
reconstruction and insect fossils, 

351f 
reconstruction with tree ring data, 

418f 
and snowlines, 300 
vertical oceanic distribution, 20It 
and volcanic eruption, 115-116 
warmest/coldest in British Isles, 

353 
TEMPO (Testing Earth System 

Models with 
Paleo-Observations), 489 

Tephra, 115t,148 
Tephrochronology, 113-116 

glacial deposit dating, 307 
Terrigenous sediment, 191 
Thanatocoenoses, 193, 240 
Thermal ion mass spectrometry 

(TIMS), 77, 328 
Thermohaline circulation, 254-260 

last glacial-interglacial cycle, 
260-275 

North Atlantic models, 499-505 
response to freshwater input, 

501-504 
Thermoluminescence (TL), 80, 87f 

changes with time, 83f 
dating, 84-86, 88f 

Thermoremanent magnetization 
(TRM), 93 

Thorium sedimentation, 77, 78f 
Time interval, standardized, 11-12 
Timescale 

amino-acid dating, 100 
climatic variation, 32-34 
coral study paleoreconstruction, 

247-248 
orbital parameter change, 39 
paleomagnetic, 95-96 
paleomagnetic polarity, 96f 
pollen fossil climatic reconstruc-

tion, 363 
thermoluminescence dating, 82-83 

Trace elements in coral, 253-254 
Transfer function for climate-tree 

ring data, 414 
Transitive system, 15 
Treeline 

alpine fluctuations, 341-344 
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arctic fluctuations, 338-341 
Holocene fluctuations, 339f 
location, 338 
lower fluctuations, 344-347 
modern and Arctic Front, 340f 

Tree ring data 
and lake level, 433 
linear relationship to climate, 

414 
sampling interval, 7t 
statistical analysis, 412-421, 

414t 
Tree ring dating, 67f, 123-124 

calibrating data, 412-421 
chronologies, 404-406 
climatic influence, 402f, 403f 
complacent, 400-401, 40If 
cross-dating, 403-406, 406f 
density plot, 400f 
nonclimatic noise, 408 
sensitive, 400-401, 401f 
width-age correction, 408 
width data standardization, 

406-412, 407f 
Tree rings 

formation, 404f 
partial rings, 405f 
sample selection, 400 
sources of stress, 402 
structure, 398f 
width, 397, 398-399 

u 
UGAMP (U.K. Universities Global 

Atmospheric Programme), 483 
LGM climate simulation, 493-494 
snowfall anomalies, 495f 
temperature differences, sum-

mer/winter, 494f 
Uniformitarianism, 4 
United Kingdom Meteorogical 

Office GCM, 486 
Univariate transfer functions, 416 
Unsaturation index for alkenones, 

233 
and SST reconstruction, 235f 

Unsupported dating method, 77 
Upper North Atlantic Deep Water, 

255 
Upton Warren interstadial, 350 
Uranium-series dating, 76-80 

decay series, 76f 
problems, 80 
speleothems, 327-328, 329f 

V 
Vanadium, 166 
Variability of climate, 12f, 12-13 
Varves, 324, 325, 365 

radiocarbon dating of, 67f 
Vegetation, 20, 22 

altitudinal distribution, Colombia, 
388f 

altitudinal zonation from midden 
fossils, 346f 

altitudinal zones, 364 
components in Michigan, 368f 
composition and pollen diagram, 

370 
composition from pollen rain, 

363-364 
distribution from plant macrofos-

sils, 337-347 
and elevation in south-western 

U.S., 345f 
equilibrium with climate, 

367-370 
feedback effect on climate, 489 
isochrons, 373-375, 375f 
isopolls, 373-375, 374f 
map of eastern North America, 

366f 
metabolic type and radiocarbon 

dating, 508-511 
plant taxa, 36It 
reduction and noise, 376 
response to climatic change, 

365-370 
response to growing degree day 

changes, 369f 
zonation from midden fossils, 

348f 
Volcanic eruptions, 13 
ash horizons and stable isotope 

stratigraphy, 214 
and ice core dating, 148,177-181 
marine/land correlation, 214 
records of, 468 
tephrochronology, 113-116 

Vostok ice core 
6D record, 157 
51^0, 154, 154f 

6I8O correlation with GISP2, 182f 
Beio spike, 156f 
carbon dioxide levels, 169, 169f, 

170f, 174 
deuterium record, 159f 
dimethyl sulfide levels, 174 
dust flux, 176 
isotopic/gas records, 183f 
methane levels, 169, 169f, 170f, 

174 
precipitation, 155f 

w 
Water 

geography and stable isotope 
concentration, 132-135 

stable isotope content, 129 
stable isotope measurement, 

130-132 
Water vapor 

and global energy balance, 28 
isotopic depletion, 13If 

Weather data coding from diaries, 
462f 

Weather-dependent natural phenom-
ena, 440 

historical records, 448-453 
Weather observations, historical, 

444-448 
Web-based resources, 511 
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