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Foreword

I know what you're thinking. What’s the guy who asked Does IT matter?
doing writing the Foreword for the Executive’s Guide to Information Tech-
nology? If it doesn’t matter, why should executives care? It’s a good ques-
tion, and I have what I think are two pretty good answers, one professional
and one personal.

As I argue in my book Does IT Matter? I believe information technology
has lost most of its power to provide a business with a meaningful competi-
tive edge. Valuable new innovations in computer hardware and software are
so rapidly copied today, either by competitors or by vendors, that an IT inno-
vator rarely gets more than a fleeting advantage. And since the costs and
risks of being a technological pioneer are so high, it hardly ever makes eco-
nomic sense to be out in front. It’s better to be a smart follower, waiting for
prices to come down and technology standards to emerge.

But if IT itself isn’t much of a differentiator anymore, IT management
still is. About half the capital investments of the average company go into IT
today, and ongoing IT costs usually represent somewhere between 3 and 10
percent of a company’s overall expenses. Big IT projects, moreover, continue
to be afflicted by very high failure rates. The risks are as high as the costs.
Improving the management of your IT assets and operations can thus trans-
late into big and immediate cost reductions and profit gains. And because
successful IT management is hard, an advantage here can last for years.

What John Baschab and Jon Piot do in the pages that follow is take IT
management out of the data center and put it into the executive conference
room. That doesn’t mean they give short shrift to the technical aspects of IT
management. In fact, the source of much of the value of this guide resides in
the breadth and depth of the authors’ technical expertise. What they’re able
to do, though, is translate technical issues into a context and a language that
will make sense to any executive. Their guide helps span the divide—and it’s
often a deep and pernicious divide—between the technology and the busi-
ness. Spanning that divide is the essential first step in improving the manage-
ment of IT.

Understanding the business implications of technology decisions (and the
technology implications of business decisions) has never been more impor-
tant than it is today. Information technology is going through its biggest
transformation since the personal computer invaded the business world in
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vi Foreword

the early 1980s. More and more IT resources and capabilities are supplied
over the Internet rather than residing within a company’s own IT organiza-
tion and equipment. The way companies manage the transition to on-
demand, or utility, computing model—the way they coordinate their internal
resources with those supplied over the new computing grid—will determine
whether IT works for them or against them in the marketplace.

That’s why this second edition of the Executive’s Guide is so welcome.
Much has changed since the first edition came out four years ago, and the au-
thors have added rich new material on such pressing topics as IT governance
and compliance, outsourcing and offshoring, open source software and
server virtualization. It’s hard to think of a contemporary IT challenge that
this book won’t help you tackle—whether you're an IT manager, a business-
unit manager, a functional manager, a student, or a CEO.

That’s why the Executive’s Guide to Information Technology matters from
a professional perspective. And now for the personal answer. The first edi-
tion of this guide appeared in 2003, just as I was beginning to write Does IT
Matter? and it quickly became an invaluable resource to me. In fact, over the
next few months, the guide was a permanent fixture on my desk, serving as
an ever-dependable source of clarity and insight on all kinds of complex mat-
ters.

And so it gives me great pleasure to introduce the second edition of the
guide. I feel like I'm paying back at least a little of the debt that I owe John
Baschab and Jon Piot.

Nicooras G. CARR
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Preface to the

Second Edition

It has been four years since the publication of the first edition of The Exec-
utive’s Guide to Information Technology. It is with great pleasure that we
introduce the second edition.

Since its introduction, the Executives Guide has experienced great suc-
cess, joining the top 30 on Amazon.com’s business bestsellers list. It has
been adopted as the main text for both undergraduate and graduate courses
at nearly a dozen leading colleges and universities. We use it in our courses
at Southern Methodist University as well. It received favorable reviews in a
variety of publications, including new media outlets such as Slashdot.org. It
was even translated for the Chinese market by the Publishing House of
Electronics Industry. Most importantly it seemed to please readers, who
called and e-mailed us with thanks and suggestions over the years.

. Tha Exncutiva'e. _
Gmda to Infnrma-f on

Executives Guide: Chinese Translation (Source: Publishing House of
Electronics Industry, www.phei.com.cn.)



A2 '8l Preface to the Second Edition

We believed a second edition of the book was in order for several rea-
sons. First, like many disciplines, and probably more than most, the infor-
mation technology (IT) field is constantly in flux. The challenges and
opportunities for IT have changed significantly in the intervening years
and are worth a new look. Second, as we use the book continually in our
own business and in teaching, we have identified areas that will benefit
from additional clarification and illustration. Third, we have identified and
added a number of new areas that are important for I'T managers and orga-
nization senior executives. Fourth, we wanted to add some organizational
features to the book that make it easier to use both as a reference guide and
in the classroom. Finally, the industry statistics used in demonstrating its
concepts were ready for an update.

We have added two new chapters, dozens of new exhibits, and expanded
the book by over 100 pages. In all, we have added or revised over 35 percent
of the first edition. A sampling of the major topic areas that we have ex-
panded in this edition includes:

e IT governance and compliance.

* IT scope and strategy.

e IT auditing.

¢ Outsourcing.

e Offshoring.

e Data center management.

e Server virtualization.

¢ Security management.

¢ Problem management/Helpdesk.

¢ Disaster recovery/Business continuity.
* Development methodologies.

* Developer effectiveness.

e IT policy management.

* QA testing.

* Risk management and decision making.
¢ IT asset management.

. Application release management.

* Free and open source software (FOSS).
 IT organization design.

e Application performance measurement and management.

® The terminology list.
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We are excited to have built what we believe is the leading comprehensive
treatment of IT management, and, as always, invite and welcome your feed-
back. We can be reached at:

John Baschab—jbascha@chicagogsb.edu
Jon Piot—jpiot@mbal995.hbs.edu

Please also visit our weblog at www.exeguide.com. There you will find up-
to-date IT management thinking and tools.






Preface to the

First Edition

The bulk of our experience in the technology field has been in consulting to
companies of all sizes and across a wide variety of industries, and helping
them to improve the effectiveness of their IT departments. We have worked
with many struggling information technology (IT) departments and have
been fortunate enough to help many of them transform themselves into
highly effective, fine-tuned organizations, which deliver the highest return
on investment to the companies in which they operate. We have observed a
consistent pattern of symptoms and causes in the IT departments experienc-
ing difficulties. We have captured these lessons learned and the tools, tech-
niques, and practices that can revive a struggling IT organization.

This book is a sophisticated and comprehensive guide to running a cost-
effective and efficient corporate IT unit. While we spend time describing
the challenges facing IT departments, our primary aim is to prescribe a
course of action for senior managers and IT staff. To that end, we provide
sharply defined, specific policies, approaches, and tools for each important
aspect of managing the IT function, from human resources to operations to
vendor selection to project prioritization.

The techniques covered in this book facilitate a detailed assessment of
current operations, and development of a step-by-step improvement plan de-
signed to save companies significant IT expenditures, while providing meas-
urable productivity improvements. Further, the book will help IT managers
and directors improve individual performance in their organizations or con-
sulting companies by identifying common areas of friction and miscommuni-
cation between IT departments and the business, and addressing ways to
overcome these dysfunctions.

The reader will gain valuable skills, including:

e Understanding the main sources of wasted IT dollars and identifying
specific areas where IT managers can reduce costs.

¢ Identifying the industry average IT spending.
e Identifying the main management areas of a successful IT operation.
* Distinguishing the business of managing I'T from the technical aspects.

X1



xii Preface to the First Edition

¢ Understanding symptoms and sources of IT department inefficiencies.

e Learning critical improvement steps in each of the main IT manage-
ment areas.

* Learning how to make better decisions in technology direction setting,
project management, human resources management, risk management,
and technology strategy setting.

In addition, consultants can build new consulting services for companies
who are in need of these practices and cost reductions; they will be able
to propose additional engagements and services to clients based on the
techniques they learn in this book, as well as bring new thinking to existing
projects. Companies can attain higher utilization from their existing IT
assets and avoid unnecessary IT expenditures in the future. CEOs and
CFOs can gain a better understanding of how to work with their top IT
executives.

How This Book Is Organized

Each chapter in the book stands on its own. Therefore, some minor overlap
of content from chapter to chapter occurs. We work to be prescriptive and
specific instead of conceptual and theoretical. We attempt to show not just
what to do but also why to do it. We also try to follow each should with a be-
cause. The book is arranged in three parts and an appendix.

Part I: The Effective IT Organization

Part I examines the ongoing dilemma that effective management of the IT
function has presented for both technical and nontechnical managers. IT
management is consistently considered a “neither fish-nor-fowl” business
area. Few of the constraints or management considerations that apply to a
normal business functional area, such as finance or human resources, apply to
IT, but neither do the natural efficiencies and incentives that affect the
practices of a P&L-driven business unit.

This situation has been exacerbated by the fact that nontechnical man-
agers are confounded by the combination of business and technical skills
required to manage IT, and many IT managers lack the business training
and experience to bring the P&L mind-set to the function. The result is
long-term dissatisfaction from all concerned—senior managers, business
users, and the IT department. In many cases, businesses have an ongoing
dysfunctional, mildly hostile relationship with their IT departments, and,
in the worst cases, IT departments spin out of control, damaging the busi-
ness with inappropriate spending, squandered opportunities, and other
forms of waste.



xiii
Part II: Managing the IT Department

Part II explains in detail the key practices, policies, and strategies for effec-
tively managing the IT department across all activities. Unlike many other
treatments of this topic, we focus on the business of managing an IT shop,
rather than focusing on a specific technology area or a niche topic. This section
is geared to the IT manager, director, or CIO who wants to understand how to
get the best out of their people, vendors, systems, and budget. This comprehen-
sive, detailed guide provides concrete, specific approaches for all aspects of
managing IT, as well as real-world “war stories” from a variety of organizations.

Part ITI: Senior Executive IT Management

Part III covers executive decision-making tools and processes for senior exec-
utives and IT managers. The traditional difficulties managing the relationship
between IT and the business users can be overcome. Similarly difficulties set-
ting company-wide priorities and ensuring that IT is executing against these
priorities is critical to the executive team’s success. These topics are discussed
including working with the business, IT budgeting and cost management, risk
management, IT demand management, effective IT benchmarking systems,
and the IT steering committee. The topics and processes described will assist
the executive in managing those areas that are critical to IT success and its
alignment with the company both financially and strategically.

Terminology

We use specific terminology repeatedly throughout the book. These terms
are used inside IT departments at many companies:

TERM DEFINITION

Agent Small software application that runs on a server, desktop
computer or other network hardware to facilitate reporting
of status, often for monitoring or CMDB purposes.

Application Software used for any business functions.

Back-office Applications which support internal business functions
such as finance and human resources; typically accounts
receivable, accounts payable, general ledger, fixed assets,
payroll.

Blog Weblog; a running commentary on a specific topic (or
variety of topics) usually operated by an individual.
Sometimes affiliated with a company or organization.

(continued)
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TERM DEFINITION

The business

Business managers and users who are part of the company
but are not part of the IT team.

Business continuity

Similar to disaster recovery, but focused on providing
systems that are available regardless of hardware, network
or software failures (versus natural disasters).

Business units

Units within the corporation whose functions are in line
with revenue- and profit-generating activities.

CFO Chief Financial Officer; in an organization the top finance
executive; sometimes VP of Finance. In smaller companies
the CIO may report to the CFO.

Cclo The top information technology officer in the company.

CMDB Configuration Management Database; inventory of all IT
hardware systems, their configuration and the applications
and services running on them.

COBIT Control Objectives for Information and related Technology;
a set of standards and processes for IT governance and
management.

CRM Customer Relationship Management; applications for

tracking sales and business development efforts.

Data Center

Physical location of IT department servers and network
equipment. Also known as server room, network
equipment room, or equipment room.

Demand management

The process of determining which projects the IT
department should execute.

DR Disaster Recovery; processes, plans, infrastructure and
systems outlined and tested in advance in the event of an
unplanned natural disaster or other system outage.

ERP Enterprise Resource Planning software; large-scale

software that provides a significant portion of the
functionality required to operate a business; typically has
back-office capabilities (accounts receivable, accounts
payable, general ledger, fixed assets, payroll) as well as core
business functions, which will vary according to business
type and range from order entry, inventory management
and manufacturing planning to time-keeping and
customer management.
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TERM

DEFINITION

Firewall Network security device which monitors and manages
traffic between a wide area network (usually the internet)
and the local area network belonging to the organization.

FOSS Free and Open-Source Software; software that is either

provided free of charge (gratis) and/or has no or few
restrictions on its distribution, modification and
deployment (freedom of usage).

Front-office

Applications which support core business functions which
will vary according to business type and range from order
entry, inventory management and manufacturing planning
to time-keeping and customer management.

Functional group

Overhead departments in the company that support
operations, not including IT, for example, human resources,
finance, marketing.

Help desk

IT department sub-organization tasked with being the first
point of contact for IT problems and requests.

IM

Instant Messaging; software that allows messages to be
sent over the local network or internet to other users;
typically in real-time but can be on a delayed basis; often
used as an alternative to phone calls or e-mail.

Infrastructure

Used synonymously with the term operations (see
definition for operations). Infrastructure is the breadth of
utility services an IT department provides, for example, e-
mail, network access, file storage, printing. Infrastructure
can be contrasted with applications, which are software-
based business transaction and analysis systems.

ISACA

Information Systems Audit and Control Association; a
certifying body for IT auditors and co-contributor to the
COBIT standard.

IT

Information Technology or the IT department itself.

IT department

The main IT unit in the company. Also called information
systems (IS) group, IT group, IT, MIS department.

IT director

Often used interchangeably with Chief Information Officier
(ClO).

(continued)
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TERM DEFINITION

ITIL Information Technology Infrastructure Library; a set of
standards and processes oriented to effective O&I
management.

IT initiatives Information technology improvement programs that

include multiple projects for completing a single goal.

IT management The group of top managers in the IT department, usually
the IT director and his or her direct reports.

ITSC IT steering committee; Governing body for IT decision
making, strategic direction setting and prioritization;
usually composed of non-technical organization senior
executives.

ITSM IT Service Management; O&l oriented processes and
procedures but without the certifying component of ITIL.

Middleware Applications which facilitate the transfer of transactions,
entity data and triggering events between systems.

0&l Operations and Infrastructure; the activities, systems, staff
and policies which provide hardware, systems software
and networks upon which applications run and rely.

Operations The full breadth of utility services in an IT department
includes the entire infrastructure. Chapter 8 and 9 are
devoted to this subject and contains a comprehensive
definition.

oS Operating System; the core systems that operate a server,
desktop, laptop computer and some network devices.The
OS provides a platform of systems services on which
applications run.

Patch Update to software applications (and sometimes hardware
devices) that provides enhancements, bug-fixes, updated
data or new capabilities.

PMO Project Management Office; in large IT departments the
coordinating body that manages reporting, status and
cross-dependencies between independent project teams.

ROI Return on investment, a method of financial analysis to
estimate financial impact of an investment.
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TERM DEFINITION

SAAS Software as a Service; a mechanism for providing
application capabilities to an organization without the
related acquisition of hardware and software to operate it;
software is instead provided by the vendor on a per-usage
or other basis.

SDLC Software Development Life Cycle; the steps in defining
requirements, specifying functions, establishing technical
architecture, developing, testing and implementing and
deploying software.

Senior management | Everyone who manages a business unit or function and
senior managers executive officers. Typically includes the
top two layers of management in an organization and all
C-level officers, for example, CEO, CFO, COO.

SNMP Simple Network Management Protocol; a network protocol
used to interrogate systems regarding their status and
configuration; used in CMDB and IT monitoring systems.

SOA Service Oriented Architecture; a methodology of systems
development that promotes code re-use and modularity,
thereby reducing future development and enhancement

costs.
Spam Common synonym for UCE.
System Computer systems and applications.
TCO Total Cost of Ownership; the cost of an activity or element

of the IT department that accounts for all related expenses
(e.g., TCO for a server includes costs of electricity to power
it as well).

Technology The full range of hardware, software, infrastructure, and
telecommunications systems that the IT department has
control over.The broadest sense of items and services that
the IT department controls and is responsible for.

Tier-1 Synonymous with help desk.

Tier-2 IT department sub-group tasked with solving application
and O&I requests and problems escalated from Tier-1.

Tier-3 IT department sub-group tasked with solving application
and O&I requests and problems escalated from Tier-2.

(continued)
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TERM DEFINITION

UCE Unsolicited commercial email; email sent to organization
staff advertising commercial products or opportunities
(nearly always unsolicited and undesirable).

UPS Uninterruptible Power Supply; a device (usually, but not
always battery powered) that provides electricity to IT
equipment when the main power supply fails.

Vendor Any outside provider of hardware, software, products, or
services to the IT department.

VOIP Voice-Over-Internet-Protocol; set of standards, hardware
and software which allow voice phone calls to travel over
data networks.

VPN Virtual Private Network; networking protocol which
provides to wide-area-network (internet) based
connectivity to the organizations local-area-network; used
to connect remote locations as well as individual remote
computers (laptops and home devices).

VTL Virtual tape library; software and hardware which
simulates magnetic tape hardware but in reality consists of
magnetic disks; used in high-performance data backup
systems.

WMI Windows Management Instrumentation; Microsoft
implementation of protocol for systems management and
interrogation.
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The IT Dilemma

Dilemma: A situation that requires a choice between options that are or seem equally
unfavorable or mutually exclusive.
—American Heritage Dictionary’

You're damned if you do, and damned if you don'’t.
—Eleanor Roosevelt?

Several years ago, we were taking a brief vacation with our families. Like any
good technology consultants, we were never far from our mobile phones. The
call came from an acquaintance, the chief operating officer of a mid-size
company based in the Southeast. He knew we were on vacation, but he really
wanted to talk . . . now. His story came out in a rush:

I tell you, I've completely had it with my IT department. We have a tremendous
number of business initiatives that rely on technology projects in the IT depart-
ment. Not only have we lost the chance to get ahead of the competition, but we
are falling behind because the IT department can’t seem to finish anything. We
have a list of over 150 projects and no one seems to know what the status is or
who is in charge. I can’t remember the last time one was completed. The entire
executive team has lost confidence in IT.

Every time I ask how I can help the IT department, they come back with ad-
ditional headcount or capital expenditure requests. Now the IT budget is twice
what it was two years ago, and the headcount has doubled, too. I think our costs
are way out of line. I can’t see a light at the end of the tunnel, but I don’t know
enough about technology to understand the issues and get out of this mess either.

We responded with some anecdotes from previous work with clients in
similar situations. After listening to a few of these, the COO responded, “It’s
almost like you were here. This is a relief—the fact that you are so familiar
with the symptoms means you probably know the cure. See you Monday.”

This was not the first, nor the last, call that we received from an exasper-
ated senior executive whose IT department had grown into an uncontrollable

3



4 The Effective IT Organization

tar pit of backed-up projects, miserable staffers, and frustrated business
users—all set against a backdrop of never-ending spending increases for ad-
ditional staff, services, equipment, and software. This scenario, with no light
at the end of the tunnel, is usually when we hear from senior managers who
later become our best clients.

This call resulted in an engagement that allowed us to help the client dra-
matically, measurably improving the company’s IT operations and project com-
pletion rate, while, at the same time, reducing their overall IT spending
significantly. That project, and the multiple similar engagements that preceded
and followed it, were the basis for some serious contemplation. We had been
fortunate enough to help lead a variety of clients through the improvement of
their IT departments. Our client base covers a disparate array of geographies,
industries, and technologies. Nevertheless, in each case the symptoms and
causes of problems in the IT department are common.

Our experiences begged the questions: What is it about IT departments
that seem to so often result in such unproductive relationships with senior
management? Why do successful corporate senior management teams, who
manage every other aspect of their businesses with incredible acumen and
ability, turn into confused neophytes when it comes to managing IT? Why do
IT managers have so much trouble communicating with the senior manage-
ment team? If IT departments are so bad, why are they tolerated and even
given enormous spending power? And, most important, how can IT managers
learn to avoid being the victims of this phenomenon, and how can senior
managers learn to work with the IT team so that the organization can avoid
all of the torment and pain we have observed?

Our insights on these questions, and a set of specific, actionable prescrip-
tions, are the subject of this book. We have based this book on our experi-
ences working with clients with 1,000-member IT departments and
10-member IT departments; from industries ranging from retailing, to man-
ufacturing, to services; and from IT budgets ranging from under $1 million
to well over $100 million. We are fortunate to have had smart, forward-
thinking, action-oriented clients who have moved aggressively with us to im-
plement our recommendations; therefore, we can assert with field-tested
confidence that our methods produce real, quantifiable results. We hope
that you derive as much enjoyment and value from our findings and ap-
proaches as we have had in creating, executing, and documenting them.

What Good Is Information Technology?

Most companies ought to use technology in their business and have an IT de-
partment to support it. This appears to be an obvious statement. However, it is
worth recognizing that, in the memories of more than half the working popu-
lation of the United States, a company department organized solely around in-
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formation technology was unheard of. The IT department has evolved from a
narrowly focused data processing element of the accounting department to a
function that supports and, in many cases, drives, nearly every area of a com-
pany. This has happened in a mere 45 years. Stand-alone IT departments are a
relatively recent development. The number of people working in technology-
related jobs grew six times faster between 1983 and 1998 than the U.S. work-
force at large. Information technology-related industries doubled their share of
the U.S. economy between 1977 and 1998. Practically overnight, technology-
related services have become a global, trillion-dollar industry.?

The principal driver behind this remarkable, rapid creation of a vibrant,
sophisticated, and enormous industry and the attendant inclusion of a de-
partment dedicated to it in every credible company, is the quest for business
productivity improvement. Susan Schmidt Bies of the Federal Reserve
Board put it well: “Productivity growth receives a considerable amount of at-
tention . . . because its rate is an important determinant of a nation’s stan-
dard of living.” Better productivity means that businesses can produce more
with the same or fewer labor and capital inputs.

The notion of technology investments as a driver of U.S. business produc-
tivity has a controversial history. The benefits of technology investments
(and IT departments) were not always so apparent. Productivity growth in
the United States faltered from the mid-1970s through the early 1990s,’ in
spite of large technology investments from most major U.S. corporations.
The disconnect between heavy capital and expense investment and the theo-
retically associated improvements in productivity led to a so-called produc-
tivity paradox. In reaction to the failure of large IT capital investments to
produce the expected productivity gains, MIT Nobel Laureate Robert Solow
famously remarked in 1987, “You can see the computer age everywhere but
in the productivity statistics.”® More recent research suggests that the pro-
ductivity benefits from the deployment of technology have had a massive,
albeit delayed, impact on the U.S. and world economy.”

A variety of researchers have concluded that investments in IT have been
instrumental in the improved productivity seen in the U.S. economy begin-
ning in the mid-1990s, and accelerating starting in 2000. In early 2000, the
Federal Reserve gave information technology investments credit for approxi-
mately $50 billion in productivity improvement, which represents more than
65 percent of the total $70 billion in productivity gains seen by businesses in
the United States in the last half of the 1990s® (see Exhibit 1.1).

The Federal Reserve staff report, by Kevin J. Stiroh, concluded, “Industry-
level data show a broad productivity resurgence that reflects both the produc-
tion and the use of IT. The most IT-intensive industries experienced
significantly larger productivity gains than other industries.” The report went
even further, attributing most of the productivity improvement to technology.
“Results show that virtually all of the aggregate productivity acceleration can
be traced to the industries that either produce IT or use I'T most intensively.”
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Acceleration in productivity rate
attributed to technology investments.

I
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—— ANNUAL GROWTH RATE — — — — PERIOD AVERAGE GROWTH RATE

Exhibit 1.1 U.S.Productivity Growth, 1947 to 2000 (Source: Federal Reserve Bank
of New York, staff report, no. 115, January 24,2001.)

Business 2.0 magazine summarized the turnabout in top economic thinkers’
viewpoints on the productivity gains from technology, saying that those gains:

materialized in force beginning in 1995. What followed was a five-year run in
which productivity grew an astonishing 2.8 percent a year, or double the rate of
the previous two decades. (The numbers may sound small, but at 2.8 percent, liv-
ing standards double every 25 years; at 1.4 percent, they double every 50.)1°

In 2002, Solow went on record saying “ . . . the paradox has dissipated in
part”'! and a Federal Reserve white paper noted that “. . . the U.S. economy
has become highly dependent on information technology as the driving force
in continued growth.”'?

Laura D’Andrea Tyson, dean of the Haas School of Business at the Uni-
versity of California, and former National Economic Advisor in the Clinton
administration, emphasized the point as well, writing in BusinessWeek:

The productivity numbers tell the most convincing story. According to a recent
study by the Council of Economic Advisors, labor productivity accelerated by 1.6
percentage points from 1995 to 2000, compared with its growth from 1973 to 1995.
The lion’s share of this acceleration stemmed from more investment in information
technology and the efficiency improvements made possible by this technology.'®

In a speech before the Boston College Conference on the New Economy,
Federal Reserve Chairman Alan Greenspan, a former skeptic, remarked that
the “source of [the U.S. markets’] spectacular performance [is] the revolu-
tion in information technology.”'* Former Secretary of Labor Robert Reich
says that it should now be obvious that “the extraordinary productivity im-
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provement [is] generated primarily by information technology,” which has
been “the driving force behind this economy.”"?

Leading researcher Erik Brynjolfsson of the Massachusetts Institute of
Technology has spent nearly a decade researching the link between technol-
ogy investment and business benefit. Along with Lorin Hitt of the Wharton
School at the University of Pennsylvania, Brynjolfsson has also concluded
that investment in information technology has been responsible for major
productivity improvements in corporate environments. Brynjolfsson says
that “firms that invest more in IT have greater productivity improvements,
and productivity continues to improve over time.”'® Additional evidence
came in a 2003 study by O'Mahoney and Van Ark that concluded that indus-
tries that were intensive technology users improved their annual growth rate
from 1.2 percent in the early 1990s to 4.7 percent from 1995 to 2001. Non-
technology sectors experienced a net negative 0.5 percent change during the
same period.!” Use of technology appeared to be a significant differentiator.

More recent data from 2000 through 2005 continue to support this notion.
The Bureau of Labor Statistics shows that the 2000 to 2005 period not only
showed sustained productivity increases, but that productivity continue to ac-
celerate, moving from the mid-2-percent range to 3.3 percent, and a whopping
5 percent in the manufacturing sector, which is arguably one of the biggest
beneficiaries of the extensive IT capital investments of the 1990s (Exhibit 1.2).

In the past few years, research has continued on IT’s productivity impact.
Attribution of economic productivity gains to IT is not without some contro-
versy. Recent work has attempted to evaluate productivity improvements at a
more detailed level than economy or industry sector. While the macrolevel
numbers seem to support IT as a driver of productivity increases, research at
the firm level and further examination of the overall data have been somewhat
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Exhibit 1.2 U.S.Productivity Improvement Statistics (Source: U.S.Bureau
of Labor Statistics, http://www.bls.gov/cps/labor2005/chart1-18.pdf.)
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less conclusive. Martin Bailey, senior fellow at the Institute for International
Economics and senior advisor to McKinsey & Company, in a late-2003 retro-
spective on 1990s IT spending said “to a degree, it may have been the eco-
nomic boom that created the big wave of IT investment rather than the wave
of IT investment that created the boom.” He also encourages caution linking
IT investment to the 1995 turnaround because “the growth accounting frame-
work did not do very well in tracking productivity movements prior to 1995.”!%

Earlier, Paul Strassmann, former CIO of Xerox and a leading IT effectiveness
researcher and consultant, took an even tougher stance, observing of productiv-
ity statistics that “corporate management cannot make practical use of this data.
It is by the economists, for the economists and is of use only for engaging in un-
resolvable disputes.” Strassmann advocates the more detailed research that has
followed saying that “only measures that can be explicitly related to corporate
financial performance can settle the arguments whether the U.S. is either losing
or gaining on productivity growth in the private sector.”"?

The large body of research attempting to further clarify the issue by exam-
ining more granular data is best summarized by Bailey in another 2003 report
that concluded that “counting both the productivity growth within IT-produc-
ing industries and the productivity growth enabled by IT in using industries, IT
did contribute to productivity growth in the 1990s and to the acceleration.”

The amount of the productivity improvements in the U.S. economy due to
IT spending is still a matter of debate. However, researchers, academics, and
economists all appear to agree on two points: First, that U.S. labor produc-
tivity started improving in 1995, and that improvement has accelerated since
2000. Second, certainly some, if not most, of the improvements are the result
of the creation, deployment, and effective use of IT in organizations.

We do not have to rely merely on academia, economists, or on abstract
concepts such as productivity gains in the U.S. economy for confirmation
that IT investments produce results for corporations. According to the World
Information Technology and Services Alliance (WITSA), “Global reliance on
[technology] is growing . . . and [Information and Communications Technol-
ogy] has become the indispensable technology for social and economic
growth in developed and developing countries alike.” The WITSA analysis
found that global spending on information and communications technology
grew by $1 trillion between 2001 and 2006, topping $3 trillion in 2006. They
project spending to reach $4 trillion by 2009.2! Clearly, business decision
makers are voting with their budgets on the value of technology.

The quantitative, specific results that companies who invest in informa-
tion technology have enjoyed are easy to identify.

Significantly improved sales forecasting, rapid month-end closings, short-
ened supply chains, tightened inventories, streamlined customer communi-
cation, and better information for business decision making are just a few of
the results of the combination of hardware, software, and effort expended
over the past 25 years, for example:
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* General Electric (GE), through a systems-based push to monitor all of
its business activities more effectively, has created capabilities and re-
porting systems that allow it to respond quickly to events. Business
managers have real-time dashboards or “digital cockpits” that highlight
important aspects of their operation—sales results, inventory levels,
and order status. Overall, systems implementations have helped GE
achieve impressive savings numbers: $100 million from inventory, ac-
counts payable and receivables, $680 million saved in procurement
through on-line auction purchasing. GE estimates total savings as a re-
sult of “digitization” at a staggering $1.6 billion.??

o Weirton Steel, a $1.3 billion steel manufacturer, has lowered labor
hours per ton of steel from 6.5 hours to 1.3; the CEO attributes the cost
improvements directly to the deployment of technology.?

* Roadway Express, a $2.8 billion freight hauler, implemented systems
that provided detailed tracking for all internal operations. This allowed
the systems to track the true cost-to-serve for all processes using Activ-
ity Based Costing (ABC). The system not only helped them identify
process improvement and cost reduction opportunities, but also under-
stand the true cost of serving customers, allowing them to turn away
unprofitable business. Based on these IT initiatives, the company was
able to improve their operating yields, with revenue-per-ton up 4 per-
cent in 2001, in an environment where their competitors were strug-
gling to merely maintain existing margins.>*

e United Health Group, an $18-billion insurer, used technology-driven
reengineering to produce large productivity gains and reduce overhead
costs by more than $300,000 annually.?

e KIAH, afinancial services firm, reduced its mortgage approval process
from four days to 10 minutes, all based on technology deployment.?

* Tsutaya, Japan’s largest CD and video retailer used a combination of
customer relationship management systems, data warehousing, and
wireless technology to begin offering new services to customers
through their subsidiary, Tsutaya On Line (TOL). By taking advantage
of the large number of wireless phone subscribers in Japan, TOL
achieved a subscriber base of over 2.5 million in a few short years.
TOL builds an assessment of subscribers personal entertainment pref-
erences and provides content to their wireless phones, including music
clips, movie reviews, and film recommendations. TOL customers who
use the mobile service spend 9 percent more with Tsutaya than non-
TOL customers. Based on their sophisticated delivery of personalized
content, TOL has grown profits by more than 48 percent, in a chal-
lenged Japanese economy.?’

e CSX, an $8 billion rail and intermodel transportation company, im-
plemented a “black box” system for trains that records operational
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information. The wirelessly downloaded data provided information on
engineers’ performance to their supervisors for evaluation. Supervisors
in turn were able to provide helpful feedback. The resulting improve-
ment in engineer driving is projected to save $6.8 million in fuel costs
annually. These savings are only likely to increase as fuel costs rise.?®

¢ Dell computer, a $50 billion computer hardware company, used a combina-
tion of Oracle software and Linux systems to replace and enhance its exist-
ing order processing capability. The result was a doubling of Dell’s order
handling ability with estimated annual benefits of over $18 million.?

* Baptist Health South Florida, a nonprofit hospital, implemented a sys-
tem that monitors patients and provides information regarding patient
condition to health care workers. The system reduced Intensive-Care-
Unit stay duration by 20 percent, and most importantly reduced mortal-
ity rates by 25 percent.*

e Atmos Energy, a $5 billion natural gas provider to residential and com-
mercial users, implemented Oracle technology to improve asset manage-
ment. The resulting productivity gains reduced manual data management
by over 100,000 hours as well as improved worker deployment.*!

For dozens of additional positive anecdotes, look at the “Top 100" awards
from CIO magazine, given annually to innovators who improve their organiza-
tions through the use of the technology. Commercial enterprises from every
industry—nonprofits, state, and federal government agencies alike—are en-
joying the improved productivity that accompanies effective technology use.

The benefits of IT-enabled innovation don’t stop at the office. New tech-
nologies for mobile computing, wireless networking, Internet search engines,
and even entertainment continue to improve peoples lives. BlackBerries,
iPods, wireless networks, and high-speed Internet access have all been en-
abled by continued capital investments in IT infrastructure and capabilities
in homes and businesses.

In short, no reasonable person today contemplates a life without corporate
systems supporting every business function, from manufacturing, to finance,
to sales and customer support, to say nothing of desktop office-automation
products such as spreadsheets and word processors and even IT-enabled con-
sumer electronics such as MP3 players and console games.

Corporations have adopted technology to increase productivity, reduce
costs, drive revenues, offer new capabilities to customers and suppliers, and
improve competitive positioning. Researchers, educators, economists, pun-
dits, and, most importantly, business managers and consumers agree that in-
vestments in information technology are not only unavoidable, but, in fact,
are undisputedly and universally beneficial. What is immensely perplexing,
then, is that studies of business satisfaction with IT and IT initiatives have
produced surprisingly negative results.
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Information Technology Misery

In spite of the impressive results from business investment in technology,
the IT department is the source of tremendous frustration, missed opportu-
nity, and inefficiency in companies. Corporate management is at odds with
the IT department more often than not. The revolving door in the top IT
management spot at so many companies has led to the only half-joking inter-
pretation by some that the CIO title stands for “Career Is Over.” This level of
cynicism is not something you generally hear directed at the individuals who
have risen to similar levels of responsibility in a corporation in other func-
tions or business units. Something is clearly amiss with IT departments.

A host of evidence backs this position. One important snapshot of the
failures of IT is provided by the Standish Group, a technology research
group and consultancy, which has performed an exhaustive analysis of the
outcomes of more than seven years of corporate IT projects. The re-
searchers at the Standish Group have performed periodic studies on the re-
sults of corporate IT initiatives since 1994. In their widely publicized,
groundbreaking research, they found that IT initiatives had surprisingly
high failure rates. They found that more than one-half (53 percent) of IT
projects had overrun their schedules and budgets. Thirty-one percent of IT
projects were cancelled. The average time overrun on projects was 222 per-
cent of the original estimate. It is impossible to calculate the opportunity
cost of the failed projects.?

Incredibly, the initial Standish survey in 1994 found that a scant 16 per-
cent of projects were completed within the original time frames and budget
constraints. The group found that the percentage of completion in larger
companies was even lower, at 9 percent. Of projects that were completed,
only 42 percent delivered the original planned benefits.*

A decade later, Standish found the success rate increasing to 29 per-
cent, an improvement but still surprisingly low.** The investment stakes
for projects and information technology initiatives are high. Standish has
estimated that the average cost of a development project for a large com-
pany is well over $2 million, and even small companies invest over
$400,000.% Others confirm a high level of investment in IT. In their long-
running annual survey of IT costs in companies, Information Week finds
that IT budgets run from two to nine percent of revenue, averaging be-
tween three and four percent.*

Standish is not alone in its findings. Consultants KPMG found that 87 per-
cent of projects surveyed went 50 percent over their budget. They also found
that 45 percent of projects failed to produce the expected benefits and that
nearly 90 percent went over schedule.?” A 2001 Gartner Group survey found
that that approximately 40 percent of IT projects do not produce their in-
tended results. They further found that a cancelled IT project lasted about
half the time originally intended, and cost companies an average of at least
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$1 million per year. Gartner showed that 10 percent of a typical company IT
team worked on efforts that had no business benefit.>®

A 2001 survey by Robbins-Gioia of over 230 firms found that over a third
of them were implementing an enterprise system. Fifty-one percent of those
companies viewed the ERP system as unsuccessful. Nearly 50 percent said
their organization understood how to use the system to improve the busi-
ness.* A similar survey by the Conference Board found that only 34 percent
of companies implementing ERP systems were “very satisfied.” The survey
also showed implementation costs were 25 percent over budget, support
costs were 20 percent higher than expected, and 40 percent failed to achieve
their anticipated business benefits within a year of launch.*’

A survey presented at the Joint Aerospace Weapons Systems (JAWS) sym-
posium found that 75 percent of the software budget spent by the U.S. De-
partment of Defense was for systems that were never used or cancelled
before completion—a price tag of nearly $27 billion. Worse, the JAWS work
found that a paltry 2 percent of projects were successful upon launch.*! The
government is not alone is this. Gartner Group estimates that IT project fail-
ures in companies accounted for $75 billion in losses, attributing 60 percent
of the failures to poor project management.*?

If statistics and research results aren’t proof enough, observers need look
no further than some of the high-profile IT failures of the past few years. A
review of a few of these provides ample empirical evidence of how difficult
IT projects can be and the tremendous amount of damage they can cause
when they go awry:

® Denver International Airport: A new state-of-the-art automated bag-
gage handling system was approved to improve baggage management
speed, accuracy, and throughput. The sophisticated system was to be
controlled by more than 300 computers and be composed of more than
4,000 unmanned baggage cars running over 21 miles of track. Difficul-
ties with the project, which required an investment of more than $230
million, delayed the opening of the airport by 11 months. The delayed
opening of the airport cost the city more than $1 million per day while
system shortcomings were corrected, with a net result of costs higher
than the original investment in the project over the course of the delay.
Ultimately, the airport installed a $51 million conventional baggage
handling belt system so that the airport could open for business.*’
Much of the new system was later sold for scrap.**

* Hershey Foods: Three up-to-date programs designed to increase produc-
tivity, cut costs, enhance customer-relations management, and improve
logistics were arranged to replace Hershey’s legacy system simultane-
ously. Despite that, glitches during peak buying season resulted in sales
decreases of 12.4 percent, yielding a dismal third-quarter report.*>

® Nike: New software was implemented to manage Nike’s supply chain
production line. However, the software failed to adequately match sup-
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ply with consumer demand, resulting in shortages in some product lines
and overproduction in others. Nike blamed its $100 million quarter-to-
quarter revenue drop on i2 Technology’s software, a part of a larger
software project, which ultimately cost Nike more than $400 million.*®

o Washington State Department of Licensing: A new program was imple-
mented to provide a fully automated system for vehicle registration and
renewal. The program was expected to cost $41.8 million and take five
years to execute. However, difficulties after only three years increased
the cost to more than $51 million. The project was terminated seven
years after its initiation. Consequently, $40 million had been wasted be-
cause of bad management and poor guidelines.*”

* Mississippi Department of Information Technology Services (ITS): The
original $11 million contract called for a consulting firm to build an au-
tomated tax system to collect 36 taxes for the state’s tax commission
during a 40-month period. However, “not a single tax was implemented
during the 64-month term of the contract,” according to an ITS state-
ment. Settlement attempts failed, the case made it to trial, and a jury in
August 2000 awarded the state of Mississippi $475 million in actual and
punitive damages. Post-verdict negotiations between the parties re-
duced the settlement to $185 million over several years.*®

* Cisco Systems: A modern forecasting system was produced as a major
strategic competitive advantage. However, management’s trust in the
system allowed a large economic turndown to go unnoticed, which, in
turn, led to write-offs totaling $2.2 billion, 8,500 layoffs, and a de-
crease of $68.37 per share in its stock.*

e FoxMeyer Drug: A top-of-the-line enterprise resource planning
(ERP) program, anticipated to cost $65 million, was facilitated to
boost the drug distributor’s productivity. Release of the software
was pushed forward 90 days, sacrificing valuable module test time
and eliminating the opportunity to reengineer business processes.
Software glitches and inaccurate inventory forecasting resulted in
bankruptcy.*

 Tri Valley Growers: A modern software program was designed to cut
costs and improve productivity. The system cost more than $6 million;
however, no expectations were met and some of the software could not
even be installed. After investing $20 million in the implementation, Tri
Valley refused to pay its vendor and stopped using the software. When
Tri Valley filed a $20 million lawsuit, its software provider countersued
for breach of contract.>

o W. W. Grainger Inc.: A software system was implemented to optimize
profit and cut costs. The system, costing at least $9 million, repeatedly
overcounted warehouse inventory, which led to inventory shrinkage. As
a result, Grainger experienced $23 million in reduced earnings and a
loss of $19 million in sales.??
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e UK. food retailer J Sainsbury wrote off a $526 million supply chain
system that failed to deliver merchandise properly from the companies
warehouses to its stores. The company ultimately hired 3,000 temporary
workers to get items on their shelves.”

In late 2005, the IEEE published its software “hall of shame” highlight-
ing some of the major systems implementation failures of the previous dozen
years (Exhibit 1.3). Total costs for failed projects were over $5 billion in just
these incidents alone, not to mention billions more in damages, lost revenue,
or other costs highlighted by the survey.>*

These high-profile IT project failures are simply those highlighted in the
technology press. The Standish Group statistics imply that such anecdotes
are the rule, not the exception.

Dissatisfaction with the IT department, however, extends beyond these
high-profile project flameouts. There is also well-documented dissatisfaction
with all levels of corporate IT departments, from help desk support, to oper-
ations, to management. Marcy Lacity and Rudy Hirschheim documented this
in their research for Information Systems Outsourcing: Myths, Metaphors,
and Realities, finding that “only 2 of the 13 companies that participated in
the study agree that their IT departments are critical to corporate success.
The remaining 11 companies all see their IT departments as a necessary, but
burdensome, cost pit.”>

The proverbial surly, supercilious, and contemptuous “tech guy” from
the IT department has become such a common corporate stereotype that
Saturday Night Live immortalized the character in the form of “Nick
Burns: Your Company’s Computer Guy.”

The character of Nick certainly goes over the top, with comments such as
“They teach this kind of stuff on Blue’s Clues”; “[so] it’s the e-mail that’s
stupid, not you, right?”; “I was trying to help those morons on the third floor.
They’re trying to run RealPlayer behind a firewall without the proxy set—
can you believe that?”; and (responding to his ever-beeping pager) “It’s those
goofs over in Organizational Development—they make you guys look like
brainiacs over there.” Much of the effectiveness and humor of the skit
comes from the fact that everyone seems to know a Nick Burns in his or her
own organization.

The image of technology workers is so negative that even the federal gov-
ernment got into the act. A U.S. Department of Commerce publication con-
cluded, “Many people have a distorted, negative image of IT workers,” and
recommended remediation in the media of the IT profession image to attract
additional workers to the field.”®

The result is that IT has, in many companies, been relegated to a backwater
operation, in spite of its clearly recognized importance to operations and pro-
ductivity. As a former CIO writing under the pseudonym “Anonymous” writes



YEAR COMPANY OUTCOME (COSTS IN US $)
2005 Hudson Bay Co. Problems with inventory system contribute
[Canada] to $33.3 million loss.
2004-2005 UK. Inland Software errors contribute to $3.45 billion
Revenue tax-credit overpayment.
2004 Avis Europe PLC Enterprise resource planning (ERP) system
[United Kingdom] canceled after $54.5 milliont is spent.

2004 Ford Motor Co. Purchasing system abandoned after
deployment costing approximately $400
million.

2004 J Sainsbury PLC Supply-chain management system

[United Kingdom] abandoned after deployment costing $527
million.

2004 Hewlett-Packard Problems with ERP system contribute to

Co. $160 million loss.

2003-2004 | AT&T Wireless Customer relations management (CRM)
upgrade problems lead to revenue loss of
$100 million.

2002 McDonald'’s Corp. The innovative information-purchasing
system canceled after $170 million is spent.

2002 Sydney Water Billing system canceled after $33.2 million is

Corp. [Australia] spent.

2002 CIGNA Corp. Problems with CRM system contribute to
$445 million loss.

2001 Nike Inc. Problems with supply-chain management
system contribute to $100 million loss.

2001 Kmart Corp. Supply-chain management system canceled
after $130 million is spent.

2000 Washington, DC City payroll system abandoned after
deployment costing $25 million.

1999 United Way Administrative processing system canceled
after $12 million is spent.

1999 State of Mississippi | Tax system canceled after $11.2 million is
spent; state receives $185 million damages.

1999 Hershey Food Problems with ERP system contribute to

Corp. $151 million loss.
(continued)
Exhibit 1.3 IEEE Project Failure “Hall of Shame” (Source: IEEE Spectrum, September

2005, http://www.spectrum.ieee.org/sep05/1685/failt1.© 2006 by IEEE.)
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YEAR COMPANY OUTCOME (COSTS IN US $)
1998 Snap-on Inc. Problems with order-entry system
contribute to revenue loss of $50. million.
1997 U.S.Internal Tax modernization effort canceled after $4
Revenue Service billion is spent.
1997 State of Department of Motor Vehicle (DMV) system
Washington canceled after $40 million is spent.
1997 Oxford Health Billing and claims system problems to
Plans Inc. contribute to quarterly loss; stock plummets,
leading to $3.4 billion loss in corporate value.
1996 Arianespace Software specification and design errors
[France] cause $350 million Ariane 5 rocket to explode.
1996 FoxMeyer Drug Co. $40 million ERP system abandoned after
deployment, forcing company into bankruptcy.
1995 Toronto Stock Electronic trading system cancelled after $25
Exchange [Canada] | million is spent.
1994 U.S.Federal Aviation | Advanced Automation System canceled
Administration after $2.6 billion is spent.
1994 State of California DMV system canceled after $44 million is
spent.
1994 Chemical Bank Software error causes a total of $15 million to
be deducted from 100,000 customer accounts.
1993 London Stock Taurus stock settlement system canceled
Exchange [United after $800 million is spent.
Kingdom]
1993 Allstate Insurance Office automation system abandoned after
Co. deployment, costing $130 million.
1993 London Dispatch system canceled in 1990 at $11.25
Ambulance Service | million; second attempt abandoned after
[United Kingdom] deployment, costing $15 million.
1993 Greyhound Lines Bus reservation system crashes repeatedly
Inc. upon introduction, contributing to revenue
loss of $61 million.
1992 Budget Rent-A-Car, | Travel reservation system canceled after

Hilton Hotels,
Marriott Inter-
national,and AMR
[American Airlines]

$165 million is spent.

Exhibit 1.3 Continued
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in CIO magazine, “As far as most people at your company are concerned, [the]
IT staff operates . . . somewhere apart from the ‘real” company.”’

In their article, “IT’s Rodney Dangerfield Complex,” CIO magazine high-
lighted the result of business frustration with IT, quoting a CIO from a major
corporation: “[IT] gets no respect [from the other departments].” The article
goes on to say that IT was “left out of business process or technology-related
discussions” and that the department “was fragmented and the organization
lacked consistency in project management, processes, and production.”

The Standish Group goes one step further, saying that in the computer in-
dustry, “failures are covered up, ignored and /or rationalized.” The unfortu-
nate reality is that the “Rodney Dangerfield complex” describes the position
of the IT department in all too many organizations.

A Burning Platform

For more than a decade, Information Week has conducted a survey on IT
spending in top U.S. corporations. The results are telling. Most U.S. com-
panies spend between 2 percent and 9 percent of their annual revenues on
IT-related expenditures. The rate varies by industry, but median spending is
somewhere between 4 percent and 5 percent.®” Exhibit 1.4 outlines the aver-
age spending by industry, as a percentage of corporate revenue. Although the
benchmark IT spending as a percentage of revenue varies from industry to
industry, the majority of industries spend between 2 percent and 5 percent
of revenues on technology.

Exhibit 1.5 shows the trend in the Information Week data over the past
few years. The average spent on technology by companies has risen steadily,
in spite of the well-known pullback in 2001.%*
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(Source: Information Week, http://www.informationweek.com/iw500.)

The problems outlined in the previous section should be of material inter-
est to corporations. The amount of spending and investment by corporations,
even those investing in IT at the low end of the scale, means that the prob-
lems in IT have to be addressed. At 4 percent to 5 percent of revenues, the
IT costs in a company must be managed effectively. At this average range, IT
costs are usually one of the largest nondirect expenditures in a company. In
comparison, according to studies performed by the Hackett Group, world-
class companies on average spend only 0.67 percent of revenues on finance.%
Both the benefits to be achieved, and the high investment required by IT
justify close attention from senior management to ensure that IT is effective
and producing the right results.

Information Technology Satisfaction?

One useful way of rating corporations’ effective use of IT is to plot their
level of overall satisfaction with IT—the sum of customer service levels,
cost reductions, improved business operations, or other relevant aggregate
measures of benefits produced by the IT department. Exhibit 1.6 compares
this satisfaction with the level of cost relative to peer companies.

Companies with limited IT operations begin in the southwest quadrant.
While their satisfaction with IT is low, it is not surprising given their low level of
investment. To improve IT operations and achieve the benefits outlined in this
chapter, the company begins investing in technology. This migrates them north-
ward on the matrix. The senior management team generally has the intention of
finding a way to migrate to the southeast corner where IT costs are kept at rea-
sonable levels expected for the company, and higher satisfaction is achieved.
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Starting Point

Exhibit 1.6 IT Satisfaction versus IT Spending

In many companies, the increased investments in IT do not produce the
expected benefits. Satisfaction stagnates, or even diminishes, based on the
high expectations set from the incremental investment. Often, at best, com-
panies achieve large improvements in their level of satisfaction, but the base-
line steady state of IT investment never levels off, or it goes back to previous
levels. As Exhibit 1.7 demonstrates, the fate of many companies is at best a
permanent residence in the northeast quadrant and, at worst, the northwest
“high-spending, low-satisfaction” corner.

This combination of IT dissatisfaction and high spending has created a
burning platform for the improvement of the IT department.

The Information Technology Dilemma

Why, then, if IT is an absolute requirement in any company today, is corporate
senior management’s satisfaction with such a critical function so startlingly
low? Why is the actual and perceived satisfaction of the end customer so low?
Why is the IT department’s satisfaction with consultants, applications
providers, and hardware vendors similarly low? How can IT shake the “Nick
Burns” stereotype and thrive as an integral, vital function in a company?

Why do companies spend as much as 9 percent of their annual revenues
on a function that didn’t exist 40 years ago and, while achieving incredible
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benefits, still so often fail to derive full value or satisfaction from their
investment?

These are intriguing questions, and, more importantly, ones that senior
management teams ignore at their peril. Many companies appear to be
caught in a perplexing dilemma. They must invest in information technology,
if not for productivity gain, at least for competitive parity. Technology in-
vestments have created major productivity gains over the past two decades.

Research and anecdotal evidence, however, also make it clear that the
failures of IT departments to produce cost-effective, satisfactory results
have produced misery on a massive scale for corporations and IT department
personnel alike.

Every company spending money on an IT department has no choice but to
grapple with these issues. Many organizations continue to throw money at the
problem, escalating the issue even further. Ignoring the issues, or treating
them with superficial infusions of additional investment, does not change the
underlying problems. In fact, it is the primary reason companies find them-
selves in the northwest corner of the IT spending and satisfaction matrix.

Chapter 2 outlines some of the symptoms and causes of the IT dilemma.
The remainder of this book presents the building blocks of effective IT man-
agement that we have used to help many of our clients move to the southeast
corner of the matrix.



The IT Dilemma 21

11.

12.

13.

14.
15.

16.
17.

18.

NOTES

. Copyright © 2006 by Houghton Mifflin Company. Adapted and reproduced by

permission from The American Heritage Dictionary of the English Language,
Fourth Edition.

. Eleanor Roosevelt, Ladies Home Journal, 61 (November 1944), pp. 155-171.
. C. A. Meares and |. Sargent, U.S. Department of Commerce, Office of Technol-

ogy Policy, Update: The Digital Workforce (Washington, DC: U.S. Government
Printing Office, September 2000).

. Remarks by Governor Susan Schmidt Bies before the Tech Council of Mary-

land’s Financial Executive Forum, Bethesda, MD (January 18, 2006), http://
www.federalreserve.gov/boardDocs/Speeches/2006/20060118/default.htm (ac-
cessed December 7, 2006).

. Kevin J. Stiroh, “Information Technology and the U.S. Productivity Revival:

What Do the Industry Data Say?” Federal Reserve Bank of New York, staff re-
ports, no. 115 (January 24, 2001), http:/www.newyorkfed.org/research/staff
_reports/sr115.pdf (accessed December 9, 2006).

. R. Solow, “We’d Better Watch Out,” New York Times Book Review (July
12,1987), p. 36.

. See note 5.

. Marianne Kolbasuk McGee, “It’s Official: IT Adds Up,” Information Week

(April 17, 2000). All rights reserved. Reprinted with permission. http:/www
.informationweek.com/782/productivity.htm (accessed December 10, 2006).

. See note 5.
10.

Jerry Useem, “And Then, Just When You Thought the ‘New Economy’ Was
Dead,” Business 2.0 (August 2001).

Douglas Clement, Federal Reserve Bank of Minneapolis, “Interview with
Robert Solow,” The Region (September 2002), http://www.minneapolisfed.org
/pubs/region/02-09/solow.cfm (accessed December 10, 2006).

Jorgenson and Stiroh, Federal Reserve Bank of New York, “Raising the Speed
Limit: U.S. Economic Growth in the Information Age” (May 1, 2000),
http://econweb.fas.harvard.edu/faculty/jorgenson/papers/dj_ks5.pdf (accessed
December 10, 2006).

Laura D’Andrea Tyson, “Why the New Economy Is Here to Stay,” BusinessWeek
(April 30, 2001), http://www.businessweek.com/magazine/content/01_18
/b3730032.htm (accessed December 10, 2006).

Alan Greenspan, “The Revolution in Information Technology” (March 6, 2000),
http://www.federalreserve.gov/ BOARDDOCS/Speeches/2000/20000306.htm.
See note 8.

See note 8.

M. O’Mahoney and B. Van Ark, EU Productivity and Competitiveness, An In-
dustry Perspective, Report to DG Enterprise, European Commission, 2003 (pp.
8§2-83), http://www.ggdc.net/pub/EU_productivity_and_competitiveness.pdf
(accessed December 10, 2006).

Martin N. Baily, Senior Fellow, Institute for International Economics, “Recent Pro-
ductivity Growth: The Role of Information Technology and Other Innovations,”



22 The Effective IT Organization

FRBSF Economic Review, 2004 (p. 36), www.frbsf.org/publications/economics
/review/2004/er35-42bk.pdf (accessed December 7, 2006).

19. Paul Strassmann, “Facts and Fantasies about Productivity” (1997), http://www
.strassmann.com/pubs/fnf/factnfantasy.shtml (accessed October, 2006).

20. Martin N. Baily, “Information Technology and Productivity: Recent Findings,”
presentation at the AEA Meetings (January 3, 2003), www.petersoninstitute.org
/publications/papers/baily0103.pdf (accessed December 10, 2006).

21. ITAA Press Release (May 2, 2006), “Global ICT Spending Tops $3 Trillion,”
http://www.itaa.org/newsroom/release.cfm?PID=2338; WITSA can be found at
www.witsa.org (accessed October 2006).

22. Dave Lindorff, “General Electric CO’s Drive to Real Time,” CIO Insight (No-
vember 2000).

23. See note 8.

24. Edward Cone and David F. Carr, “Unloading on the Competition,” Baseline
(October 2002), http://www.carrcommunications.com/clips/roadway.pdf.

25. See note 8.

26. See note 8.

27. Alexandra Harney, “Always On,” CIO Insight (February 2002),
http://www.cioinsight.com/article2/0,1540,122780,00.asp (accessed December
10, 2006).

28. 2006 Top 100,” CIO, http://www.cio.com/archive/081506/winners.html (ac-
cessed October, 2006).

29. See note 28.

30. See note 28.

31. See note 28.

32. “The Standish Group,” The Chaos Report (Yarmouthport, MA: The Standish
Group International, Inc., 1994), http://www.standishgroup.com/sample
_research/chaos_1994_1.php (accessed December 10, 2006).

33. See note 32.

34. Deborah Hartmann, “Interview: Jim Johnson of the Standish Group,” (August
25, 2006), http://www.infoq.com/articles/Interview-Johnson-Standish-CHAOS
(accessed December 10, 2006).

35. See note 32.

36. “Multiyear Comparisons of InformationWeek 500 Survey Data Reveal IT
Trends,” Information Week (September 12, 2006), www.informationweek.com
(accessed December 10, 2006).

37. KPMG Project Risk Management and Information Risk Management (1998), http://
www.kpmg.co.uk/kpmg/uk/IMAGE/PRMFINAL.PDF (accessed August 2003).

38. “Research Shows High Failure Rate on IT Projects,” Journal of Accountancy
(February 2001), http:/findarticles.com/p/articles/mi_m6280/is_191/ai
70423157 (accessed December 10, 2006).

39. Robbins-Gioia press release (January 28, 2002), “ERP Survey Results Point to
Need for Higher Implementation Success,” http://www.robbinsgioia.com/news
_events/012802_erp.aspx (accessed December 10, 2006).

40. The Conference Board, “ERP Trends,” (June 2001), http://sloanreview.mit.edu
/smr/issue/2001/winter/le/ (accessed December 10, 2006).



The IT Dilemma 23

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.
62.

Stanley J. Jarzombek, “The 5th Annual Joint Aerospace Weapons Systems Sup-
port, Sensors, and Simulation Symposium (JAWS S3).” Proceedings (1999),
http://www.stsc.hill.af.mil/crosstalk/2002/04/1eishman.html.

Jennifer Mateyaschuk, “Training Address Project-Management Needs,” Infor-
mation Week (October 25, 1999), http:/www.informationweek.com/758
/project.htm.

See note 32.

“Braunagel: United stuck with baggage system,” Denver Business Journal (De-
cember 2, 2004).

Polly Schneider, “Another Trip to Hell,” CIO (February 15, 2000). Copyright ©
2002 CXO Media, Inc. Reprinted with permission. http://www.cio.com/archive
/021500 _hell.html.

Christoper Koch, “Nike Rebounds,” CIO (June 15, 2004), http://www.cio.com
/archive/061504/nike.html.

Tom Field, David Pearson, and Polly Schneider, “To Hell and Back,” CIO (De-
cember 1, 1998). Copyright © 2002 CXO Media, Inc. Reprinted with permis-
sion. http://www.cio.com/archive/120198/turk. html.

Ann Bednarz, “IT Malpractice,” Network World (April 8, 2002), http://www
.networkworld.com/careers/2002/0408man.html.

Scott Berinato, “What Went Wrong at Cisco,” CIO (August 1, 2001). Copyright
© 2002 CXO Media, Inc. Reprinted with permission. http://www.cio
.com/archive/080101/cisco.html.

Malcom Wheatley, “ERP Training Stinks,” CIO (June 1, 2000). Copyright ©
2002 CXO Media, Inc. Reprinted with permission. http://www.cio.com
/archive/060100_erp.html.

Dawn Kawamoto and Wylie Wong, “Case Study: Oracle Customers Pay the
Price,” ZDNet News (June 28, 2001), http://news.zdnet.com/2100-9595_22
-530193.html.

Craig Stedman, “ERP Woes Cut Grainger Profits,” ComputerWorld (January 7,
2000), http://www.computerworld.com/news/2000/story/0,11280,42976,00.html.
Robert N. Charette, “Why Software Fails,” IEEE Spectrum (September 2005).
Copyright © 2006 IEEE. Used with permission. http:/www.spectrum.ieee.org
/sep05/1685.

See note 53.

Marcy Lacity and Rudy Hirschheim, Information System Outsourcing: Myths,
Metaphors and Realities (Chichester, England: John Wiley & Sons, 1993), p. 190.
See note 3.

Anonymous, “No Satisfaction,” CIO (January 15, 2001). Copyright © 2002 CXO
Media, Inc. Reprinted with permission. http://www.cio.com/archive/011501
/confidential.html.

“IT’s Rodney Dangerfield Complex,” Information Week (March 28, 2002). All
Rights Reserved. Reprinted with permission.

See note 32.

See note 36.

See note 36.

Press release “Hackett Book of Numbers Analysis” (November 16, 2006), The
Hackett Group. www.hackett.com press releases.



IT Ineffectiveness Sources
and Causes

[ think it is an immutable law in business that words are words, explanations are explanations,
promises are promises—ybut only performance is reality. Performance alone is the best measure
of your confidence, competence and courage. Only performance gives you the freedom to grow
as yourself.

Just remember that: Performance is your reality. Forget everything else. That is why my
definition of a manager is what it is: one who turns in the performance. No alibis to others or to
one’ self will change that. And when you have performed well, the world will remember it,
when everything else is forgotten. And, most importantly, so will you.

—Harold Geneen, CEO, ITT'

In the previous chapter, we outlined the fundamental IT effectiveness
dilemma facing both the CIO and the senior management team in a corpora-
tion. This chapter focuses on the symptoms that manifest themselves in inef-
fective IT departments, the proximate causes of those issues, and the
ultimate cause of IT dysfunction: the leadership gap caused by inadequate
preparation for the management responsibilities a career in IT gives to fu-
ture managers.

We have been fortunate to have worked in dozens of IT departments, in a
variety of roles—technical support staff, developers, managers, consultants,
and advisors. We have observed a common set of symptoms of an ineffective,
struggling IT department. Most of these phenomena have very little to do
with the specific technology deployed, the industry the corporation partici-
pates in, the external market conditions, or the size of the organization. In-
stead, the same sets of issues emerge repeatedly.

In this chapter, we broadly categorize these indicators and inventory
them. With these identified, we begin to answer the question raised in Chap-
ter 1: What are the ultimate causes of ineffective IT departments?
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Symptoms of IT Distress

We have identified four main categories of symptoms of trouble we have seen
in distressed IT departments. A brief description of the four areas follows:

1. Business satisfaction: Level of satisfaction and confidence in the IT
department on the part of the business.

2. Budget problems: 1T spending, including internal resource costs, ser-
vices, and capital expenditures.

3. Project effectiveness: 1T support for business projects; internal soft-
ware and hardware deployments.

4. Staffing problems: IT human resources management, team morale, and
IT organization.

This chapter covers some of the symptoms we have seen in each of these
categories. While this list is lengthy, it is certainly not comprehensive. The
symptoms of a distressed, ineffective IT department show up in many ways.
However, most manifest themselves in one of these four categories, particu-
larly business satisfaction, which is the ultimate arbiter of the effectiveness
of the IT department.

Business Satisfaction

The most important category by which to measure IT is business satisfaction
rate. This measure presumes a well-run company where members of the sen-
ior management team and business unit heads are motivated to run their
businesses with the best efficiency to produce economic gain for the com-
pany and shareholders. This “invisible hand,” which keeps the business units
motivated toward the right goals, in turn, puts pressure on the IT depart-
ment to provide infrastructure, applications, service levels, and initiatives to
help the business drive revenues, reduce costs, or achieve better control. It
also assumes that business unit managers understand how IT can be used to
drive those goals and generate business value. Given the statistics in Chapter
1 on level of investment in IT for the past 30 years, this is also a reasonable
assumption. Therefore, if the business unit managers are motivated to drive
company revenues and profits, and they clearly understand how IT can help
them do so, the business will recognize if the IT department is not living up
to those goals.

Many companies suffer from an enormous disconnect between the IT
department and the business. This often results in a negative image of IT de-
partments and staff as covered in the previous chapter. This disconnect and
overall lack of satisfaction with IT services manifest in a variety of common
symptoms:
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¢ Business unit leaders (and functional heads) are dissatisfied with the
performance of IT and the support for their initiatives and day-to-day
requirements.

* Business managers lack confidence when IT commits to a deadline.

* Business users are frustrated by their lack of control over IT; they per-
ceive that IT “doesn’t listen.”

* Business managers don’t believe that IT has the same goals as they do,
most easily evidenced in the perception that IT “doesn’t care about
helping” the business succeed.

* Business users either don’t know or don’t understand priorities in the
IT department.

e IT claims the business “doesn’t respect them” and/or “ignores IT” and
leaves IT out of decision-making processes.

* In response to IT shortcomings (real or perceived), business units hire
their own, separate IT teams, which they control.

* Business units blame IT shortcomings for missed business opportunities
or failed projects.

* Business units create and implement systems without input or help
from IT.

* Business units bring IT into decision making that affects systems at the
last minute (or not at all).

e IT department insulates itself from the rest of the organization and
does not communicate or socialize with business units or other func-
tional areas.

Budget Problems

The second potential area of weakness in the IT department relates to budg-
eting. Properly managing IT investment (and measuring the return on the in-
vestment) is treated in several chapters in this book. In discussing IT
budgeting, we include not just the actual IT budget but all spending on tech-
nology in the company, including technology spending in the business units,
on any technology-related labor, technology consumables, outside technology
services, hardware, software, and other capital.

We have observed that often IT managers and staff have trouble showing
sensitivity to the effect of cost on the bottom line. The “customer” of the IT
department, usually a business unit manager, is quite familiar with assessing
costs in terms of how they affect the bottom line profitability of their divi-
sion or organization. This means, given average profit margins of 10 percent
for a company, that the business unit manager, intellectually and, most im-
portantly, viscerally, understands that spending a dollar on something “costs”
approximately $10 in revenue to cover it. This P&L-focused view of costing
means that incremental investments in staff, services, or equipment are care-
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fully and clinically scrutinized, and that the business unit manager makes
the investment only after he or she is convinced that it is essential and that it
will return more to the business than it costs. Further, they will monitor the
investments and projects to be sure that the promised business returns are
realized.

We have not found this keen awareness of the “cost of costs” to be present
in IT managers and staff, who have generally not had experience in a line role
where they are responsible for managing both the costs and revenue sides of
a profit-and-loss statement. For example, a junior manager over a 15-person
IT shop had submitted a requisition for a server that cost more than $20,000.
Although it was clear that a less robust, less powerful model would suit just as
well, her response to the notion of a downgrade was “Look, its only $20,000;
we have millions and millions in revenues.” This, unfortunately, is often the
perspective from IT. We reminded the manager that to “cover” the cost of
the server would require a sales team to sell (and successfully deliver) more
than $200,000 in products and services.

There is ample evidence of this behavior at the end of the fiscal year in
many companies in the mad scramble by IT personnel to spend unused IT
budget dollars on items that may or may not be good investments for the
company. Typically, the money is consumed in overpurchasing goods and
services from vendors who are trying to make year-end sales goals. The ven-
dor entices the IT staff with discounts and incentives on items like disk stor-
age and software licenses that have only marginal benefit for the company.
These funds are also used on training that may have little or no relevance to
the skills needed to run IT or complete upcoming projects. Unfortunately,
the IT budget is viewed as “Monopoly money” and not real dollars that might
be better spent in other parts of the company, for instance, funding for an
additional salesperson or dollars sent back to the company treasury to pre-
serve operating cash.

This behavior leads companies to see IT as an endless sink for resources.
As observed in the previous chapter, this spendthrift flippancy by IT con-
cerning costs has contributed to the attitude of many companies. In an IT
satisfaction survey by researchers Lacity and Hirscheim, the majority of
the companies “see their IT department as a necessary, but burdensome,
cost pit.”

Although less common, the reverse problem can happen as well. IT de-
partments can underinvest. This is often caused by timidity on the part of
the IT managers who do not work to push their agendas through, or by busi-
ness unit managers and a senior management team who do not see the value
of technology. The effect of underinvestment on a company can be just as
corrosive as out-of-control spending. Companies can fail to achieve the ben-
efits attendant with the quality use of technology; after all, investments in
technology have accounted for more than two-thirds of the productivity
growth in the past half decade. Companies who consistently underinvest in
technology are at risk for higher than necessary operating cost structures,
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missed opportunities in new markets, and erosion of share in existing mar-
kets by aggressive competitors who find ways to serve their customers better
with technology. Ironically, companies in this position often get caught in a
downward spiral; their unwillingness to make smart technology investments
drives away the talented technology professionals who could potentially help
them realize gains from well-executed IT spending.

Symptoms of an IT department that is out of control on spending or is un-
derinvesting include:

* Spending more than peer group companies on IT (percentage of rev-
enue or other relevant measure).

e Large quarter-to-quarter or year-to-year expansion of IT budgets with-
out associated expansion of business volumes.

o Large quarter-to-quarter or year-to-year expansion of capital expendi-
ture without associated business imperative or retirement of capital
being replaced.

* High levels of outside purchasing, particularly services or consultants.

e Company failing to cover or exceed cost of capital on IT projects or
other capital spending (IT dollars not achieving same value as they
could in other parts of the company).

* Continuous flow of “emergency” requisitions from IT for headcount,
services, equipment, or software.

¢ IT management has difficulty forecasting IT costs annually or quarterly.

* Ongoing large budget variances (positive or negative) in IT depart-
ment; high budget variances in top-level categories of IT budget (staff,
services, capital expenditures). Chapter 3 outlines the key drivers of IT
spending and provides a starter set of benchmarks by which companies
may measure themselves.

e Technology infrastructure does not have capacity or capability to sup-
port business initiatives.

Project Effectiveness

One of the best measures of the overall competence of an IT department is
its ability to successfully manage projects. Poor project execution by IT is
one of the largest complaints from business users. Although many IT man-
agers and team members are often exposed to, or are even well versed in, the
mechanics of project management, the actual results do not reflect their
supposed capabilities.

IT departments usually are part of projects that are internal to IT (they
involve no one outside the department, e.g., server upgrades, e-mail system
rollouts) or external (involve some level of coordination with areas outside
IT; e.g., financial package implementations, sales force automation software
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implementations). We have not observed any appreciable differences be-
tween the success rates of these internally directed projects and those that
involve significant external coordination. This implies that IT managers
struggle with the fundamentals of good project management.

We have found that these struggles are not specific to any particular piece
of the project management discipline, but instead run the spectrum from
project scoping, ROI calculation and business value justification, require-
ments gathering, business process mapping, team building, planning, execu-
tion, tracking, and completion.

A major source of project ineffectiveness is the overall management of
project demand within the IT—creating potential project inventories, prior-
itizing the projects, determining the baseline project capacity of the IT de-
partment, and ensuring that only the number of projects supported by that
capacity are allowed to be open simultaneously.

Some of the trouble concerning project completion, is due to the notion,
propagated for quite some time, that the business is a “customer” of the
IT department. While there is some merit to this notion, it has led IT teams
to adopt a “customer is always right philosophy.” Without negotiation (or
even protest), the I'T team continues to absorb a barrage of project requests
and to-do items from the business. Business managers quite reasonably
assume that the capacity to complete the projects is available, or the IT
management would reject the request. Instead, IT signs up for yet another
project that, as 200th on a list of 200, is doomed before it begins. Four
months later, on the project due date, a very unhappy business manager
reminds the IT department that they are the “customer” and the cycle
continues.

The typical IT department we are asked to assist easily has more than 100
projects “on the books.” These projects are at every level of magnitude (with
projects such as “repair the system clock on the backup server” aggregated
at the same level as “migrate servers from Windows NT to Windows XP”).
IT managers often confuse their to-do lists and their projects lists, hope-
lessly commingling both.

Most often, there is significant overlap in the project inventory. What may
be listed as a project in one part of the inventory is actually a substep of yet
another project in the inventory. In one client engagement, just based on
overlap elimination alone, we reduced the project list from more than 160
projects to fewer than 50. For example, auditing and purchasing server li-
censes and upgrading server memory could both be substeps in a larger proj-
ect to migrate the servers to a new operating system.

Aggravating matters further, the projects have widely varying creation
dates, or worse, no date. Rarely has the business rationale, or business owner,
for the project been documented, to say nothing of a cost benefit or return-
on-investment analysis. This makes culling projects whose relevance has long

passed challenging.
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Finally, each of the projects is underway, each in varying stages of com-
pletion, but far from 100 percent. In a misguided effort to please the busi-
ness, IT departments often fail to complete one project before starting
another. The result is a quagmire of multiple, often contradictory, efforts
that, in aggregate, never seem to be completed.

Common symptoms of an IT department struggling with project manage-
ment issues include:

* No clear successes to point to on the project front; no record of the last
successful project completed.

e Multiple project inventories; no consolidated project list.

* No distinction between “internal” IT projects versus those that must
coordinate with the business.

¢ Confusion between to-do lists and projects.

e Large numbers of projects (greater than 100).

* No project charters for projects underway.

e Slight progress on the entire list of projects in inventory instead of sub-
stantial and real progress on a limited subset of priority projects.

¢ No relationship between IT team capacity to execute projects matched
to the number of projects (and required labor capacity) allowed to be
underway simultaneously. IT team capacity to execute projects has not
been calculated.

* Multiple, simultaneous, uncoordinated projects underway.

* No framework (or even attempt) to prioritize projects based on business
value, risk, existing system adequacy, ease of completion, or other rele-
vant factors.

¢ No clearly set individual responsibility for project management or com-
pletion (responsibility at team level only or responsibility split between
two or more people).

* Project documentation (scope, requirements, work plans, and deliver-
ables) incomplete or missing.

* System projects that are completed have poor quality and reliability
and require constant patching and rework.

Staffing Problems

Often, the first refuge of a beleaguered IT manager in charge of a distressed
IT department is the addition of staff.

As so famously outlined in Brooks’ classic text on technology project man-
agement and organization, The Mythical Man-Month, adding capacity to any
late projects (even well managed ones) does not improve their timing.® We
believe that adding resources to an already disorganized, chaotic, misman-
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aged environment is simply the recipe for more cost, not beter results. The
addition of capacity in these cases often obscures the issues even further. It
is difficult for organizations to absorb a high number of new staff in a short
period and still be productive.

Because the CIO in a distressed department is, by definition, having diffi-
culty managing, he or she most often, ironically, also has trouble identifying
the very talent most likely to be of use in turning the situation around. The
result is that new staff are of average or below average quality, or at best, de-
ficient in the very skills and knowledge most needed. Often, the IT man-
agers turn to their social circle for sourcing of new candidates. This
complicates matters even further because of the negative consequences from
the mixing of business and personal agendas in the office.

Because the capacity additions are made as part of a panicked response,
they are not part of a clear, well-thought-out plan and, therefore, do not have
clearly defined roles and responsibilities. The resulting distorted organiza-
tion chart creates responsibility gaps and overlaps that lead to even further
chaos. Inexperienced new managers struggle with the inherent ambiguity of
a rapidly changing organization, and seasoned staffers have trouble keeping
track of the rapidly changing plan.

The final blow to the IT departments comes as the best players realize that
the situation is hopeless. Morale among those seasoned staff that are in the
know sinks rapidly. High morale is found only among the newest team mem-
bers who have not yet had time to grasp the situation. Those with options out-
side the company (again, ironically, the very team members who are most
likely to have the highest positive impact) begin to flee. The resulting re-
placement hiring continues to lower the average ability in the department and
contributes further to the issues attendant with large numbers of new staff.

The CIO begins spending more time behind closed doors hoping for a mir-
acle. Eventually, the issues in IT become a burning platform for senior man-
agement, and a major housecleaning ensues.

This pattern of failure, reflected in the following staffing symptoms, is
one that we have observed in multiple clients struggling with IT challenges:

* No ownership of results by IT, particularly IT management.

e Worried IT staff.

* Large number of recent hires (greater than 30 percent of staff mem-
bers have less than one year of tenure).

¢ Organization chart not clearly defined (or entirely missing) as to opera-
tions support and application support.

* Disparate titles; no standardization of roles and responsibilities; no clearly
documented job responsibilities at any level of the IT organization.

* High (or no) attrition in IT department; attrition disproportionately
high among tenured staff.
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Large volume of gossip in IT department.

Inadequate (or unsatisfying) interaction between IT staff and rest of
company.

Strong morale dichotomy: newest staff members with adequate or high
morale; exceedingly low morale among staff with most tenure.

Inexperienced IT managers (no previous management experience, or
experience in only a subset of the disciplines within IT).

Little or no screening of new hires to department (in-person interview
screening only).

Sourcing of candidates from social circles (friends and family members
of managers or other IT team members; from same neighborhood or
other nonbusiness association).

Excessive consumption of vacation time or sick leave by tenured staff.
Inordinate number of team members “working from home.”

Disengaged management (CIO or managers difficult to find, behind
closed doors, taking excessive vacation, or other offsite activities).

Constant infighting and bickering between business and IT and
within IT.

Proximate and Ultimate Causes of
IT Ineffectiveness

In most departments, there are nearly as many obvious causes of IT ineffec-
tiveness as there are symptoms. With every failure, it is easy to spot a multi-
tude of potential causes (e.g., “The implementation project failed because
the team never clearly defined scope and didn’t do requirements gathering
before selecting a vendor”).

The most common categories of causes of ineffectiveness are:

Business turmoil: Changes to the business because of external or inter-
nal pressures that manifest themselves in radical changes in demand on
the IT department:

—Changes to the business model: New lines of business, new operating
models, new sales and distribution channels.

—Changes to external entities: More customers or suppliers, or more
transactions with customers and suppliers.

—DMerger and acquisition activity: New business units to be inte-
grated, along with associated staff, applications, data, customers,
and suppliers.

—Divestiture: Business units being carved off; disaggregating of data
and separation of systems.
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—Changes to business profitability: Higher profitability driving invest-
ment in IT and increased pressure on increased IT capability; lower
profitability driving cost pressures to IT.

—Rapid revenue growth of the company requiring new/rapid response
to changes from IT.

—Additional support for disparate geographies required from IT, par-
ticularly requiring international support.

—Multiple technologies in place for operations, development, and data-
base creating “technology chaos” and slowing down every initiative.

e Vendor management: Use of hardware, software, and services vendors
not capable of supporting the business; poor selection and weak ongoing
management of vendors:

—Vendors and service providers that were appropriate for a smaller
company, but have not scaled with growth in the company.

—Poorly performed vendor selection and implementation.

—Weak management of vendors.

—Weak or nonexistent standard setting; wide variety of disparate tech-
nologies and vendors creating a chaotic, heterogeneous environment.

* Staffing and communications: Inexperienced and insular management
style alienates the IT team and business; business uses IT ineffective-
ness as an excuse for its own shortcomings:

—Business unit leaders take no interest in IT and use it to finger point
and lay blame.

—IT makes little or no effort to socialize with the business.

—IT leadership is usually in the role for the first time; CIO has lim-
ited experience managing people, growth, and setting technology
direction.

—CIO is unable to identify good new hires and resorts to personal con-
tacts for sourcing.

—Department lacks ability to attract the “right” talent; issue goes be-
yond technical capabilities to inability to recruit team-oriented
achievers.

—Poor staff management, hiring; unclear organization and roles/
responsibilities.

—Rapid growth in IT department—Iarge numbers of staff with fewer
than one to two years with the company and/or fewer than two to
three years in technology.

—Each decision approached as a one-off proposition resulting in sub-
optimal decision making for the department at large.

e Financial and risk management: Team does not understand the critical
link between expenditures on I'T and the benefits, cost-reduction, or in-
cremental revenue; team does not make (or even contemplate) effective
cost-benefit trade-offs:
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—No attempt to calculate or document return on investment for proj-
ects or other IT expenditures.

—No record of ROI for previous projects; no analysis of ROI for pro-
posed projects.
—No understanding of cost of additional expenditures to company prof-
its; no comprehension of marginal-spend versus marginal-benefit.
—IT managers consistently “overinsure” system engineering at signifi—
cant expense.

—IT managers engage in “sunk cost fallacy” and continue to plow addi-
tional money into clearly losing projects or technologies.

—CIO focuses on optimizing each project on a one-off basis instead of
the overall company.

All of these causes provide some level of explanation for failings in the IT
department. However, they also share a common thread. It is important to
distinguish proximate causes—the most obvious explanations for behavioral
phenomena—and ultimate causes—root causes that are the behind-the-
scenes driver of the proximate causes.

This behavior model is particularly relevant in the case of the dysfunc-
tional IT department. In attempting to “fix” the IT department, the senior
management team (and sometimes IT leadership) gets caught up in chasing
the proximate causes to problems, such as those previously inventoried. This
can be confusing and demoralizing, because new proximate causes continu-
ally emanate from what we believe are the ultimate causes—lack of experi-
enced leadership from IT management and lack of engagement from senior
management.

Most new IT managers are woefully inadequately prepared to begin tak-
ing on their new responsibilities. The skills and competencies required to
survive, let alone excel, at managing a functional department in a corpora-
tion are quite different from those required to excel as a staff member in
that same department. In few professions is the gap between doing and man-
aging so profound as in IT.

One of the primary causes of this difficulty is the internal split between
the functions that the IT manager must successfully oversee. As Chapter 4
shows, most IT departments are organized into two large activity areas split
between operations and applications. IT managers usually have been trained
in and promoted from one or the other of these two areas and, therefore,
have had little experience managing (or even interacting) with team mem-
bers outside their subfunction.

In addition to lacking experience with half of the IT functions that the
novice manager is newly responsible for, the skills and knowledge required
to be effective are vastly different. Exhibit 2.1 summarizes the skills devel-
oped and mastered by IT professionals before promotion to IT management
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PRE-PROMOTION SKILLS

System requirements gathering and analysis.

Programming and systems development.

Application design and management.

System configuration.

Business process documentation.

Technology implementation.

Systems administration.

Systems performance management.

Technical, data, and applications architecture design and management.

Limited project management.

Upward reporting relationship with technical manager.

Exhibit 2.1 Skills Developed Pre-Promotion

levels, as contrasted with the list of skills required for success as an CIO or
manager shown in Exhibit 2.2.

This gap between the pre-promotion skills learned as an applications
manager, developer, or operations specialist and the skills required to suc-
ceed as an CIO is the root cause of many of the woes discussed in this and
the preceding chapter.

Newly minted CIOs find themselves in an entirely different role, with
high expectations from their senior management team. To exacerbate mat-
ters, the new manager is usually reporting to a nontechnical professional,
most often the corporate CFO. This means that at the very moment the CIO
needs the most guidance and support, it is unavailable.

This finding has been the primary diagnosis in many of the IT turn-
arounds that we have completed in the past few years. For many of the senior
managers we work with, the notion that something as simple as leadership
can be the ultimate cause of problems in the IT department can be difficult
to swallow. A simple answer to what seems to be an impossible-to-solve knot
of issues is particularly tough to believe when many of the issues, at the sur-
face, appear to be technical in nature.

If these arguments are not compelling enough on their own, we usually
point to the empirical evidence we have gathered as part of the IT effective-
ness. We have seen repeatedly that most of the proximate issues resolve
themselves quite rapidly once the IT leadership challenges have been solved.
Two client examples illustrate this:

1. Our client, a software development company, relied on the IT depart-
ment for not only internal applications support, but also development
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POST-PROMOTION SKILLS

Management of both applications and operations portions of IT function.

Vendor selection, negotiation, and management.

Hiring, evaluating, managing, motivating, developing, promoting, and firing
team members.

Decision making.

Cost containment.

Cost/benefit estimating; project economics estimation.

Budgeting.

Risk management.

Communications with business units and senior management.

Resource and project prioritization.

IT organizational design.

Standard setting and enforcement.

IT measurement and effectiveness.

Coordination of multiple, disparate projects, and initiatives across business units
and internal functions.

Determining best use of scarce economic resources (staff, budget, time).

Maintenance of steady-state service levels for basic IT services.

Upward reporting relationship to nontechnical business manager, COO, or CFO.

Exhibit 2.2 Skills Required Post-Promotion

of the company’s core product. Over the year before our work with
the client, the IT department had trebled in size. Many projects were
at a standstill, with little hope of near-term completion. The product
itself was producing inaccurate results, and even outright operating
failures. The internal and external customer frustration with the IT
group had reached a fever pitch. In response, IT had become defen-
sive and belligerent. The impasse between business and IT seemed
truly unbridgeable.

Working with the client senior management team and the technical
team, in short order, we implemented the leadership, cost-containment,
organization, demand management, and vendor management principles
outlined in this book. Within three months, the IT staff had been re-
duced by more than 70 percent, containing the out-of-control costs. Not
only had the product accuracy and failure issues been fixed, but also
the performance of the product itself had been measurably improved,
much to the delight of the customer base.



IT Ineffectiveness Sources and Causes 37

2. A mid-sized manufacturing company, already under intense cost pres-
sure, was informed by IT management that the hardware on which all
of the corporate systems were running had to be replaced due to ca-
pacity constraints. The company’s peak order season was threatened.
System capacity issues from previous seasons had nearly capsized the
business, and the anticipated increases in order volumes might very
well result in complete systems failure. The company could ill afford
the nearly $1 million in capital expenditures it would take to com-
pletely replace its systems hardware, to say nothing of the business dis-
ruption and risk that are part of any major systems overhaul.

When the client retained us to assume management of the IT de-
partment, our first task was to identify opportunities to reduce sys-
tems load. In the previous four years of systems capacity issues, many
ideas had been considered, but no testing or attempts at implementa-
tion had been made. Within a few short weeks, the IT team had iden-
tified a combination of data purging, database tuning, tight-loop code
rewrites, and usage smoothing that reduced the overall system load by
more than 40 percent, creating more than enough room to make it
smoothly through the peak season and beyond.

What makes these client examples both interesting and highly relevant is
that the fundamental changes were made in the leadership and management
of the IT department. In every case, the major elements in the IT depart-
ment remained the same: the same systems, the same technology, the same
hardware, the same infrastructure, the same business users, and most impor-
tant, the same technical staff. The only variable introduced was the manage-
ment of the IT staff, which produced measurable and dramatic results in
surprisingly short order.

Support for this theory can be found in IT effectiveness research that has
emerged in the past few years. Because the stakes are so high for organiza-
tions, the dilemma of what root causes are behind IT failures has proven at-
tractive as a topic. The research supports our conclusion that the root causes
of IT failures lie in IT leadership quality.

Paul Strassmann, former CIO of Xerox and a leading industry thinker, per-
formed an IT spending analysis on nearly 3,000 U.S. companies (see Exhibit
2.3). He plotted IT spending per employee (which normalized the data for
company size) against return on equity for the company (which measures busi-
ness success). The result? No clear correspondence between IT spending and
financial results. Instead, companies that have succeeded in using IT to ad-
vantage are those with quality IT (and other) leadership. Strassmann writes:

What few people take the trouble to do is to correlate spending with actual eco-
nomic outcomes, such as profits after taxes, or even better, economic value added
(EVA). I have done such analyses for 2,865 U.S. industrial corporations. In each
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Exhibit 2.3 Return on Equity versus IT Spending per
Employee (Courtesy of Paul Strassmann.)

case I plotted IT outlays per employee against rates of return on equity (ROE)
producing a completely random distribution. Clearly such a scatter plot shows that
there is zero correlation between IT spending and economic outcomes. . . . The
essence of leadership lies in how an individual leader balances and mixes the in-
gredients of strategic influence to deliver the most effective results.*

Other analysts have similar findings. Research from the London School of
Economics and McKinsey & Company “found that major increases in IT in-
tensity were associated with 20 percent higher productivity in the best man-
aged firms . . . but the same increase in IT intensity only raised productivity
by 2 percent for the poorly managed (defined as firms in the bottom quartile
of managerial good practices).”

In a 2004 Gartner, Inc. interview, Erik Brynjolfsson, of MIT said:

[Nline-tenths of the cost and nine-tenths of the benefit of big IT projects are
not in computer hardware or even software. They’re in the organizational and
human capital changes. And so, if you want to have a big impact, you need to be
able to understand those organizational and human capital aspects of the busi-
ness process change. . . . Historically too many CIOs have thought of productiv-
ity just as how they can deliver more gigabytes of disk storage or megabits of
communications capacity. Those aren’t the productivity measures that really
matter to the organization; it’s how satisfied your customers are, how you're sav-
ing cost on the supplier side, and have allowed for more creativity and added
value at all levels of the organization.®

Martin Bailey, senior fellow at the Institute for International Economics
writes “the examples where businesses were successful in their IT invest-
ment were ones where the companies had already identified a specific prob-
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lem to be solved or opportunity to be exploited. . . . Successful IT applica-
tions also typically occurred where outcomes could be quantified and moni-
tored.”” Working on the right things and driving them to quantifiable
conclusion are clearly contingent on appropriate leadership from IT.

While laying most of the responsibility for IT ineffectiveness at the feet
of CIOs (or more accurately, at the lack of preparation most CIOs receive), it
would be remiss to remain silent on the contribution of senior management
to the situation.

We have found that, although IT is rightly considered a function, along
with departments such as human resources, finance, accounting, and mar-
keting, it also has hallmarks of a business unit. More so than any other func-
tional department, IT is required to interact with, and understand the
processes of, every business unit and every functional unit. IT departments
are, in many ways, the nerve center of the entire company.

Further, as outlined in Chapter 1, technology, as deployed by corporate IT
departments, has been the largest driver of productivity for corporations. It is
a key component for most company initiatives focused on cost reduction or
revenue building. At best, IT is a source of competitive advantage, productiv-
ity gains, and new capabilities and, at a minimum, the largest nondirect ex-
pense for most companies. In every case, it cannot be ignored. Yet, in many
cases, senior management refuses to engage with IT, and so it remains man-
aged as neither a function nor a business unit. This happens for a variety of
reasons, including disinterest, uncertainty of how to manage technology issues,
or no understanding of how IT can help the business. In every case, it is de-
moralizing to IT and produces a resentful, marginalized IT management team.

In working with one client, we were having particular difficulty convine-
ing the senior team to pay attention to IT issues. To draw their attention to
the importance of the IT department, we took the budgets of each of the
eight strategic business units in descending order of size. We then inserted
the IT department into its proper part of the sequence according to budget
size. If considered a business unit, IT would be fourth largest in the com-
pany, well ahead of the smaller business units. Faced with this analysis, all
agreed that, in proportion to its cost to the company, IT did not receive
enough attention from senior management.

Steps to Effective IT Management

Although our complete prescription for implementing effective management
of the IT department is covered in this book, we are often asked for the short
version of our program. A checklist of specific steps across five broad areas
that can be taken in dysfunctional IT departments to improve performance
and begin reaping the rewards of a productive relationship with the business
follows:
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. Improve IT management:

Implement an IT steering committee as a “virtual CIO” to provide
advice and leadership to the CIO and help speedily resolve issues
between business and IT.

The committee should be composed of the top 5 to 10 senior man-
agers in the business; they should be required to attend every
meeting.

Upgrade management talent in the IT department by hiring the
right director.

The IT steering committee should source the candidates and hire
the new director as a senior manager instead of a senior programmer.
Clean up the IT organization chart; this means no “floating boxes”
and clean, clear lines of responsibility between applications man-
agement and operations without gaps or overlaps in coverage.

Every staff member should have a shorter-than-one-page roles and
responsibilities document posted at his or her desk.

. Add basic project management disciplines:

Establish a single, well-documented master inventory of projects.
Determine the ROI or business benefits for each project.

Projects that do not improve revenues, reduce costs, or improve
control over the business should be ignored.

Prioritize projects by their benefits, difficulty, and adequacy of the
current systems, generating a force-ranked list.

Determine the intrinsic project capacity of the IT department.
Limit the number of open projects to that capacity.

Expect this number to be shockingly small and disconcerting, but
be comforted by the notion that the projects will actually be
accomplished.

Assign a specific person from the IT department to be responsible
for the management and execution of the project, and have him or
her report progress in a five-minute update to the IT steering com-
mittee on a weekly basis.

Each team lead must develop a clear work plan for accomplishing
the assigned project, with work tasks, time lines, deliverables, de-
pendencies, and required resources clearly defined.

Manage vendors:

Determine which vendors are good, productive partners and which
are sapping the IT budget with bloated fees and unproductive prod-
ucts, services, or billable hours.

Migrate business to the former and dismiss the latter.
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e Insist on favorable contracts and pricing in return for vendor
exclusivity.

* Migrate the technology platform in the department to homogeneity
to facilitate ease of management and project execution.

* Negotiate hard with vendors for best pricing, and aggressively man-
age them after the sale.

* Ask vendors how they measure their own client-satisfaction perfor-
mance internally, and require them to produce a report card on
themselves at reasonable intervals.

e If they don’t know how to measure themselves internally, get
them out.

e If they do, hold them to the periodic reporting and help them im-
prove their services with clear feedback.

4. Fiscal management/budgeting:

. Recognize that most companies must generate $10 in revenues to
cover every $1 spent in IT.

* Build a reputation for saving the company money by “making do”
and reserve capital expenditure requests for must-have items. Al-
though more difficult, CIOs must become a business resource for
the senior management team by suggesting ways to lower the com-
pany’s overall operational costs through use of IT.

e If budget variances appear, proactively explain them to senior man-
agement and provide fair warning for surprise capital or operating
expenditures.

e Build trust with the CFO by avoiding typical agency issues that ac-
company the budgeting process that give IT teams a bad reputation
for being focused on the constant acquisition of new toys.

5. Improve relationship with the business:

* Reduce finger pointing between IT and business users by initiating a
“seat rotation” that has key IT staff members sitting with the busi-
nesses they support one to two days per week.

* CIO should have a quota of two lunches per week with business
unit managers, functional managers, or members of the IT steering
committee.

* Add effective business-user relationship management to the ap-
praisal process for all IT team members.

With the right leadership in place and enthusiastic engagement from the sen-
ior management team, the IT department can lead the company in manage-
ment excellence.
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As evidence that the IT department can lead the entire company toward
excellence, we share a note received from the CFO of a client for whom we
had previously completed an extensive IT effectiveness engagement:

We are a totally different company today than when you were here last year. It all
started with the IT area. [Based on the work completed there,] we have reorgan-
ized every phase of our operations and continue to refine our processes.
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Information
Technology Costs

You cannot ask us to take sides against arithmetic.
—Winston Churchill’

There are only two qualities in the world: efficiency and inefficiency, and only two sorts of
people; the efficient and the inefficient.
—George Bernard Shaw, John Bull's Other Island, 1904, Act IV?

This chapter outlines the process for benchmarking IT spending in a corpo-
ration. It suggests general determinants and targets for IT spending and pres-
ents multiple methods of calculating benchmarks as well as the pros and cons
of each. It also introduces historical IT spending trends in aggregate and by
industry.

The chapter is organized around the IT cost benchmarking process. First,
we introduce some of the historical spending levels of U.S. corporations.
Second, we outline the various methods for benchmarking and discuss key
IT cost drivers, which can affect IT spending, and the subsequent attempt to
benchmark spending. Finally, we analyze scale economies that can be
achieved as a company grows and then provide recommendations for aligning
IT spending with the corporate business strategy.

Benchmarking approaches discussed here are intended to be guidelines for
spending—not a specific recommendation as to the precise amount for a
given company to spend on IT. First, the data provided by industry group is a
blunt metric. The Chief Information Officer (CIO) must perform some inde-
pendent analysis to gather peer group information to add additional meaning
and context to the data. Second, the analysis provided here is best used as a
reasonableness test. That is, is the current level of spending reasonable in
light of factors such as industry, peer group spending, and other company-
specific attributes? The bottom line is that the CIO must justify all spending
on technology in relation to the benefits it generates for the business.

43
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This chapter highlights the importance of the proper management of IT
expenses, as one of the largest components of spending in organizations, yet
one of the most mismanaged areas.

Why This Topic Is Important

In the final analysis, the CIO is evaluated on the level of output from the IT
department compared to the input required to produce the results. In this
case, the output is effective technology that drives productivity, profits, user
satisfaction, competitive advantage, and new revenue streams. The input is
capital in terms of labor and dollars.

Unfortunately for the CIO, the measurement of both variables has tradi-
tionally been poor. The input in terms of expenses required to fund the IT
department is generally readily available; however, the true total input re-
quires some investigation of IT spending outside the IT department and is
typically overlooked. The output is also not measured rigorously. The result
is a seemingly clear but understated knowledge of IT spending paired with
almost no knowledge of benefits (output), making justification of the spend-
ing, or a precise linkage between the spending and business benefits difficult.

The next step in the process is a justification of IT spending based on the
industry benchmark, but as we discuss later, this process can be flawed and
result in widely different ratios and recommendations for IT spending.

Compounding the issue is the fact that peer spending information on IT is
difficult to find. As a result, companies are often left with no basis to create
or adjust the IT budget and resort to the baseline set by the previous year’s
budget. Meanwhile, the company is challenged by a technologically advanced
competitor that is reaping huge cost savings from being fully integrated with
its customers and suppliers.

It is vitally important that the CIO understand how to benchmark IT
spending and develop recommendations for general spending levels to achieve
the company’s strategic objectives.

Chapters 17 and 19 further outline calculating the business value of proj-
ects or IT initiatives based on their costs and benefits.

Introduction to Benchmarking IT Spending

By any measure, U.S. corporations make substantial investments in informa-
tion technology. Approximately 40 percent of nonresidential business invest-
ment is in IT. The real IT investment by U.S. corporations grew 16 percent
per year since 1959.% This is a staggering growth rate by any account. At the
same time, executives are attempting to determine the benefit of this spend-
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ing in terms of productivity, profits, and competitive advantage. As Chapter
1 illustrates, after years of questioning the linkage between IT spending and
business productivity, the economic data finally shows a causal link between
IT spending and higher productivity.

The frustration with increased costs and the lack of a clear correspon-
dence between IT expenditures and profits as well as the proportionally
large operating expense outlays, are the reasons IT costs are a major concern
for senior executives in U.S. corporations and have led to the IT dilemma
outlined in Chapter 1. IT spending can range anywhere from 1 percent to 10
percent of overall company revenues, depending on the dynamics of the in-
dustry and the specific situation of the company. For example, a company
turning $1 billion in annual revenue might spend anywhere from $10 million
to $100 million on information technology each year. This order of magni-
tude difference in what is the “right” level of IT spending is explained by a
variety of macroeconomic factors, including industry, size, competitive envi-
ronment, and customer concentration.

In spite of significant expenditures and corresponding financial exposure,
many companies do not have a clear understanding of actual dollar amounts
of direct IT costs, much less hidden IT costs scattered throughout their orga-
nization. Further, there is a lack of understanding of how to benchmark their
IT spending—whether they are overspending or underspending in the area.

Company senior managers do not generally know how to determine what
their IT costs should be. What should be considered reasonable expense in
information technology? What are the key predictive variables that drive IT
costs? The senior manager in a company often has only the historical IT
budget and trends as a test of reasonableness of spending.

The operating budget for IT is not only one of the largest expenses for
companies, but also is becoming the single largest capital expense for corpo-
rations. Information technology was 30 percent of the capital expense budget
in 2000, according to Gartner, Inc. and the U.S. Department of Commerce
reports that IT spending is 50 percent of the capital expense budget.*

Major drivers of increased spending in the past decade include client-
server conversions, Year 2000 remediation, enterprise resource planning
(ERP) package implementations, e-commerce, Internet, customer resource
management (CRM), and mobile computing and wireless initiatives. Over
the past decade, savings in declining hardware prices have been outweighed
by increased spending on personnel, increased software costs, and spending
on outside service providers, as the benefits from IT have increased and the
IT operating environment has become more complex.

Understanding current spending on IT is critically important as a first
step for assessing whether a company is overspending or underspending on
IT. Developing appropriate benchmarks is difficult and takes careful analy-
sis and context setting. A simple benchmark such as the average IT spend-
ing-to-revenue ratio, should serve only as a starting point for further study.
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There are multiple factors that should be considered, and we highlight
some of the most important ones in this chapter.

Paul Strassmann, a leading thinker on the valuation of business IT invest-
ments and a regular columnist in ComputerWorld, emphasized this point:

IT spending is not a characteristic of an industry, but a unique attribute of how
a particular firm operates. CIOs should stop taking an easy (and easily manipu-
lated) path for explaining their spending plans. Don’t ask what others tell you is
the “right” spending, but commit to what profits you can deliver for the com-
pany, whatever the cost.?

However, based on these top-level benchmarks, the CIO can at least de-
termine some ranges of spending in which the IT department should be
operating.

IT Spending—TIrends, Comparisons,
and Benchmarking

We next examine IT investment trends and spending comparisons from lead-
ing IT research companies. We present historical IT spending of sample
companies and make predictions on future spending. As we have noted,
CIOs should determine the applicability and relevance to their companies
and specific situations.

Additionally, we present an approach for benchmarking IT spending within
a company. We discuss multiple methods, including comparisons versus peer
groups based on revenue, employees, expense ratio, and other factors.

We also examine how to measure the return on IT spending, identifying
hidden IT costs, and present average IT spending metrics by budget category
(hardware, software, services, resources).

The IT Capital Budget

The capital budget is used for allocating the costs of long-term outlays for as-
sets that depreciate over a long period of time to the periods over which the
asset is used. For example, a piece of manufacturing equipment, which may
have a useful life of 15 years, is a capital budget item that affects cash and
the balance sheet. Capital budget items affect the income statement only as
the asset is depreciated over time. Capital assets are usually long-term assets
that are not bought or sold in the normal course of business. In general, the
term includes fixed assets, such as land, building, equipment, furniture, and
fixtures.

For the IT department, capital expenditures could include hardware,
equipment, purchases of packaged software, and, in some cases, application
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development. In many cases, accounting rules allow most of the expenses for
large projects, whose value will be realized over a long period of time, to be
capitalized. Chapter 17 discusses this process in further detail.

Because these are large cash outlays for corporations, it is worth examin-
ing the trend in spending for capital assets. Further, the IT portion of the
capital budget is usually associated with large projects, such as hardware re-
placements, desktop rollouts, or other systems renewal efforts.

The percentage of IT spending devoted to the IT capital budget varies by
industry. Exhibit 3.1 covers a period of 8 years—from 2002 to 2010—and
shows that capital spending on IT in the U.S. economy is projected to nearly
double by 2010, rising from $300 billion to $500 billion. Corporations are ob-
viously anticipating large payoffs from investments in technology and sys-
tems—and are allocating their expenditures correspondingly.®

While capital spending trends by industry provide some benchmarking in-
formation, CIOs should treat each purchase hitting the capital budget as they
would any other corporate investment. That is, it must generate financial
value for the company and generate benefits in excess of the costs, producing
a rate of return greater than the hurdle rate set for company investments, or
for other possible projects or investments within the company. If the invest-
ment cannot stand on its own merit, it should not be an investment in your
portfolio. The fact that a competitor is spending significant dollars on new
hardware or an ERP system has only tangential relevancy to the company’s
needs. It is useful to know where competitors are investing, and what they
believe their outlay will mean for their costs, pricing, and services they can
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Exhibit 3.1 IT Capital Budgeting (Source: Forrester.)
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deliver to customers. However, the company may or may not need to make
and equivalent investment given the employee base, specific services of-
fered, vendor services, and so on.

Total IT Spending

IT spending over the past two decades has risen dramatically for North
American companies (Exhibit 3.2). Over time, this growth in spending has
been driven by continuing advances in technology that have enabled IT de-
partments to deliver new capabilities to their companies.

In the early 1980s, personal computing, office automation capabilities on
the desktop, and the advent of client server systems drove large investments
in IT spending. This was followed by enormous spending in enterprise re-
source planning (ERP) software in the mid-1990s (e.g., SAP, Peoplesoft,
Lawson, JD Edwards, Oracle); remediation for the year 2000 technical prob-
lem; the rush to the Web; and the frenzy in spending on e-commerce, CRM,
and wireless platforms in the late 1990s and early 2000s. Spending dramati-
cally dropped in 2001 to 2003 and began to recover thereafter due to over in-
vestments in IT in the late 1990s. After the tremendous waves of investment
over the past two decades, the downturn was probably to be expected. At the
end of the market gains of the 1990s and the following economic doldrums,
companies needed time to fully absorb the impact of the previous IT invest-
ments and retrench. However, the productivity improvements from IT are
undeniable and IT spending recovered and is projected to continue increas-
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Exhibit 3.3 IT Spending in Information Week 500 Companies (1995-2006)
(Source: Information Week, http://www.informationweek.com/iw500.)

ing throughout the remainder of the decade. The best estimate is that the
percent of spending as a percent of gross domestic product (GDP) will in-
crease throughout the decade.

Supporting this assertion is the data from Information Week, showing that
IT spending may have peaked in 2000-2001 (Exhibit 3.3).

Because large companies, particularly in industries such as financial ser-
vices, traditionally have heavy IT spending that elevate the averages, it is im-
portant for the user of these statistics to control for industry and size effects
to properly analyze the information. Most surveys in 2005 and 2006 show IT
spending grew at 5 to 10 percent per year. This trend is expected to continue
but at a slower pace through the end of the decade.

Further validation appeared in a survey of CIOs conducted by Merrill
Lynch released in mid-2006. CIOs showed confidence in a yearly growth tar-
get for IT of 5.2 percent in 2006 and 4.8 percent in 2007. CIOs are spending
their larger budgets on “laptops, applications software, networked storage,
networking equipment, and security.” The survey also forecast salaries for IT
positions would increase 3 percent to 5 percent.7

The Quality of IT Spending

Clearly, IT spending cannot be assessed in a vacuum. There must be some re-
turn for the dollars spent on IT. The ultimate goal is to spend IT dollars as
long as each incremental dollar generates an appropriate return for the busi-
ness. To help benchmark IT spending effectiveness, a variety of analyses
may be undertaken, including:
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* User satisfaction: Are users satisfied with the level of support?

e Financial cost/benefit analysis: Do the benefits justify the investments?

e Financial performance versus peer group: Are you spending more or
less than competitors?

* Return on investment/return on assets (overall and for specific proj-
ects): Do the projects generate sufficient return in an appropriate
amount of time?

e Level of senior management objectives met: Is IT meeting senior man-
agement imperatives qualitatively and quantitatively?

IT spending mapped to the IT effectiveness score illustrates the quality
of your IT spending (Exhibit 3.4). It is acceptable to be very efficient (low
cost) and have relatively lower user satisfaction if there is a conscious strate-
gic underinvestment decision made by the company. It is unacceptable to
have high costs and low user satisfaction and effectiveness. There should be
a correspondence between IT spending and overall user satisfaction (e.g.,
points A and C in Exhibit 3.4). Companies that find themselves off of this
linear relationship (points B and D in Exhibit 3.4) may either have unusually
effective or ineffective IT departments.

Understanding where your company currently falls on this matrix is a
worthwhile exercise. Ensuring that a tight linkage between IT spending and
user satisfaction and the levels that are either required or acceptable to the
company are critical in building an overall strategy for IT.

Other benchmarks for ensuring that IT spending is generating the proper
return for the company are covered throughout this book. Other chapters
specifically addressing the topic of return on IT investment include Chap-
ters 12, 15, and 17. Chapter 18 addresses issues in measuring quality of ser-
vice, user satisfaction, and other performance metrics in IT.

Defining IT Spending and Identifying Hidden Costs

Making IT spending comparisons and trend analyses even more challenging is
the fact that the assessment of what comprises IT spending varies substantially
from company to company and even within companies. Should the measure of
IT spending include capital expenses or just income statement expenses? Does
it include the IT department costs and business unit IT spending? What are
the hidden costs of technology spending? Are technology-related expenditures
such as telephony included?
In this analysis, we include the following when we refer to IT spending:

e Capital expenditures for IT projects, hardware, software, and services.

e IT services and outsourcing: Expenses for external IT services (IT con-
sulting, research services, hosting, etc.).
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Low SATISFACTION/EFFECTIVENESS HIGH

Quadrant I-The utility approach to IT spending-low cost and low return

Quadrant lI-The goal-efficient spending with high effectiveness and satisfaction.
Quadrant IlI-The attempt to reach competitive advantage via IT.

Quadrant IV-The penalty box-a major spending increase is undertaken in hopes of
reaching high effectiveness; often poor management, execution and bad decisions lead
to a vicious cycle of high spending with no results

Exhibit 3.4 IT Satisfaction versus IT Spending

Salaries and benefits.

Applications: Cost of implementing and enhancing application systems
that support existing business systems.

Maintenance and administration: Cost of IT staff functions plus base-
line costs of running and maintaining systems.

Voice telecommunications are usually not included except in small com-
panies (less than $100 million revenues).
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The next factor that makes analysis difficult is hidden IT spending. As
much as 10 percent to 20 percent of IT spending occurs outside the IT de-
partment in business unit budgets. This may also equate to 0.50 percent to
1.0 percent of company revenue. This occurs because ineffective IT de-
partments cause a bottleneck for projects and technology investment. Busi-
ness units go around IT to complete their critical initiatives, often creating
mini IT departments within the business unit, additional IT vendor spend,
as well as investments in hardware and software that do not show up in
the IT budget. This hides a portion of IT spending and aggravates the IT
ineffectiveness issues because of inconsistent technology choices across the
company.

Overall, the IT budget, plus the hidden IT costs buried in the business units
or functions, provides a good measure of the total IT spend in a company.

We were involved in assisting a $400-million media company in calculat-
ing their IT budgets. After combing through the centralized information sys-
tems budget, we ascertained that IT spending was roughly 5 percent of
revenue. We then embarked on a mission to discuss IT spending with each of
the business units. During the fact-finding effort, we asked one question of
the business unit general managers that would prove enlightening: “What
percent of your business unit revenue do you spend on technology, for exam-
ple, applications or programming? Do not include services that the IT de-
partment provides for you.” Almost every general manager came back with
the following answer: “About 5 percent.” After sifting through business unit
organization charts and financial statements, we determined that the general
managers were right at about 4 percent to 5 percent of spending on various
services, applications, and hardware. The final result was a company with a
central corporate IT budget of only 5 percent of revenue, but a total IT
spend of about 9 percent of revenue. The 9 percent measure was definitely
outside the range of reasonable spending for their company and drove them
to take a hard look at the effectiveness of their IT spending. The analysis ul-
timately resulted in a successful cost reduction effort.

This effect pervades most companies. Gartner, Inc. estimates that the av-
erage spent outside the IT budget for IT-related products and services is 10
percent of the companies’ total IT spending.®

There is a wide variety of these hidden expenses that should be consid-
ered as part of the IT budget to get an enterprise-wide view of total IT
spending. A sampling of these include:

e IT staff embedded in business units or functional departments (e.g., web
developers working for the marketing department, report writers working
in the finance department, desktop support staff within a business unit).

¢ Outside service vendors (e.g., IT contractors, web site hosting, technol-
ogy consulting company implementing systems or software within a
business unit or function with no reliance on IT).
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* Software (e.g., salesforce automation software purchased by the sales
function and photoshop software and Apple computers purchased by
the marketing group on credit cards and purchase orders).

e Hardware/IT fixed assets (e.g., vice president of manufacturing
doesn’t like the standard laptop and orders them via credit card or pur-
chase orders).

There are several drivers of “hidden” IT spending. Hidden IT spending
will be higher in companies where these characteristics are present:

* Loose integration between IT and business units; infrequent communi-
cation of needs and priorities.

* Subpar service levels delivered by IT, forcing business to seek alternatives.
¢ Slow decision making and purchasing processes in IT, creating a bottle-
neck for projects, hardware acquisition, and other business requests.

* Poor adherence to corporate standards for technology (software, hard-

ware, desktops).

* Loose corporate procurement processes and standards.
¢ Decentralized, geographically disparate business operations.
* Weak leadership in IT.

Well-managed companies work diligently to aggregate IT spending within
IT, or at least ensure that all components of IT spending can be identified
and, therefore, managed.

How to Estimate Appropriate IT Spending Levels

The popular IT press is filled with spending survey results. Reviewing these
generalized IT investment trends is helpful to understand the macroeco-
nomic activity occurring at large, however, trends are of limited use in help-
ing determine what each individual company should plan on spending.
Measurement against peer groups of companies or other methodologies, as
well as incorporating idiosyncratic company information, will help arrive at a
more accurate answer.

While there is no industry consensus on a single correct way to estimate
the appropriate level of IT spending, there are several different industry-
accepted approaches that can provide a starting point for the executive:

e Comparison of IT spending as a percent of revenue against peer group
of companies (industry or other comparative).

e Comparison of IT budget by company size (revenues).
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* Comparison of IT spending per employee against peer group of com-
panies (industry or other comparative).

e Formula developed by leading IT investment researcher Paul Strass-
mann based on key drivers of IT spending.’

Regardless of the approach used, the initial steps to estimating target IT
spending levels for a company are the same:

1. Baseline current IT spending. Because this analysis is based on current
expenditures, it can be thorough and should include:

a. Baseline IT costs: Current fixed portion of the IT budget.

b. Variable IT costs: The variable portion of the IT budget—that
changes depending on the level of business demand, service level
requirements, and project work currently approved.

c. AlLIT costs borne by the business units and functions in the com-
pany (see previous definition of hidden IT spending).

2. Allocate the costs to budget categories. The high-level major cate-
gories of spending may include hardware, software, staff (salaries,
benefits, training), and outside services. Other breakouts may be ap-
propriate, depending on the specific company and IT department situ-
ation. Costs aggregated in major categories will facilitate analysis of
appropriate ratios between categories (e.g., hardware to software
spend ratio, staff costs to hardware spend ratio). (See Chapter 15.)

3. Select a peer group of companies based on similarity across relevant
factors such as company size, industry, geographic footprint, or busi-
ness operations. Where possible, selecting public companies will often
provide for better revenue and spending data, as it may be disclosed as
part of the companies’ required financial filings.

After this preliminary data gathering is complete, any of the previous four
comparison methods may be used. We address each of these in turn.

BENCHMARKING UsING IT SPENDING AS A PERCENT OF REVENUE.
IT spending averages about 3.5 percent of revenue across all industries. How-
ever, results show “for a particular industry, there does not exist a required
ratio for IT spending to remain competitive.”“’ Various research groups, most
notably Information Week, Gartner, Inc., and Forrester Research, have put
significant effort into determining IT spending as a percent of revenue by in-
dustry group (Exhibit 3.5). This type of high-level estimate is useful as a
starting point for determining appropriate IT spending for a specific com-
pany; the specific situations for a given industry, competitive landscape, and
financial position have a significant impact on the actual number. If the peer
group developed in the previous step can be used as a comparison, instead of
the industry as a whole, more precision can be achieved. Senior management
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should not automatically increase or decrease IT budgets based on these cal-
culations, but instead use them as a general benchmark for understanding why
the right spending should be more or less in their company.

The overall industry average IT spending as a percent of revenue from this
information is about 3.5 percent. Some industry-level trends are shown in Ex-
hibits 3.5 and 3.6. Note that the columns in Exhibit 3.6 correspond to the
number of employees (e.g., size of company by number of employees). Differ-
ences in percentages can be attributed to the company size in the comparison.
Exhibit 3.6 includes only companies with $1B in revenue and above.

Several observations are worth noting:

¢ Industries with heavy concentration of knowledge workers have higher
IT spending as a percent of revenue.

¢ Conversely, industries with a large number of physical labor employees
have lower IT spending.

e Industries that are data analysis or technology intensive have high IT
spending as a percent of revenue (e.g., financial services).

* High profit margin industries (financial services) have higher IT budg-
ets than lower profit margin industries (e.g., distribution).

e Industries that depend on technology to deliver their products and/or
services have higher IT spend as a percent of revenue (e.g., media).

Metals & Natural Resources
Food & Beverage Processing
Construction & Engineering
Lhilities

Retail

Goverpment

Transportation

Energy

Hospitality & Travel

Media

Education

Consumer Products
Chemicals

Health Care

Electronics

Information Technology
Pharmaceuticals & Medical Products
Manufacturing

Insurance

Professional Services
Telecommunications
Banking & Financial Services
Cross Industry

0% 1% 2% 3% 4% 595 &%
Represents organizations with greater than $1B annual revenue,

Exhibit 3.6 IT Spending Revenue Percent by Industry and Company Size
(Source: Howard Rubin and Jed Rubin, “Worldwide IT Benchmark Service Trends and
Findings for 2006,” Gartner, Inc. www.gartner.com/teleconferences/attributes/attr_140228
_115.pdf.The data contained in this exhibit may not represent Gartner’s current view.)



Information Technology Costs ¥4

BENCHMARKING UsSING IT SPENDING PER EMPLOYEE. This approach
assumes that IT costs are driven by the number of knowledge workers, pro-
fessionals, or individuals who use computing resources in your company.

Exhibits 3.7 and 3.8 show IT spending per employee by industry, which
provides the IT team another basis for comparison of existing or planned IT
spending.'!

IT Spending
Forrester Industry Group Per Employee

Manufacturing $6,274
Primary production $2,999
Consumer products $5,372
Chemicals and petroleum $17,671
High-tech products $13,563
Industrial products $4,302

Retail and Wholesale $1,727
Retail $1,439
Wholesale $2,936

Business services $6,836
Transportation and logistics $4,370

Professional services $8,996

Construction and engineering $2,724

Media, entertainment and leisure $4,354
Utilities and telecom $14,627
Utilities $7,985
Telecommunications $18,469
Finance and Insurance $21,396
Financial services $29,498
Insurance $7,677
Public sector $5,187
Public services $2,512

Government $12,498

Overall $5,753

Exhibit 3.7 IT Spending per Employee by Industry
(Source: Forrester.)
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Education

Metals & Natwral Resources
Transportation

Hospitality & Travel

Food & Beverage Processing
Professional Services
Retail

Consumer Producis
Construction & Engineering
Government

Manufacturing

Electronics

Media

Chemicals

Information Technalogy
Pharmaceuticals & Medical
Health Care

Lhilities

Energy
Telecommunications
Banking & Financial Services
Insurance

Cross Industry

519,644
$20,718

50 §5,000 $10,000 $15,000 20,000 $25,000
Represents organizations with greater than $1B annual revenue.,

Exhibit 3.8 IT Spending per Employee by Industry—Large Companies (Source:
Howard Rubin, Jed Rubin,“Worldwide IT Benchmark Service Trends and Findings for
2006,” Gartner, Inc. www.gartner.com/teleconferences/attributes/attr_140228_115.pdf.
The data contained in this exhibit may not represent Gartner’s current view.)

Several observations are worth noting:

¢ Industries with heavy concentration of knowledge workers have higher
IT spending per employee.

e Financial services is by far the heaviest spender of IT per employee.

* This metric does take into account the fact that, in many industries (e.g.,
retail), the majority of the workers provide physical labor and are not
knowledge workers. Calculating on an end-user basis can be more relevant.

® The average spending on IT per employee across most industries is be-
tween $10,000 and $14,000; the average is heavily skewed by the large
spenders.

Another related analysis is to calculate the ratio of IT employees in your
company as a percent of the total employee count. While this should not
drive any spending considerations, it gives you a rough idea of the number of
IT employees it takes to support a company. There are a number of caveats,
especially as they relate to outsourcing. Many companies outsource func-
tions, including IT. Outsourced employees are not included in the calcula-
tions shown in Exhibit 3.5 and, thus, skew the analysis. We have seen
averages for this ratio across all industries range from 2.2 percent to 4.6 per-
cent (Exhibit 3.9)."* Also noteworthy is the clear staff scale economies for
the IT function in larger companies. Exhibit 3.10 shows this ratio grouped by
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SMB
(6-999

Forrester Industry Group employees)

Manufacturing 2.4%
Primary production 1.1%
Consumer products 2.9%
Chemicals and petroleum 2.0%
High-tech products 4.7%
Industrial products 2.6%

Retail and Wholesale 1.8%
Retail 2.1%
Wholesale 1.6%

Business services 3.7%

Transportation and logistics 3.0%

Professional services 4.4%
Construction and engineering 2.0%
Media, entertainment and leisure 3.3%
Utilities and telecom 1.5%
Utilities 2.1%
Telecommunications 5.5%
Finance and Insurance 7.7%
Financial services 9.6%
Insurance 3.7%
Public sector 5.6%
Public services 5.4%

Government 4.7%

Overall 4.0%

Exhibit 3.9 IT Staff as a Percent of Total Staff by Company Size
(Source: Forrester.)

industry; as expected, information-intensive industries, such as financial ser-
vices and insurance, have a high ratio.

BENCHMARKING AGAINST PEER GRoOUP UsiNG CoMPANY SI1ZE. As
the company being assessed diminishes in size, it gets more difficult to com-
pare industry averages as a measure of correct IT spending, because most of
the data is driven by public companies. Public companies are generally large
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Education
Food/Beverage Processing
Manufacturing

Retail

Consumer Products
Metals/Natural Resources
Chemicals

Electronics

Construction & Engineering
Hospitality & Travel
Professional Services
Information Technology
Pharmaceuticals

Energy

Government

Media

Utilities

Transportation
Telecommunications
Banking & Financial
Health Care

Insurance

Database Average

10.7%

0% 2% 47 6% B% 10% 12%
Represents organizations with greater than $1B annual revenue,
Exhibit 3.10 IT Employees in Organization as a Percent of Total Employee
Population (Source: Howard Rubin, Jed Rubin,“Worldwide IT Benchmark
Service Trends and Findings for 2006,” Gartner, Inc. www.gartner.com
/teleconferences/attributes/attr_140228_115.pdf. The data contained in
this exhibit may not represent Gartner’s current view.)

in terms of employee count and revenue. As IT budgets and staff increase
with company size, the company begins to enjoy economies of scale across a
wide variety of IT spending categories, as well as the ability to leverage
fixed costs over a larger pool of employees and operations. This makes com-
parison of the data presented earlier more difficult for a mid-size company
that has, for example, $30 million in revenue or less.

Measuring against a peer group using company size is generally more ap-
plicable for small companies. The data presented in Exhibit 3.9 show some
benchmarks for spending at a variety of business sizes.!

Several observations are worth noting:

* Most of the industry surveys on IT spending are made up of Fortune
1000 companies (small businesses cannot achieve economies of scale in
IT spending); this measure may be more applicable.

* Small- to mid-size businesses have different spending patterns and IT
needs and therefore company size should be considered in any bench-
marking exercise.

* Companies begin to see benefits of economies of scale in IT after they
reach approximately 500 employees.

® The average company with fewer than 20 employees spends approxi-
mately 1.7 percent of revenue on IT.
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* An average company with 100 employees spends approximately 4.7 percent
of revenue on IT. The number of employees drives increased IT spending.

e Companies between 251 and 500 employees spend approximately 6.7
percent of revenue on IT.

e Companies between 501 and 1,000 employees spend approximately 5.4
percent of revenue on IT.

BENCHMARKING USING LINEAR EQUATION BASED ON KEY DRIVERS OF
IT SpENDING. In his book, The Squandered Computer, Paul Strassmann,
the former CIO of Xerox and a leading thinker on the value of corporaten in-
vestment in IT, outlines an alternate method for calculating IT spending. His
method is based on regression analysis of specific business attributes that
drive IT spending.* Strassmann proposes that a small number of variables can
actually predict appropriate levels of IT spending when companies have com-
mon characteristics and similar employment structures. Employment struc-
tures include ratios of professional, clerical, and factory workers.
Strassmann’s linear equation method is:

IT Budget = K + (A X SG&A) + (B X Profit after tax) + (C x Desktops)
+ (D x Professionals)—(E x Officials)

In this equation, the estimated IT budget can be calculated based on the
variables:

K = Fixed IT budget—that which is nonvariable.
A B, C, D, E = Weighting of each category appropriate to the peer group.
SG&A = Company’s sales, general, and administrative expenses.
Desktops = Number of desktop computers (includes laptops for this
purpose) deployed throughout the company.

Professionals = Number of knowledge workers (e.g., professional,
administrative, and clerical workers) employed by the
company.

Officials = Number of executive officers in the company.

This equation implies a number of conclusions. First, supplying computers
to all information professionals in the company, and supporting them, is a major
driver of IT cost. Second, officers can be heavy users of IT and thus their costs
(salaries and bonuses) are included in the SG&A calculation. Officials receive
a “already large allotment of IT funds because their high salaries represent a
disproportionately large share of SG&A. Since the expense for officials is
always in SG&A accounts, this line item generates excess funding for supplying
the officials’ computing needs. The negative entry then corrects for such excess
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funding.”® The “negative entry” in the calculation is — (E x Officials). Addi-
tionally, cost for Officials is embedded in the Desktops and Professionals calcu-
lations as well.

CIOs must determine the values of the variables required by the formula to
calculate for the applicable IT budget, which may pose a challenge. However,
Strassmann’s methodology is based on extensive research and is worth investiga-
tion. Before using this method, or to investigate further how companies can de-
rive optimum benefit from their IT spending, we recommend Strassmann’s book.

Key IT Cost Drivers

We touched on a few key IT cost drivers earlier in the chapter. Exhibit 3.11
highlights some of the many factors to consider when analyzing corporate IT
spending and attempting to understand what factors should drive the appro-
priate amount of IT expenditure for the company.

Scale Economies

Scale economies have a major impact on spending levels and are therefore an
important consideration when estimating appropriate IT spend. Economies
of scale occur when size provides efficiencies and purchasing power, which
drive down costs. This is important to the IT spend estimating process for
several reasons. First, when planning an IT budget, it is critical to know if
and when the company will achieve economies of scale in spending. Second,
company growth (and therefore IT growth) can help lower overall spending
as a percentage of revenue, but it will likely increase overall spending. Tech-
nologies and IT activities with scale economies include:

* ERP systems: These systems have high entry costs. As companies grow,
the systems can support the increased volume of activity with little or
no incremental costs, reducing IT cost as a percentage of total spend-
ing. Additionally, vendor discounts on enterprisewide licenses help
lower costs further as you get larger.

* Help desk infrastructure: In large organizations, the help desk fixed
cost—particularly the infrastructure—is spread across a larger user
base. Incremental growth in support representatives is the only variable
cost component as the company grows.

* Management team: As the firm produces more goods and revenue in-
creases, the fixed cost of the IT management team is leveraged across a
larger organization.

* Purchasing: Larger firms gain benefits by consolidating purchasing and
receiving deeper vendor discounts in return for volume.
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Information Technology Costs 65

Small
(six to 9 employees)

20%

Enterprise Medium-size
(1000+ employees) (100 to 499 employees)
52% 9%

Medium-size to large
(500 to 999 employees)

19%
Exhibit 3.12 Allocation of U.S.IT Spending by Size of Organization
(Source: Forrester.)

* Tool sets for development and infrastructure management: Develop-
ment tools and their infrastructure are leveraged for a larger team with
little or no incremental costs.

The following variable cost items are worth noting since they usually do not
experience scale economies, and most often grow with employee headcount:

* Desktops: Prices may drop because of discounts, but the company will
still acquire additional equipment for employees.

* Network: As the employee base grows, the network will require addi-
tional capacity and investment.

e Telecom: Additional phone lines, bandwidth, and voice mail capacity
may be required as employee count increases.

* E-mail servers: Additional server, bandwidth, and backup capacity required.

* End-user license fees: New licenses or seats required as employee count
or business volume increases.

* End-user desktop support: New IT capacity for end-user desktop sup-
port required as employee base grows.

It is also important to note that diseconomies of scale can occur (e.g., av-
erage costs go up) if the IT environment is overly complicated (e.g., multiple
complex platforms and lack of standards, Exhibit 3.12). Chapter 7 covers
these issues in detail.

Aligning IT Spending with Business Strategy

An important reason for benchmarking is to provide context from which
measurements and recommendations can be made to senior management and
the IT steering committee. One of the main considerations should be the



business strategy executed by the senior leadership of the company and en-
dorsed by the board of directors and shareholders.

An assessment that indicates that corporate technology spending is low
compared to competitors who are in build mode, while the company strategy is
harvesting profits mode, does not necessarily indicate that IT spending should
rise in response. A minimal spending approach may make the most sense for a
company in low-growth mode, regardless of what competitors are planning.

Therefore, the CIO, when presenting benchmarking data, should consider
the business strategy of the company and attempt to compare spending with
companies with similar business attributes and, ideally, similar business
strategies. In any case, the CIOs should adjust their benchmarking to ac-
count for specific business strategy. Exhibit 3.13 shows how IT spending can
change in relation to business changes in revenue or capital expenditures.
When revenue is growing faster than IT spending, either the company is ob-
taining value (scalability) from IT assets or penalizing the IT department
for not delivering value (e.g., in effect, reducing funding). Be aware of
where your department stands in the investment quadrant and understand
why spending may be set as a particular level. If you are in the penalty box,
it is time to take appropriate action to increase the value created by the IT
department.

Taking Action Based on
Spending Benchmarks

After accounting for all the caveats outlined previously, the CIO, in conjunc-
tion with the IT steering committee, can begin to take action based on the
benchmarking results. If the ranges of spending computed are close to the
current spending levels, no action may be necessary. If the ranges of spend-
ing are significantly higher or lower than the current spending, further ac-
tion should be investigated:

e If benchmark spending is significantly higher, the company may elect
to undertake an aggressive review of technology requests or potential
investments on the basis of their business value. Clearly, every technol-
ogy investment still must stand on its own merit. However, senior man-
agement and IT may have been slow to approve technology initiatives or
additional capacity in the past, which may explain why the company is
significantly outside the peer group.

e If benchmark spending is significantly lower, senior management
should begin a detailed analysis and prioritization of IT costs, while in-
vestigating ways to improve productivity and eliminate excess spending.
While it may be tempting for companies to begin chopping IT costs rap-
idly, a higher-than-peer benchmark simply indicates that there may be
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68 The Effective IT Organization

opportunities to reduce spending, and the company should take a hard
look at its technology spend.

IT Spending Decisions: Summary

Estimating and benchmarking IT spending provide focus and validation of an
organization’s IT spending and investment strategy. It also educates IT man-
agement and the steering committee on the spending levels and strategies of
peer companies. Additionally, it provides deeper insight into company-
specific IT spending and puts into clear focus the actual total dollars spent on
IT in your company. Regardless of the outcome of the exercise, companies
should only invest in projects that meet all the criteria for business value and
prioritization laid out in Chapter 17.
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IT Scope and Strategy

However beautiful the strategy, you should occasionally look at the results.
—Winston Churchill’

A pragmatist . . . turns away from abstraction and insufficiency, from verbal solutions, from bad

a priori reasons, from fixed principles, closed systems, and pretended absolutes and origins. He

turns towards concreteness and adequacy, towards facts, towards action and towards power.
—William James?

IT scope and strategy are inextricably linked topics. It is impossible to set a
strategic plan for IT and participate in the overall strategy of the organiza-
tion, without having a clear definition of the scope of activity and responsi-
bilities of the IT department. This chapter is focused on outlining that
scope. The chapter also covers IT strategic priorities. This is a different dis-
cipline than strategic planning, which is typically done in conjunction with
the entire organization. It will be dependent on overall organization plans
and goals, and will be highly specific to the organization and IT department.
Instead, there are a number of strategic issues within all IT departments
that should be understood and managed by the CIO. We cover those here. Fi-
nally, this chapter discusses the utilization of various IT-industry strategic
methodologies such as the Information Technology Infrastructure Library
(ITIL) and IT Service Management (ITSM).

Why This Topic Is Important

Building a model of the major components that compose an IT department
and identifying their scope and relationship to each other is a critical step in
understanding and managing the department. CIOs must have a clear con-
ceptual model of the IT department activities to set and execute IT strategy.

While IT strategy varies from organization to organization, a similar set of
IT strategic priorities applies to all IT departments. CIOs and IT departments
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70 The Effective IT Organization

who ignore these priorities at their peril, generally find themselves suffering
the woes described in Chapter 2. This chapter builds the case for our idea and
presents specific recommendations for building the strategic priorities into
the daily activities of the department.

Scope of IT Activities

Having a good understanding of the scope of IT activities is the foundation
for decision making in IT. A conceptual model for IT scope will in turn in-
form decision making on all aspects of IT: organization, staffing, spending,
projects, and most importantly, management attention. Exhibit 4.1 contains
our model. We cover each of the components of the model in turn.

Governance

Governance includes the decision-making and policy-setting activities
within IT. All other IT sub-components derive their priorities from the gov-
ernance function. Governance answers such questions as:

e What are the appropriate service levels for the business?

* What staffing levels and staff skills are required to maintain systems
based on those service levels?

Governance

O&l Application
Baseline Baseline
Support Support

Problem
Management

O&l Application
Projects Projects

Infrastructure

Exhibit 4.1 Conceptual Model for Scope of IT Activities
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* What is the best portfolio of software and hardware to accomplish orga-
nizational goals?

e What outside hardware, software, consulting, and staffing vendors will
serve the organization best?

* Are we managing those vendors to our best advantage?

* What projects shall IT execute?

e How many simultaneous priority projects should IT take on?

e When should IT augment existing staff to move projects forward?

* What organization or external obstacles are impeding IT success and
how should they be dealt with?

e What should the IT capital and operating budget be?
e What metrics will IT use to measure performance?

* What policies regarding IT operations should be set for all constituen-
cies within and outside the organization?

Governance also includes the hiring, management, appraisal, and training
of IT staff, and internal department and external organization communica-
tion. Governance activities are primarily the CIO’s responsibility, along
with the IT Steering committee (ITSC). The ITSC is covered in detail in
Chapter 19. Prioritization activities are covered in Chapter 17 and Risk
Management is covered in Chapter 16. Chapter 18 covers IT measurement
metrics. Chapter 5 outlines organization design for IT and Chapter 14 dis-
cusses internal communication with the business.

Problem Management

Problem management is the day-to-day process of aggregating and executing
against issues and requests from organization end-users. It is also known as
Tier-1 or help desk. It includes the processes for acquiring the problems via
phone calls, e-mail or other communications, solving the issue or fulfilling
the request or escalating the issue to a different part of the organization for
resolution. It also covers systematically tracking the issue to ensure final res-
olution and producing reports to manage organization performance, perform
root-cause analysis, quantify service levels, and determine appropriate
staffing levels.

Chapter 9 covers problem management process, systems, staffing, and ap-
proaches in detail. Chapter 5 outlines staffing roles and responsibilities.

Operation and Infrastructure Baseline
Support and Projects

Operations and Infrastructure (O&I) refers to the acquisition, upkeep,
and management of the hardware and systems software that is used by the
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organization. This covers a wide diversity of equipment, including servers,
desktops, laptops, mobile devices, routers, switches, cabling, disk and tape stor-
age, physical facilities (data center), and software tools used to manage these.

There is an important distinction between baseline support and proj-
ects. Baseline support activities are the minimum required to run a well-
performing, secure, and effective infrastructure. This includes such things
as keeping current backups, systems software updates, desktop mainte-
nance, network monitoring, and asset management. Projects are distin-
guished by their discretionary nature or by the level of effort and/or the
discrete, infrequent nature of the task. For example, a network upgrade to
improve performance is a discretionary O&I project. A desktop replace-
ment project to update all end-user computers over 5 years old qualifies as
a project (although likely nondiscretionary).

This distinction is an important one. It helps the IT department under-
stand the bare minimum staffing levels required to run. All staffing levels in
excess of this should be justified by ROI-generating projects chartered by
the business. The level of effort required each year for baseline support in-
forms the budgeting process as well. IT must have accurate processes for
tracking hour spent on baseline and project activities. A number of things
impact the baseline level of effort required. Good standards adherence, up-
dated equipment, and effective O&I management practices reduce the
amount of baseline support required. A disparate IT environment, large
numbers of locations, end-users and equipment will increase it. Year over
year, the two biggest drivers of change in the level of baseline support re-
quired is the outcome of the projects IT completes and the change in busi-
ness volume. Some projects reduce complexity and reduce the amount of
effort required, while others necessarily increase IT labor effort needed.
Likewise, business volume changes (larger revenue, more staff, more loca-
tions or the opposite) impact baseline support. The CIO must track labor in-
formation throughout the year as well as the effect of these changes to
determine the right level of support for the coming year.

Within O&I, usually the majority of the labor effort will be baseline sup-
port activities (about 60% to 80% of the total effort); maintaining infra-
structure tends to naturally take more effort and projects are oriented
toward periodic upgrades, replacement, and growth.

Setting IT staffing levels is covered in Chapter 11. Chapter 7 discusses IT
standards. The scope of responsibilities for O&I baseline and project sup-
port is detailed in Chapter 8. IT budgeting is discussed in Chapter 15. Chap-
ter 5 covers organization structure, roles, and responsibilities.

Application Baseline Support and Projects

In the application area, the same bifurcation between baseline support and
project labor exists. Typically, the baseline support required for applications
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will be equal to or smaller than the labor for O&I, especially for stable, long-
term applications with little change. Most of the focus within the application
support area will be on projects, which are most often the source of high-
ROI opportunities within IT.

Application baseline support activities are focused on ensuring applica-
tion stability, periodic cleanups of data, upgrading software via periodic
vendor-supplied patches, and performing updates to external lookup-data
such as tax tables and shipping rates.

The tracking, budgeting, and staffing implications for application baseline
support and projects are the same as outlined earlier for the O&I area. Like-
wise, the drivers of year-over-year change are similar. One refinement in the
application area is that the volume of labor for application projects is more
flexible; high ROI projects and/or rapid company growth typically justify
bringing on temporary labor and expertise in the form of consultants and
contractors.

Scope of IT

All of the IT responsibilities and activities covered in the remainder of this
book fit within one of the categories listed. Each chapter is focused on best
practices in one of the specific areas. The CIO should use this conceptual
framework for explaining the roles and responsibilities of IT as well as manag-
ing activities in each area and interactions between areas. Exhibit 4.2 shows
the relationship between the content of each chapter and the IT scope areas.

Setting IT Strategic Priorities

The topic of IT strategy gets a lot of ink in popular industry publications.
Endless coverage of how IT should “align with the business” and “be strate-
gic” or “treat the business as a customer” highlight how difficult this topic
must be. We have evaluated dozens of IT departments and interviewed hun-
dreds of IT staffers and senior executives. We have identified the common
actions and priorities that differentiate the most successful operations. This
section outlines our model for those actions and priorities.

IT Pragmatism

The best CIOs use a tough pragmatism to ensure well-functioning baseline
operations in IT at lowest possible cost. Trouble-free basic operations give
them the freedom to focus on effective working relationships with the senior
executives in the organization, building an in-depth understanding of the
business, recruiting the best talent to their team, and keeping their eye on in-
dustry and technology developments of value to their company. Their focus



1a1dey) Aq eaay jo abesano) 'y UqIyx3y

oido) Alepuooes e se eale siy} S0 Jejdeyn

oidoy Atewiud e se eale sl s19A09 Jajdey D I

90UBWBA0D || 6l

JUS WaINSES|\ SouBULONed 8l

uoijeziuoud pue uawabeue) puewsq /|

Busiel\ uaisioaq pue Juswiabeue ysiy 9L

Jus wabeuep 109 pue Buyebpng 1| 6L

suopeaUNWWOY ssauisng |
juswiebeue|y 1| aARNdSXT || Med

Juawiabeuej\ Jopusp €l

uoioges Iopusp 2L

soanosey uewnH 1| 1}

juswabeue)y uojesiddy 0L

ainjorujselyu| pue suoesadQ 1| 6

juewebeuepy wajgoid 1] 8

splepuels 1| /£

Olo8ylL 9

uoyezuebio 119yl §
juawabeuepy yusunuedaq || i) Hed

ABejens pue 8dodg || ¥

s1500) ABojouyos | uoijeulo| ¢

sasneD pue saaIN0S sseuaAjoayal| 1| 2

ewuwsia L8yl |
aARoay3 ABojouyda ] uogewuoju] Bunjep ;| Hed

ainjanJisesu|

sjoaloid
uoneaiddy

aujjeseg
uoneoiddy

sjpoaloid 120

suleseq |30 juswabeuely asueuianon
wa|qoid

Y3a1dVHO

74



IT Scope and Strategy 75

on these things in turn ensures that the CIO is able to identify, advocate, and
execute meaningful, business-changing initiatives. CIOs who fritter their
time and budget away on firefighting or the wrong priorities invariably pre-
side over the worst-run departments, the lowest end-user and senior manage-
ment satisfaction, and are exposed to the career jeopardy immortalized in
the cartoon that follows:

FRITZ, I'VE 2EEN THINKING] | You Know THAT ouR SO THE MoST REAL
ABOUT How LIMITED ONLY CoNACT WITH The] | WORLD, 15 THE weRLD

RLD 15, ey Pl | \WoRLD IS wiTH ouR r—| | PEOUR MIND whicH
T 7 ENSES, YET OU WE CAN EACH VERIFY
SENSES ARE OF THE THE EXISTENCE oF Re-

MIND, THE wWoRLD. GARDLESS OF oUR

THUS, 2, ESSENCE oF SENSORAL DATA.
OURSELYES 15 CUToFF
FROM THE WoRLD -

How WILL THIS
AFFECT OuUR FisH
W?

Bamaland by Walt Guthrie (Used with permission
of the author and the Crimson White, www.cw.ua.edu.)

Building a solid trouble-free baseline of IT operations (infrastructure, core
applications, problem management, O&I, and application baseline support
area) is the top priority for the CIO. If these areas are not operating effec-
tively, the organization will have little interest in strategic projects or other
high-value areas. Unfortunately, CIOs are often prone to distractions and will
get these priorities out of order, worrying about strategic alignment before
stabilizing the basics. As illustrated in the cartoon, the CIO must foremost be
a pragmatist and make sure he is worried about the “fish food.” Senior execu-
tives love pragmatists, especially in the IT realm. A pragmatist with vision
will find an eager audience. A visionary without pragmatism will not.

Abraham Maslow identified the familiar hierarchy of priorities for human
needs.? At the base level are physiological needs, such as air, food, water, and
clothing. Next up is the need for safety and shelter, then love/belonging, es-
teem, and finally self-actualization. Implicit in the hierarchy is the notion
that each of the needs must be fulfilled in order; achievement of each level
of need is contingent on the reasonable realization of the prior need. If you
don’t have air, food and water don’t mean much. If you don’t have food and
water, then shelter isn’t important, and so on.

We have designed a conceptual model for thinking about IT priorities
similar to Maslow’s hierarchy. Exhibit 4.3 shows this hierarchy, mapped to
Maslow’s original. The hierarchy is divided into five ascending levels. Levels
I through IIT (the bottom three levels) are internally focused on operations,
infrastructure and applications. The top two levels are governance oriented
and externally oriented.
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Setting Business Agenda

Esteem and : :
Self Respect Business-IT Alignment

Belonging and Effective IT management; stable
Affection environment, competitive parity plus

: Business supporting applications;
LU Ll minimum requirements for competition

Operations and

Physiological Needs Infrastructure Basics

Exhibit 4.3 IT Hierarchy of Needs

Level I: Operations and Infrastructure

The base level of hierarchy is all of the systems, staff, processes, and infra-
structure required to provide the basic utility services for the organization.
These utility-level services include such things as:

Desktop and laptop computers.

Desktop software (basic office productivity—word processing, spread-
sheets).

E-mail.

Printing.

File transfer.

Network access/Internet access.

Network infrastructure devices (firewalls, routers, switches).
Mobility (mobile e-mail).

Application servers and operating system (OS) software.
Facilities for appropriately housing computing hardware.
Telephones.

Effective remote office support.

Reasonably secure networks and systems.

All hardware of a recent enough vintage to operate reliably.

Enough staff to do problem management, O&I baseline support, and
very limited O&I projects (1 to 2 projects per year).
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These are considered “lights-on™ applications; like any utility, if you can-
not deliver these, no one cares about anything else on the hierarchy. This
means that the CIO must build robust level I capabilities, from a hardware,
software, process, and staffing standpoint. Until these are covered, it is fu-
tile to spend time on the other issues.

There are staffing and budgeting implications to level I. First, the CIO
should find a highly effective person to run the O&I portion of the IT de-
partment. A weak player in this role will prevent any progress in the high
value areas. Second, the CIO should ensure that proper budget allocations
are available to implement a capable infrastructure. If the budget is not
available, the CIO will be constantly defensive. In these cases, we recom-
mend at a minimum getting express agreement from the ITSC that utility
functions will be suboptimal, and at the extreme case, consider finding a dif-
ferent position. It is career limiting and frustrating to work from a constant
position of weakness brought on by inability to invest properly in the basics.

Level II: Business Supporting Applications

Once the need for stable basic infrastructure is satisfied, the next level of
the IT hierarchy is concerned with establishing the basic applications that
support the business. These are usually referred to as “back-office” and
“front-office” systems.

Back-office systems provide functions for basic accounting and other in-
ternal administrative functions. Basic capabilities include accounts receiv-
able (AR), accounts payable (AP), and a general ledger (GL). These usually
come as a single package because of their tight integration and need for a
common database.

The front-office systems are used to operate the business. Their functions
vary widely depending on the industry or type of organization they support.
For instance, typical functions for a manufacturing company would include
order entry, customer database, manufacturing planning, inventory manage-
ment, and distribution. Service companies might require time-keeping sys-
tems. Financial services companies will include credit decision making and
loan processing. Occasionally the accounts receivable portion will be part of
a front-office system due to its close relationship to customer management
and order entry.

At level 1I, the functions on both the back-office and front-office area
provide rudimentary functionality. If they are provided by packaged soft-
ware applications, they will be implemented with the minimum of cus-
tomization and configuration. The system capabilities will be the minimum
required to operate the company, and will be considered minimum par for
industry participants. There will be little or no competitive advantage in
these systems.
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If packaged software, the front-office and back-office systems will usually
be from different vendors; the front-office package may even be from two or
more suppliers. The systems will usually not have built-in communication be-
tween front-office and back-office systems, or between modules of front-office
system (i.e., system integration). If the systems are integrated, the integration
will be in the form of periodic batch-based data transfers instead of real-time
integration. The systems will usually have disparate pools of similar data. Sys-
tems will be used reasonably well, but may not be used to their full capacity.

In the O&I area, at level IT there will be good documentation (run books),
solid vendor contracts, well-built data, network and system security. On the
staffing front, there will be adequate people to provide problem management,
O&I and application baseline support, as well as limited O&I and application
projects. Limited governance will be focused on cost control, limited demand
management, and vendor management. Governance will usually have limited
attention from organization senior management.

Level ITII: Competitive Parity Plus

The focus of level III is improving the usefulness of applications to the
business. Organizations operating at level III will have the following
characteristics:

* The package or custom systems will provide full coverage of core front-
office and back-office needs. The organization will be fully exploiting
package capabilities, as well as using customization and configuration to
create additional unique functionality.

¢ Additional helper applications for both administrative support and to
augment the core front-office and back-office systems have been imple-
mented. Administrative activities include such functions as human re-
sources (HR) support, marketing systems, asset management, contract
management, intellectual property management, document manage-
ment. Core business capabilities include such things as forecasting, ad-
vanced inventory management, forecast exchange, supplier/customer
integration, distribution planning, route optimization. Business driving
systems such as customer relationship management (CRM) and sales
management systems are in place.

e All applications are well integrated, using either frequent batch data
transfer, real-time asynchronous data transfer, or sophisticated middle-
ware messaging systems. For common entities such as customer, prod-
uct, or inventory information, a common database is used. Applications
have global access to lookup and transaction data.

* Overall applications will be industry or market leading through the in-
corporation of strategic, proprietary capabilities that are used effec-
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tively throughout the organization. IT exceeds competitive parity when
compared to other firms in the same industry.

* Supporting systems infrastructure will be robust and redundant. O&I
function will be well advanced: effective disaster recovery, data center
management, run books, systems monitoring, configuration manage-
ment, and systems management tools in place. Proper problem manage-
ment process and associated reporting is implemented.

e Staffing levels will provide full baseline support for O&I and applica-
tions, as well as the ability to do multiple concurrent applications and
O&I projects.

Level IV: Business-IT Alignment

At level 1V, all IT decision making is made congruent with business priori-
ties. This is reflected at all levels across staffing, budgeting, project, applica-
tion architecture, and O&I support decisions. Business priorities should
pervade all decisions. For example, the capacity, expandability, and reliabil-
ity required of a piece of networking hardware varies greatly depending on
whether it is a slow-growth small manufacturing firm or a large-scale finan-
cial services company. The business priorities provide a backdrop for answer-
ing such questions as:

* What hardware to purchase.

e What staff to hire.

e What staffing levels are set.

* Which vendors to partner with.

* How capital and operating budgets are deployed.
e Which projects are done.

¢ How many concurrent projects are appropriate.

The IT department will also demonstrate the additional following
characteristics:

e IT has developed management and project management capabilities.
Demand management is taking place in a methodical fashion and fo-
cuses IT efforts on high-return initiatives. The appropriate number and
size of concurrent projects are underway. Project completion rate is
reasonable and no long-term projects are lagging unnecessarily. De-
mand management process is eliciting and completing projects with
business relevance and high ROI.

* IT department has implemented an IT steering committee for gover-
nance and will be meeting with reasonable frequency. All of the
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disciplines regarding IT governance outlined in Chapter 19 are in
place and effective.

¢ IT has implemented all important policies required. IT is aware of and
has successfully complied with any relevant industry regulations or in-
ternal company requirements.

* The CIO has an effective relationship with senior management; senior
management rates the CIO as responsive and effective.

* IT budget is within 20 percent of industry averages and is spent on ap-
propriate activities.

e Periodic IT end-user customer satisfaction surveys consistently provide
satisfactory or above ratings for IT problem management, systems avail-
ability, and systems quality.

e Staffing levels are industry appropriate; low turnover in staff due to
high job satisfaction and relevant training and development programs.
Staff are of higher-than-average caliber compared to average compen-
sation and skills.

One of the most difficult challenges of achieving level IV for the IT de-
partment is understanding precisely what the business needs and what will
make it most productive. Doing this requires a deep understanding of how
the business operates and what the executives who are running the business
care about. This in turn requires the CIO and IT department to have effec-
tive working relationships with the business users and to spend significant
time with them. What many CIOs discover in attempting to align IT with the
business is that there is often conflicting information and conflicting priori-
ties within the business. One of the myths of business-IT alignment is that
the business side of an organization has a coherent, well-defined strategic
plan, and that if IT could simply understand it, they will be on their way to
level IV. On the contrary, organizations often have numerous disparate prior-
ities, or even no plan at all. The CIO should be aware of this when attempt-
ing to achieve full IT alignment and make the appropriate adjustments in his
or her plan.

Level V: Setting the Agenda

In popular IT management press, level IV is considered the highest aspira-
tion of the CIO. We believe that there is an additional level in the hierarchy
to be achieved. Level V elevates IT from a model in which it exists to ascer-
tain and then carry out the wishes of the business, to one where IT is helping
the business by spotting opportunities to use technology and IT services to
improve both IT and business performance.

This is a critical difference. IT departments have been told for many
years that “the business is their customer.” This notion implies a host of other
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corresponding behaviors such as “the customer is always right,” “customer
appreciation,” and other service orientation. It is appropriate because IT
should always seek to provide the best quality service possible within
budget. However, it ignores IT’s ability to lead as well as follow.

Organizations that achieve the best value from IT have CIOs who not only
understand and serve the business, but also combine that understanding with
deep technology and application expertise to drive high ROI initiatives
within the organization. In these companies, the CIO is a peer of senior
management and a critical part of the executive team. The CIO frequently
sets the agenda for governance and brings ideas from competitors, suppliers,
customers, and firms outside the industry that improve the business.

Level IV organizations invariably have the highest satisfaction and benefit
from the IT department and are attractive to the top performers in the in-
dustry. They achieve the highest possible benefit from their IT spending and
derive significant competitive advantage from technology.

In Summary

We have found that our prescription is sometimes met with distaste by IT
practitioners. Accomplishments at the base level of the IT hierarchy are
often considered uninteresting, mundane drudgery. However, walking be-
fore you attempt to run is advisable in IT. The common thread in the trou-
bled IT departments we have worked with is ineffectiveness in the first
three levels of the IT hierarchy, preventing any meaningful achievement at
the top two.

Methodologies for IT Management

This chapter highlights two conceptual models for thinking about the scope
of IT operations and for setting the priorities for decision making within that
scope as well as a number of popular methodologies for IT management that
have emerged in recent years and deserve some attention by the CIO.

Those relevant specifically to the governance function and are covered in
Chapter 19.

Information Technology Infrastructure Library

The Information Technology Infrastructure Library (ITIL) has its roots in
IT management processes beginning in the 1980s. It is a set of best practices
and IT management concepts developed over the intervening years. It origi-
nated with the Office of Government Commerce (OGC) in the United King-
dom. It is a comprehensive, process-oriented framework for the management
of information technology services. It is generally O&I focused, with some
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applicability to software management (change management, release manage-
ment). It is also most appropriate for baseline support activities as defined in
our conceptual model. It defines best practices and processes for IT func-
tions. It also defines a common tightly defined vocabulary for IT operations.
It is currently available in a series of eight books. Each book is oriented to a
separate ITIL topic area.

A number of software vendors have integrated ITIL principles and
processes into their software. As expected, these tend to be O&I baseline
support-oriented systems tools. Individual IT professionals can receive an
ITIL certification from the ITIL Certification Management Board, which is
comprised of the OGC and other examining bodies. Training companies fo-
cused on providing preparation for ITIL certification and associated consult-
ing services are available. Three levels of certification (foundation,
practitioner, and manager) are defined. This certification is not one that we
have seen in common use in the United States. As of this writing, just over
200 ITIL Foundation certified professionals were listed on a third-party
(voluntary) ITIL registration site (www.itlibrary.org).

ITIL does appear to be gaining ground as of this writing. Computerworld
magazine and the Gartner Group report that over 85 percent of surveyed re-
spondents rate ITIL as somewhat or very critical of IT management. Thirty-
nine percent of respondents claimed to use ITIL for managing internal
processes.*

Because it covers such a breadth and depth of IT services, and because it
takes an academic slant, it is often regarded by some IT practitioners as
overly cumbersome for full usage. This has led to partial or hybrid adoption
of the principles in many departments. A specific publication from the OGC
covers ITIL Small Scale Implementation (ISBN 0-11-330980-5). The frame-
work is also sometimes regarded as too generic to be useful for off-the-shelf
usage. We believe that ITIL principles can be useful in achieving compe-
tence at level I and IT activities as defined in this chapter, but do not have as
much relevance for levels IIT and above. We recommend that CIOs evaluate
which portions of ITIL have relevance for pragmatic improvement of O&I
baseline application support operations.

IT Service Management

IT Service Management (ITSM) is a philosophical approach to IT manage-
ment that focuses on the end-user (customer) viewpoint. ITSM has no gov-
erning body or specific set of documented standards, and therefore suffers
from a looser definition than competing methodologies. While ITSM shares
nomenclature with some sub-parts of the ITIL framework, and covers some
of the same scope, the two frameworks are not the same. Like ITIL, ITSM
corresponds to the O&I and application baseline support and level I and II
areas of the frameworks in this chapter. ITSM has the most relevance in set-
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ting service level agreements (SLAs) and determining budget, staffing, and
operating priorities in the context of end-user needs.

ISO/IEC 20000

ISO 20000 is an international set of standards for IT management processes
from the International Standards Organization (ISO). The ISO is a non-
governmental international organization composed of over 150 member
countries, which provide one representative per country. Its mission is to
provide a common set of standards that promote international commerce
and management. The ISO 20000 standard has considerable overlap and re-
liance on the ITIL standards, but provides the additional benefit of an in-
ternational certifying body. The standard replaced a previous ITSM
standard known as BS15000. It consists of two subparts, ISO 20000-1 that
defines 10 key areas of IT service management, and ISO 20000-2 that con-
tains best practices for implementing the areas defined in ISO 20000-1. The
formal charter for ISO 20000-1 is to “promote the adoption of an integrated
process approach to effectively deliver managed services to meet the busi-
ness and customer requirements.” In both cases, the ISO standards seek
relevance to organizations regardless of size and organization structure and
provide measurement of adherence to the standard.

International standards for core O&I and application baseline support ac-
tivities have some applicability for improving those activities. However, due
to the diminishing marginal returns from rigorous adherence to ITIL, ISO,
and ITSM standards, the primary benefit to complete adoption is primarily
found in compliance and auditing.

ISO/IEC 17799

ISO 17799 provides audit standards for IT security from the ISO. It covers
a dozen areas of information security and confidentiality, ranging from risk
assessment and access control to compliance and policy. The standard has a
related certification ISO 27001 that covers the implementation and im-
provement of the recommendations of ISO 17799. Because the 17799 stan-
dard is entirely focused on security, it is an incomplete mechanism for
overall IT management. Security topics relevant to ISO 17799 are covered
in the security management section of Chapter 8 and compliance topics are
covered in Chapter 19.

Control Objectives for Information and
Related Technology

Control Objectives for Information and Related Technology (COBIT) is a
product of the Information Systems Audit and Control Association (ISACA)
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and the IT Governance Institute (ITGI). It provides a framework for ensur-
ing the best use of IT in an organization as well as guidelines for compliance
with best practices for IT processes and controls. It was created in 1992 and
has undergone a number of revisions since.

The most recent version, the fourth edition, released in late 2005, con-
tains four major areas: Plan and Organize, Acquire and Implement, Deliver
and Support, and Monitor and Evaluate. The four areas are in turn com-
prised of 34 sub-areas. COBIT is an accepted standard for Sarbanes Oxley
(SOX) compliance, which is covered in Chapter 19. The COBIT standard is
geared to ensuring regulatory compliance, delivering best value from IT,
and operating IT effectively. We believe the COBIT is one of the most com-
plete of the frameworks relevant to the CIO, and is the framework that most
closely corresponds to the views on effective IT management outlined in

this book.

Zachman Framework for Enterprise Architecture

The Zachman framework was first developed in 1987 by John Zachman and
has been updated numerous times since (Exhibit 4.4). The framework cap-
tures an approach to IT architecture in a single 36-cell chart. The chart has
six rows: scope, business model, systems model, technology model, compo-
nents, and working system, and six columns: who, what, when, where, why,
and how, corresponding to data, function, network, people, time, and motiva-
tion. The framework provides for defining business processes that need to be
supported by enterprise systems, and categorizing and aligning them appro-
priately. While the framework is focused on enterprise architecture, typi-
cally an application-oriented area, its scope includes non-IT components
such as people, processes, and time, making it an appropriate addition to the
overall IT strategy toolkit for CIOs.

There are numerous models and frameworks for the pursuit of manage-
ment of best IT. New models and buzzwords continually emerge. We recom-
mend that all of these be viewed through the filter of pragmatism and
appropriate priorities as defined in this chapter. Numerous resources are
available on the Internet that provide detailed information on these IT man-
agement frameworks. A few of these include:

* Good coverage of ITIL, COBIT, and ITSM: www.wikipedia.org
e The official U.K. Office of Government Commerce (OGC) site for
ITIL: www.itil.co.uk

* IT Service Management Forum, a not-for-profit organization for ITIL
practitioners, vendors, and companies; there are over three dozen
country-specific chapters of the group: www.itsmf.com
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® Abstracts and purchasable standard documents for ISO 20000 con-

formity and auditing: www.iso.org

e Special interest group dedicated to ISO 20000, ITIL, and ITSM issues:

www.15000.net

¢ IT Governance Institute: www.itgi.org

* Information Systems Audit and Compliance Association; organization of

over 170 chapters and 50,000 IT professionals focused on governance
issues for IT; works with ITGI to define and promote COBIT:
www.isaca.org

¢ The Zachman Institute for Framework Advancement: www.zifa.org

NOTES
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The IT Organization

You will find that the State is the kind of organization which, though it does big things badly,
does small things badly too.
—John Kenneth Galbraith!

This chapter identifies the organizational components of the IT department
and defines the roles and responsibilities of the IT staff and the interde-
partmental and intradepartmental interactions necessary to complete IT
projects on time while successfully running the existing systems and appli-
cations. While there are a wide variety of ways to structure an IT organiza-
tion, we recommend a specific structure that has proven successful across
many companies. This chapter addresses two major aspects of the IT orga-
nization—the structure of the organization and the division of labor within
the structure.

The wide variety of roles and responsibilities in an IT organization can
be difficult to fully understand for those in the organization and completely
baffling to those outside the IT department. The myriad of technologies
and their complicated interactions require a complex organization that can
support the business while managing sophisticated technology environ-
ments and achieving the highest levels of service. Creating an organization
that can achieve this is a daunting task. The inputs to this organization
come from every direction, ranging from the IT organization working to
maintain the systems day-to-day and solve customer problems; the business
from user questions to system problems to the endless stream of requests to
enhance the systems; and externally through vendor-driven software or
hardware upgrades, maintenance and security requirements, and new tech-
nology evaluations. This can make priorities difficult to establish, and the
balance between maintaining existing systems and satisfying perpetual re-
quests from the business a significant challenge.

89
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Why This Topic Is Important

The organization of the IT department directly impacts the success or fail-
ure of IT to meet the mission-critical business needs. An IT organization
that is well structured and coordinated can manage the complexities and
adapt to new business requirements, while maintaining service levels and
successfully completing priority projects. On the other hand, a poorly struc-
tured and uncoordinated IT organization is a major liability because of its in-
flexibility for rapidly solving problems and its inability to deliver new
capabilities to the business.

One of the most common symptoms we have seen in underachieving IT
departments is a poorly designed organization. The result is a confused staff
and confused business users. The overlaps and gaps in roles and responsibili-
ties present a disorganized face to the business and cause endless turmoil
within the IT department. The organizational chaos hampers the team’s
ability to effectively execute projects, prioritize demand on the IT depart-
ment, manage vendors, or even maintain the most basic service level com-
mitments to the business or external partners.

Inevitably, the confusion and fuzziness of roles and responsibilities leads
to multiple staff members’ providing overlapping coverage for similar un-
clear duties, resulting in unauthorized pet projects, slack time, and coverage
gaps. Unfortunately, this leaves fewer resources for the most important du-
ties. It also destroys any form of accountability.

Understanding successful organizational structures, establishing well-
defined roles and responsibilities, and actively managing and measuring
performance are the same approaches used by other parts of the business.
All too frequently, IT managers are promoted because of their technical ex-
pertise, and few have developed the managerial skills needed to lead an or-
ganization. The result is a CIO who understands the technologies but fails
to understand the business; how to communicate with the business; how to
organize, manage, and motivate teams; and how to organize the depart-
ment. Chapters 2, 6, 12, and 19 discuss this phenomenon further.

Further complicating matters is the fact that many newly promoted IT
managers have come from either the operations or applications area of the
department and do not have enough exposure to the subtleties required to
skillfully manage all parts of the department. While it is common for a
manager to have an extensive knowledge of one or two areas and a general
understanding of others, it is very uncommon for an individual to have an ex-
tensive knowledge of all IT areas. In addition, maintaining detailed knowl-
edge in one or two areas requires considerable reading, training, and
on-the-job experience with new technologies. It is common for a manager to
change positions in the IT organization and no longer be considered an ex-
pert in his or her previous area of expertise in fewer than 18 months. Sys-
tems hardware, applications, and networks are continuously changing, and it
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is difficult for managers to have more than a limited understanding of all the
technologies deployed in a large department, putting even more pressure on
achieving an effective organizational structure.

This chapter focuses on the organizational structure of the IT unit in a
company. Roles and responsibilities must be clear so that the team can
work together effectively to deliver all of the IT capabilities required by
the business.

IT Organization Overview

A major source of IT department inefficiency is poor organization of staff
and lack of clear roles, responsibilities, and accountability. The resulting
chaos causes responsibility gaps and overlaps, unclear roles, and difficulty
holding individuals accountable for their results. This section highlights a
standard approach to organizing IT and delineates key components in an IT
department: management, operations, applications, development, help desk,
infrastructure support, and administrative support. We then discuss how
each of these areas should interact with the others and the business and de-
scribe optimal ways to organize each area.

The costs of an ineffective IT department are high. As discussed in Chap-
ter 2, while a disorganized department is another symptom of poor IT lead-
ership, the symptom can lead to a variety of other failings. One of our most
memorable client anecdotes occurred while we were restructuring a particu-
larly poorly organized IT department. Because of the multiple overlapping
responsibilities and unclear role definitions, it was difficult to account for
which staff members were actually responsible for any given project or sys-
tem. The cost to the client was driven home for us during a lunch meeting
with an acquaintance who happened to own a small business in the same
town. He remarked that we must be quite busy making changes at the client,
because the three IT staffers from the client who usually came to his office
several afternoons a week to moonlight for him had not had time recently for
their extracurricular activities.

Missed project deadlines, frequent unplanned system and “maintenance”
outages, unmanned help-desk lines, abundance of slack time, and pet proj-
ects are symptoms of poor organization and accountability.

IT Department Organization Structure

Exhibit 5.1 provides a standard structure for the major components of the IT
department. Depending on the size of the business, the CIO may report to a
senior vice president, CFO, COO, or directly to the CEO.
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At the simplest level, the IT department consists of two areas: infrastruc-
ture (called IT Operations and Infrastructure, or O&I) and applications
(called Application Management or Applications Development and Support).
Correspondingly, the IT organization structure relies on two managers with
a direct reporting relationship to the CIO: the manager of operations and in-
frastructure and the manager of applications management. The structure as-
sumes strong leadership and managerial skills, in addition to technical
acumen for the people in these two key positions. The operations manager is
responsible for all day-to-day management of the computing environment,
maintenance and upgrades, and security. The application manager is respon-
sible for all work associated with the business applications, enhancements,
and upgrades.

We have observed a tendency for the CIO to maintain too many direct
reporting relationships. Often we will, as part of an IT assessment, find an
CIO with five or more direct reports, such as application development,
user support, operations, network administration, and telecommunications
administration. A CIO with too many direct reports typically spends a dis-
proportionate amount of time dealing with day-to-day “fire drills” and very
little time working and communicating with the leaders of the other busi-
ness organizations (e.g., sales, manufacturing), setting the long-term archi-
tecture and strategy for the IT organization, and monitoring and reporting
the status of projects with significant long-term business benefits to key ex-
ecutives. While the director may feel busy, he or she is working on the
wrong issues.

Within the operations and application organizations, specialized groups
exist around specific technologies or functions. The operations group
consists of the help desk, end-user support teams, data network administra-
tors, system administrators, and telecommunications network administra-
tors. The applications group has application development teams, testing
teams, database administrators, electronic data interchange (EDI) special-
ists, and business analysts. Each of these roles is examined in detail in this
chapter.

The organization outlined here establishes a clear division of labor, but
because of multiple touch points between the two main component organi-
zations, over time, the organizational boundaries often become blurred.
Monitoring and measuring each of the groups is critical to ensure that each
is accomplishing its stated goals and not simply passing responsibilities to
other groups. The managers and members of the specialized groups must
understand that they are accountable for the success or failure of their
teams. Variable compensation and other incentives can be used to reinforce
accountability.

Roles and responsibilities of each of these two subgroups are discussed in
the remainder of this chapter.
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IT Operations and Infrastructure Group

The IT Operations Group is responsible for maintaining the day-to-day func-
tionality of the IT systems. Because of the utility nature of these systems
(desktops, e-mail, file and print services, networks), this group has an enor-
mous impact on the overall satisfaction level of the business user. The IT op-
erations group is typically organized into five major areas: help desk,
end-user support, network management, systems administration and opera-
tions, and telecommunications services. Each of these groups focuses on
either a function or a technology in the IT organization. Larger companies
(i.e., greater than 1,000 employees) may further segment the group into addi-
tional areas. Some commonly split out functions including operators, security
management, change control, disaster recovery, and demand management.

Help Desk

The help desk is the IT group that company employees initially contact when
they have a computing question or a problem. From a business perspective,
the help desk represents the IT department’s face to most employees and is
closely identified with the customer experience—regardless of whether this
should be the case. From an IT perspective, the help desk is the first line of
defense to address and resolve as many problems and questions from users as
possible. It is the central point where most business user problems are iden-
tified and tracked. It facilitates communication between the users and other
components of the operations group, resulting in a rapid response to major
outages and critical problems and a timely, coordinated response to less im-
portant problems. The help desk is frequently referred to as the first tier for
problem management and resolution.

Broad-based skills are required of the help-desk staff to triage the wide
variety of questions that inundate any help-desk team. The staff must adhere
to a methodology that systematically eliminates the possible causes of a
problem. After the help-desk staff member understands and isolates the
problem, he should have the ability and authority to resolve it or assign it to
the next tier of support for resolution. Frequently, this requires interaction
and cooperation with another IT operations group, as well as the end users.

In a typical service request, a business user might call the help desk and
report, “I cannot access the customer order system.” What appears to be a
simple request—{ix the customer order system access—actually requires a
fairly complex diagnostic process to understand which one (or more) of a host
of interacting systems components might be causing the problem.

The problem may be with the PC on the business user’s desk, it may be
with the network connecting the business user’s PC to the server, or it may
be with the server itself. When accounting for the complexities of different
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types of hardware, software, and configuration differences, it is easy to un-
derstand why the help desk may not be able to solve a problem over the
phone. The help desk must coordinate the efforts of other teams to correctly
identify and eliminate the business user’s problem as rapidly as possible, de-
pending on the severity of the issue.

Optimizing the help desk is the primary role of the help-desk manager.
This process begins by establishing a single help desk as the point of contact
for the business user. Introducing multiple help desks almost always results
in confusion for the business user about which help desk to call and the per-
ception of finger pointing in the IT department. The costs of coordination
of multiple help desks, even when organized by technology, geography, or
problem type are quite high. An important characteristic of help desks is
close geographic and physical proximity, to provide on-the-job training, the
ability to quickly spot trends (e.g., several “down e-mail calls” coming in si-
multaneously helps in the diagnosis), and simple camaraderie on the help-
desk team. The result of multiple points of contact is a frustrated business
user and difficulty tracking problem trends and help-desk performance for
the IT manager.

The help desk should strive to resolve as many questions or problems on
the first contact with the customer as possible. This not only reduces the
burden on the IT department but also results in dramatically increased end-
user satisfaction. Simply taking problem information and forwarding it to an-
other part of the organization for resolution creates numerous problems. The
help desk must correctly diagnose the problem and send it to the appropriate
group; after it is sent, there is an agency problem with no clear ownership for
resolution of the end-user problem. Problem resolution statistics can be used
to measure and improve first-contact resolution in addition to identifying the
most common calls and developing a course of action to reduce the number
of those calls.

Medium and large businesses normally elect to use an inbound call routing
system (e.g., “Press 1 for a computing problem, press 2 for a telephone or voice-
mail problem, press 3 for a new account”). In mid-size companies, this is typi-
cally a less-expensive, automated call distributor (ACD); in large companies, it
may be a fully configured, full-featured phone switch (see the Telecommunica-
tions Services Group section discussion). Use of this type of system enables the
business user to self-route to the person most likely to be able to help, and it
provides call statistics, which can be analyzed for trends. The ACD can also be
changed to update status messages and inform the business users who call the
help desk during a major outage. While usage of these systems in larger com-
panies can result in productivity gains for the help-desk team, the systems
should be deployed intelligently, as they can also overinsulate the IT team from
the end user and make the help desk too difficult to reach.

Management of help-desk activities is best facilitated through the use of
full-featured help-desk application software that can manage customer calls,
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track progress on resolution, ensure that issues are closed, escalate urgent is-
sues, automatically update end users on issue status, and provide reporting
on help-desk performance. Whether a package-based or manual system is
used, basic issue information must be captured to communicate with the
business user experiencing the problem.

In addition, IT-specific categorizations are also necessary, such as the ini-
tial diagnosis of the problem, the scale of the business impact, user urgency,
and the final problem resolution. The initial diagnosis of the problem identi-
fies the tests performed to troubleshoot and narrow the possible causes and
the group responsible for resolution if the help desk cannot resolve the prob-
lem. The scale of the business impact dictates the urgency and the resources
that should be applied, with priority given to system or networkwide prob-
lems over most individual business user problems. The help-desk staff must
identify when they are receiving multiple individual phone calls for what
turns out to be a systemwide or networkwide problem. The final resolution
should also be captured because it is critical for quantifying problems that
are misdiagnosed initially, and it enables additional root cause analysis for fu-
ture problem elimination or best practice documentation for resolving a par-
ticular problem.

A variety of help-desk applications are available that provide a wide range
of functionality from simple to highly sophisticated. At the lower end of the
scale, the pricing is quite reasonable and should not pose a significant hurdle
for even small IT departments. The improved coordination, communication,
user satisfaction, and root-cause analysis provided by more sophisticated
packages usually makes the benefits far outweigh the implementation costs.

The help desk is often used as a training ground for new IT employees.
These employees gain a broad exposure to all the systems and applications in
use by the business, as well as the overall IT and corporate organization and
the business of the company. However, the rapid transactional nature of a
help-desk position does not enable the employee to learn the details of any
one system or application. New IT staff can spend anywhere from one month
to one year working on the help desk, depending on the business circum-
stances. The intensity of the daily experience on the help desk can quickly
lead to staff burnout—properly setting goals, expectations, and a date to
transfer into other parts of the IT organization can mitigate some of the
burnout risk and provide a motivational goal for harried help-desk staff. Ul-
timately, the help-desk manager must monitor all of the staff and their per-
formance levels with the business users.

While this experience can be very valuable in rapidly developing broad
skill sets for new IT team members, it can be frustrating to the business
users calling the help desk when they cannot get first-call resolution to their
problems because of lack of knowledge or experience. Mixing experienced
help-desk staff with new IT employees provides mentor resources that can
be referenced by junior staff to accelerate learning and reduce the probabil-
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ity of business user frustration. To the extent practical, periodic rotations
through different help-desk support areas for help-desk team members (or
other staff, if possible) can ensure that the repetitive nature of the job does
not become too onerous. The interaction with the more experienced staff is
the key to rapid learning for the new help-desk employees.

When a help-desk employee cannot fix and close out a problem with the
business user over the phone, he or she must hand off the issue to addi-
tional IT operations resources to assist in the problem diagnosis and resolu-
tion. These groups may include end-user support, network administration,
system administration, application support, or telecommunications ser-
vices. Chapter 9 provides detailed information on help-desk management
and process.

End-User Support/Break-Fix Group

The end-user support/break-fix group is responsible for physical computer
repair and field visits to customer (end-user) locations. This group is consid-
ered the second tier for problem management and resolution. Depending on
the size of the group, number of employees, geographic footprint of the
company, and complexity of calls and call volume, a manager typically or-
ganizes the staff into teams, which may be assigned to support a specific lo-
cation, technology, application, or business group. These teams can be
co-located with the business users to minimize the time required to get to
users’ desks, and to provide a better interface between users and the IT de-
partment. In large companies, each of the teams requires a team leader with
responsibility for the performance of that team.

As with the help desk, a variety of technical skills, spanning all opera-
tions and applications areas, are necessary for the end-user support staff.
The same type of problem-solving skills, methodology, and logical ap-
proach that systematically eliminates the possible causes of the problem is
critical here as well. Exposure to the standard systems, applications, and
networks is necessary to provide the insight required to execute the on-
the-fly technical testing used to identify the cause of the business user’s
IT problem. The systems experience required is focused on the hardware
and software on the business user’s desk, as opposed to the server systems
behind the scene. Ultimately, the end-user support group is responsible
for all the equipment, client-side applications, and local software that op-
erate on the business user’s desktop computer. Responsibilities frequently
include deployment of new equipment, maintenance of existing equip-
ment, and upgrades to desktop equipment and software. As discussed in
Chapter 7 (IT Standards), the level of standardization of hardware, sys-
tems software, and applications across the organization is one of the
largest drivers of effort for both the help-desk and end-user support
staffs. Highly heterogeneous environments are challenging to support and
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usually require much higher than average staffing levels to provide ade-
quate service to the end user.

In addition to technical skills, associated with the systems supported, cus-
tomer handling skills, and the ability to develop productive working relation-
ships with the business users are as important as technical knowledge for
ensuring a positive customer experience. End-user support staff may find
that problems encountered result from lack of training for the business user;
therefore, it is common for the end-user support staff to train the business
user at his or her desk on various applications to reduce the likelihood of ad-
ditional problem calls.

Furthermore, the demeanor and approach of the support staff is as impor-
tant as their technical skills. Unfortunately, IT professionals often have a
reputation for supercilious and arrogant treatment of end users. This not
only damages the IT-business relationship, but also ultimately impairs the ef-
fective delivery of the IT service, as the staff members fail to help users
learn to solve basic problems on their own. Operations managers should work
to ensure that soft skills are a key screening criterion during the hiring pro-
cess, are part of the ongoing appraisal process, are required for promotion
within the department.

In weak IT organizations, it is common to find that business users circum-
vent the standard process of going through the help desk and consistently
call the top team members in the end-user support group directly. This cir-
cumstance has obvious drawbacks and eventually erodes the morale and pa-
tience of the professionals that the IT team most needs to retain. This
phenomenon highlights the importance of continually ensuring that reliable,
customer-focused staff are on the break-fix team.

Occasionally, companies place their end-user support teams under the re-
porting umbrella of the business unit or department they support. The goal is
to make IT more responsive to the needs of the business. While this can be
an appropriate temporary fix, it is also usually indicative of serious problems
within the IT department. As one client remarked, “The sales department is
in the business of sales. I don’t want to run my own IT shop, but I will if the
IT department is incapable of providing the level of service required.”

Establishment of this type of shadow IT support staff in business units
or departments can create security and administration issues outside the
control of IT. It also creates a new level of coordination and communication
requirements for system changes. Not only must the business users be noti-
fied of an impending change, but also the shadow support staff must be
briefed on the details and may be required to implement or test the changes.
This promotes finger pointing and turf issues when modifications and sys-
tem changes go awry. Further, the business loses out on any scale economies
available in this area, as well as career track and training and development
benefits for the team. In summary, the presence of shadow IT functions
embedded in business units is a major indicator of IT department ineffec-
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tiveness and, when addressed, can usually provide major cost savings and
service-level improvements. The benefits of such models are typically out-
weighed by negative impacts, including higher costs and lack of coordina-
tion and communication.

Typical staff progression in the IT organization transitions people with 12
to 24 months of experience at the help desk into the end-user support group.
Normally, the end-user support staff then spends two to five more years de-
veloping detailed skills and knowledge about the systems, applications, and
networks used by the company. After they have gained enough experience,
staff members may be considered for team leadership or other lateral moves
in the organization, typically after three to six years. The end-user support
manager is normally promoted from the team leaders.

Network Administration Group

The network administration group manages all data network communication
capabilities required by the business. Network responsibilities are typically
separated into two broad categories—local area networks (LANs) and wide
area networks (WANs). LANs are typically defined as network connections
within a particular business location, and WANs are the network connections
between business locations. For example, a LAN connects all of the PCs,
servers, printers, and peripherals in the Dallas facility, while a WAN con-
nects Dallas with Chicago. We use this terminology because it is the simpli-
fied, generally accepted view. Different technologies can be used to network
a specific area; for instance, there are LANs connected with wires and cables
and others that are wireless—both of which may be in use in the same loca-
tion. Similarly, WANs can be created from frame relay connections, public
Internet VPNs, point-to-point connections, and so on.

The network administrators are responsible for all wiring, hubs, and secu-
rity for the LANs and the leased lines, routers, gateways, firewalls, and secu-
rity for the WANs. They monitor network performance and upgrade capacity
before the traffic on the network increases to the point that it begins to af-
fect systems performance. To accomplish this requires a specialized skill set
with knowledge of networking hardware, networking mediums (different
types of cables with different capacities and performance characteristics),
networking protocols (which define how messages are passed between com-
puters), encryption techniques for secure messaging, and firewall security.
The extensive hardware, application, and configuration knowledge required
by a network administrator takes considerable time, experience, and training
to build.

Networking hardware, software, and services costs can represent a large
portion of the annual IT budget, particularly for companies with a large
number of geographically disparate locations. Connecting remote sites via a
WAN requires leasing a data line from a telecommunications company with
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enough capacity to handle all of the company’s data traffic. A good senior
network administrator thoroughly investigates all application, access, and
data transfers that will occur over the WAN. Using this information, the net-
work administrator determines the best medium and capacity for the situa-
tion and negotiates the contract with the telecommunication vendors. Proper
needs assessment, capacity planning, and postimplementation traffic shaping
can result in significant monthly savings in leased line costs.

Large numbers of vendors are often involved in networking infrastructure
(e.g., local loop, local telco, frame-relay provider, and ISP), making it chal-
lenging to determine the exact costs and usage of the network. Compounding
the issue is the complexity of the typical billing statements and the difficulty
of tying the statements to the actual services provided. A recent analysis
performed for one large client revealed that its network administrators could
not identify the number of leased lines in use, the capacity of the leased
lines, or the total monthly cost. It simply received monthly bills for its leased
lines and paid them, without verifying any linkage to actual lines or services
consumed.

Typical career paths begin with the junior network administrator who
works at the LAN level. It takes several years to build the skills to master the
many different types of technologies, mediums, and protocols. Progression to
senior network administrator with responsibility for the WAN and teams of
junior network administrators typically occurs after five to seven years of ex-
perience, and the completion of specialized network training.

In a small to mid-size corporate environment, the system administrator
may also serve as the network administrator. As the computing environment
grows in size and complexity, more specialized skill sets and additional ca-
pacity are needed to ensure reliable operation and system availability.

System Administration and Computer
Operations Group

The system administration and computer operations group manages, moni-
tors, tunes, and administers all of the IT servers and systems software that
comprise the infrastructure on which the applications and data used to run
the company reside. These systems include e-mail servers, file servers, web
servers, print servers, and development, test, production, and failover ap-
plication servers. Each of these servers may be based on different tech-
nologies depending on the requirements and standards established by the
organization. For example, the e-mail server may use Microsoft technology,
the web servers might be UNIX-based systems, the file and print servers
might be Novell-based, and the production applications may reside on a
mainframe server.

System administration encompasses all the efforts required to manage
each of the business servers. Duties include deployment of new equipment,
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maintenance of existing equipment, upgrades to server equipment and oper-
ating systems or systems software, creation of regular backups of critical en-
terprise data, capacity planning, disaster recovery planning, user profile
management, user changes, and system security. It takes highly detailed
knowledge of how system software works to manage these tasks for the crit-
ical business infrastructure components. This is particularly true for diag-
nosing complex systems failures and to effectively close holes in security.

The best system administrators proactively manage their server systems
to minimize the possibility of server problems during production hours and
security breaches at any time via system monitoring tools and participation
in Internet discussion groups and sites dedicated to the technologies that
they support. Administrators also monitor system performance, track in-
creases in server workload, and anticipate the need for additional capacity
before performance shortfalls impact business performance. As a result, sys-
tem administrator responsibilities require double duty—they must be on site
during production hours to immediately address any server problems, and
they must perform all maintenance work and upgrades after production
hours and on weekends.

Few system administrators, in small or large companies, regularly install
the software patches provided between major system upgrades that are nec-
essary to close the system security holes. If an administrator postpones
patches until a major upgrade is released, and these occur only once every 12
to 18 months, the environment has a considerable amount of exposure to
hackers who attempt to enter systems for fun (control and bragging rights) or
profit (data theft). These people know the security patches for each operat-
ing system and systematically search for machines where the patches have
not been installed and configured properly so that they can gain access.
Combined with the fact that it takes time to configure, test, and install a
major operating system upgrade with the existing business applications, the
exposure may last as long as two or three years.

Scheduled maintenance and upgrades must be carefully coordinated with
the business units and other departments to ensure that production systems
are available during critical times after normal business hours. For example,
business users at a client company recently expressed frustration that the sys-
tems were unavailable when they had to work overtime one weekend. The
business users had no idea whom to contact in the IT department and, there-
fore, IT received no notification of the business need. The IT department
indicated that if it had known about the weekend work, it would have been
able to reschedule its maintenance for another time.

This is a typical example of the lack of communication of process, roles,
and responsibilities from IT to the business, and one of the most common
complaints about IT departments that are struggling with communications
issues. Because upgrades are complex and risky, and require significant ad-
vance planning and effort to complete, it can be easy to neglect informing
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the user community of the associated system impacts or outages. Each sys-
tems project that may cause downtime should be clearly communicated well
in advance to business users.

The system administration and computer operations group also coordi-
nates the introduction of new technology into the production environment.
Senior system administrators are very cautious by both training and experi-
ence, and carefully plan tests to ensure that transitions to new technologies
are performed in a controlled manner that does not adversely impact the
operation of the production environment or disrupt the business. The ulti-
mate goal is to ensure that all servers work 100 percent of the time so that
their function is transparent to the business. The introduction of system
changes into the production environment involves the process called
change management discussed in Chapter 9. System administrators manage
the process, ensuring that all changes have been tested and that rollback
procedures (i.e., a method to restore the environment if necessary) are
in place.

The support of server hardware and systems software is complex and, like
many of the other third-tier IT operations functions, requires a specialized
skill set to understand the details of the systems in use. It is not uncommon
for an organization to require a specialist for each type of server used—for
example, understanding the inner-workings of a UNIX-based system well
enough to “tune a kernel” is very different from understanding how to “gen”
a mainframe system; and it is a rare individual who has an extensive working
knowledge of both. However, in smaller businesses it may not be cost effec-
tive to break responsibilities down to this level. We recommend including
additional costs of skilled labor capacity in all purchasing decisions and min-
imizing the number of different computing platforms in the organization to
minimize the different skill sets and staff required. The staff capacity issues
can be further mitigated by cross training the system administrators or using
contractors on an as-needed basis to minimize the costs.

In larger organizations, a group of operators may be included in the sys-
tems operations group. The operators are responsible for managing system
operations functions such as printing, batch jobs, and user online sessions.
Operators manage various jobs (print, batch, or online processes) on servers
to ensure the correct processing power is available to the most critical re-
sources and that the functions are executing and completing correctly. A crit-
ical component of the operators job is to ensure that processing capacity is
available for applications. For example, if it is the Friday on the last day of a
month and most orders come in that day, the operator can divert computer
processing power to online sales sessions so that computer resources can
quickly process the orders. Additionally, operators may prioritize application
print jobs for critical reports such as invoices. Operators are necessary
to maximize CPU usage and other computing resources and ensure a
smoothly operating application. In smaller companies, the server typically
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auto-prioritizes various requests eliminating the need for full-time staff to
perform this function.

Typical career paths for system administrators involve initial training to
build a foundation of knowledge about the servers they will support. These
junior system administrators typically work in an apprentice role under the
close supervision of a senior team member to gradually shift responsibilities
for the systems and build experience and confidence. Simply “turning over
the keys” puts the organization at risk because the junior administrator
needs time to understand the processes that minimize the risks of any system
changes and the subtleties of the specific system configurations, which can
vary from machine to machine at the server level.

Depending on the complexity of the server computing environment and
the desired level of cross training, it typically requires four to seven years of
experience as a junior system administrator before consideration for a senior
administrator role is warranted. Senior system administrators manage a team
of junior administrators, and in larger organizations, a manager may be re-
quired to coordinate the efforts of the senior system administrators across
multiple locations.

Telecommunications Services Group

Many businesses find it cost effective to purchase and operate their own
telephone systems. The telecommunications group manages all telephony and
related services. Services include telephones, voice mail systems, fax ma-
chines, and video conferencing systems. The group must monitor system use,
bandwidth consumption, and network security for the voice and video net-
works in a manner similar to the procedures used by the network administra-
tion group for the data network.

Telecommunications services require knowledge of telephony switch
hardware (PBXs) and software configuration; wiring in buildings and demar-
cation facilities; trunk line capacities; call center configuration; voice mail
system configuration and management; video conferencing equipment, and
voice/video bandwidth requirements. Individuals without the appropriate
knowledge can quickly interrupt telephone service.

The help desk normally handles inbound problem calls and requests for
service to maintain the single point of contact for the business user. How-
ever, few help-desk staff members have the knowledge, experience, or au-
thority to make changes to these systems, and the voice telecom requests are
immediately routed to the telecommunications services group. In some
larger companies, the telecommunications services group may assign one of
its team members to rotate onto the help desk to address telecom requests
and problems. In many cases, the skills required are highly specialized, and
telecom support is fully or partially outsourced to a specialized provider. In
these cases, the help desk may serve as the first line of defense for phone
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system questions but have the authority to schedule the contracted outside
provider to rapidly fix the problems.

Telecom services analysts begin by supporting the wiring in buildings and
develop expertise in the other areas over a period of several years. Specialized
training from the PBX vendor is typically required to establish a basic under-
standing of the systems used by the business. On-the-job training with direct
senior-level oversight is used to build on the foundation. Junior-level telecom
analysts transition to senior-level telecom analysts after four to seven years.

Operations Manager

The operations manager is responsible for the performance of all the teams
in the IT operations group. The operations manager must have a basic under-
standing of the technologies used in each of the areas managed, but the crit-
ical skills are the organization and management of the teams. Planning,
setting reasonable service levels, managing staff, and actively participating as
a “doer” are all part of the typical responsibilities of the operations manager.
The IT operations manager oversees the day-to-day performance of the IT
systems to maximize availability and address user problems. Having a man-
ager in this role enables the CIO to focus on the strategic direction that con-
fronts an IT department, instead of worrying about “putting out the fires” on
a daily basis. Because shortfalls in operations are highly noticeable to the en-
tire organization (it affects everyone in the company when phones are out,
e-mail is down, or the network printers are not working), the IT operations
manager plays a critical role in ensuring that the utility functions provided by
the department operate smoothly and do not negatively impact the business.
Very small organizations may have the system/network administrator also
serve as the operations manager. As businesses grow, a dedicated manage-
ment resource at this level is important to maintain the control and direction
of the IT operations organization and reduce the number of managers and
team leads reporting to the CIO. If the CIO has more than five direct re-
ports, it is time to consider creating an I'T operations manager position.

Process Responsibility in IT Operations

The IT Operations Group is responsible for all the processes described in
Chapter 8 and 9. Some of the key operations processes overlap groups. A de-
scription of the process responsibility alignment follows:

1. IT operations manager is responsible for:
*a. Systems demand management process.
*b. Disaster recovery function.

c. All management processes.
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2. Help-desk manager is responsible for:

a.
b.

C.

Help-desk function.
Problem management process.

Input to changes in standard operating procedure/problem diagno-
sis process.

3. End-user support manager is responsible for:

a.

b.

Problem management process (break-fix portion).
Fixed asset management process.

4. Senior network administrator is responsible for:

a.
b.

*c.

Problem management process (Tier 3 network support portion).
LAN/WAN management process.
Security management process (overall).

5. Senior system administrator is responsible for:

a.

PR o 0 e T

Problem management process (Tier 3 system support portion).
Systems administration process.

E-mail administration process.

Operators.

Change control process.

Asset management process (server equipment portion).

Login management (add, change, delete).

Security (server portion).

6. Telecom services manager is responsible for:

a.
b.

C.

Telecom administration.
Problem management process (Tier 3 telecom support portion).
Security (telecom portion).

Processes with an asterisk may actually be divided into a wholly separate
group depending on the size of the company and the complexity of the sys-
tems. For example, many IT operations managers in large companies will have
a single manager dedicated to security.

Key Drivers for IT Operations Structure and

Staffing Levels

Five key drivers determine IT staffing levels:

1. Number of end users supported.

2. Number of systems supported.

3. Number of sites supported and geographic dispersion.
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COMPANY SIZE (NO.OF EMPLOYEES)

RESOURCE 0-25 25-50 50-100 100-200 200-400
CIO/IT director — 25 5 75 1
Network/Systems engineer — 5 .75 1 1.5
Network/Systems administrator .25 .5 75 1 2
Helpdesk supervisor — — 5 1 1
Jr.Network/Systems administrator 5 1 1.5
Helpdesk/Desktop support 1 2 3 4 6

Exhibit 5.2 Typical IT Operations Resources
Required for Small and Mid-Sized IT Departments

4. Support requirements (e.g., 5 days a week, 8 hours a day, or 7 days a
week, 24 hours a day).

5. Complexity of the computing environment—number of different
types of applications, systems, and networks.

Exhibit 5.2, which is based on our experience with businesses across
many industries, provides a rough estimate for staffing IT operations at
small to mid-size companies and is based on the number of end users sup-
ported. These figures are estimates; investigate other industry research to
better understand if the company is above or below peers and how staff
signing impacts cost structure and long—term competitiveness. A more de-
tailed method of calculating staffing levels for larger organizations is de-
scribed in Chapter 8.

In smaller organizations, it is not cost effective to hire an individual for
each position, and the complexity of the computing environment will usually
not warrant doing so. As the business gets larger and the computing environ-
ment gets more complex, additional resources will be needed to properly
manage and maintain the computing environment.

Application Development and Support

The application development and support group maintains all the critical
business applications that are layered on top of the infrastructure provided
by the operations group. The application group supports the production ap-
plications, gathers requirements for enhancements or additional functional-
ity, develops specifications, programs the new system functions, tests the
interaction of the old and new code, and integrates the changes into the pro-
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duction environment. The group is also in charge of managing, upgrading,
configuring, trouble-shooting, and tuning all business applications. Because
the majority of the large business-oriented projects are planned and deliv-
ered by this group, the management of the group requires a skillful balanc-
ing act of new development and baseline application support.

The IT application development and support group is typically organized
into five to six major areas: application development, application support
(may be combined with application development in some organizations), ap-
plication testing, database administration, EDI/application interface special-
ists, and business analysts. Each of these groups focuses on an application,
function, or a technology required by the business.

Application Development Teams

The application development team provides enhancements and support for
business applications, based on the requirements gathered and documented
by the business analyst team. In smaller organizations, the business analyst
and application developer roles are often played by the same team members.
The business applications may be custom developed in-house, or they may be
packages purchased from third-party vendors and configured and cus-
tomized for the specific business.

Application developers typically specialize in specific technologies and
software development technologies such as object-based, web-oriented,
client/server development, enterprise application configuration and cus-
tomization (e.g., ERP, CRM), and electronic data interchange and applica-
tion interface development (application integration).

The IT development group is typically organized around applications in
three broad categories. Each category may use a variety of technologies to
deliver all of the business functionality required. These categories are:

1. Customer-facing applications, which may include web-based customer
access systems, order-entry and order-processing systems, and internal
customer service systems.

2. Production support, the set of supply chain applications, such as pro-
curement, manufacturing, warehousing, inventory, and logistics.

3. Business support, which typically incorporates systems completely in-
ternal to the business, such as human resources and accounting.

An application development team member typically joins the staff with
skills in different technologies to manage and enhance the business applica-
tions in one of the three areas. This team is responsible for the creation of
new capabilities within existing business applications, upgrading and patching
third-party applications, testing existing and new application functionality
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before deployment in production, and support for the business application
after it is in production. As the business system size and complexity increase,
it may be necessary to dedicate staff to a particular application in one of
the three categories and to have the team work together on cross-application
interfaces.

Establishing a team for each business application enables cross training
multiple staff members to support specific applications. The danger is a po-
tential lack of ownership for the application; therefore, clear ownership and
responsibility for delivery of the application enhancements and overall man-
agement of the applications must be established for each system deployed.

The IT development group must schedule and clearly communicate to the
IT department, steering committee, and business users committed dates for
deployment of new system capabilities. Communication must occur within
the IT organization and the business organizations to ensure that everyone is
aware of the timing and the functionality that will be provided. Major
changes to applications should, in every case, be coordinated through the IT
steering committee.

In addition, deployment of new system capabilities must show sensitivity
to business cycles and should be timed to minimize disruption to the busiest
business cycles. For example, one of our clients generates 70 percent of its
business during the holiday season in the months of November and Decem-
ber. The IT application developers are required by the business to have sys-
tem changes in place by the end of September to adequately prepare for the
holiday rush. No additional system or application enhancements are allowed
until after the end-of-year busy season.

We have witnessed a more recent trend among our clients of reducing
or eliminating the business-specific customization of third-party software
applications. The most notable areas are around enterprise resource
planning (ERP) systems such as SAP, Oracle, or Lawson, and customer re-
lationship management (CRM) systems such as Siebel. Businesses are in-
creasingly finding that the costs of customization are very high for these
packages because of significant investment in time and resources. More
troubling is discovering that the expensive customizations do not work with
the annual upgrades to these third-party products, and they face the choice
of maintaining an older system after the vendor stops support or investing
additional time and resources to remove the customizations, install the
upgrade or patch, and recreate the customizations in the latest software
release.

As a result, clients are installing new third-party software in as close to
the standard, off-the-shelf form as possible. In some extreme cases, com-
panies that have made investments to customize applications are backing out
selected customizations and choosing to change the business processes to
match the software instead. This has been to the mutual benefit of both soft-
ware vendors and their customers.
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Application Support Group

Mid-size organizations may have an application support group that is sepa-
rate from the application development teams. The application support group
is responsible for the day-to-day operation of critical business applications.
The organization of the application support group typically parallels the
structure of the development group to ensure ownership and accountability
of production applications.

In large companies, separate groups may exist for the development and
support of a particular application. In smaller organizations, the responsibil-
ity for supporting an application can reside with either the end-user support
group or the application development group. As discussed previously, the op-
erations help-desk and end-user support teams provide the first and second
tiers of support. The third tier of support for business applications comes
from the application support team.

The development group is responsible for identifying, developing, testing,
and deploying new functionality to enhance the IT capabilities of the busi-
ness through increased efficiency or creation of technologies and provide dif-
ferentiation from the competition. While the development group focuses on
new capabilities, the support group maintains the existing version and fields
tier-three requests described previously. This separation of support and de-
velopment has several positive effects for the organization. First, it eliminates
distractions for the development staff so they can concentrate on new devel-
opment. Otherwise, development is consistently being taken away from new
duties to address the support requests. This inevitably leads to delays in the
development cycle and pushes out the milestone and agreed on delivery dates.
It also eliminates the lack of accountability that can occur when the two func-
tions are integrated. It becomes easy to blame support requests for missed
deadlines if a single group is performing both functions. It also becomes easy
to provide poor service to users if personnel are dedicating too much time to
new development activities and not enough time to support. By dividing the
two functions into two groups, the accountability is clear and the groups typ-
ically work with better effectiveness. Having two groups also provides career
paths from the support group to the development group for staff.

Application Testing

The application testing team is responsible for testing changes and upgrades
to business application modules with the goal of eliminating problems and en-
suring compatibility with other modules. Application testing occurs on multi-
ple levels: Developers test the code in their modules as they are developing it,
the application testing team combines groups of modules and tests for the in-
teraction of their functionality, and, finally, the entire application is put to-
gether and tested in its entirety, along with its interfaces to other internal and
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external systems. These tests are typically called unit, integration, and system
testing, respectively.

Few development organizations allow adequate time for full testing of
business applications before deployment. Testing often begins in the week
before the system goes live—resulting in a system that is not thoroughly
tested, which makes it susceptible to problems when it is placed in produc-
tion. Successful application development groups allocate as much as 30 per-
cent of their development time to application testing. The groups that do this
are rewarded with significantly fewer major problems after the application is
put into production and easier ongoing management of the production sys-
tems in the post-implementation environment.

The application testing team should also incorporate business users to test
the functionality of the applications. Business user participation in the test-
ing ensures that the most commonly used functions are tested for system
problems. In addition, providing business users with access to the new sys-
tem before placing it in production creates familiarity and instills confidence
and ownership in the new system.

Another critical aspect of testing the entire application is stress testing to
identify system scalability, volume limitations, and catastrophic failure
points. Knowledge of these stress points prior to production deployment will
dramatically aide system performance monitoring and avert disastrous situa-
tions. Well-defined stress points enable system administrators and applica-
tion developers to address the limitations before reaching them instead of
after the thresholds have been crossed and have brought the business to a
standstill.

In smaller application development groups, the application testing team
may be a subset of the developers, database administrators, and system ad-
ministrators. Larger businesses, or smaller companies engaged in a signifi-
cant system rollout, may be able to afford a separate individual or team of
individuals to perform the full testing of the application.

Database Administrator

Database administrators (DBAs) design the database architecture, install
and configure the database software, participate in design and development
activities with the development team, ensure data integrity, and monitor and
optimize the database performance for the underlying database software
used by the business applications. They are responsible for the databases in
both the production environment and the development environment. Large-
scale relational databases are highly sophisticated systems, and the DBA role
is one of the highest technology skill positions on an IT team.

Because of the complexity of relational databases, specific skill sets are
required, depending on the database technology used by the business. Like
the system administrators on the operations side of the IT department,
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DBAs are required to understand the most intimate details of their data-
base to control, manage, and tune it effectively. Finding an expert in one
database, such as an Oracle DBA, is not as difficult as finding an expert
who is knowledgeable about Oracle, Informix, Sybase, and DB2. Perfor-
mance tuning a database can have enormous impacts on systems perfor-
mance and can often be the difference between viable systems and those
that fail.

In larger organizations, the DBA role is often split between a develop-
ment and a production DBA. In these cases, the development DBA is fo-
cused on the structural changes to existing databases required to support
projects and enhancements, as well as the design of new database models for
emerging applications. Production DBAs work to monitor and tune existing
database performance and ensure that the integrity of the production data-
base is maintained.

Electronic Data Interchange/Application
Interface Specialist

The electronic data interchange (EDI) specialist is responsible for ensuring
the accurate, timely, and speedy transport of data between applications in-
side the company and with strategic partners outside the company walls.
Application integration is a critical component of streamlining system com-
munication and databases across the business and across business partners.
Each business system and application requires data in specific formats. In-
terapplication interfaces may be triggered by events and pass data on an as-
needed basis (asynchronously) or on a given schedule, transferring a
number of transactions (batch). The EDI specialist is a master at translat-
ing information so that it can be understood by the receiving system. In ad-
dition, he or she must maintain a schedule of data transfers to ensure that
large data transfers do not all occur at the same time and cause slow perfor-
mance or data transfer failures because of the load placed on a particular
machine, database, or network. Application interface specialists are skilled
in various tools that provide messaging management or systems connectiv-
ity. As the rate of business transactions increase and time pressures ad-
vance, more asynchronous, real-time communication between systems is
necessary.

Multiple tools are now available that allow the construction of sophisti-
cated cross-application, cross-platform asynchronous communications. These
systems provide a common set of protocols, formats, and triggers for all ap-
plications to use for interfacing with each other. This enables the group to
develop only one interface for each application (from the application to the
messaging system) in a many-to-one relationship versus a many-to-many rela-
tionship. The messaging system then manages the timing and flow of all mes-
sages between applications.
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Business Analyst Group

The business analysts work directly with the business users to understand
how the systems are used and identify the enhancements that will provide
the greatest benefit to the business. The responsibilities of a business analyst
are divided equally between two major constituencies: the business users
and the IT department application developers.

Business analysts develop relationships with the business users and main-
tain these relationships through regular meetings and requirements gather-
ing sessions. They must understand the internal business processes and how
IT applications are used in the process, including how the IT applications
streamline or inhibit the process. The business analyst must proactively so-
licit, gather, and document information and requirements to drive high-
value enhancements, customizations, and upgrades to the business systems.
In addition, the business analysts must track and help prioritize all requests
for application changes or enhancements. Integrating the business user into
the prioritization of system changes as well as the testing before deployment
ensures that the highest value items are addressed and the systems work as
requested.

The most challenging aspect of the business analyst’s job is understanding
both business processes and the supporting applications and technology well
enough to anticipate, identify, inventory, and articulate system changes that
the business user may need but does not expressly request. For instance, a
slight change in the system functionality, such as automatically populating
customer information fields, may change the process the business users use
and save them several minutes per order transaction. The business users may
not know that this is possible; therefore, it is incumbent on the business ana-
lyst to identify the change and bring it up for discussion and evaluation.

The business analysts also work closely with the application development
teams. Business analysts are responsible for authoring the high-level require-
ments documentation used by the programmers to create detailed program-
ming specifications. The requirements documentation process is complex
and requires a high degree of detailed documentation before any actual sys-
tems development activity occurs. Multiple iterations and refinements are
required that include meetings with the business users and application devel-
opers to ensure the accuracy of the request and the documented systems
specifications.

Manager of Applications Management

The manager of the applications management group is responsible for the
performance of all the teams in the application development and support
group. The application manager must have a complete understanding of the
business systems used in each of the areas managed, but the most critical
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skills are the organization and management of the team. Setting priorities,
managing the team, and completing project work are all part of the responsi-
bilities of the application manager.

The application manager directs the applications teams according to the
overall project priorities set by the IT steering committee. This manager
oversees the delivery of the medium-term direction of the IT business sys-
tems to enhance capabilities, streamline processes, and successfully deliver
priority projects to the business on time and on budget. Having a manager in
this role enables the CIO to focus on IT governance and the strategic direc-
tion of IT in the entire business and address the funding issues that confront
an IT department, instead of worrying about delivering the next round of
functional enhancements in three months.

Very small organizations may have a lead developer/tester also serve as the
application manager. As businesses grow, a dedicated management resource
at this level is important to maintain the control and direction of the IT ap-
plication organization and reduce the number of managers and team leaders
reporting directly to the CIO. If the CIO has more than four direct reports,
it is time to consider creating an application management position.

Key Drivers for IT Development Structure and

Staffing Levels

There are five key drivers for determining the staffing levels for the IT ap-
plication groups:

1. Number of applications.
2. Number of systems.

3. Number of different technologies used (e.g., databases, operating sys-
tems, interface tools).

4. Number and complexity of systems interfaces.
5. Number and complexity of systems changes requested or required.

In most environments, as the number and complexity of different applica-
tions, systems, and technologies grow, higher numbers of skilled people are
required to maintain and enhance those business applications. This assumes
that the systems are relatively stable. Often, complex systems are riddled
with subtle, difficult-to-diagnose errors, increasing again the number of
skilled staff to provide baseline support. The number of staff needed is
based on several key drivers. For example, one developer may be able to sup-
port multiple applications if they are on similar systems, use the same under-
lying technologies, and are stable. However, because of the high number of
cross-system interactions, the introduction of differing technologies may in-
crease the number of staff required on both the old and new systems.
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IT application development groups frequently claim that they need more
staff. The real question to be decided by the CIO and the IT steering com-
mittee is the appropriate level of staff to provide cost-effective service to
the business and to execute the priority projects required in the IT area.

As discussed throughout this book, the “right” level of staffing is depend-
ent on a wide variety of factors: Are the application enhancements so critical
to the business that an additional person is required? Are new technologies
being introduced into the organization? Are the underlying systems and skill
sets necessary in the IT organization changing?

If the answers are yes, the staffing levels and skill sets should be closely
examined to determine if it is appropriate to add staff. Rapid growth in
staffing levels and frequent requests by IT for additional headcount are the
warning signs of an IT department in trouble. This is particularly true where
the usual drivers of staff size, such as business growth or technology plat-
form complexity, have not changed. In this instance, the IT steering commit-
tee should ensure that the CIO is not overwhelmed, which is often the case.
Ultimately, the staffing level should be developed from the bottom up by es-
timating in hours the required time for the development projects approved
and the hours required for system support based on the average number of
support requests received.

Separation of Responsibilities between Operations
and Applications Groups

We have uncovered a common practice among small and mid-size busi-
nesses of mixing the responsibilities of the IT application development
group with those of the operations group in the IT department organiza-
tion structure.

The effects of this lack of separation begins with confused priorities for the
application developers. Should they work on the production problem of the day
or focus their energies on the enhancements they are developing for the next
major release? Major production problems must be addressed immediately, but
business users are often persuasive in adding minor tasks to the immediate fix
project plan. This inevitably leads to missed development deadlines because of
reductions in the resources allocated to creation of the new capabilities be-
cause of the constant fire fighting. In addition, time is also lost because of
switching costs associated with orienting a programmer to a particular prob-
lem and then reorienting him or her on the development assignment. Finally, it
provides a convenient excuse for the development organization to miss the next
release deadline or underdeliver on the functionality.

Avoid this scenario by adhering to the application development process
and incorporating the most important requests into the regularly scheduled
enhancement releases. Communicating the priority and availability of the
enhancement requested is also critical to demonstrate that IT is responsive
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to the business user’s needs and that he or she does not need to circumvent
the IT process to get things done.

As we discuss in Chapter 11, while clearly defining the responsibilities of
each group and keeping them from overlapping is the right policy, there are
times when the application team may act as extra capacity in the operations
area. The skill sets can overlap, and having built-in surge capacity available
in the application area can allow the operations team to staff to its average
level of demand instead of the peak demand, reducing overall IT costs. The
cost of this approach may be some project slippage in instances where the ap-
plication team is called on to assist the operations team, but the cost trade-
off is usually favorable. This approach is particularly appropriate for smaller
organizations where the cost impact of saving one or two full-time employees
is most noticeable.

CI0 and Administrative Support

The CIO is responsible for all aspects of the IT organization, from day-to-
day operations to long-term strategies, the IT architecture, and customized
development. The position requires a unique combination of technology un-
derstanding, leadership and managerial skills, and business knowledge. The
critical nature of this position requires an in-depth discussion, which is pro-
vided in Chapter 6.

Administrative support is important in the IT department, just as in any
other business department. While a secretary with limited technology skills
may be acceptable in a small IT organization, as the organization becomes
larger, an assistant with some interest in and knowledge of technology be-
comes very valuable to the CIO and his or her staff. One well-run organiza-
tion we encountered provided a career path for administrative assistants into
the end-user support groups after they had acquired the appropriate experi-
ence, training, and tenure.

Other IT Organizational Issues

Mix of Contract and Employee IT Personnel

Use of contract IT personnel is becoming more common because of the dif-
ficulty of hiring individuals with knowledge of new technologies. The topic
is covered in more detail in Chapter 11. The decision to use contract staffing
is usually based on one or both of two rationales: the provision of additional
capacity so that priority projects can be completed or the provision of
unique skill sets not found on the existing I'T team.
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In the first case, managers often find that high-priority projects man-
dated for completion by the IT steering committee cannot be completed
without the addition of team capacity. In these cases, temporary capacity is
added with outside contractors. In some cases, the outside contractors are
used for specific roles in a project (e.g., testing, requirements gathering), or
they may be deployed to provide baseline support for existing systems so that
the full-time team members can spend the majority of their time completing
the high-priority projects.

In the second case, managers often find that new projects involve tech-
nologies that are new to the market, or at least to the existing IT team. The
temporary engagement of skilled professionals with experience in the new
technology can provide both capacity and on-the-job training for the existing
IT team.

In every case, the IT manager should work to ensure that he or she main-
tains control of the projects and technologies being deployed. This can be ac-
complished by selectively hiring contractors for short terms (i.e., 3 to 12
months), targeting skills unavailable in the current organization, ensuring
cross training of employees to avoid dependency on a specific contractor or
vendor, and establishing milestones to measure productivity and quality
standards for performance. The manager should also establish clear reporting
relationships between contractors and the full-time IT team members, and
measure contractors by appropriate standards to ensure that the company is
receiving full value for the services provided.

IT Accountability

The key drivers for accountability are different in the IT operations group
and the IT application development group. The IT operations manager must:

1. Establish well-defined roles and responsibilities, a single point of end-
user contact to prevent the end user from being forced to navigate the
IT organization to obtain an answer or solution, clear ownership for
end-user problems, problem status communication procedures (e.g.,
application outages, end-user problems, systems changes), clear prob-
lem hand off criteria and new ownership acceptance criteria, and
problem closure and user acceptance parameters.

2. Measure help-desk response times, end-user problems (types and reso-
lution times), end-user satisfaction via service ratings, and outages for
systems, networks, and applications.

3. Recognize and reward rapid end-user problem resolution, identifica-
tion and elimination of root causes of problems, and minimization of
nonscheduled outages.
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The IT application development manager must:

1.

Establish well-defined roles and responsibilities, ownership for indi-
vidual applications and new development initiatives, aggressive time
lines and increases in application capabilities, deployment dates, test-
ing time required, development time available (working backward
from the deployment date to establish checkpoints and milestones),
and ensure that the appropriate amount of time is allocated to testing.

Measure milestones and checkpoints met, functionality delivered,
problems found in preproduction, and problems found in production.
Recognize and reward maintaining the time line commitments, meet-
ing key milestones, minimizing problems with newly developed code.

. Promote and ensure the use of an application development methodol-

ogy to reduce risk, improve quality, and improve and ensure accuracy
of workload estimates.

. Ensure that IT demand management principles are adhered to in set-

ting application development and enhancement priorities (see Chap-
ter 17).

Large Company Considerations

While the organization structure and roles described in this chapter are rel-
evant for any size of company, large companies dictate more division of labor
because of the complexity and sheer size. Some of the more common addi-
tional considerations include:

1.

Architecture: Information architecture, technology (infrastructure)
architecture, and application architecture definition are the implied
responsibilities of the CIO and his or her direct reports in small to
mid-size companies. Large organizations typically separate this re-
sponsibility into another position usually called the chief technology
officer (CTO). CTOs are focused on defining and developing the
three- to five-year future architecture of internal systems. The archi-
tecture is then handed to various managers to “execute” and make re-
ality over that time period. All systems built or implemented by the IT
department attempt to adhere to the architecture road map. For com-
panies in technology industries (e.g., software firms), the CTO may
not reside in the IT department but may report directly to the CEO
and be strategically focused on architecture for customer-facing tech-
nology or “products” that are actually sold to customers. Some CIOs
may also have a similar role, but reporting to the CIO and with the
title “Chief Architect” or “Systems Architect.” This role may have
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more day-to-day components to it such as approving new system de-
signs. It is used to ensure that decisions made by different applications
and infrastructure teams are consistent with the overall direction of
IT. Chapter 6 discusses the role of the CTO in more depth.

2. Security: Security management may be a full-time position in some
companies depending on the number of systems and access points into
the company network and the industry the company operates within.
Financial services companies, for example, should have a separate,
full-time security position that may or may not reside in the IT depart-
ment. Security personnel are responsible for implementing controls to
limit the potential of unauthorized users from entering the company
networks. This includes implementing firewall equipment, security
monitoring software, encryption policies, access policies, password
policies, physical access limitations, and detection and monitoring of
fraud from internal staff.

3. Audit/accounting control: Large I'T organizations must have additional
command and control as a separate function from regular management
to avoid agency issues. Companies that process financial transactions,
such as banks, must also protect against fraud protection from internal
employees. This group may report to the CIO or to the finance/audit
department. This function reviews project approval requests, reviews
project plans, and tracks project progress versus original project plans.
It also serves as a risk management function to ensure that large proj-
ects are following the approved methodologies to reduce project risk
and reviews security practices on projects that involve sensitive sys-
tems. Project audits are both scheduled and random to catch fraud.

4. Project management office (PMO): Very large IT departments will also
usually have a large number of simultaneous initiatives. These initia-
tives need to be coordinated, tracked, and reported on centrally,
which helps ensure that projects with interdependencies stay in sync,
that projects do not drift off course, and inadvertent project competi-
tion does not arise. IT departments will usually create a PMO whose
responsibility is tracking and course-correction for all IT projects.
Studies have shown that PMOs improve IT project execution perfor-
mance considerably in large organizations.

5. Business analyst group: In large IT departments, CIOs can consider
creating a separate group for business analysts who are responsible for
working with business end users in gathering requirements for proj-
ects, enhancement requests for existing systems, and ensuring satisfac-
tion with systems and application performance. In companies with
large business units, varying types of business units or differing cus-
tomer bases, it can be advantageous to dedicate specific individuals to
the analyst role for specific business units.
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6. Centralization versus decentralization: There is a constant tension in
large organizations between centralizing versus decentralizing IT op-
erations. Centralizing results in increased control and lower costs for
IT within the corporate IT entity while decentralizing results in more
control at the business unit level and potentially at the user level.
While the right balance requires careful analysis the two models are
best used in specific situations. When business units require similar
technologies, a high level of quality, coordination, standardization, and
consistency in operation more centralization is preferred. Additionally,
when the business wants to operate IT at its lowest possible operating
cost and share capital intensive infrastructure and personnel, central-
ization works best. For companies that have dissimilar business units
that require vastly different technologies and operate in an environ-
ment where time to market is the most critical component of deliver-
ing IT systems, decentralization is preferred. Decentralization works
well when business units have a high level of independence, complex
customers and products, and less leveragability of technology for other
business units to share. In most organizations IT operations can be
centralized without much argument while the IT application develop-
ment organizations will be determined by the best fit option.

7. Organization by business functions, application types, business units,
departments, and/or geography: With the application development
and maintenance organization, the application team can be organized
multiple ways. One way was presented in the previous discussion. The
larger the company, the more possible permutations. Some companies
organize the application team into its functional areas (e.g., finance
applications, and supply chain applications). Others organize based on
business units (e.g., online catalog, retail, and wholesale). Others orga-
nize by geography (e.g., East Coast, West Coast, Europe, South Amer-
ica). A combination of methods may also be used. The decision on the
organization will hinge on cost, technology expertise required, level of
industry knowledge required, level of functional knowledge required,
size of the organization, and the needs and location of the end users.

Summary

The optimal organization of the IT department should at a minimum adhere
to a split between applications support and operations support. CIOs should
avoid any blurring of the lines between roles and responsibilities between
and within groups. A disorganized IT department with competing roles and
gaps in service coverage continually finds itself behind in project delivery
and user satisfaction. The proper organization and clearly delineated roles in
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the IT department rank equally with proper IT leadership, IT demand man-
agement, technology standards, vendor management, risk management, and
financial management as a crucial lever for creating the effective IT depart-
ment. Large IT departments may want to consider the addition of certain
specific roles and groups such as chief architect, project management office,
IT audit group, and business analyst group. In every case, the CIO should en-
sure that the number of direct reports is five or fewer.
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The Chief
Information Officer

Organization doesn't really accomplish anything. Plans don't accomplish anything, either.
Theories of management don’t much matter. Endeavors succeed or fail because of the people
involved. Only by attracting the best peaple will you accomplish great deeds.

—General Colin Powell, Chairman (Ret.), Joint Chiefs of Staff, U.S. Secretary of State

This chapter highlights the importance of the chief information officer
(CIO) in building and managing the effective IT department. Topics
include scope of the role of the CIO, impact of the position on the produc-
tivity and capability of the IT department, skills and experience found in
the most effective CIOs, and how those managers allocate their time. For
IT department staff members, the chapter outlines the skills needed for
promotion to CIO. The chapter also contains advice for senior managers
seeking to hire or promote a new CIO, and explores how CIOs can go astray
and become disconnected from the business imperatives, as well as how
to use effectively the IT steering committee to substitute or augment
the CIO.

Why This Topic Is Important

We have found that the quality of the individual in the role of CIO has the
single largest impact on the overall effectiveness of the IT department.
Whether that role is called the CIO, the vice president of information sys-
tems, or simply the IT director, this person is usually responsible for one of
the largest operations in a corporation in terms of costs and the only opera-
tion that interacts with virtually every point in the organization. To be effec-
tive in this role, the person must have a wide range of management skills,
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communications skills, motivational ability, and political savvy. Leadership
in this position is critical to the success of the IT department. As observed in
Chapter 2, IT departments can, in best cases, be a source of competitive ad-
vantage and positively impact overall company productivity. In the worst
cases, they can be endless sinkholes for corporate time and budgets. In the
latter case, the ultimate cause of many of the problems plaguing troubled IT
departments—failed projects, wasted dollars, and lost opportunities—is a
lack of leadership from the top IT manager.

Because of the unique combination of technical and nontechnical skills
required, the process of identifying the ideal candidate for the role is chal-
lenging and can be particularly vexing for the nontechnical senior manage-
ment team members.

Internal promotion candidates are often technically skilled, but lacking in
the requisite management expertise and communication skills. External can-
didates can be expensive and difficult to attract, particularly for smaller
mid-market companies. Even after the right candidate is identified and
hired, the position can often lead to conflicts of interest and agency prob-
lems that can be detrimental to the overall organization. The incentives and
motivations of “star” IT managers are often incongruent with the incentives
of the company overall. This chapter provides guidance for identifying, se-
lecting, and motivating the right individual for this crucial role.

Critical Role of the CIO

As observed by David Foote, managing partner of Foote Partners, a technol-
ogy research and management consultancy, “The pressure on CIOs today is
just tremendous. In many ways it is the toughest executive job. IT cuts across
the entire business and [the CIO has] to be responsive to a wide variety of
business and business styles.”? A study in the early 2000s found that hu-
mankind would generate more information over a three-year period than was
produced over the previous 300,000 years combined.® Corporations are pro-
ducing an ever-increasing amount of information that takes technology to
sort, analyze, transact, and distribute. The vast amount of information will
tax CIOs.

This rings true; next to the CEO, the CIO arguably has the most highly di-
verse and politically complicated position in most organizations. The respon-
sibilities of the CIO cover a wide swath of territory—management of the
utility functions that allow the business to conduct its basic operations (net-
work, desktop computer support, e-mail) and to secure corporate data, the
applications that are used to plan and manage the business (forecasting, man-
ufacturing, finance systems), as well as applications used to grow the busi-
ness and gain competitive advantage (customer-facing systems, customer
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relationship management applications). This far-ranging set of responsibili-
ties also means that, while the role can be challenging, the CIO is uniquely
positioned to add value to every business unit and function in the company
and effect real change.

In spite of the inherent potential of the position, and because of the in-
tense pressure and visibility, the CIO is one of the most maligned corporate
professionals. The CIO position has only existed since the late 1960s and
only became a widely accepted corporate position in the 1980s. Contrast
that with the CFO position that has existed in some respects for thousands
of years (albeit under different titles) dating back to ancient merchant trad-
ing companies and the like. The CFO and other corporate positions (e.g.,
VP Sales, VP Manufacturing) are well entrenched and have their respective
power bases. Conversely, the CIO position has traditionally been thought of
as a weak management position of a cost center making the CIO easy prey as
the fall person. While a third of employed CIOs will lose their job in a year,
almost 60 percent feel their job is at risk. Fortunately, historical perceptions
of the position have been changing for the better, and the CIO position has
been gaining respect on the corporate executive team. Recent data show
that the tenure of CIOs is improving from the widely reported 18-month
tenure statistics propagated throughout the 1990s. Although one survey
shows CIO tenure as high as 5.6 years,* a number of others show consider-
ably lower numbers. According to technology authorities at Optimize Maga-
zine,” and at the Industry Advisory Council,® the average turnover rate for
CIOs is better than previous measures but still a lofty 28 percent to 35 per-
cent annually.

As outlined in Chapter 2, technology spending is the largest nondirect
cost in most corporations, and it has driven many of the productivity gains in
the U.S. economy over the past five years. In spite of this, IT departments in
general, and IT projects specifically, have gained an often well-deserved
reputation for being endless money pits associated with few real business re-
sults. While there are many proximate causes to this ineffectiveness, the ul-
timate cause is a lack of leadership and focus in the IT department.

Our most frequent consulting engagements have been focused on helping
IT leadership improve, and they have provided volumes of empirical evi-
dence for these assertions. Invariably, our clients’ IT departments improve
after the CIO is effectively coached or, failing that, replaced, and a solid
strategic plan for IT is put in place.

In case after case, the only variable being changed in the newly improved
IT department is the manager or top level of managers; the technology in
place is the same, the staff is the same, the vendors are the same. Consis-
tently the focus of the department improves, the processes and procedures
improve, and the ultimate execution of the overall department is superior.
This repeated “controlled experiment” has proven without a doubt that IT
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leadership is the principle determinant of the overall success of the depart-
ment and that leadership falls squarely on the CIO.

The Talent Challenge

One of the most difficult challenges facing CIOs is that the traditional path
to promotion has been from inside the IT department. Nearly 70 percent of
CIOs have a career background primarily in the IT area.” The skills and dis-
ciplines that make a top performer in the IT operations or applications area
are not the ones that best serve the CIO. In fact, although internal promotion
candidates appear to be the most logical choice for CIO, they have been the
type that we have seen fail most often, as they have had the most difficulty
adapting to the new role and skills required.

The pre-promotion role for most CIO candidates consists of managing ap-
plications (i.e., director of applications or senior project manager) or opera-
tions (i.e., director of operations or senior network manager) where in-depth
technology knowledge is required and where the individual reports to a
manager with a similar technical background. Post-promotion skills are of an
entirely different nature, with an emphasis on leadership, communication,
planning, financial control, selling, and management. Exhibit 6.1 outlines
several of the skills required or developed in the pre-promotion role, and Ex-
hibit 6.2, the post-promotion role. Furthermore, the newly promoted CIO
most often reports to a nontechnical executive, either the CFO, CEO, or

PRE-PROMOTION SKILLS

System requirements gathering and analysis.

Programming and systems development.

Application design and management.

System configuration.

Business process documentation.

Technology implementation.

Systems administration.

Systems performance management.

Technical, data, and applications architecture design and management.

Limited project management.

Upward reporting relationship with technical manager.

Exhibit 6.1 Skills Developed Pre-Promotion
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POST-PROMOTION SKILLS

Management of both applications and operations portions of IT function.

Vendor selection, negotiation, and management.

Hiring, evaluating, managing, motivating, developing, promoting, and firing
team members.

Decision making.

Cost containment.

Cost/benefit estimating; project economics estimation.

Budgeting.

Risk management.

Communications with business units and senior management.

Resource and project prioritization.

IT organizational design.

Standard setting and enforcement.

IT measurement and effectiveness.

Coordination of multiple, disparate projects, and initiatives across business units
and internal functions.

Determining best use of scarce economic resources (staff, budget, time).

Maintenance of steady-state service levels for basic IT services.

Upward reporting relationship to nontechnical business manager, COO, or CFO.

Exhibit 6.2 Skills Required Post-Promotion

COO. Naturally, the combination of new required skills, new job pressures, a
changed reporting relationship, and the inherent difficulty of the role lead to
the high failure rates observed.

Based on these internal skill-set issues, many companies attempt to hire a
CIO externally. This approach has difficulties as well. Large companies
easily become victims of other companies’ hiring mistakes while pursuing
outside candidates. In some cases, poor candidates who may have been pro-
moted past their level of competence leave their company and actually get a
“promotion” by being hired to the next higher position at another firm. After
a two-year tenure with lackluster results unbeknownst to external employ-
ers, they again embark on the job hunt for another unsuspecting company
readily willing to hire and “promote.” It may only be when they reach a posi-
tion of high visibility such as the CIO rank, that the lacking skills are ap-
parent. This is a major problem during periods of tight labor markets. Obvi-
ously, not all candidates lack the skills represented on their resume, however,
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qualifying an external candidate with brand name employers on the resume
may not be as easy as it would appear.

Mid-market companies often have the most difficulty attracting the best
talent. Their IT departments are smaller, and they have fewer dollars to in-
vest in them. If a high-caliber business leader had all the experience and
abilities listed in the exhibits, it is not likely he or she would want to come to
work in a small to mid-size IT department—even as the director. Most small
to mid-size companies simply cannot offer the level of responsibility and op-
portunities to attract the best professional from outside. A potential high-
performance candidate may feel that he or she would not obtain enough
visibility to make a difference in the organization.

Larger companies often have this difficulty as well, suffering from the
poor reputation of IT and the perception that a career in the IT department
offers little room for advancement to senior management. Only 7 percent
of Fortune 500 companies placed CIOs in their group of five highest-paid
officers.® Although the budgetary and staff responsibilities are significant
enough to attract high-quality CIOs, they often lack upward mobility
and a chance to be promoted to senior business roles (e.g., COO, CEO, SVP
of unit).

We have dubbed this the Groucho Marx problem. Marx once famously
quipped, “T don’t want to belong to any club that would have me as a mem-
ber.” Applied to the CIO, it means that any individual willing to accept the
job is, by definition, likely the wrong person, particularly in the instance of
mid-market companies. An individual who would take a job with little cor-
porate influence or with very little opportunity for upward advancement
may be looking for a sinecure, or is simply not savvy enough to understand
the implications of the position until its too late. A 2006 poll of CIOs by
CIO Insight showed that nearly 41 percent of CIOs were looking or would
begin to look for a new position in another company in the next 12 months.?
To attract the best talent, senior management should ensure that the IT de-
partment is a “club” where an A player would want to belong. Further, the
senior management team should be aware of the inherent transition diffi-
culties for internal promotions, and they should work with the internally
promoted CIOs to help them develop the skills they need to be successful
in the role.

Another phenomenon we have observed in companies that have been suc-
cessful in creating an attractive role for the CIO is the salary equation. After
a company has attracted the right individual for the CIO role, it has trouble
offering the right level of compensation to close the offer. For Fortune 500
companies, this means compensating the CIO at parity level with other exec-
utives at the same level in the corporation. For many small or mid-size com-
panies, this ideal CIO, who can ensure the creation and management of a
highly effective IT department, requires a higher compensation level than
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some members of the senior management team. Companies have worked
around this issue by hiring relatively expensive “turnaround specialists” as
temporary CIOs to improve or stabilize the department, then hiring a CIO
to follow the temporary CIO in a caretaker role.

In every case, senior management must understand that in addition to pro-
viding an attractive environment, the salary structure must be competitive
to ensure that the best candidates are available. A dollar invested in a high-
quality CIO is returned to the company many times over from the effective
management of IT.

Finally, companies should guard carefully against the agency problems
implicit in the CIO role. Companies that successfully clear these hurdles,
having attracted a top-flight CIO at a reasonable salary, often find them-
selves in a further dilemma. Aggressive, career-oriented CIOs are often
builders who want to create new systems, build staff levels, and implement or
enhance systems. In the worst case, we have seen CIOs who simply see their
current position as a stepping-stone in their careers. In these cases, the CIOs
made decisions that put their career interests over the best interests of the
business. They worked hard spending corporate resources to expand their
portfolio of experience in building systems and managing large-scale initia-
tives, regardless of the outcome for the business, in the hopes of departing
for positions in other companies with even larger budgets and salary expec-
tations. In other cases, we have seen the CEO or CFO restrict technology
spending for business reasons and request a strategy of pure “system mainte-
nance” in IT. In these cases, the companies had little chance of retaining or
attracting A players to IT management.

As demonstrated throughout this book, ROI-focused growth of the IT de-
partment can create enormous value for the company. However, we have
often seen out-of-control spending predicated on the building that improp-
erly motivated CIOs feel is their mandate. Ensuring that the CIO’s incen-
tives are in line with those of the senior management team is critical in
avoiding this trap. CIOs should be rewarded for providing the most appropri-
ate level of service for the least cost to the organization, and ensuring that
every effort of the IT department is focused on reducing costs, improving
revenues, or affording more control over the business. It is up to the senior
management team and the CIO to work together so that the build incentives
are secondary to the priorities of the business or that the “maintain” strategy
is readily accepted and understood by those in IT.

The skills required, difficulty of attracting the best candidates, salary
constraints, and agency issues add up to a “talent challenge” that must be ad-
dressed by senior management. While this requires more than customary at-
tention be paid to IT by senior management and a rethinking of the role of
the CIO in many companies, it also provides the most important building
block of the effective IT department: the right CIO.
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Responsibilities and Skills Needed

The CIO is responsible for overall IT policy and the alignment of informa-
tion systems across the business units. Gartner, Inc. has researched the CIO
role extensively and created the following outline of responsibilities:

* Business technology planning process: Sponsor collaborative planning
processes.

e Applications development: New and existing for enterprise initiatives
and overall coordination for business unit/divisional initiatives.

e IT infrastructure and architecture: Running as well as ensuring that on-
going investments are made.

* Sourcing: Make-versus-buy decisions relative to outsourcing versus in-
house provisioning of IT services and skills.

e Partnerships: Establishing strategic relationships with key IT suppliers
and consultants.

* Technology transfer: Provide enabling technologies that make it easier
for customers and suppliers to do business with our enterprise as well as
increase revenue and profitability.

e Customer satisfaction: Interact with internal and external clients to en-
sure continuous customer satisfaction.

e Training: Provide training for all IT users to ensure productive use of
existing and new systems.

Much of the complexity of the CIO role comes from the wide variety of
business constituencies, outside suppliers, and staff that he or she must man-
age on an ongoing basis. The CIO needs to understand, communicate with,
negotiate with, and influence a wide and diverse group, including:

¢ Senior management.

¢ Business unit general managers.

* Outside business partners/customers/suppliers.
¢ Functional vice presidents.

¢ Business process managers.

e Professional IT staff.

¢ End users.

e Vendors and service providers.

Each of these groups may have very different needs and conflicting agen-
das. In addition, each of these groups may require very different sets of
communications skills to effectively manage interaction. The CIO must be
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able to reconcile differing agendas to properly align the role of technology
throughout the corporation. This reconciliation requires experience in pre-
sentation, negotiation, conflict resolution, personnel management, and politi-
cal conciliation.

A new CIO must be able to hit the ground running and immediately gain
an understanding of the range of agendas presented by various stakeholder
groups. Unfortunately, many CIOs are put into their positions because of
their technical knowledge as opposed to their management savvy. Without
prior management experience and expert communications skills, a new CIO
is likely to encounter serious problems that cascade and grow exponentially
over time. These problems can lead to many of the outward signs of IT dis-
tress discussed in Chapter 2. Eventually, these signs of distress can lead to
true business failures and result in enough senior management dissatisfaction
to lead to major IT restructuring, most often involving the departure of the
CIO. As we noted earlier, it is no surprise that many IT professionals only
half-jokingly claim that the CIO acronym stands for “Career Is Over.”

A successful CIO typically has a unique combination of business strategy
understanding, leadership skills, business/people management experience,
financial planning/budgeting experience, communication and selling skills,
and a broad understanding of business technology. Without this combination,
there are bound to be holes in the CIO’s skills that prevent him or her from
being effective.

The CIO should have a strong understanding of the company’s business
strategy, competitive landscape and industry trends, business unit organiza-
tion, business partners, major initiatives, and key corporate processes. This
understanding usually comes after working in an organization for some time,
but a new CIO needs to quickly grasp this information and become fluent in
the organization’s business context. Previous positions in business develop-
ment in the industry, and strategy consulting experience can provide the
bird’s-eye view that helps facilitate the needed understanding.

The CIO must have extensive experience in project and people manage-
ment. He or she should have significant experience in all the areas high-
lighted as skills required for the CIO in Exhibit 6.2. In addition, the CIO
should have previously managed 5 to 10 significant technology-related proj-
ects from beginning to end, and proven that he or she can deliver expected
results on time and within budget. At least some of those projects should have
traversed multiple business units, functional groups, and outside partners.

Another key factor of success for a CIO is business line management and
responsibility for profit and loss (P&L). Without experience managing P&L,
many functional managers have trouble showing sensitivity to the effects of
costs on the bottom line. The best way to gain this sensitivity and under-
standing is for a manager to spend some time in a role where he or she has di-
rect responsibility for bringing in revenues and is accountable for delivering
bottom line results. Having this experience also helps the CIO gain instant
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credibility with other business unit heads. Ideally, the CIO should also have
an MBA that firmly focuses his or her thinking and skills on business imper-
atives. Although it is not a necessity for success in the position, the classical
business concepts (e.g., negotiations, investment analysis) learned in an
MBA program can be extremely useful.

Finally, the CIO should usually have a fairly deep understanding of a wide
range of technologies in terms of their costs/benefits, pros/cons, and overall
business value. While a CIO doesn’t need to know how to write code or ad-
minister a database server, he or she should know the advantages and disad-
vantages of using particular platforms and how these will affect the business.
The CIO should be able to quickly understand how any proposed technology
solution will increase revenues, cut costs, or provide more management con-
trol over the business (and reduce risk). Ideally, the CIO should have previ-
ously been involved in a dozen or more projects involving technology
evaluation, technology selection, build/buy decisions, system implementation,
and ongoing operations management. Preferably, the CIO’s experience should
have spanned multiple business units, functions, and technology platforms.

Above all, the CIO should have impeccable communication and time man-
agement skills. The communications skills include a strong ability to listen to
the needs of different groups, ability to make persuasive presentations, abil-
ity to inspire key potential employees, ability to effectively negotiate with a
wide variety of stakeholders, ability to sell ideas, and general ability to de-
velop amicable relations with a wide range of different personalities. Be-
cause of the immense pressures and changing responsibilities given to a CIO,
he or she must also be able to effectively manage his or her time among vari-
ous constituencies. Time management is a fundamental skill that must be
carried out through efficient prioritization, meetings, delegation, and people
management.

How Successful CI0s Allocate Their Time

Studies of the most successful CIOs have reached similar conclusions: Win-
ning CIOs spend the majority of their time planning and communicating and
the minority of their time “doing.” Because the role can be challenging, par-
ticularly for the newly promoted, many CIOs retreat to managing and execut-
ing the tasks they find most comfortable, usually the tactical execution of
projects or enhancements. While having the capability for hands-on execu-
tion is certainly a strength and part of the skill-set of the ideal CIO, it is
often a refuge for the overwhelmed CIO.

CIOs should allocate the bulk of their time to communication with busi-
ness unit managers, IT direction setting, and staff management. The best
CIOs hire “A” players to lead their teams, avoiding the daily minutiae of
managing the department by delegating the tasks that can be accomplished
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by a quality team. This frees up time for the CIO to develop the larger pic-
ture agenda and ensures that he or she develops the trusted relationship with
the business required to accomplish that agenda.

A successful IT manager we know goes jogging at lunch every day with a
group of business unit managers from his company. His close relationship
with the business users, a natural result of half-an-hour per day spent with
the management team, has resulted in a highly effective IT department that
keeps the priorities of the business first.

New CIOs should spend the first 30 days in the position completing a full
assessment of the department. The assessment should be fully documented
and provide an unbiased review of all components (e.g., the organization,
technical architecture, application architecture, projects, budget). The sec-
ond 30 days can then be spent developing the three-year strategic plan. Dur-
ing this first 60-day period, a full schedule of interviews with each of the
business unit and functional department leaders should occur. This develops
a complete picture of the current satisfaction level throughout the business,
as well as the technologies required by the business. Finally, the new CIO
must sell the plan to the IT steering committee and the business, then de-
velop an implementation plan to improve the department in critical gap areas
to achieve targets in the strategic plan.

On an ongoing basis, the time allocation among competing activities dif-
fers depending on the size of the company and the IT organization. The
CIO’s time can be divided into five categories:

Administrative and financial.
Doing technical work or managing projects.
Cultivating relationships with senior management.

L e

Communicating, marketing, and selling the IT department to the rest
of the organization.

5. Leading and developing senior IT staff.

While all categories are important at one time or another, the CIO can
gain the most leverage and make the largest difference by cultivating rela-
tionships with senior management and participating in the company’s overall
business management, while delegating many of the other activities to high-
quality direct reports.

Financial and administrative matters can seem very important; however,
they are never the catalyst of great success. If done badly, they can lead to
very poor performance; however, successful CIOs learn to optimize and re-
duce time spent on such matters yet still execute well. No one should spend
more than 10 percent of his time here if he is to excel.

Spending time doing technical work or managing projects depends greatly
on the size of the company and organization. In a small company, a CIO may
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be forced to contribute in a hands-on role because of budgetary constraints.
In such instances, the CIO should spend no more than 40 percent of his time
“doing,” otherwise he ceases being a CIO and becomes more of a glorified
manager. Much of the strategic IT function will likely fall or reside in the
CFO, or whoever is ultimately responsible for IT. The IT department in
these cases will never perform well and the CIO will never be valued and,
more importantly, will be blamed for the poor performance. In mid-sized IT
organizations—staff greater than 15—the amount of time spent “doing” by
the CIO should approach 0 percent and never be greater than 10 percent.
Why 10 percent? CIOs must keep abreast of technology and close to those
they lead. By keeping this edge they continue to earn the respect of those
they wish to lead. While “doing” is not a highly leveraged use of time, it helps
keep the CIO close to the work in his unit.

Cultivating relationships with senior management is important in order
for the CIO to be involved with the business. If the CIO does not build re-
spect with the business unit leaders, he or she cannot be a good leader. Dur-
ing this activity, the CIO can continue to learn the business as well as sell
ideas to improve revenue or reduce costs in the business units. By doing
this, the CIO becomes a valuable member of the company’s senior leader-
ship team. This time can also be used to continuously test the priorities of
the business units to ensure that IT priorities are aligned and to perform
quality assurance. In most cases, this activity takes 30 percent to 50 percent
of the CIO’s time.

Communicating, marketing, and selling the IT organization to the com-
pany is critical for the IT department to gain the respect of the entire orga-
nization. The CIO can also gain leverage by teaching others in the IT
organization how to “sell” the department to the business. Promoting a cul-
ture of over-communication and relationship building will help the CIO ac-
complish this. Typically, this function can be well fulfilled spending 10
percent to 20 percent of time here.

Leading and developing senior IT staff is a high-value activity. The better
the direct reports perform, the more leverage the CIO will gain from his or
her staff. The performance of the IT department can be greatly increased by
improving senior staff. Here the CIO sets direction for the staff, provides a
vision, creates management frameworks, and helps the staff solve their prob-
lems. Finally, the CIO holds the staff accountable and either makes them
better through coaching or counsels them out of the company when they are
performing poorly. CIOs devote 20 percent to 30 percent of the work week
to this activity depending on the size of the organization.

The percentages vary by company size and by individual skill; however,
the CIO should review each of the five categories and determine what
time allocation provides the best use of time on high-value and leveraged
activities. Time spent outside the company (e.g., developing relationships
with peers, within the industry, with clients, and with vendors) is also im-
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portant and should not be neglected, but should not be a significant time
sink either.

Recruiting and Retaining the
Ideal Candidate

Recruiting and retaining the ideal CIO candidate can be difficult. The job
must be constructed in a way that is attractive to the best candidates, and this
often requires members of the senior management team to rethink the scope
and influence of the role. Senior executives should ask themselves, “Would I
take this job?” If the answer is no, there is no reason to believe that the best
candidates would. Just because the job is technology-related doesn’t mean
that the candidates lack any of the career ambitions or interests of their
counterparts on the senior management team. In fact, the reverse is true.
The best candidates want to understand how their careers can advance, and
they want to be in a position to influence decision making in their companies.

As outlined earlier, successful candidates have a solid base of technical
skills, and they will have worked in an IT department, preferably with expo-
sure to both applications management and IT operations. The best candi-
dates have enhanced this basic experience with team management, staff
development, business training, and a proven ability to deliver quantifiable
results.

Many CIO recruitment processes fail because of an overemphasis on find-
ing an exact match of technical skills required instead of the leadership,
business, communication, and management background found in an ideal
candidate. While specific knowledge of the operating systems, applications,
and other pieces of the technical environment in a given company are help-
ful, such knowledge should always take a back seat to the candidate’s proven
ability to deliver results, prioritize work, communicate with the business,
and manage people.

Another common failing in the recruiting process, particularly for grow-
ing companies, is to focus on candidates who have “built” an organization.
One candidate we were interviewing had most recently held the role of
CTO/CIO at a failed start-up. The company had been extraordinarily well
funded and was highly reliant on technology for internal use, as well as for its
main product line. The candidate had been responsible for all technology.
When asked about his most important achievement while there, he proudly
boasted, “I built an IT department of over 300 people inside of one year!”
Too many CIO candidates are focused on what they “built” as opposed to
how they use their budget, staff, and capabilities to drive revenues and re-
duce costs for their company. A good recruiting process identifies candidates
who can generate these results for their companies, regardless of what they
are asked to “build.”
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When interviewing potential candidates for a CIO position, a scorecard
can be used to help drive the selection process and to ensure that the candi-
date has technology-specific knowledge. Subjective criteria covering all of
the previously mentioned areas can be included on the scorecard along with
weighting for each criterion based on the value necessary for the organiza-
tion. Exhibit 6.3 is an example of a scorecard for evaluating potential CIO
candidates.

Reference and background screening of candidates should not be over-
looked. Often, when recruiting from the outside, in the rush to complete
the sourcing, interviewing, and closing of offers, companies neglect to per-
form the most basic screening for the CIO position. Candidates should have
their references and educational backgrounds verified, as well as the nor-
mal background screening that can encompass credit checks, criminal back-
ground screens, and so on. This process can usually be coordinated through
the corporate human resources (HR) department, who most often have
standard processes in place for completing background screening. Other
highly valuable screening techniques include IQ testing (to determine raw

CRITERIA SCORE

« IT operations management experience.

IT applications management experience.

+ Custom development (requirements gathering through
deployment).

* Project management/team leadership.

Profit and loss responsibility.

» Departmental budgetary responsibility.

» Non-IT business management responsibility.

« Staff management (no. of staff managed).

» Vendor management experience.

» Vendor selection experience.

+ Business training (advanced degree, other).

» Undergraduate and post-graduate degree training.

» Verbal and written communication.

» Senior management team participation.

Exhibit 6.3 Example IT Director Evaluation Scorecard
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intelligence capability), psychological and behavioral testing (to determine
fit with senior management team), and situational interviews (to determine
decision-making patterns). In all cases, the CEO, CFO, or manager of the
CIO should spend time in a social setting (e.g., lunch, dinner, golf, or ball-
game) with the finalists to make sure the person is likeable and a good cul-
tural fit for the organization.

Other Factors Impacting the CI0’s Role

The role of the CIO gradually changes over time with changes in the business.
The role is primarily affected by the size of the company, scope of operations,
and its geographic footprint. As the company grows and changes, so, too, does
the role of the CIO and the skills he or she requires to be successful.

For smaller companies with a relatively small scope of operations, the IT
department is usually smaller in size (10 to 50 people) and budget ($1 to $5
million). At this size, the CIO can be more focused on individual project
management and can take greater ownership of specific initiatives as dis-
cussed earlier. An advantage of having a department of this size is that the
CIO can generally have more personal relationships with all the heads of the
business and functional units. When the steering committee is evaluating po-
tential candidates for these positions, they can make trade-offs between ex-
perience levels and compensation. They can be less stringent on higher level
requirements such as P&L experience and extensive program management.
This can help expand the pool of candidates and lower the overall compensa-
tion costs.

As a company expands through either organic growth or acquisitions, the
IT department will likely expand in size (50 to 200 people) and scope ($5 to
$20 million). At this point, the CIO needs to gain key skills to remain effec-
tive, including:

* Learning to get things done through people: The CIO needs to modify
his or her organizational structure to more effectively delegate respon-
sibility to senior managers within the group. If the CIO cannot master
this skill of delegation, he or she will likely fall into the trap of being
cramped for time and not be able to focus on the more important high-
level issues. In addition, he or she may not be able to stay in sync with
senior management.

* Learning to judge people and attract the best professionals: As growth
accelerates, the CIO will not have the time to get to know every candi-
date. He must spend less time with each potential new hire. For this
reason, he or she must learn how to judge and evaluate people using ob-
jective measures and outside help from HR professionals.
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* Developing and managing people: The CIO needs to become even more
focused on the development needs of his or her staff. This includes en-
suring that the best members are rewarded and that the poor perform-
ers are eliminated.

e Focusing on the majors: While the CIO could get into the details of
specific projects with a small IT department, he or she needs to keep
his or her head above the trees to avoid getting stuck in minute details
as the department grows and larger issues surface.

* Ensuring all projects are productive: The CIO needs to continually en-
sure that all projects are focused on at least one of three objectives: (1)
cost reduction, (2) revenue improvement, and/or (3) increased control
of the business (risk reduction).

* Developing partnerships with management: Through diligent use of the
IT steering committee and informal meetings, the CIO needs to build
stronger relationships with the lines of business to stay on top of ever-
changing and growing needs.

Eventually, the IT department may increase to over 200 people with a
budget over $50 million per year. At this stage, the company is large in terms
of geographic footprint, as well as diversity of operating divisions. As growth
continues, the CIO should more closely reflect the image of the “ideal CIO.”
The focus of his or her work should shift from that of a large program admin-
istrator to that of a true business leader. The job will include less and less in-
ternal management, but more and more external coordination and bridge
building within and outside the enterprise.

As the enterprise grows and changes, the role of the CIO must change.
The IT steering committee should determine if the current CIO (1) wants to
change his or her role and (2) has the requisite skills and experience needed
to make the change. If the answer to either of these questions is no, time
should not be wasted trying to “get by” until there is a serious problem. The
steering committee should take a proactive position on finding a new CIO
who is suitable for the role.

Other major factors influencing the type of CIO who is successful include
industry and geographic footprint. The skills required of the successful CIO
in education and government differ somewhat from the skills required for a
private-sector CIO. The budgeting process for federal and state government
and educational institutions is a different process than for private sector
companies. The IT mission is also often different. Further, in federal or state
agencies, the top official is often a political appointee with an agenda that
may vary from the career professionals in the agency.

As observed in a General Accounting Office (GAO) study, “Implementing
Effective CIO Organizations,”" “Agency . .. executives are political ap-
pointees who are often more focused on national policy issues than building
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capabilities essential for achieving the desired strategic and program out-
comes,” and “the federal budget process can create funding challenges for
the federal CIO that are not found in the private sector,” and, finally, “the
relative inflexibility of federal pay scales makes it difficult to attract and re-
tain the highly skilled IT professionals required to develop and support the
systems being proposed.” It is an understatement to say that the role of the
federal IT executive is challenging. We recommend two GAO-created re-
ports on the role of the CIO as reading for state or federal government
CIOs—"Executive Guide: Maximizing the Success of Chief Information Of-
ficers” (GAO-01-376G) and “Chief Information Officers: Implementing Ef-
fective CIO Organizations” (T-AIMD-00-128).

In every case, the ideal CIOs for these organizations have exposure to,
and understanding of, the budgetary and political factors that impact their
jobs. Although the skills in the private sector tend not to vary from industry
to industry, an understanding of the specific industry is always important for
the CIO.

Getting Promoted

Because of the skills gap noted in this chapter, the promotion to CIO can be
a traumatic, and often career-ending, experience for the new manager. The
well-prepared new CIO can avoid being the victim of his or her new role by
rapidly working to develop the core skills described. As we have too often
observed, the newly promoted manager clings to his or her previous role as a
“doer,” and ignores the new skills needed to succeed in this role.

The first goal of the newly promoted CIO is to fill in the gaps in his or her
knowledge of the business, senior management priorities, and the business it-
self. The CIO should work hard to establish understanding of the portions of
the IT department where he or she has not had sufficient exposure, whether
operations or applications. The CIO should next begin understanding the pri-
orities of the senior management team. This can be done informally through
lunch meetings and formally through the vehicle of the IT steering commit-
tee. Finally, the CIO should work to understand the components of the busi-
ness and how they fit with the IT department goals. For example, the CIO in
a manufacturing company should understand how forecasting, order manage-
ment, manufacturing, shipping, and finance interact at a detailed level.

The Role of the IT Steering Committee

The role of the IT steering committee is described fully in Chapter 19. How-
ever, it is important to note that the committee is the most important vehicle
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for helping the CIO succeed and for ensuring that the priorities of the busi-
ness are reflected in the IT department’s projects, service levels, staffing,
and budgets.

In companies where the CIO is weak or absent, the IT steering committee
can be an effective prop in the interim until the right CIO can be found,
serving as a virtual CIO. In many cases, the IT steering committee works in
conjunction with an outside consultant who serves as a temporary CIO.

In every case, the presence of an IT steering committee helps potential
CIO candidates feel assured that the proper management of the IT function
is a top priority for senior management and is viewed as a business enabler
rather than a cost pit. The potential candidate can feel confident that his or
her views are respected in the organization by both senior management and
the functional and business unit leaders.

Evaluating the CIO

To keep the CIO from overfocusing on systems growth and initiatives to the
detriment of the overall business, incentives can be developed. Holding the
CIO strictly accountable for value-increasing performance measures such as
ROL helps keep the focus in the right areas; however, it may not be enough to
prevent the CIO from crafting projects to justify unneeded expenditures. In-
centive compensation should be tied directly to measures (e.g., reduction in
company paper use, increase revenue per employee as productivity indicator,
ROI achievement) that are collected independently through the ongoing IT
performance measurement program. These incentives can help alleviate the
agency problem by rewarding the CIO for increasing value and punishing
them for destroying value. One CIO with a successful eight-year tenure at a
Fortune 500 company says that his secret was “unswerving devotion to the
dollar [budget], and [overcoming] resistance from the managers who [didn’t
share his] allegiance.”'? This is just another way of saying, hit your numbers,
manage to the numbers, and provide return to the business and you can have
some longevity as a CIO.

Examples of key performance measures (KPIs) are described in Chapter
18. These should be measured on an ongoing basis and used as inputs for an
incentive compensation scheme developed in conjunction with an HR com-
pensation specialist.

As the CIO gains tenure in the organization, he or she should be building
relationships throughout the company to effectively and efficiently fulfill his
or her mission. In addition to performing well against standard measurement
indicators, the CIO should also be judged against the quantity and quality of
relationships developed with major stakeholders. One of the themes of this
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book emphasizes the need for better alignment between IT and business/func-
tional units. To achieve this end, personal relationships must be developed be-
tween the CIO and stakeholders. The organization meets the CIO halfway
through the formation of the steering committee, but the CIO needs to make
the effort to ensure that the relationships are forged and maintained.

One way the CIO can accomplish this is to perform a regular (quarterly)
self-audit. Questions to be considered include:

* Have you read the latest company financial reports?
¢ Can you list key financial metrics (e.g., revenues, profits)?
e Can you list the company’s top five customers?

* Do you understand the business strategy of the company’s top five
competitors?

e Can you list the top five key trends in the industry?

e Can you draw the top three layers of the company’s organizational
chart?

¢ Have you met or spoken with a customer in the past month?
* Do you know the secretaries/receptionists of stakeholders by name?

* Have you met in person, one-on-one, at least once with all of the busi-
ness unit leaders in the past month?

If the CIO cannot answer all of these questions with a yes or an appropri-
ate answer, he or she needs to start making additional concerted efforts to
build relationships and enhance his or her strategic view of the organization.

The CTO

The chief technology officer (CTO) position became popular in the late
1990s especially with technology and Internet-based companies. There are
several organizational models incorporating a CTO role. The two most
prevalent are ones in which (1) the CTO does not report to the CIO, and is in
fact a peer of the CIO reporting to the CEO or other top executive, and (2)
the CTO reports to the CIO and is therefore a subordinate.

Model A is likely most prevalent in technology-oriented companies
where the CTO is actually the head of research and development for the
products facing the customer. In this model, the CTO is responsible for
customer facing technology while the CIO is responsible for management
of internal technology. The division of duties is fairly clear and the CTO
in effect becomes the head technology strategist for any technologies
that reach the customer. This model would also apply to customer facing
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Internet applications. This model is most prevalent in software, hardware,
and online businesses.

Model B is most prevalent in all other types of companies. In fact, model
B, in traditional companies is likely the only choice. Having two top technol-
ogy officers in a company whose products or services are traditional in na-
ture is a recipe for disaster. The company must have one person who is
ultimately accountable for IT in the company. Having two will reduce ac-
countability of any one person and ensure that roles are ambiguous, overlap-
ping, and conflicting. Model B ensures that the CIO is accountable for all
spending and management of IT in the corporation. Under this model, the
CIO is the senior executive technology officer of the company, strategic IT
leader, and IT department manager. In this model, the CTO reports to the
CIO and is the primary architecture specialist in the company. The CTO is
held accountable to decisions and work product by the CIO ensuring better
value and return for the expense of having a CTO. Most mid-size companies
that are not technology companies will not have a CTO role at all. In large
companies, the CTO role may be termed CTO and the responsibilities
placed with one person, or the role will be divided among several senior
managers and the responsibilities divided.

How can the CTO add value in a company? The CTO manages several im-
portant areas for the CIO/company. These skills and responsibilities include:

* Architecture strategy, design, and planning (e.g., SOA).

e Platform decisions and transition (e.g., Mainframe transitions to
client/server, etc.).

e Innovative technology ideas (e.g., designing customer self-service
technology).

¢ Evangelist for company technology (e.g., the promoter of internally de-
veloped technology).

¢ Long-term technology research (e.g., how should the company be stor-
ing internal documents for safeguard for the next 10 to 20 years).

e Architecture security (e.g., best methods for securing the systems for
the next 5 to 10 years).

* Consistency of network, applications, and hardware packages (e.g., en-
suring I'T managers do not implement applications that are inconsistent
with architecture strategy).

If the CTO role doesn’t exist in the company then these responsibilities
need to be assigned to other senior managers within the IT depart-
ment. In technology companies, these responsibilities must be assigned to
product managers within business units providing technology products to
companies.
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Organizations for CIOs

There are a number of high-quality national and local organizations for
CIOs. The purpose of these organizations is to enable CIOs to network with
peers, share ideas and best practices, and access senior level management
training. A few of these organizations are:

* Association for Information Technology Professionals; (800) 224-9371;
www.aitp.org AITP offer opportunities for Information Technology
leadership, professional development, and personal growth.

¢ CIO Executive Council; www.cioexecutivecouncil.com A professional
organization for CIOs enabling members to act as trusted, unbiased re-
sources to one another while strengthening their businesses, impacting
legislative groups, and collectively advancing the agenda of the CIO
profession.

e IT Infrastructure Management Association (ITIM); www.itimassocia-
tion.com ATIM strives to be the IT industry’s foremost member associ-
ation for professionals responsible for the deployment, management,
and effectiveness of IT infrastructure.

* Local Technology Organizations—These organizations typically spon-
sored by the Chamber of Commerce in your area or other local bodies.
Good examples are the DFW Metroplex Technology Business Council
(MTBC), the Technology Association of Georgia (TAG), and the North-
ern Virginia Technology Council. There is typically one to two strong
technology associations or councils in each major metropolitan area.

¢ Society for Information Management; (312) 527-6734; SIM@simnet.org
www.simnet.org SIM is one of the premier national associations for
senior-level IT management providing both a strategic and tactical
emphasis, learning opportunities, and peer networking.

e Women in Technology; (818) 788-9484; member-info@corp.witi.com
www.witi.com WIT is one of the premier organizations empowering
women in business and technology.
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IT Standards

“Would you tell me, please, which way | ought to go from here?” asked Alice.
“That depends a good deal on where you want to get to,”said the (at.
“I don’t much care where—"said Alice.
“Then it doesn’t matter which way you go,” said the (at.
“—s0 long as | get somewhere,” Alice added.
“Oh, you're sure to do that,” said the Cat, “if only you walk long enough.”
—Lewis Carroll, Alice in Wonderland"

The nicest thing about standards is that there are so many of them to choose from.
—Ken Olsen, cofounder of Digital Equipment Corp.?

IT standard and direction setting includes the creation, documentation,
propagation, and adherence to a set of standards for all elements of the tech-
nology platform in an organization—including hardware, software, peripher-
als, development languages, operating systems, desktop systems, network
protocols, and telephony.

IT standard and direction setting often gets lost in the shuffle of myriad
other decisions made in the day-to-day operation of the IT department, yet
it is a decision area that has one of the largest impacts on the efficiency and
overall productivity of the IT department—the flexibility of the depart-
ment to handle changes in the business and new requirements. Further-
more, the IT standards model generally dictates a large part of the
underlying cost model for the organization in terms of both labor and capi-
tal expense.

However, making choices around IT standards and setting overall technol-
ogy direction can be challenging for IT leadership. A wide variety of factors
and constraints impede the ability to see around corners. Technologies inter-
act in different ways and are at different points in the technology life cycle,
mastering the fundamentals of varying technologies that cover ground from
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hardware to development languages to network protocols is challenging, and
it is difficult to discern real vendor products from “smoke and mirrors” and
competing agendas from within and outside the IT department.

Compounding the issue of building a cohesive, standardized IT environ-
ment is the fact that most systems are built incrementally versus emerging as
a fully articulated complete environment at once. The level of technical di-
versity is particularly high in companies that have had technology in place
for a long time or have seen large changes to their business model. Therefore,
the CIO’s ability to control the existing footprint, as well as the timing of any
future changes, adds to the already formidable challenge.

This means that technology direction and standard setting always falls
short of the perfection, or even near perfection wished for by the IT man-
ager; instead, IT managers are forced to “satisfice” in this area. Although the
task is challenging, the manager must devise an approach that attempts to
maximize the effectiveness of the IT department, but focuses on creating,
documenting, promulgating, and adhering to an overall technology plan that
includes standards for all technology departments.

Why This Topic Is Important

The decisions made around standards have a tremendous impact on the capa-
bilities and productivity of the department. During an IT effectiveness en-
gagement, we saw many of the typical complaints about the efficacy of the
IT department from the client’s senior management team; in particular,
there was always a variety of excuses for being late with projects. When we
interviewed the director of IT, he had this to say:

Well, we try hard to get projects done but never seem to get any traction. We
plan our projects well and follow all the normal project management disciplines.
We have a dedicated staff, clear project goals, and the backing of the business.
The number one thing getting in our way is the complexity of our environment.
We have two accounting systems, two CRM systems—one for sales force automa-
tion, and one for help desk systems—as well as custom systems for production
management and web sites written in both Java and ASP. We also have several
operating systems—Solaris, Linux, Windows, and OS/2. All of the systems are
interfaced with custom code and batch jobs. Every time we start a new project,
despite our best planning, there are cases of unintended consequences resulting
in system outages or errors, as well as unexpected delays because of the intrica-
cies of the system interactions. This draws out even the simplest projects and
makes complex projects nearly impossible. We spend so much of our time dealing
with the project-related issues and downtime that we will never find a way to mi-
grate to systems that we can manage.

We immediately understood why the IT department was having trouble
getting its projects completed.
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Although, as you would expect, this is a more commonplace occurrence
with larger companies; we have seen this phenomenon nearly as often in
smaller companies, with less complex requirements and technology environ-
ments. In this example, the client was a small company with less than $70
million in annual revenues. Ultimately, they found ways to reduce the chaos
that had been created and get to a set of technology standards that was the
right balance of capability, flexibility, and cost for their organization.

Although IT direction setting, via standards, is an important piece of the
puzzle in an overall IT strategy and smoothly functioning IT department, it
is not the only piece. Project prioritization and management, IT organization
design, budgeting and cost analysis, vendor selection, and staffing are all
equally important concepts for developing an overall technology strategy and
are discussed in other chapters. These topics can all rightly be considered
part of an overall IT direction; this chapter addresses the issues of establish-
ing standard technology platforms to be used by the IT department, the mi-
gration of existing platforms, and the acquisition of new technology.

Standard Setting for Technology Areas

Standards should be set for any piece of technology deployed in the organiza-
tion, particularly those for which the IT department is responsible.

Often, technology standards decisions are made based on grouping de-
pendent and interrelated technologies. The choice of a certain operating sys-
tem dictates the network protocol used; the choice of a certain CRM
package narrows the field of hardware on which it will run. In these cases, it
is important to recognize and make explicit the technology decisions that are
being made in areas outside the area under consideration, so that the group-
ing of technology can be treated in its entirety.

Typically, the technologies involved fall into a few broad categories. A
sample inventory is shown in Exhibit 7.1. This list varies widely by company,
and the sample inventory here should be considered a starting point for the
creation of a custom inventory plan for a specific organization.

Framework for Setting
Technology Standards

We have developed a baseline framework for use by organizations in develop-
ing their own technology standards. Because each organization is different,
this framework may require some customization for an improved {it, but it
should provide a useful start for any technology manager. Exhibit 7.2 outlines
the overall process.

The process begins by selecting the organizational scope and specific
technology under consideration. The appropriate level of granularity for this



CATEGORY TECHNOLOGIES

Computing hardware and Desktops
servers Laptops
PDAs
Network attached storage/SAN
Servers
Application software Package software (ERP, CRM, other point solutions)

Custom developed software
Application integration/middleware
E-mail

Systems software Operating system

Virus detection/elimination
System monitoring

System performance management
Configuration management

Web services

Development Development languages

Databases

Database design standards (normalization rules)
Coding conventions

Infrastructure and facilities Cabling
Equipment storage (racks/shelves)
Environmental controls

Network Routers
Hubs
Firewall
Patch panels

Peripherals UPS

Network printers

Desktop printers

Tape backup

Media burner (CDRW/DVDRW)

Outside services Consulting (by application/technology area)
LAN/WAN cabling

Exhibit 7.1 Sample Technology Inventory
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 Define clear scope of technology under consideration
(e.g., “administrative support desktops”)

 Define clear organizational granularity (e.g., “entire
company” or “finance department”)

Define technology scope

e Understand relative importance of key decision factors for
this technology scope/organization level combination
(e.g., “is this a business mission critical component?”)

o Add decision factors if relevant

Evaluate decision factors

o Weight decision criteria for the standard based on
decision factors (e.g., “This is a high volume technology
with a high cost, therefore durability is important”)

o Determine additional relevant criteria for this standard)

Develop criteria weighting

e Assess competing alternatives based on framework

o Allow vendors to assess themselves, but perform
independent validation/verification as well

e Document findings to provide a paper trail

Assess competing alternatives

o Select standard
Select technology standard o Negotiate most favorable “partnership” pricing with
and document vendor based on standard setting and documentary proof
e Document rationale behind standard being set
e Pricing with vendor based on standard setting
and documentary proof

Exhibit 7.2 IT Standard Setting Process Overview

task varies but should be at a high enough level for the standard to have
meaning (e.g., the standard desktop should be defined at the company level
versus having a potentially differing standard for each department, while the
standard set for servers may vary at the individual server level depending on
what applications the server supports).

After the technology grouping is determined, the decision factors for the
standard are evaluated. These factors are the key pieces of information that
drive the criteria used in setting the technology standard. For instance, if the
technology under consideration is the server for a companywide ERP system,
the mission-critical nature of the deployment dictates that the standard set
for such servers includes high reliability. However, if the technology being
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considered is a “dumb terminal” for use by dozens of data entry clerks, cost
and durability become more heavily weighted than reliability. Exhibit 7.3 con-
tains a detailed description of each of the potential decision factors.

The decision factor analysis determines which criteria are important for
the standard. While the criteria should be kept the same for each assess-
ment, their relative importance varies greatly according to the decision fac-
tors. Exhibit 7.4 outlines the criteria that may be considered in setting the
standard, based on the relevant decision factors.

After the criteria weighting is complete, the analysis becomes a relatively
simple comparison of competing alternatives, with a single choice emerging
for the subgrouping of technology being considered. Exhibit 7.5 shows how
the decision factors impact the importance and weighting of the technology
standard criteria.

The remainder of this section outlines examples of technologies by factor
and explains the weightings shown in Exhibit 7.5.

Decision Factor: Mission Criticality

Examples: Manufacturing planning and management system, warehouse
picking and shipping systems, and hardware for running ERP system.

Primary Considerations
* Reliability: If the business cannot run when the system is down, relia-
bility is of primary concern.
* Labor availability: A well-trained, fungible labor pool for the technol-
ogy must be available to ensure continued operations.

* Upgrade path: A clear vendor path for continued upgrades/enhance-
ments is necessary; if the system is of central importance for running
the business, easy-to-implement, low-risk vendor upgrades supporting
new hardware and business capabilities are important.

® Current life-cycle position: Technologies that are too early or late in
their life cycles expose the organization’s critical business operations to
reliability issues or “dead-end” technologies.

* Available support: Existence of a vibrant third-party labor market en-
sures availability of productivity-enhancing tools and supplemental
support, and prevents vendors from enjoying a support monopoly.

Secondary Considerations

e Industry adoption: Industry adoption by technologists and multiple
businesses in your industry is important for mission-critical systems; the
long-term reliability and viability of the system will be impacted by
the adoption of the platform as an industry standard by technology



FACTOR DESCRIPTION

Mission criticality + Level on which the business depends on the
system being up and functional. Mission critical
systems are generally the application systems,
which drive core parts of the business, such as
order entry, manufacturing management, or
customer service. Examples of other common
nonapplication mission critical systems include
telephony, LAN/WAN connectivity, and e-mail.
Systems that are considered “mission critical”
vary from company to company. Determining
the criticality of the systems requires a detailed
understanding of both the business operations
and the technology component.

Unit volume The number of units of the technology that will
be acquired for the business and supported by IT.
Generally will be most applicable for hardware
such as desktops, laptops, printers, PDAs, or other
handheld computing platforms, as well as high-
volume desktop-based software components
(office automation, call center tools, etc.).

Low volumes imply that the factors such as unit
cost or durability may not be important.

High volumes generally indicate that unit cost,
ease-of-use, and industry adoption will be
important decision criteria.

Stability of area supported + Rate of change in the business unit or
organization using the technology (e.g., core
business unit with processes unchanged for
years, vs.“startup” environment with undefined
and rapidly changing requirements).

Drives level of importance of criteria such as
industry adoption, consistency with existing
systems, and upgrade path, which becomes less
important if requirements change rapidly.
Drives higher level of importance for flexibility—
system can react to changes in the business and
can be adapted for other uses.

(continued)

Exhibit 7.3 Decision Factors for Determining IT Standards
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Expected asset lifetime + How long the asset is expected to last.

Payback period for system or low-lifetime
estimates for assets that wear out over time,
such as printers; rapid turnover for consumables
such as printer paper or toner cartridges.
Implies ability to change standard over time for
assets with shorter life spans and dictates level
of effort spent on standard analysis.

If asset lifetime is low (consumables), cost and
rapid availability become a primary
consideration.

If asset lifetime is expected to be high, physical
durability and manageability become primary
considerations.

Measure of the amount (cost) of additional labor
effort required to deploy the system.

Examples: High: desktops that require large
number of customizations to work in target
environment or systems management software
that requires ongoing configuration to operate
properly; low: plug and play peripherals such as
printers or mice.

Level of customization

Interfaces with other systems |+ Number, frequency, complexity, and volume of
interfaces between this technology component
and other systems.

Applies particularly to application components,
as well as interfaces outside the organization
with suppliers or customers.

Examples: High-frequency, high-volume
interfaces such as required EDI transactions to
exchange inventory positions with suppliers for
cooperative forecasting; low-volume/
complexity/frequency: annual printout of
depreciation schedule from fixed asset system
for manual keying on monthly basis to general
ledger system.

Exhibit 7.3 Continued
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Current and future transaction [+ Volume, frequency, and complexity of

volume required transactions to be carried out by system.

« Current requirements as well as future estimated
requirements.

Implications for scalability and reliability on high
side and cost on low side.

Examples: High-volume: printers used for
statement creation by a consumer-oriented
company, such as a bank; low-volume: periodic
ad-hoc MS Excel extracts of previous period
sales data for marketing department analysis.

Organization growth plans + Strategic plan for growth by the business.
Includes geographic expansion, acquisition of
competing firms, vertical integration through
the acquisition of suppliers or customers, or
divestiture by selling off business units or entire
company.

Implications for level of customization for
systems to reduce integration costs in event of
acquisition or sale.

Implications for level of cross-business-unit
integration of systems in event of spinning off
separate business units.

Size/type of user base + Order-of-magnitude estimate of total volume of
users.

+ Type of users (technically sophisticated “power

users” or computer neophytes).

Usage profile: Business unit or business function.

+ Geographic profile: Wide range of geographies

or international presence vs.small, concentrated

user base.

Implications for technical support requirements,

durability, ease of use, and cost.

Exhibit 7.3 Continued
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Cost « Cost of technology component.

Includes costs of acquisition, installation,
training, ongoing maintenance, changes to
steady-state cost model, and effect of
accelerated depreciation.

Cost details are included in the following section.

Industry adoption Level of adoption across the technology
industry, or within the industry in which the
organization or company competes.

Examples: MS Exchange as a technology-
industry-wide standard e-mail platform; JD
Edwards as an ERP system oriented to the mid-

market manufacturing companies.

Consistency/interoperability + Level of consistency or interoperability with
current technology.

Examples: Selecting MS Internet Information
Service (IIS) for Web services given enterprise MS
Window 2000 deployment for both servers and
desktops. Developing point solution applications
in Lotus Notes/Domino based on corporate
standard of Lotus Notes for Groupware/e-mail.

Level of availability and cost of labor for the
technology component nationally and in the
local marketplace.

Examples: High availability of talented
professionals for major ERP systems such as SAP
or PeopleSoft; low availability of labor for systems
regarded as “dead ends” or uninteresting to
technology professionals.

Labor availability

Upgrade path Level of vendor and marketplace clarity on
upgrade path for technology.

Generally, technologies backed by a major
vendor with large number of customers and
sophisticated third-party support market will
have the most clear upgrade paths.

Upgrade path is often closely linked to the
system life cycle; see following section on system
life cycle for details.

Examples: Clear upgrade paths to major ERP and
CRM systems from vendors such as Siebel,
Computer Associates, and SAP; less clear upgrade
paths for aging mainframe/legacy applications
or for new offerings from unproven vendors.

Exhibit 7.4 Criteria for Setting Technology Standards
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Current life cycle « Place in product life cycle of the technology
product or service.

Implications for upgrade path, labor availability,
cost, and industry adoption.

Reliability Number of failures across a variety of measures,
depending on the technology component; can
be tested as consistent output given a set of
inputs, mean-time-between-failures, or other
relevant statistics.

Often corresponds to complexity of technology
component, particularly for applications that
have a significant number of “moving parts.”
Can be closely linked with product life cycle (the
further into the product life cycle, the higher the
reliability).

Examples: High reliability: high-availability, fault-
tolerant servers with multiple redundant
components (power supplies, disk arrays power
supplies, processors, memory units, et al.), such as
the Sun Enterprise Server 10000; low(er)
reliability: desktop computer intended for
general usage.

Ability for the technology component to handle
additional volumes of work.

Examples: Consulting service organization
having scope of experience and depth of staff to
take on additional work in the organization;
ability for on-line-transaction-processing system
(OLTP) to handle increased volumes of
transactions within a given time window.

Scalability

Flexibility Technology components adaptability of different
related or unrelated tasks.
Example: Server hardware that can become an e-

mail server,a Web server, or an application server.

Timing/availability Current availability of technology component.
Lead time required when technology
component is requested from vendor.

Highly available: Stock configuration PDAs
available via retail or the Web within one-half
day; low availability: high-end server requiring
four-week manufacturing and configuration
order lead time.

(continued)

Exhibit 7.4 Continued
153
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FACTOR DESCRIPTION

Available support « Presence of strong vendor-based capability or
third-party marketplace for consulting and
support services for technology component.
Example: Consulting firms dedicated to
implementation and management of Great
Plains accounting application.

Customer, supplier, and Extent to which the system/standard is
competitor use used/adopted by customers, suppliers,and
competitors.

Example: Similar forecasting and inventory
management system used by supplier facilitates
integration.

Ease of use Relative complexity of the technology
component; end-user perception of difficulty of
learning and using the system.

Implies level of technical support required for
technology component.

High level of ease: Commercially available e-mail
systems; low-level of ease: sophisticated order
entry system for highly customized engineering

product.

Durability Physical durability of the technology (generally
hardware) component.

Important for harsh environments (manufacturing
floor, marine usage), mobile/heavy travel users.
Example:“Hardened” machines with special
casing and filtering to withstand the jostling and

dust on a plant manufacturing floor.

Manageability Ease of managing the technology component.
Availability of remote management tools,
similarity to system already in place to reduce
training burden, management of incremental
systems with existing tools/processes.
Example: Additional desktop systems that can
be administered by existing remote

management tools.

Exhibit 7.4 Continued

departments; a well-established user community for a given technology
helps hold vendors accountable for producing reliable systems, forms an
objective forum for sharing best practices on system usage, and pro-
vides large aggregate funding for additional functionality to the system
via ongoing vendor maintenance fees.

e Consistency/interoperability: System should be able to interoperate
with existing systems to ensure smooth running of overall technology



el 155

Selection Criteria

Decision
Factor

Industry Adoption
Consistency with
Existing Systems
Labor Availability
Upgrade Path
Gurl.'e.nt Lifecycle
Reliability
Scalability
Flexibility
Timing/Availability
Available Support
Use by Others
Ease of Use
Manageability

Mission
Criticality

Unit
Volume

Stability of
Area Supported

Expected
AssetLifetime

Level of
Customization

Interfaces with
Other Systems

Current and Future
Transaction Volume

Organization
Growth Plans

Size of Organization
User Base

Criteria Will Be of Primary Importance Criteria Will Be of Secondary Importance

Exhibit 7.5 Decision Factor and Criteria Weighting Matrix

platform (consistent interface incompatibilities, particularly from sys-
tems that generate inbound transactions to a core system, spell trouble
for a mission-critical system).

* Scalability: If changes to the business dictate increased volumes for a
given technology component, business mission-critical components
that scale appropriately lower the risk to the business by not requiring
replacement.

* Use by competitors: Use of a given technology by the competition pro-
vides secondary validation to the standard under consideration.

* Ease of use: A business mission-critical system should have high ease of
use to ensure that user community will more easily adopt the system
and achieve the highest productivity gains from it.

* Durability: Mission-critical systems should be physically durable, partic-
ularly if used in mobile, manufacturing, or other harsh environments.
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Systems that drive the business should either be durable or replacements
immediately available and easily deployed with a minimum of configura-
tion and additional labor effort.

Decision Factor: Unit Volume

Examples: Handheld computers for delivery drivers, laptops for consultants
in large consulting organization, desktop-level antivirus software, and desk-
top printers.

Primary Considerations

¢ Cost: Even small variations in unit cost drive high dollar amounts for
high unit volume purchases; therefore, achieving the lowest possible
pricing per unit is crucial.

* Industry adoption: Because the technology will be deployed exten-
sively throughout the organization, cost and effort of replacing the
equipment over time will be prohibitive if industry standards change
and new capabilities are needed; further, high levels of industry adop-
tion should create, in theory, lower pricing.

* Timing/availability: High-volume equipment, particularly hardware,
may need frequent replacement/repair; ideally, the units are readily
available across a wide variety of geographies from vendor or reseller
inventory.

* Manageability: The high unit volume magnifies any system manage-
ment inefficiencies by orders of magnitude; the best high unit volume
systems require little management or intervention by IT.

Secondary Considerations

* Upgrade path: Because a significant amount of capital is likely to be in-
vested in a high-volume system, it is important that the vendor provide
an upgrade path to ensure the highest longevity.

e Current life-cycle position: The inevitable changes to system standards,
configurations, and costs as systems travel along their life cycles dictate
that high unit volume systems are ideally in the “full adoption” or
“steady state” segments of the technology life cycle.

* Reliability: Even small lapses in reliability create headaches for the
IT department when multiplied by hundreds or thousands of individ-
ual units.

* Available support: Because high-volume units are often deployed across
the organization and across disparate geographical areas, the systems
should easily be supported remotely or with vendor staff or resellers in
each geography; because high unit volume systems are generally a large
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investment for the organization, the availability of support over the long
term is an important consideration.

* Ease of use: Many high unit volume systems are end user oriented; in
these cases, ease of use should be considered; small improvements in
ease of use are multiplied across many users.

* Durability: If high unit volume systems are not durable, the IT team
can be stuck with an endless supply of broken equipment; further, be-
cause purchases are often made in bulk, a lack of durability may show
up simultaneously across many units, creating a tidal wave of work for
the IT department.

Decision Factor: Stability of Area Supported

Examples: Spectrum of business activity from new business unit or start-up
with actively evolving business model to stable, mature business with rarely
changing business processes and technology requirements.

Primary Considerations

* Consistency/interoperability with existing or planned systems: If
the business area supported by the technology is stable, the invest-
ment made in systems should be consistent with, or interface easily
with, existing or planned technologies. The low turnover of require-
ments on stable business areas means that these systems will be de-
ployed for the long term. Similarly, if the business area is rapidly
changing, the IT department may take more latitude in making tech-
nology choices, given the likelihood that the business requirements
change rapidly.

e Flexibility: If the business area supported is subject to considerable
change, the flexibility of the systems to be upgraded, reconfigured,
customized, or otherwise adapted to those changes is a primary con-
sideration. This ensures that at least some of the technology invest-
ment made for the business will be salvageable as the business needs
change.

* Upgrade path: Likewise, the upgrade path for technologies deployed
in changing business areas should be clear. Often in these cases, other
customers of a package, service, or product are experiencing the same
changes, and the vendor will provide an upgrade based on these new
needs.

Secondary Considerations
e Industry adoption: Industry adoption influences the long-term costs,
upgrade path, related systems integration, and third-party support
levels enjoyed by the technology. For stable business areas where the
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technology is a long-term investment, level of industry adoption should
be considered.

* Manageability: Manageability is a consideration for technologies de-
ployed in business areas with low rates of change, because the technol-
ogy will likely be supported for long periods of time in a static,
unchanged configuration. This means that easy-to-manage systems pay
dividends for IT over a long period.

Decision Factor: Expected Asset Lifetime

Examples: Heavy-duty high-volume printers, color printer cartridges, and
handheld computers.

Primary Considerations

® Cost: If an asset has a short life span (particularly for consumables), it
will likely be purchased repeatedly. In these cases, cost should be a pri-
mary consideration.

e Timing/availability: If the assets are short lived, the vendor should
have short lead times for acquiring replacements and availability to pro-
vide them across a wide geographic area.

* Durability: If the asset is expected to have a lengthy time in service, it
should be durable enough to last through the lifetime with a minimum
of maintenance and wear and tear.

Secondary Considerations

* Labor availability: If the asset is a long-term asset, the availability of a
skilled technical staff in the labor pool should be considered. If the
technology is a short-term asset, labor availability is not an important
factor.

e Flexibility: If the asset will be in service over a long period, it may be
called on to adapt to changing business conditions or serve in different
roles, making flexibility and adaptability higher considerations.

* Ease of use: High ease of use for assets in place for long periods ensures
minimal aggregate user effort.

* Manageability: To reduce the support burden on IT, long-term assets
should be easy to manage.

Decision Factor: Level of Customization

Examples: Highly customized order entry system for complex, highly engi-
neered product versus “plain-vanilla” install of a general ledger package.
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Primary Considerations

e Labor availability: If the system is highly customized, a large pool of
skilled technical personnel to support and manage the system must be
available.

* Available support (vendor, third party): Similarly, a large third-party
support market ensures that the IT department will be able to bring
supplemental resources to bear on a highly customized system.

Secondary Considerations

* Industry adoption: High levels of industry adoption ensure that the
vendors or suppliers will be able to provide systems that are easier to
configure and provide more options for customization.

e Upgrade path: For highly customized systems, a vendor upgrade path
that supports the customizations with a minimum of new install effort
is critical. Software maintenance spending generally entitles the orga-
nization to system upgrades; in these cases, the benefits are not avail-
able if the upgrade cannot be accomplished because of large amounts of
system customization.

Decision Factor: Interfaces with Other Systems

Examples: Forecasting system which shares information with suppliers of
ERP system via EDI; inventory system which feeds inventory positions and
availability by SKU to customers; and CRM system that receives customer
information from external order system.

Primary Considerations

e Industry adoption: Level of industry (technology or business)
adoption often drives the number of interfaces to other systems
created by the vendor of third parties. If a system becomes a standard
in the industry, the vendor will have the resources to ensure that the
system interfaces with related hardware or software. Industry adop-
tion also drives suppliers of related systems or third parties to create
interfaces or technologies that allow the systems to operate well
together.

* Use by customers, competitors, or suppliers: If the interfaces with
other systems touch outside entities, such as suppliers or customers
(e.g., forecast or inventory position exchanges, or other EDI transac-
tions), the systems chosen by those external parties may affect which
technology should be chosen. Systems from the same vendor or systems
with proven interfaces to the systems used by the external partners will
be the front-runners.
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Secondary Considerations

e Upgrade path: Because the system feeds or receives data from other
systems, it should be able to “keep up” as those systems are upgraded or
changed. Therefore, the vendor upgrade path for the system should be
clear.

e Current life-cycle position: Because other downstream systems may rely
on triggers or other information from the system being considered, it
should be in the mainstream or steady-state portion of the life cycle
with a proven ability to handle the transactions.

* Reliability: Likewise, to ensure overall platform reliability, the system
must be able to hand off and receive data reliably to avoid impacting
the other interfaced systems.

e Available support: Finally, because of the potential to impact related
systems (and the potential for “domino effect” failures), vendor support
for creating reliable interfaces should be readily available.

Decision Factor: Current and Future Transaction
Volume Required

Examples: Florist with highly seasonal business and high transaction volumes
during holidays or special events; nonseasonal producer of commodity prod-
uct with long lead-time product and little variance in transaction processing
volumes.

Primary Considerations

* Upgrade path: If the system is subject to high future transaction vol-
ume, a clear upgrade path from the vendor for adding additional capac-
ity will allow the organization to purchase the amount of capacity
needed currently, while maintaining the ability to bring on additional
capacity for small amounts of incremental cost.

* Scalability: The system should be able to handle current required
transaction volumes with ease, including transaction volume spikes
because of seasonality or other factors. The system should also be
able to handle long-term increases in the baseline number of transac-
tions as well. Clear proof of scalability across all technology compo-
nents (e.g., order processing software and the hardware it runs on:
CPU, processor, memory, and network capacity) should be analyzed to
avoid bottlenecking at low thresholds in one particular element of the
technology.

Secondary Considerations

e Current life-cycle position: Products in the mature portion of the life
cycle have higher field-proven ability to handle large transaction volumes.
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e Timing/availability: Upgrades to the system or product should be easily
available in the case of unexpected incremental volume or rapid
changes in the baseline volume.

e Use by customers, competitors, or suppliers: Use of the product, ser-
vice, or system by competitors with similar usage patterns or volumes is
indicative of the technology’s actual ability to scale appropriately.

Decision Factor: Organization Growth Plans

Examples: Acquisition of competing firms or suppliers with differing
business-supporting technologies; geographic expansion of business; ag-
gressive organic growth plans.

Primary Considerations
e Flexibility: If the organization plans include acquisition of competitors,
geographic expansion, vertical integration, or other business model
changes, the systems supporting the business should have the adaptability
and flexibility to support the changes while minimizing impact to existing
business and incremental investment to add new portions of the business.

* Use by customers, competitors, or suppliers: If likely acquisition targets
(or buyers) use a particular set of technologies, the purchase of the
same, or similar, technologies will facilitate future business integration
or partnerships.

Secondary Considerations

* Cost: If business expansion plans involve adding incremental capacity to
existing systems or rollout of additional systems (e.g., new laptop com-
puters for salesforce of acquired competitor), the cost of incremental
processing capacity or unit costs should be minimized or guaranteed in
advance by the vendor.

e Industry adoption: Technologies with high levels of business-industry
adoption indicate solutions that have the highest likelihood of being in
place at suppliers or competitors or will be most attractive to acquirers,
ensuring a minimum of retraining or conversion effort in the event of a
business transaction.

* Scalability: Key business systems should have the additional transaction
processing capacity to support strong expansion plans (geographic, ac-
quisition, or organic growth).

Decision Factor: Size/Type of User Base

Examples: Scale of activity ranging from a large-scale base of heterogeneous
users crossing a variety of business units and functions across wide geogra-
phies to a small office of a dozen users.
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Primary Considerations

Ease of use: Systems that will be deployed across a heterogeneous user
base, across disparate geographies, or a large number of users (particu-
larly technically unsophisticated users) should put a premium on ease of
use to keep training (and retraining) costs to a minimum and provide
the most efficient use of end-user time.

Durability: Systems used by a large number of users, particularly in
harsh environments (plant manufacturing floor, delivery trucks, travel-
ing sales), should be durable enough to handle significant wear and tear
without breakage or data loss.

Secondary Considerations

Cost: Technologies that will be deployed across a large number of users
should seek the least unit cost, particularly for consumables or high-
turnover items. In the case of large-scale deployments across a wide va-
riety of users, cost considerations should take a back seat to durability
or reliability factors.

Consistency/interoperability with existing or planned systems: Systems
should interoperate effectively with existing or planned systems; large
unit volume and widespread deployment magnifies any difficulties the
system has with interfaces to other corporate systems.
Timing/availability: For remote users or geographically spread users,
new or replacement systems should be readily available for vendors or
resellers.

Labor availability: A large pool of available technical talent in each re-
quired geography should be available; this drives decision making to-
ward well-known vendors and highly standardized technologies.

Reliability: Systems for use in the field or by a large number of users

should be highly reliable.

Scalability: Systems should handle large changes in usage or usage
spikes; systems deployed across a large number of users that cannot ex-
pand to handle additional capacity are difficult (and expensive) to re-
place rapidly; the initial and ongoing deployment of the technology
should ensure that the appropriate processing capacity is in place for
planned future business volumes.

Flexibility: Because of the high replacement cost of widely deployed
systems, ideal technologies have the flexibility to upgrade or reconfig-
ure inexpensively in response to changes in the business.
Manageability: Large unit-volume systems or widely dispersed systems

should be easily managed from a support and configuration standpoint
to avoid undue burdens on the IT staff.
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The analysis described in this section cuts through the tremendous
amount of data available for technology products and services and focuses
the decision-making team on gathering and assessing only the relevant
pieces of information. To further reduce the data gathering burden, after
the decision framework has been established, the competing vendors (or
other outside consultants) can be asked to assess themselves on the relevant
criteria, subject to independent validation and verification by the team. The
combination of a well-thought-out framework, a clearly scoped set of deci-
sion criteria, and a willing set of vendors makes for a crisp, rapid standard-
setting process.

After the selection is complete, it should be documented as part of the
standards manual, along with the decision factors and criteria weighting
used in setting the standard. The documentation process is covered in detail
in the following sections. Further, the team should commence negotiations
with the vendor to achieve partnership pricing levels to keep costs under
control. The documentation generated for the standard demonstrates to a
vendor that the standard is taken seriously in the customer organization and
that follow-on business will be a straightforward process. Vendors are gener-
ally willing to share some of their sales-process cost savings with customers
based on their selection as a standard.

Technology managers should also concentrate their efforts for standard
setting based on a commonsense assessment of the value of standards in
each area. Applying the 80/20 rule to standard setting implies that standard-
setting efforts should stay focused on the systems components that have the
largest impact on the operations of the business, from the standpoint of
cost, productivity, and IT effectiveness. A detailed standard around a pass-
ing or insignificant technology component is not time well spent.

An example standard-setting process is provided in the Summary section.

Cost as a Criterion

Cost is invariably an important factor in every round of standard setting and
purchasing decision making. Often, technology component costing is done as
part of an overall project estimation. See Chapters 17, 12, and 13, for de-
tailed coverage of project costing and vendor selection and negotiation
strategies. Only key considerations for technology component costing, an im-
portant part of the technology standard setting, are included here.

To understand the true cost of ownership of a technology component re-
quires more than a superficial analysis of acquisition cost. Instead, a more
detailed analysis of the full cost of acquisition and ongoing management
should be undertaken. This is often called total cost of ownership (TCO). A
complete analysis includes the following cost components:
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* Acquisition cost: The total cost of original acquisition of all technology
components.

e Install cost: Incremental labor (internal and external) required to con-
figure, customize, integrate, implement, and deploy the technology
component.

* Vendor maintenance: Annual fees because vendor is part of mainte-
nance agreement entitling the end user to vendor technical support, up-
grades, and input into the product development process, usually for
application components.

* Training cost: Cost of training for IT staff and end users of technology
component.

® Labor cost: Likely cost of internal labor (salaries of incremental staff
needed) as well as external service providers; if the technology compo-
nent is required to scale or needs additional support, the cost of incre-
mental internal or external resources is relevant.

* Steady-state cost model changes: Any incremental costs (or savings) in-
curred in the organization, covering all portions of the IT budget.
These costs are found across a variety of categories, including labor (ad-
ditional staff), consumables (e.g., paper, power), facilities (additional
space), and capacity (network, processor).

 Accelerated depreciation: Occasionally, the implementation of a given
technology component makes obsolete an existing system or set of sys-
tems. In these cases, depreciation of amounts capitalized from the pre-
vious implementation is accelerated and taken as expense after the new
system is deployed; the financial impact and accounting issues around
this topic should be addressed in conjunction with the finance depart-
ment and the chief financial officer.

Free and Open Source Software

In nearly any discussion of standards and software selection, the issue of
when and if to use Free and Open Source Software (FOSS) can and should
be raised. There are a large number of options for replacing and augmenting
applications, operating systems, tools, and development platforms with FOSS
options.

FOSS is a general term used to refer to application systems that are sup-
ported by a community of uncompensated developers. While there are a
number of important differences between free software and open source
software, what they have in common is no cost and a volunteer community
for enhancements, upgrades, and support.

Clearly, quality software with no license costs and a wide support network
is an intriguing option for organizations, particularly given the high costs of
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proprietary software provided by commercial enterprises. FOSS is readily
available online to any end-user who cares to use it. The community develop-
ment nature of FOSS means that its capability expands very quickly and it is
able to rapidly react to opportunities and threats.

FOSS has a varied history of usage in corporate environments. At its best,
FOSS is an ideal replacement for commercial software, and at its worst, it is
the bad apple that spoils the bushel.

FOSS concepts have been around for over two decades. Its origins can be
found in the GNU project initiated in 1983 by Richard Stallman. Although
GNU began with a Unix-like operating system, the stated goal was to “de-
velop a sufficient body of free software . .. to get along without any soft-
ware that is not free.” Later in 1998, the Open Source Initiative was
launched by Bruce Perens and Eric S. Raymond to promote the use of open
source systems.

In 1997, Eric S. Raymond penned an essay on FOSS called “The Cathe-
dral and the Bazaar.” It was later published in book form in 1999. In his
work, Raymond defines two models for software development. In the Cathe-
dral model, a small, defined, and exclusive team is tasked with completing
the project. The Bazaar model relies on a widespread, public team composed
of dozens or more developers. Raymond asserts that complex bazaar-style
development efforts can succeed because “many eyeballs tame complexity.”
Source code made public receives sufficient scrutiny to improve the speed at
which the software can be developed and tested.

Early open source initiatives were focused on operating systems, which as
a result, are some of the most mature FOSS options today. Early open source
received a good reception in the hobbyist and academic community but
struggled for footing in corporate environments for a variety of reasons, but
primarily concerns over labor availability and a dearth of enterprise applica-
tions oriented to FOSS platforms.

Usage of FOSS in corporate enterprises has been increasing in the past
few years. Today FOSS is poised to make significant inroads into the enter-
prise and should be part of the standards evaluation of any company.

There is a distinct cultural component to FOSS, and one of the defining
characteristics of FOSS is the ardor of its proponents. This is unsurprising.
FOSS efforts are community projects. They are operated by volunteers
and require intense dedication and smarts. Naturally the developer com-
munity feels a strong sense of ownership toward their product. These feel-
ings in turn can be accompanied by (and mixed with) other agendas such
as political viewpoints that may be considered irrelevant by a private-
sector evaluator.

The passion of the developer and end-user community is simultane-
ously one of the great strengths and weaknesses of FOSS. FOSS may be
best characterized as a movement or a philosophy, and it therefore comes
with the baggage, good and bad, that accompanies such things. FOSS
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adherents are often self-described as “revolutionaries” and cultivate an
anti-establishment air. Proponents view the FOSS culture as idealistic,
democratic, and egalitarian, and the realm of commercial software as in-
flexible, authoritarian, and stifling. The Wikipedia entry for The Cathe-
dral and the Bazaar describes it as the “manifesto” of the open source
movement. FOSS projects are often marshalled by iconic figures with
larger-than-life reputations and sociopolitical agendas. The Free Soft-
ware Foundation (FSF) web site describes it thusly: “the free software
movement is a social movement, not a business, and the success it aims for
is not a market success.” CIOs and corporate decision makers who are
unaccustomed to the rough-and-tumble ideological nature of community
software projects often find this offputting, which has slowed the adop-
tion of quality FOSS options in the enterprise.

A further hindrance to FOSS adoption has been its traditional focus on
function over form. However, the need for attractive and easy user interfaces
to promote wider adoption has been recognized by the FOSS community.
Mark Shuttleworth, founder of the Ubuntu Foundation and a noted FOSS
advocate wrote “Pretty is a feature . . . if we want the world to embrace free
software, we have to make it beautiful.”®

Exhibit 7.6 is a good representation of FOSS taxonomy and ecosystem,
showing the options in major application areas. In keeping with the anti-
establishment tone of the FOSS movement, it shows Microsoft (the ulti-
mate establishment presence in the view of many FOSS adherents) in the
center, its product offerings beleaguered on all sides by competing FOSS
options.

FOSS Benefits
e Price: FOSS generally has no charge for the software; in some cases,
companies may charge a distribution or support fee.
* Reliability: Bazaar-model development implies fewer bugs in software
due to increased numbers of developers and publicly available source
code.

* Innovation: Likewise, bazaar-development is likely to be highly in-
novative because it draws on the creative talents of a larger pool of
developers.

* Licensing: Most FOSS licensing provides broad rights to end-users of
the product; proprietary systems generally have relatively restrictive li-
censing agreement terms; proprietary software may give the copyright
owner permission to track usage or otherwise pry into the systems of
the end-user; this is not the case with FOSS.

e Compliance: Because FOSS is gratis, there is no additional effort re-
quired by IT to ensure license compliance.
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Exhibit 7.6 FOSS “Software Wars.” (Courtesy of Stephen Hilton,
http://mshiltonj.com/software_wars. Reprinted with permission.)

Updates: For actively supported FOSS projects, the large number of de-
velopers improves the rate of bug fixes and capabilities via new releases.
Interoperability: Because FOSS systems are not commercial, they do
not impose restrictions on access to information in the system and they
will adhere to openly documented interfaces with other systems, mak-

ing them easy to integrate into complex application architectures, re-
ducing switching costs.

* Modifiability: All free and many open-source projects provide for
the right to use and modify source code; this means that a FOSS
project can be the starting point for custom development efforts and

that FOSS can be easily customized to meet company-specific
requirements.

* Scalability: As an organization grows, proprietary software requires
additional license fees; FOSS does not. Organizations that implement
FOSS early-on will reduce costs as they grow. This is particularly true

for instances such as office automation applications that will have many
users.
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FOSS Options

There are FOSS equivalents to nearly any application deployed in the corpo-
rate environment. Exhibit 7.7 highlights a few of the categories of applica-
tions and major FOSS options. The most prominent uses of FOSS is in the
operating systems area, where a large number of Unix variants have been de-
veloped over the years. FOSS has also dominated the web-server market-
place, with Apache.

The number of FOSS systems available spans the gamut of computer ap-
plications, from databases to software development languages to graphics
packages and games. A directory of free software available from the FSF
listed over 5,000 free packages available across over a dozen categories.
Likewise, Sourceforge, a leading FOSS distribution site listed over 130,000
registered projects and 1.4 million users. Clearly, one of the challenges with
FOSS is not availability of packages, but instead wading through the avail-
able options.

A number of Internet archives are the home to FOSS projects and pro-
vide downloadable code, documentation, and executables. Foremost
among these is Sourceforge (www.sourceforge.net). The Free Software
Foundation (www.fsf.org) provides an excellent list of free software proj-
ects as well.
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Exhibit 7.7 Market Share for Top Web Servers across All Domains,
August 95-September 2006. (Courtesy of Netcraft, www.netcraft.com.)
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The most prominent and popular FOSS initiatives at this writing are:

e Linux is a highly reliable server and desktop operating system that has
seen robust growth and use in the corporate environment in the past
few years. A mid-2006 report from eWeek speculated that “in the com-
ing year, Linux is set to push Unix out of its traditional role as the Ora-
cle operating system of choice.”® IDC, a leading IT research house,
showed that Linux had over 10 percent share of new server shipments
worldwide in Q4 2005.7

* Firefox is an open source browser that has achieved an impressive 15
percent of the browser market share since its release in 2004.% The
browser has been downloaded over 250 million times.” The Apache
web server is the dominant server, with approximately 60 percent
market share. Exhibit 7.7 shows Apache’s share of web servers over a
ten year period.

* OpenOffice.org (O00) is a gratis desktop application system that in-
cludes word processing, spreadsheet, presentation software, and data-
base application. In 2004, Computer Sciences Corp reported a
Forrester estimate that OOo had achieved a 14 percent market share
on the desktop,'’ and in 2005 the Yankee Group noted a 19 percent
share for StarOffice, the OOo predecessor system, in small and mid-
sized businesses.'! OpenOffice.org reports that the software has
been downloaded over 80 million times.'> One of the most important
features of OOo is the use of an nonproprietary open format for stor-
ing associated files, known as the Open Document Format (ODF).
This feature provides portability across applications and allows the
files to be manipulated by end-users as they see fit. OOo is available
in an amazing number of languages.'®

* MySQL is a robust multiuser relational free-software database, with a
reported six million installations.'* A late 2005 full version release (5.0)
was hailed in Intelligent Enterprise magazine as a “serious contender
for enterprise-level use” and that “MySQL can no longer be viewed as a
limited, departmental database.” It is a key component of the com-
mon web-services LAMP (Linux/Apache/MySql/Php-Python-Perl) ar-
chitecture, leading to wide usage and distribution.

There are well over 100,000 FOSS projects available, making the real
challenge not finding FOSS, but finding relevant FOSS. Carnegie Mellon
has established a service for evaluating FOSS projects’ usability in the
enterprise via the Business Readiness Ratings model available at
www.openbrr.org.

We have also inventoried some of the most prominent FOSS offerings by
category in Exhibit 7.8.
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Operating
system

APPLICATION
BSD Unix

NOTES

Berkeley Systems Distribution of Linux origi-
nally built at Berkeley in the 1970s; variants of it
include OpenBSD (1995), Dragonfly BSD (2003),
FreeBSD (1993),and NetBSD (1994).

Linux

Unix-like OS originally developed by Linus Tor-
valds, originating in 1991; Linux is the most
common FOSS operating system; variants
include Slackware (1993), Debian GNU/Linux
(1993), openSUSE, Red Hat/Fedora Core (1994),
Gentoo (1999), and Ubuntu (2004). Ubuntu, a
linux package oriented to desktop end-users
has seen a recent surge in popularity.

Systems tools

Nagios

Systems monitoring.

VNC

Remote desktop access.

WINE

MS Windows Software emulation.

Apache

Web server (most web servers use the “LAMP”
platform an acronym for Linux/Apache/mySQL
/PHP-PERL-PYTHON.

Desktop

OpenOffice
.org

Open office is a replacement for typical desktop-
level end-user applications; it includes word pro-
cessing, spreadsheets, presentations/graphics
and database utility; while the system began life
as proprietary software, it was made open source
by its then owner Sun Microsystems in 2000. It
has seen numerous full and partial updates since.

Firefox

Internet browser developed by the Mozilla Cor-
poration; released in 2004, it had been down-
loaded over 200 million times by 2006.

Democracy
Player

Desktop video player; supports wide variety of
video formats.

KDE

K Desktop Environment; provides GUI and desk-
top applications on Unix and variant operating
systems.

GNOME

A free-software desktop system and develop-
ment platform; for Unix and variants.

GIMP

GNU Image Manipulation Program—photo and
graphics editor and authoring tool

Inkscape

Open source graphics editing application.

Exhibit 7.8 Selected FOSS Systems
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AREA APPLICATION NOTES

TeX/LaTeX Typesetting and document preparation; system
was originally created in 1984; numerous edit-
ing and add-on packages are available.

GAIM Instant messaging desktop tool.
Enterprise SugarCRM Customer relationship management system;
applications comes in both open source and proprietary
versions; started in 2004, built on PHP and MySQL.
Openbravo Enterprise resource planning system with core
ERP financials, procurement, inventory management,

manufacturing and sales; oriented to small and
mid-sized businesses.

phpBB Forum/discussion management system.

eGroupWare Multi-user web-based groupware application:
email, address book, calendar, task list and other
capabilities.

Database mySQL Popular multi-threaded, multi-user open-source
database system released in 1995.

PostgreSQL Open-source database system started in 1986.

Development FOSS Perl, PHP, Python, Ruby, Tcl, GCC
languages scripting,
development
environ-
ments and
compilers

Exhibit 7.8 Continued

FOSS Licensing

Within the FOSS community, there is some debate on nomenclature and what
constitutes “free” software. Free software movement pioneers felt that it was
important to make a distinction between the price of the software (gratis) and
constraints on its usage (none). In the FOSS world, to truly qualify as free,
users of the software should have completely unfettered rights to use and
modify it in any way they see fit. The Free Software Foundation bifurcates the
software world into “free” and “proprietary” and defines free software thus:

Free software is a matter of the users’ freedom to run, copy, distribute, study,
change, and improve the software. More precisely, it refers to four kinds of free-
dom, for the users of the software:

* The freedom to run the program, for any purpose (freedom 0).
¢ The freedom to study how the program works, and adapt it to your needs
(freedom 1). Access to the source code is a precondition for this.
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¢ The freedom to redistribute copies so you can help your neighbor (freedom 2).

* The freedom to improve the program, and release your improvements to
the public, so that the whole community benefits (freedom 3). Access to
the source code is a precondition for this.

A program is free software if users have all of these freedoms. Thus, you should
be free to redistribute copies, either with or without modifications, either
gratis or charging a fee for distribution, to anyone anywhere. Being free to do

these things means (among other things) that you do not have to ask or pay for
permission.16

This definition for free software is similar to, but different from open
source software, which can have varying restrictions on distribution or adap-
tation. A large number of licensing schemes exist, such as the GNU Public
License (GPL), GNU Lesser Public License (LGPL), and BSD license.
There are dozens of variations of free software licenses. Understanding what
rights you have, and how the system may be modified and adapted for your
use and under what conditions it may be transferred are important steps in
considering utilization of FOSS in the enterprise.

Justifying FOSS in the Enterprise IT Department

CIOs have traditionally faced challenges in advocating FOSS adoption in the
corporate enterprise. Some of this is due to incongruent corporate and FOSS
cultures, as outlined previously. Other issues have arisen because of support
and completeness of solution. These issues have been solved with the ever-
expanding library of complete open source offerings, as outlined previously.
Another hindrance is the lack of polish evident in many open source applica-
tions. A speaker at the Linux World expo in early 2006 noted “Open source
has an unprofessional appearance, and the community needs to be more
business savvy in order to start to make inroads in areas traditionally domi-
nated by commercial software vendors.”!”

MY BOSS SAYS WE 5| 1 THINK HE MEANS IF THE COMPANY
NEED SOME EUNUCH |3| UNIX NOT EUNUCHS. NURSE DROPS BY,
PROGRAMMERS . §| AND I ALREADY (| TELL HER I SAID
3| Know unIx. g “NEVER MIND. "
: ;
i ] ‘. g
5 n

DILBERT. (Source: Scott Adams/United Media.© by Scott Adams. Distributed by
United Feature Syndicate, Inc. Reprinted with permission.)
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Finally, in many cases, senior executive decision makers are simply unaware
of FOSS options. This is not surprising, bearing in mind that a significant por-
tion of proprietary software company budgets are spent on advertising and
customer education. FOSS, however, typically grows through grassroots,
word-of-mouth efforts and articles in the industry press.

We recommend the following tips for promoting FOSS to nontechnical
senior management:

e Explain why it is free. Business people are naturally wary of free
things, believing that either the product is inferior or that there is some
“catch” that they are missing. Outline the motivations of FOSS devel-
opers—a strong ethic of social contribution, desire for recognition,
community spirit, and the excitement of working on innovative systems
of your own choosing are all things executives can understand.

e Defend the support model. Much of the lifetime investment in soft-
ware is in the support and enhancement labor post implementation.
Executives know this. For enterprise-critical applications, explain
how support will be available and the advantages of the IT team hav-
ing access to the source code. Be quantitative in comparing FOSS and
proprietary software labor rates, or other measures such as the num-
ber of job board resumes or postings for FOSS versus commercial
technology. Demonstrate that support will be available and will not
be expensive.

* Compete on merit, logic, and ROI not ideology. Advocates are often
passionate about their judgment of the superiority of FOSS options.
While enthusiasm for any recommended system is important, zealous
evangelism should be saved for venues outside the boardroom. Senior
decision makers are best swayed with logical arguments and return on
investment.

* Avoid sounding like a hobbyist. Choose terminology carefully and ori-
ent it toward business language. Assume that senior executives are not
conversant with the latest version of your recommended Linux variant,
and haven’t been closely following the latest debate on the merits of an
obscure open source system detail. Stick to clear themes and broad
facts and be ready with details only if asked.

* Provide historical context. While FOSS has only recently made enter-
prise inroads, it has a venerable history of over two decades of develop-
ment and research. Showing the consistent lineage and development
path of your recommended system will improve executive comfort
level.

* Don’t talk about it, show it. Systems recommendation discussions can be
abstract; people like seeing and experiencing things. A demonstration of
the FOSS system can be the turning point in approval for adoption.
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FOSS Resources

There are extensive resources for FOSS on the Internet. Some of the most
prominent include:

e GNU: http://www.gnu.org

* Usenix: http://www.usenix.com

* Enterprise Open Systems Journal: http://www.eosj.com

* Open Source Initiative: http://www.opensource.org

* Free Software Foundation: http://www.fsf.org

¢ Cathedral and the Bazaar: http://www.catb.org

* SourceForge: http://www.sourceforge.net

e Slashdot: http://slashdot.org

¢ Freshmeat: http:/freshmeat.net

* Open Software Business Readiness Ratings: http://www.openbrr.org
* Enterprise Open Source Magazine: http://opensource.sys-con.com

Product Life-Cycle Analysis
and Implications for Technology
Standard Setting

An important consideration while setting technology direction is the product
life cycle for the technology under consideration.

The product life cycle for most technology products, and the life-cycle re-
lationship to cost and reliability, is fairly well understood by most technology
managers. The speed at which technology life cycles move varies by product,
but is generally rapid. Exhibit 7.9 shows an overview of the typical adoption
and retirement cycle for a product or service, and the relationship between
adoption level and cost and reliability.

Exhibit 7.9 demonstrates several key dimensions of the typical product
life cycle. Most important is the usage curve that shows the aggregate total
users (or units deployed) of the technology. Successful technology products,
like most other products, typically move from consumer awareness and trial
to adoption acceptance and repeated acquisition over time. Users become
aware of a new service or product, use or test it in a limited fashion, then
push to full adoption as the product is proven. Thus, the primary determi-
nant of where the product is in its life cycle is its level of adoption as mea-
sured by number of users or deployed units.

Overall level of adoption and life-cycle stage in turn drive two other key
factors. Technology costs decrease as additional volume helps vendors
achieve scale economies and generate experience curve effects, which com-
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Awareness / Leading edge / » Full / mainstream End-of-lifetime retirement
Trial early adopters

adoption or steady-state reliability

TECHNOLOGY RELIABILITY =+ =+ = NUMBER OF USERS / UNITS

Exhibit 7.9 Existing Technology Life Cycles and
Relationship to Cost and Reliability

bine to lower overall costs. Costs are also driven down by the entrance of
competing products and services. Likewise, reliability increases over time
as the product improves with end-consumer feedback and the scale and ex-
perience efficiencies begin having a positive impact on manufacturing and
delivery.

Most technology vendors are keenly aware of product life cycles and work
hard to keep their customers at the appropriate portion of the curve. How-
ever, end consumers should satisfy themselves that the products or services
are being purchased at the optimal point of reliability, cost, and adoption for
their own purposes.

An understanding of these life-cycle fundamentals is useful when setting
technology direction and standards. First, the IT manager must understand
where on the life cycle all current technology resides so that appropriate in-
vestment and retirement decisions can be made for each technology compo-
nent. Further, as new or replacement technology is added, it is essential to
understand where in the life cycle the investment is being made to ensure
the highest longevity, least cost, and best reliability and usability of the
product or service.

From an internal standpoint, the technology manager (particularly a
newly promoted or hired technology manager) should evaluate existing sys-
tems to understand where in the life cycle they are. Exhibit 7.10 outlines the
framework for such an assessment.
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* Divest/retire current system * No new investment

 Evaluate replacement products and services in  Extract maximum value from existing investment
context of changed needs
 Focus on efficiency and least-cost operation
* Invest in emerging offerings to move to more
appropriate phase of product lifecycle o |f forced to invest, try to invest in “open ended”
technology that can be reused

* Work with user groups to extract most value from
system

* Come up with alternative parts/support program to
insure against vendor discontinuance

© Keep investment low until product is proved out by the * Invest here to maintain system adequacy and get
business low-cost, high-impact improvements

* Make early decision on possibility that system * Work to pick “winning” vendor in the competitive space
adequacy will change
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o Partner with vendor to improve product

« |f potential for adequacy improvement exists, then give
vendor feedback to help improve product/service  Arrange long-term discounts and preferential status

with vendor

* Do not spend time on early adoption of nonrelevant
systems/services  Avoid sharing competitive information to preserve

advantage as long as possible

Low EXISTING SYSTEM ADEQUACY HIGH

Exhibit 7.10 Existing Technology Life Cycle Assessment Framework

To determine a course of action for each piece of technology currently in
place, in some cases, the manager must first group the pieces in chunks that
make sense from a business standpoint (e.g., Should the CRM system be con-
sidered part of the ERP or as a separate evaluation? Should the hardware
that the ERP runs on be grouped with the application or should it be consid-
ered separately?). This provides decision outcomes that make common sense
and are actionable. For example, a decision that the finance system is at the
end of its life cycle should be made in the context of the hardware it runs on
and, potentially, the end-user hardware as well.

The appropriate grouping depends on factors such as age of the system,
interdependency of systems, system functionality, level of customization,
and number of instances of the system. Often, the grouping consists of a sin-
gle technology, simplifying the analysis greatly. The grouping should be done
on a case-by-case basis by the manager.

Next, each technology grouping should be evaluated along two key charac-
teristics, which together suggest a course of action to take for each grouping.
First, the technology grouping is evaluated for where it is in its technology
life cycle. The previous exhibits and discussion on this topic should be used
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as a guide, but this analysis requires the exercise of some judgment on the
part of the manager and may be augmented with outside information from
vendors, consultants, user groups, research organizations, and industry publi-
cations. (See later section in this chapter for web sites and other sources of
information for data gathering in this analysis.) The second characteristic is
rating of existing adequacy. The four scenarios for grouping existing technol-
ogy are:

1. Early phase/low existing adequacy: The IT group should minimize in-
vestment (training, support, incremental deployment) for these sys-
tems. If the system shows promise for improving, the IT group can
provide input to the vendor to help the system improve in exchange for
future discounting or early looks at beta versions.

2. Late phase/low existing adequacy: Systems in this quadrant should
be targeted for priority replacement. Replacement services or prod-
ucts should be evaluated to enhance, upgrade, or replace the aging
technology. Potential replacements should be at an earlier point in
their life cycles to maximize the lifetime usefulness of the replace-
ment system.

3. Early phase/high existing adequacy: Systems in this quadrant are at an
ideal point for early investment and partnering with vendors. These
systems have the longest “legs,” and pushing these systems forward
yields the highest business impact with the least cost. The IT depart-
ment should bias investment dollars for existing systems toward the
technologies in this quadrant and partner with the vendors to achieve
preferential status, input to the product development process, and
long-term discounting.

4. Late phase/high existing adequacy: High-adequacy, late-cycle tech-
nologies should be “farmed” by the IT department to extract best
value, while minimizing new investment. The focus for these systems
should be on high-efficiency, least-cost operation so that remaining
budget dollars can be invested in high-impact, earlier-cycle products.
In many cases, stable systems, which are at the extreme end of their
life cycles, can continue to support the business indefinitely. In these
instances, vendors may discontinue support for these “sunset” systems.
The IT group should create alternate support plans by stocking up on
parts, identifying additional sources of technology expertise, and
teaming with other organizations to ensure the ability to support the
technology through the extreme end of its life cycle.

Exhibit 7.11 shows real-world examples of each of the technology scenar-
ios described and how the client company chose to approach technology and
standard setting based on this framework.
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 Aging sales forecasting system for business that
experienced large changes to supply chain processes,
transaction volumes and product mix

* Client elected to replace system with new technology
more appropriate to current business model and

 Two decade old combination mainframe hardware
and business management (sales, inventory, finance
and reporting) system

* System deployed for low margin, stable business with
few changes to business model or volume

volumes
 System augmented with substitution of labor capital
where needed

* Client minimized new investment, deferred purchase
of new systems and determined alternative
approaches for long term support

« Trial deployment of sales force automation tool o Early adopter of PeopleSoft

* Limited deployment to top sales professionals « |nitial implementation drove cost reduction and

business process improvement for finance
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 Vendor provided training to improve effectiveness of
system * Partnered with vendor for preferential status, including
input to future development and discounting

* Clear metrics in place to determine if system improves
sales productivity * Incremental investment in HR modules and finance
enhancements as product moves through lifecycle

* End client decision “wait-and-see” approach to
determine if additional vendor investment will lead to

improved sales effectiveness across all reps

Low EXISTING SYSTEM ADEQUACY HIGH

Exhibit 7.11

Client Examples of Existing Technology Assessments

The technology product or service life cycle should also be considered as
technology managers make decisions about new investments or replacement
of technology groups being retired. A framework similar to the existing tech-
nology approach is useful in evaluating these investments and their life-cycle
position. Exhibit 7.12 shows the approach taken for new investments based
on business criticality of the technology component and its relative expense.

This framework uses the level of expense and the impact on business op-
erations to drive decision making on what point in the technology life cycle
to invest. This analysis can be executed in a fashion similar to the existing
technology life-cycle analysis in terms of technology groupings and data
gathering.

New systems should be assessed on the left-hand axis according to impact
to the business. In general, this should be measured as the systems’ contribu-
tion to driving revenues, reducing costs, or achieving better control of the
business. The bottom axis rates technology grouping options according to
their cost, including all relevant cost elements (see costing discussion earlier
in this chapter for coverage of technology group costs).
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© Adopt technology early  Adopt technology late-early to mid in lifecycle after

reliability improves, and cost decreases, but while

* Team with vendors to improve technology and early enough to capture benefits to the business and
reliability avoid falling behind competitive adoption of the

technology

* Investigate alternatives to ensure that impact is * Minimize investment and management attention;
understood reevaluate as costs drop to minimum levels in late
lifecycle
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Exhibit7.12 New or Replacement Technology
Life Cycle Assessment Framework

Business impact and investment level can be challenging to assess, partic-
ularly for early life-cycle products whose cost-of-ownership and business
benefits may be difficult to ascertain. Again, enlisting the assistance of the
business for the left-hand axis ensures the most complete analysis. As in the
previous analysis, vendors, industry groups, peer companies, publications,
and other related sources are useful in making the most complete estimate of
cost. The company chief financial officer can also be helpful in understand-
ing the full cost of ownership, as well as where the investment might rank
compared to other alternatives for the company’s capital. The scenarios for
grouping new or replacement investments are:

* Low impact on operations/low investment level: The technology should
be investigated further to ensure that business impact is properly
understood. If the impact on the business operations is low and shows
no potential of changing, the technology should not be adopted. Deci-
sions to invest in this area have low risk of damage to the organization



k1| Managing the IT Department

because of low costs, but can be distracting for the IT department and
run the risk of large opportunity costs for IT.

e Low impact on operations/high investment level: Expensive technolo-
gies with little impact for the business should be avoided. As the tech-
nology moves through its life cycle, costs drop, reliability improves, and
product capabilities change, the technology should be reevaluated peri-
odically to determine if it has moved to a different quadrant.

* High impact on operations/low investment level: Systems, products, or
services that are in the early phase of their life cycles and have no, or
inadequate, counterparts in the existing system platform should be fur-
ther investigated. If the new system shows promise, the IT group
should invest time with the emerging system vendor. This can often
mean helping the vendor further refine the product or service and
serve as a testing ground for a trial implementation of the product. By
helping promising vendors early, the gap in system adequacy can be
filled sooner, and the organization will have stronger ties with the ven-
dor, ensuring input to the ongoing product development as well as po-
tential early adopter discounts. If the system indeed produces a high
impact for the business with low investment, it should be adopted rap-
idly by the organization.

® High impact on operations/high investment level: Most technology
choices that have a high impact for the business also require substantial
investment to acquire, configure, implement, and deploy. These tech-
nologies should be investigated as they mature and followed closely by
the IT department, so that adoption plans can mature as the product
moves through its life cycle. Understanding the costs and business im-
pact of the technology allow the IT department to determine the ideal
inflection point that maximizes business impact and reliability while
minimizing cost.

After new or replacement technologies are assessed, the mapping will sug-
gest the appropriate point of entry in the product life cycle for the technol-
ogy. Exhibit 7.13 provides specific client examples of new/replacement
technology assessments.

Communicating IT Standards
to the Business

After the IT standards have been determined through the previous analyses,
they should be clearly documented as a preface to communicating them
throughout the organization. The overall process for documenting and com-
municating the standards is shown in Exhibit 7.14.
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Exhibit 7.13 Client Examples of New or Replacement
Technology Assessments

The first step after documenting the standards is to have them debated
and validated internally by the IT department. This step ensures that the
standards are refined, that any potential inconsistencies or surprises in the
standards are identified by the team closest to the actual technology, and,
most important, that the IT team feels ownership of the standards. This
sense of ownership helps to ensure that every member of the IT department
can explain and defend the rationale behind the standards internally and ex-
ternally. The IT staff is also the first line of defense in ensuring that the
overall organization adheres to the standards. The IT review process will
likely be an iterative process, requiring several rounds of document refine-
ment and review with the department or subteams.

After the IT department has signed off on the standards document, the
next step is the ratification of the standards by the IT steering committee
(for more on IT steering committees, see Chapter 19). This round of review
ensures that the top business managers understand and support the stan-
dards. This step, review and sign-off by the senior managers, is important
because it takes the standards from being something by and for IT to being a
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Exhibit 7.14 IT Standards Documentation,
Communication, and Update Process

business decision owned by all departments. The agenda for the IT steering
committee meeting should include a review of both the standards and the
data gathering and analysis process used to generate the standards. Because
adherence to IT standards can have such a tremendous impact on productiv-
ity of the department, the committee must understand the importance of the
standard setting and the high level of due diligence that the IT department
has invested in setting the standards.

As with the IT department review process, the standard setting with the
IT steering committee follows an iterative process. The process may surface
previously undiscovered pockets of nonstandard technology in the organiza-
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tion, or provoke a debate over direction. In every case, this level of engage-
ment and review on the part of the business is healthy and results in stan-
dards that are owned by all parties.

The final step in the review should be a cover sheet approving the standards
(or updates to the standards), signed by the members of the IT steering com-
mittee or members of the company senior management team. This step is more
than a symbolic effort; a highly effective method for getting stakeholders to
pay attention is to have documents signed by concerned parties. There is some-
thing important about the literal act of signing off on a decision that forces am-
biguities and disagreements to the forefront so that they can be solved. We
recommend this step for all critical IT documentation, including the standards
document. After the document has been revised and approved by the steering
committee, it should also be signed off by the IT department members.

Next, IT should work with all business areas dealing with procurement to
ensure that IT standards are recognized and followed for all new equipment
purchases or replacement purchases. In many small organizations, purchasing
is handled by a small, centralized group or by the IT department itself. How-
ever, in larger organizations, finding all the points of procurement can be
challenging. A critical component of migrating an organization to a homoge-
neous, standardized environment is finding each of these points and ensuring
that the buyers understand the standards and the reasons behind them.

After the standards have been established, a migration plan for the exist-
ing technology platform should be evaluated. Technologies or platforms
ending their life cycles, or at least their useful lives for the company, repre-
sent an opportunity to begin replacing the disparate technologies in a de-
liberate, consistent fashion. This analysis and process is covered in the
Product Life-Cycle Analysis and Implications for Technology Standard Set-
ting section in this chapter.

The final step is keeping standards “evergreen.” Today’s standards are not
static; availability of new technologies, new business initiatives, changes in
the competitive marketplace, customer and supplier demands, and technol-
ogy cost changes all conspire to rapidly make obsolete any set of standards
created by IT. The standards process should be revisited on a quarterly basis
as part of the overall IT planning process and on an as-needed basis as well.
The life-cycle analysis process discussed in this chapter can be a helpful way
of prioritizing technology standards to be reviewed. In every case, keeping
the IT steering committee and the business engaged and in partnership in
the establishment and enforcement of the standards will create the best en-
vironment for a least-cost, high-productivity IT department.

Enforcing IT Standards

After standards have been documented and communicated with both IT and
the business, the overall approach to standard enforcement should be based



IE.Z M Managing the IT Department

on creating an environment where the standards are followed because adher-
ing to them is the easiest course of action. Making it easy for business and IT
to follow standards means that the standards must have clearly documented
rationale and reasoning, reasonable lead times from vendors, and clear link-
ages and reinforcement in the approval and procurement processes. Business
users have little tolerance for IT standards that they do not understand, that
appear arbitrary and capricious, or that get in their way. IT will achieve the
benefits of the standards only if they work hard to create a path-of-least-
resistance around the standard.
The approach to enforcement should be built on these key principles:

¢ Clear documentation of the standards distributed to business and IT.

¢ Clear documentation of the rationale/reasoning behind each standard.
e Purchase approval and procurement processes that support the standards.
e Support of the business senior management for the standards.

¢ Reinforcement of the standards by periodic recommunication.

e Ensuring that standards stay relevant and respond to changes in the
business by frequent revisiting and updating.
* A commonsense approach to making exceptions to the standards.

Rigid enforcement of standards is generally counterproductive. Without
good documentation and communication of the standards and no signoff by
the business, the purchasing process can escalate into an organizational clash
of wills that generally results in a double loss for the IT department: The
business prevails in a nonstandard purchase, and IT tarnishes its relationship
with a business unit management team. The IT department loses a chance to
work with the business to solve a problem and, worse, winds up with the re-
sponsibility for supporting a chaotic, heterogeneous environment. In all
cases, having the support of the CFO, the purchasing department, and the
IT steering committee helps ensure much higher adherence to the standards.

When an exception is made to a standard that has been set, it should be
documented, along with the rationale, presented to the IT steering commit-
tee and added to the standards document. This increases the perception in
IT and with the business that the exception is truly “exceptional” and en-
sures that the reasons for the exception are preserved for future reference.

The same steps should be followed when IT discovers an exception after
the fact. In these cases, any potential changes to cost of ownership or impacts
to existing or planned projects should be documented for the IT steering
committee as well. The important thing is for the IT department to remain
engaged as part of the process and to work in conjunction with the business
to achieve the cost-reduction and simplicity goals of the standards without
the standards becoming a straitjacket.
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Several categories of typical exceptions have emerged through our con-
sulting work with clients. One type of exception is “leading-edge technology
products” (read: toys) for senior executives and IT staff. These users are
often the early adopters of new technologies and trial products that are in-
teresting or have the potential for providing additional productivity. These
tools can be hardware or software. In most cases, these are relatively harm-
less exceptions to the rule, unless they begin consuming significant amounts
of IT attention for support.

Other instances of exceptions are for high-volume products where cost is
a factor. For example, one of our clients had established a hardware standard
of Dell desktops, laptops, and servers for his or her business units. However,
one business unit (a call center) had a large number of employees performing
low-intensity, repetitive computing tasks. The combination of low-intensity
requirements and high volume led them to adopt a “buy cheapest™ approach
for their call center computers. To mitigate the support costs and overhead,
broken computers were replaced with newer models and retired or repaired
at leisure. The overall costs for the business were thus lowered, and a com-
monsense exception to the hardware standard made.

A final type of exception is one adopted because of customer require-
ments. For example, a large or important customer may require integration to
his or her systems using a certain network protocol or type of software. In
these cases, the benefits of pleasing an important customer or of conducting
business transactions smoothly with a large number of customers almost al-
ways dictates an exception to the standard, or the creation of an additional
standard to support the customer base over the long term.

What to Do When You Inherit a “Highly
Heterogeneous Environment”

In many cases, the IT manager assuming the role at the same or a new com-
pany inherits a “highly heterogeneous environment,” or “mess.” It is critical
for the manager to aggressively address the issues, or the chaos created by
the environment will be a tar pit from which neither successful projects nor
the manager’s career will escape.

Changing a status-quo environment invariably also involves changing the
culture in the IT department. This adds to the complexity and risk involved
with what is certain to be a large challenge. Further, support from the busi-
ness may be low, and a large amount of education for both the business and
IT is in order. These challenges must be addressed rapidly, however, or the
IT manager will die the “death of a thousand cuts.” If the cultural and pro-
cess hindrances cannot be overcome after significant effort, at least the man-
ager will quickly understand that and be able to move on to greener pastures.
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Throughout the process, the IT manager should work to enlist the aid of
the business unit managers and the finance department/CFO. They can be
helpful in understanding the history, constraints, and potential costs and
benefits of standards migration. Further, having been part of the process,
they will feel additional ownership of the results.

First, Understand “Why”

The first step is to develop a clear understanding of the history of the pre-
vious decisions that created the existing environment. An environment
filled with exceptions generally emanates from a series of one-off decisions
that, taken individually, made sense, but do not fit the overall context for
the IT department. Interviewing IT staff, business users, purchasing
agents, and finance team about the history behind the standards or pur-
chasing decisions will reveal the “why” behind each of the previous tech-
nology decisions. Cases in which off-the-cuff decisions were made also
become apparent. Understanding the full scope of the history helps the
new manager understand where to tread lightly and where to move ahead
with changes. The interviewing and data-gathering process also help the IT
manager understand the potential competing agendas within and outside
the IT department.

Document Everything

A technology platform covers a lot of territory (hardware, package applica-
tions, custom applications, system tools, networks, help desk); understanding
the full scope requires writing. Often, the existing system documentation is
at varying levels of detail, several years outdated, and available piecemeal.
Building your own maps of server footprints, application inventory, and ap-
plication functions will begin establishing context and ultimately serve as the
overall guide for navigating out of the chaos.

Quantify the Implications

After the scope and diversity of the technology environment have been cap-
tured, the IT manager should quantify anywhere possible the operating or
productivity costs of nonstandard technologies. This should be done by order
of magnitude, so that the biggest impacts are identified and explored early.
The IT manager should also be selective about the level of detail required;
the analysis should be done top-down, sacrificing a few percentage points of
accuracy for improved speed.

A typical analysis might be as simple as “having two separate financial
systems supporting similar business units requires three extra full-time em-
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ployees in the IT department for support. Consolidation of financial systems
will generate approximately $200,000 annually in savings.”

Build a Migration Plan

With the data in place and the costs of the environment quantified, the mi-
gration can be planned. The plan should be at an adequate level of detail to
understand the timing, dependencies, resources, and costs involved. The
plan, however, should not cover in unnecessary detail the migration of pieces
that generate small benefit. Priority should be given to steps that produce
the highest gain with the least risk and effort. For the top priority projects, a
return-on-investment analysis based on costs and benefits should be at-
tached. Chapter 17 discusses project planning and ROT analysis in detail.

Set Expectations

The next step is to set expectations about the IT department’s ability to be
effective in providing support and successfully completing projects. The dis-
cussion should be positioned as expectation setting and should be managed in
a cooperative manner. It is easy (and perhaps typical) for communications of
this nature to be perceived as “IT whining” by the business; therefore, the
manager should have built a quantitative, data-based case for the impact of
the environment before expectation setting. It is critical to build a reputation
with the business users for being accountable and to avoid any sense of finger
pointing, while at the same time driving home the effectiveness implications
of the disparate environment.

The primary venue for setting expectations is the IT steering committee,
and the environment assessment and plan should be on one of the early
agendas.

Finally, the manager should communicate within the IT department the
implications of technology chaos and what is being done to fix it. The team
will appreciate knowing there is a plan with clear goals and that the migra-
tion will allow them to work on helping the business instead of focusing on
the next workaround. The IT team should also understand that while the en-
vironment may hinder productivity, they should plan their work around it
and not use the environment as an excuse for missed deadlines or reduced
service levels.

Execute the Plan

After the migration plan has been completed and prioritized and expecta-
tions properly set, the migration should begin. There is often a host of con-
straints, including cost, time, resource capacity, business requirements, and
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others that prevent a rapid migration. The approach, therefore, should be
gradual and opportunistic. The manager should reconcile himself or herself
to a slower pace of change and a part-time migration.

In a heterogeneous environment, many times the cost of migration or re-
quirements of the business may make a standards-driven migration impracti-
cal. In these cases, the manager should at a minimum conduct a life-cycle
analysis and start the standardization efforts with retiring, end-of-life-cycle
equipment.

The manager should work with vendors to get the costs down and get free
resources to help with the migration. If the vendor believes that the com-
pany is serious about establishing its product or service as the standard, the
vendor will work hard to help with the migration. If not, this vendor may not
be the appropriate vendor.

Summary

Setting IT standards is an exhaustive process that requires significant ef-
fort on the part of the IT manager and a clear understanding of the long-
term benefits on the part of both IT and the business. The result is a set of
standards that allows the IT department to be managed at least cost and
highest productivity, and ensures that the technology platform is main-
tained at the life-cycle point that generates the best return on investment
for the business.

Exhibit 7.15 briefly recaps the overall process discussed in this chapter. It
shows the main components of standard setting, analyzing the current plat-
form, updating procurement processes, and keeping the standards current.

Sources of Information for Assessing
Technology Standards

A variety of research and information sources on which the IT manager should
rely to flesh out a set of IT standards can be used. These resources provide re-
cent information to use in performing product life-cycle analysis and in evalu-
ating competing IT standards according to the appropriate criteria:

* Industry-focused groups: These are industry groups focused on specific
technology areas or on the industry segment in which the organization
competes; for example, ERP users groups, manufacturing industry spe-
cial interest groups.

* Technology publications/industry publications: There are dozens of
credible, independent publications focused on the technology industry.
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Exhibit 7.15 Start-to-Finish Overview of Standard Setting Process

InformationWeek and CIO magazine are among the leading publica-
tions that address enterprise-level technology management. Others in-
clude Baseline and Optimize. Publications focused on the industry in
which the organization competes can also be a source of information re-
lated to technologies that apply specifically to the business; for exam-
ple, mobile/handheld computing for direct-store-delivery companies.

* Vendors: Technology vendors are an obvious source of information on
their own products, and they often will provide additional information
on complementary and competing products and services. Although the
content and delivery of data is naturally vendor-slanted, the data can
still be valuable and help to find the blind spots of competing vendors.
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® Peer companies: Technology managers from firms in the same industry,
or firms with other organization similarity (size—revenues or employ-
ees, geography, technology platform), are an often-overlooked source of
information and can be particularly valuable for their objectivity. De-
veloping peer relationships with similar companies can provide insight
into their decision-making processes and rationale, as well as jump start
vendor data gathering.

* Technology industry-focused web sites: A search of web sites focused
on enterprise-level issues in the technology business can turn up addi-
tional information. These include:

—CIO Magazine: www.cio.com

—CMP Media: www.techweb.com

—Computer Business Review: www.cbronline.com
—E-Week: www.eweek.com

—Tech Republic: www.techrepublic.com
—Darwin magazine: www.darwinmag.com
—Analyst Views: www.analystviews.com

* End-user web logs: Consumer-driven web logs (blogs) dedicated to
monitoring technology trends and technology companies are often a
source of unbiased customer experience information, as well as insider
information. It can take some effort to separate fact from opinion on
the blogs, and the signal-to-noise ratio on a given topic can sometimes
be low. Nevertheless, catching up on the undigested news available
through these sources should be part of the IT manager’s research. Par-
ticularly notable are the most popular technology-focused blogs:
—Slashdot.org
—Techdirt.com
—news.com
—techrepublic.com
—hardocp.com
—anandtech.com
—zdnet.com

Because they contain the unedited, unfiltered opinions of end users,
these blogs are a highly instructive source of information.

e Technology research firms: There is a full-scale mature industry of re-
search firms dedicated to assisting companies in setting technology
direction and helping companies understand in which technology stan-
dard they should invest. While these sources provide high-quality
analysis, their expense can often make them prohibitive, except for de-
cisions involving large capital expenditures. Although this marketplace
has dozens of players in it, some of the industry leaders include:
—Aberdeen Group.

—AMR Research.
—Forrester Research.
—Gartner Group.
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11.

12.

13.

14.

15.

16.

17.

—Giga Information Group.
—International Data Corp (IDC).
—META Group.

* Financial analysts: Most large investment banks have one or more full-

time analysts covering the market in which a given vendor competes.
The analysts can be an invaluable source of information about vendors
and the overall marketplace, as well as a specific product. Analysts
spend considerable time talking with end customers and can be an un-
biased source of very up-to-date information. If the company has a
banking relationship already, that can be a good place to start. If not,
the analysts can often be found lurking in various forums for the prod-
uct under consideration, soliciting user input.
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IT Operations and
Infrastructure

It ain't bragging if you can do it.
—Dizzy Dean’

You can't build a reputation on what you are going to do.
—Henry Ford?

IT operations refers to the utility services provided by the IT department
and is used synonymously with the term IT infrastructure. IT operations
cover management of hardware, network, enterprise security, communica-
tions, user administration, and e-mail systems.

This chapter outlines practices for effectively managing the IT operations
department, along with key processes and responsibilities of the depart-
ment. It details the measures of success and concentrates on the areas that
drive user satisfaction and minimize business risk.

Approaches for effectively managing the operations area by implementing
standard operating procedures (SOPs) for the most common, repetitive tasks
are provided. This chapter also covers techniques for improving quality
through process improvement and root cause analysis for diagnosing system
problems. Additionally, it covers methods for calculating appropriate staffing
levels for the operations areas.

Finally, this chapter outlines ways to raise the IT operations profile and
call organizational attention to its successes. As a utility provider, the opera-
tions unit most often receives only negative attention when service outages
occur, and rarely receives positive recognition. The techniques discussed in
this chapter can help raise the visibility, service level, and positive feedback
in the organization.

192
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Why This Topic Is Important

The IT operations area is one of the two major areas that bifurcate the tradi-
tional IT department: operations and applications. The software development
and applications area typically receives the predominant share of attention
from users and leaders because of users” involvement in application projects
and the business driving nature of e-commerce, web development, and pack-
aged software. In addition, almost no business users are involved in IT infra-
structure unless new or updated infrastructure is a prerequisite for a new
application. In reality, IT operations have an equal, if not greater, impact on
customer satisfaction than application development does. If e-mail or the
phone system goes down for a day, the IT operations area receives consider-
able attention from users at all levels. If EDI or any other type of electronic
commerce is suspended for even an hour during a peak business transaction
period, the company could be crippled by its inability to process orders.

The IT operations group suffers from a “Cinderella” complex. When the
services are running normally, no recognition is offered because satisfactory
performance is the expected behavior. There are few events that can occur
in the operations area in which a business unit employee would offer praise
for the department because the group reaches the pinnacle goal (e.g., no dis-
ruptions, fast response time). Similar to Cinderella’s stepsisters, the group is
asked to “do this, do that”—a multitude of requests to fix everything from
PDAs to large mainframe computer systems. A rain of criticism drowns the
IT operations organization that is not customer service oriented. A service
might be stable and running well for 355 days a year, but if it goes down for
one day—especially during a critical period, for example, the last day of the
quarter—the entire image and satisfaction of the operations group and IT
department can be shattered.

Service failures can negatively and rapidly impact large numbers of cus-
tomers, suppliers, and internal staff. Network outages, server failures, e-mail
downtime, and broken desktop computers can significantly reduce the pro-
ductivity of the entire company.

The nature of the activities managed by the operations function in IT dic-
tates that when the operations team is executing effectively and achieving
the most success, it is also invisible. This means that the IT department
should engage in proactive public relations around successes in the IT opera-
tions area to generate positive recognition for a job well done and bank good-
will with business users. Outages will plague an operations group at some
point, so building “goodwill” provides some buffer against the negative pub-
lic relations impact an outage causes.

Besides system failures, possibly the next single largest driver of customer
satisfaction is the IT help desk. The help desk interacts with business users on
a constant basis. Response time, courtesy of the representative, level of follow-
up and follow-through, and resolution speed are all factors that drive customer
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satisfaction on a daily basis. It takes only one botched request from a high-level
officer in the company to tarnish the reputation of the entire IT department.
Effective management of the help desk is a complex topic, and so, while clearly
a part of IT operations, the topic has been reserved for Chapter 9.

Several other areas affect the user base, including user administration, ca-
pacity planning, disaster recovery, and security. Significant costs are at stake
on a daily basis in the IT operations group, and it should be managed with as
much rigor as the applications group typically receives.

Scope of Operations

Operations incorporates the processes and areas as shown in Exhibit 8.1. A
brief description, key management practices, and critical success factors of
each of these areas are provided in the following sections.

IT OPERATIONS SCOPE

+ LAN/WAN infrastructure management.

Systems management.

Systems monitoring.

Security management.

Data center management.

Messaging management (e-mail and other electronic communications).

Telecom equipment and administration.

Disaster recovery (business continuity and contingency planning, backup and
restore procedures, test plans).

IT asset management (configuration management, contract and software
distribution management, inventory).

Daily systems operations (cost recovery, facilities, job scheduling, output
management performance, production control, quality assurance).

Change control (change requests, analysis of impact of changes, test plans).

Demand management (service level management, service request management,
workload monitoring).

Problem and request management (help desk; covered in the following chapter).

Exhibit 8.1 IT Operations Overview
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LAN/WAN Network Infrastructure Management

LAN/WAN network infrastructure management incorporates the design, im-
plementation, administration, and monitoring of a company’s network infra-
structure. Network management involves monitoring to ensure that all
components of the network infrastructure (hubs, routers, switches, etc.), as
well as any connections or interfaces to outside managed networks (ISPs,
frame relay, etc.), are operating properly. Network monitoring can help alert
the company’s network administrator to any potential problems on the net-
work and may be able to help him or her take proactive measures to avoid
network downtime or outages.

LAN/WAN network infrastructure also involves management of any dial-
up connections, remote access connections, or virtual private networks
(VPNs) that a company may have. This helps increase company productivity
and accessibility of critical information to those who may need it.

Two types of specialists are required—the local-area network specialist
(LAN) and the wide-area network specialist (WAN). The LAN specialist has
knowledge of network settings in the server and desktop operating systems
such as Microsoft Windows XP, required networking protocols, routers, and
other network equipment like switches and concentrators. They are respon-
sible for designing and establishing the local network at the office, configur-
ing the internal network addresses, setting up wireless routers and hubs,
monitoring the network, and managing capacity.

The WAN specialist has responsibility for connecting networking hard-
ware to frame relay, ISP/Internet, MPLS, and other telecommunications/
data vendor networks. The WAN specialist should also have knowledge
of network trouble-shooting devices and be adept at working with ven-
dors. They will typically monitor the WAN using third-party tools and
be in charge of connecting web servers and DNS servers to the Internet
connection.

The following best practices have been found useful in managing the
network:

e Standardize on a network platform. Avoid mixing multiple vendors,
hardware, management systems, and protocols if possible; migrate in-
herited environments running on multiple platforms to a homogeneous
environment over time. As outlined in Chapter 7, the benefits of stan-
dardizing will typically outweigh the cost of the transition. Running
mixed technology complicates both the management of the network as
well as increases the potential for hard-to-diagnose errors.

¢ Ensure that the network support staff employs network monitoring tools
that proactively notify them in the event of a network failure or other
problems. Not all data centers are staffed 24/7. The technical support
personnel can be paged automatically in the event of network issues.
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¢ Change management processes are critical in the network area. If a net-
work configuration (e.g., domain name server, internal IP schema) is in-
advertently changed, network chaos can rapidly erupt. Any changes to
external IP addresses and DNS servers should be executed with the un-
derstanding that these changes take time to propagate through the In-
ternet. Enforce policies that dictate that all changes to the network
configuration are discussed and documented with appropriate roll-back
procedures.

* Make sure that major changes to the network are made after hours and
preferably on a Thursday or Friday evening. (Thursday night allows one
business day to work with vendors to correct if there is a problem the
network could be down for the entire day.)

* Beware of the streaming media usage from the Internet, as well as peer-
to-peer file sharing systems. While nonbusiness usage of the Internet
can be a benefit for staff, it can also monopolize the shared network
bandwidth. If the usage becomes material, IT should set a policy to
limit or block the use of streaming multimedia on the network. Consider
configuring the firewall to selectively filter non-business protocols.

* Ensure that network personnel are not only getting the necessary train-
ing they need in the network area but are also achieving appropriate
certifications. This helps you benchmark their skills and ensure that
your internal resources are staying current with the latest advances in
networking. Networking technology changes rapidly, and a well-
planned training and development program ensures that the networking
team can provide the best service for the company.

WAN specialists need a skill set similar to LAN specialists, but also need
vendor management skills. Managing telecommunications vendors takes spe-
cific experience. Telecommunications vendors will often provide WAN mon-
itoring services; these services can identify (and fix) network issues before
internal monitoring. However, careful attention should be paid to service
level agreements for vendor-supplied monitoring and uptime, particularly
outage penalties. Further, even if the vendor is engaged to monitor uptime,
the network team should perform at least rudimentary monitoring to audit
vendor performance. It may be necessary to actively manage your telecom-
munications vendor during outages. If a connection is down, the vendor will
open a trouble ticket and notify you when the problem is corrected. How-
ever, the network engineer can affect the timing of the fix and get the prob-
lem resolved earlier by calling and requesting faster turnaround time from
escalating levels of management with the vendor. If the issue is severe, the
team should involve a senior manager within the telecom company early on.

The network team should also revisit the telecommunications vendor
selection at least every two years and create an RFP for the selection effort.
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Telecommunication rates change frequently and the company can often save
significant dollars through renegotiation. Additionally, revisiting the net-
work architecture to take advantage of lower cost connectivity technologies
is recommended at least once a year. Chapters 12 and 13 cover vendor selec-
tion and management extensively.

Systems Management

Systems management incorporates the monitoring and administration of a
company’s systems software and servers. System administrators are responsi-
ble for ensuring that systems are running at optimal levels, operating systems
are continuously updated with the appropriate patches and releases, server
capacity meets business needs, daily backups are performed, and servers do
not have unplanned or unexpected outages. In smaller teams without a dedi-
cated security staff, systems administrators will also be in charge of adding,
changing, and deleting user information on corporate-wide systems, as well
as keeping user profiles current. Systems management is important to the
business because it ensures that the supporting systems are running effi-
ciently. Proactive management and monitoring servers can help to avoid sys-
tem downtime:

¢ To facilitate common processes, the administration team should create
checklists and procedures for routine system administration processes
(e.g., capacity planning, memory usage, CPU usage).

* To ensure that systems are managed consistently and that administra-
tive procedures are adequately documented, the team should create
routine procedures for as many systems administration processes as
possible.

e In larger departments, system administration resources can be seg-
mented by the technologies they support (e.g., mainframe, midrange,
Windows NT, Unix, AS/400, Vax VMS, and others). Simplifying the en-
vironment and reducing the number of platforms greatly decreases sup-
port costs and simplifies the management of the unit.

ParcH MANAGEMENT. Nearly all systems software, operating systems,
tools, and even embedded on-chip software needs periodic updates, or
patches. These updates are used to:

* Add new capabilities.

e Provide improved performance.

* Add new interfaces with other systems.
¢ Fix flaws or bugs.
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* Cover security holes that have emerged.

e Provide updates to data within the application that have changed (e.g.,
tax tables, postage rates).

Most systems vendors have a specific methodology for downloading and ap-
plying patches, usually over the Internet or through a built-in interface
within the software.

The IT team must manage the application of patches to ensure that sys-
tems are running at top performance, have the maximum capabilities
added and, most importantly, to prevent security threats. According to
Gartner, Inc., estimate that approximately 90 percent of all security
breaches are a result of patch management failures.® The IT team must be
rigorous in evaluating and applying patches. In the worst case, a single
missed patch or individual computer can compromise the entire network
and create immense amounts of work for the IT department.

To perform this task, IT should consider the following practices depend-
ing on the criticality of the system being updated and the magnitude and im-
portance of the changes in the update:

e Know when patches for all supported systems, especially business criti-
cal systems, are made available.

* Know where to obtain the patches and how to apply them.

¢ Understand fully the content of each patch before it is applied; conduct
Internet searches or other appropriate research to determine if others
have experienced problems with the patch.

* Evaluate the usefulness and applicability of the patch to the sup-
ported systems; make a determination on whether the patch should be
applied.

* Evaluate any potential conflicts with customization, configurations,
and interfaces that might be affected by the patch.

* When feasible, test the patch in a limited environment before launching
into general production.

* Determine full inventory of machines and systems affected; implemen-
tation of a configuration management database (CMDB) will help im-
mensely in this task.

* Apply patches in the correct sequence (often new patches will rely on
previous patches).

¢ Adhere to normal production system change control processes when ap-
plying the patch (create backups prior to patching, apply patch during
nonbusiness hours, have application vendor staff on stand-by in the
event of problems).
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* Have a roll-back plan for the patch to return systems to previous ver-
sion if a problem emerges.

e Attempt to have all machines running a given type of software (OS,
etc.) at the same patch level to keep standards in place and avoid any is-
sues created by separate versions.

The most frequent patches will be for server and desktop operating sys-
tems. These are the most common (every computer has an OS) and complex
pieces of software in the organization and are upgraded constantly. Large
IT departments should evaluate investing in software that manages and exe-
cutes the patch distribution process. Like monitoring and CMDB (dis-
cussed later), the software can use agents or be agentless with the same
trade-offs.

CONFIGURATION MANAGEMENT. Configuration management is the pro-
cess of documenting and tracking relevant information about the computing
devices that are the responsibility of the IT department. This is usually done
through a configuration management database (CMDB) system. Such sys-
tems automate the process of collecting, storing, reporting, and comparing
IT systems configuration information.

Superficially this process seems simple. The IT department should know
what sorts of equipment it has and what is running on it. In practice this is
difficult. First, there is a large amount of ever-changing data to gather.
Even a small organization can have dozens of servers and network devices,
and hundreds of computers and peripherals. Each of these in turn has
dozens of configuration items that must be tracked, which means the de-
partment is responsible for tracking thousands or even hundreds of thou-
sands of individual data points. In addition, the configurations change
periodically, meaning that the information must be updated and compared
to previous configurations. This is especially challenging in large companies
that have hundreds of applications, servers, and devices and tens of thou-
sands of end-user computing devices scattered across multiple locations.
Companies in flux, through turnover, business volume growth, addition of
offices, or mergers-and-acquisition activity add to the complexity.

Second, in many organizations, IT does not fully control the addition of
assets. Different parts of the organization may establish their own comput-
ing environments, including mobile devices, networks, servers, desktops, lap-
tops, and production applications. This may be done outside of the officially
sanctioned procurement process. While undesirable, in organizations of any
real size, this is inevitable. Finding, documenting, and being part of the man-
agement of these assets is the job of the IT department. Regardless of how
they were procured, IT will ultimately be held accountable for their effec-
tive and secure operation by senior management.
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While the work is challenging, maintaining even a simple CMDB is im-
portant because of the large number of areas that it impacts and enables
within IT management. The amount of information produced and utilized by
a CMDB can be overwhelming. The IT department must make sure the
linkages to impacted areas are understood and built in to the IT management
process for each. The CMDB’s primary purpose is to support and improve
each of these activities:

* Help desk: Access to CMDB allows help desk to be more responsive by
providing a complete blueprint of IT equipment during a problem or re-
quest call; reduces help desk call time because agent does not have to
query the end-user for configuration information, and information is
more accurate.

e Problem troubleshooting and diagnosis: Similarly, the Tier 2 and Tier 3
resources can be much more productive in diagnosing systems issues if
they have detailed configuration information for the system causing
trouble, as well as wider contextual information about the blueprint of
the overall IT department infrastructure.

e Security: Providing a complete inventory of devices of all types allows
comprehensive analysis and disposition of security risks posed by indi-
vidual devices with open ports, unpatched security holes, open network
connections, and so on; identifies rogue devices not previously known
or controlled by IT that pose security risks.

* Asset management: Provides an actual inventory of equipment to com-
pare with expected inventory based on purchase records and/or the fi-
nance department asset list; can feed back to finance and procurement
departments for depreciation purposes as well as for updating, chang-
ing, or retiring assets.

* Audit: Identifies all equipment and associated configuration information
for fast response to internal and external audit information requests.

* Monitoring: An inventory of all systems and the production processes
running on them facilitates adding them to the enterprise monitoring
tools that are a must for the effective IT department.

* License compliance: By identifying all assets, OSs and applications run-
ning, allows cross-checking versus software licenses purchased to de-
termine compliance level.

* Systems and network administration: Identifies unapproved/rogue
application servers on the network, determines which servers are
not on latest security patch, OS, or application update; identi-
fies proper parties affected by systems changes for notification and
allows for more comprehensive change control during production
updates.
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* Disaster recovery: Only a comprehensive inventory of production sys-
tems and their configuration (particularly capacity) can allow for
proper disaster recovery planning; this facilitates the creation of the
properly sized and appropriately configured DR environment.

e Insurance: In the event of loss through damage or theft, the CMDB
can provide precise information on the item in question for insurance
purposes.

Key Features of an Effective CMBD. The CMDB, at a minimum, must pro-
vide a repository for storing information about each computer, device, and
application. The information that must be recorded is diverse, and should in-
clude such items as disk capacity/usage/type/speed, CPU size, memory size
and type, network interface hardware, peripherals, ports, network address,
OS type, last reboot, up-time, patch level, application names, install dates,
patch level, processes/threads/running programs, memory use (by process or
application), CPU utilization (by process or application), network perfor-
mance/throughput, OS-generated errors and alerts, access rights, and appli-
cation interfaces.

The most effective CMDBs will automatically populate these fields from
active devices on the network through an exhaustive scan that can create and
update this information and more. There are two mechanisms for performing
this auto-discovery process. The first utilizes a passive network scan, which
examines network traffic and uses information from standard, built-in ser-
vices available from the operating systems on each device. Simple Network
Management Protocol (SNMP) and Windows Management Instrumentation
(WMI) are the two most common passive protocols for devices reporting
their configuration information.

The second method is to have small application running on each device.
These software agents can provide detailed information about the system, and
can be customized to report information not available via passive protocols.

Each of these methods has risks and benefits. Passive discovery tools do
not require the systems administrators to know about the existence of each
device in advance, and they do not require any additional effort at the
individual machine level. Furthermore, they report information in a stan-
dardized format that is easy for CMDB tools to digest. Agent-based config-
uration discovery can give more detailed information and can do it in
real-time by pushing updates to the CMDB server. However, they also use
some server capacity, and introduce complexity risks (additional applica-
tions running on a machine) as well as security risks (an application that
provides system information and access to an outside query). In general,
passive discovery tools are an appropriate way to automatically map an
unknown network and manage systems overall. Agent-based CMDB
tools work best for specific business-critical application servers that need
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real-time, specific application information. In every case, the best CMDBs
will have automatic templates for data to retrieve from devices by their
role, such as database server, application server, mail server, and network
management server (Exhibit 8.2).

The data discovered and managed by the CMDB should be easily search-
able across device types and all fields. It should produce reports by major
categories such as machine type, OS, device role. The most useful systems
will store configuration information by device for given points in time, and
provide reports showing any changes over time to a given device.

SERVER VIRTUALIZATION. The number of applications and functions,
and therefore servers, supported by IT usually increases over time. Server
virtualization, a method of running multiple, separate operating system en-
vironments on a single piece of hardware, is an effective means for combat-
ing server sprawl.

A large number of servers is undesirable. There is a large incremental
(and rapidly depreciating) capital expense for each additional piece of hard-
ware. Each additional piece of hardware introduces an additional failure
point into the environment, and increases the overall complexity of the envi-
ronment making problems harder to diagnose and fix. Additional servers also
take up physical space in the data center, and require additional power to
run, uninterruptible power availability and air conditioning to cool. Each
server will also have its own CPU, memory, and storage resources that, be-
cause they are fragmented, may be underutilized.

Many applications work best when operating in their own operating sys-
tem environment (and therefore not competing with other applications for
operating system resources). IT departments have been willing to suffer the
cost and complexity of additional hardware to gain the benefits of a simple
application environment on each individual server. The result in many data
centers is a large number of servers, all running at low capacities.

Server virtualization systems allow a given server to create multiple,
stand-alone environments. Each application enjoys its own separate environ-
ment, the number of servers goes down dramatically, and the servers in use
are better utilized. As most IT professionals with much tenure will remem-
ber, the server virtualization concept and benefits closely mirror those of
mainframe OSs—server virtualization is therefore not a new concept, simply
a new application of an old idea.

The typical server consolidation project will result in hundreds of servers
drawing down to dozens (Exhibit 8.3).

The primary benefits of server virtualization are clear—fewer servers
produce less heat, use less electricity, and take up less expensive data center
space. Solving these problems in the data center has become increasingly im-
portant as hardware densities increase due to the deployment of smaller and
smaller physical servers. The cooling and power needs of large numbers of
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o Single Application Server
Application server 1

15% capacity

Remaining 45% additional
capacity (less virtualization
overhead)

Application server 2
5% capacity

Total required
hardware ———p
capacity = 55%

Application virtual server 1
utilizes 15% capacity

Application server 3 Application virtual server 2
25% capacity utilizes 5% capacity

Application virtual server 3
utilizes 25% capacity

Application server 4

10% capacity Application virtual server 4

utilizes 10% capacity

Capacity = aggregate usage of CPU, memory, disk and network
Assumes all application servers above are of roughly equal configuration

Exhibit 8.3 Conceptual Server Consolidation Approach

densely packed servers are costly and complex. Further, fewer servers re-
duces overall IT infrastructure complexity and reduces the number of fail-
ure points. Finally, server consolidation takes full advantage of the hardware
purchased by the organization by eliminating fractional usage.

There are a number of other benefits as well:

* Disaster recovery: After server consolidation, there will usually be an
ample number of spares for creating a disaster recovery environment;
in every case, there will be fewer servers (and therefore one-time and
ongoing expense) required to create and manage a hot, warm, or cold
backup environment.

* Business continuity: With the right hardware configuration (shared
disk storage), most virtual OS management systems provide tools for
swapping the virtual environment to another physical hardware box;
this capability allows for rapid recovery in the event of primary server
hardware failures.

* Capacity management: The ability to swap environments from physical
server to physical server allows IT departments to easily provide addi-
tional memory or CPU capacity to specific environments.
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* Rapid deployment: New applications can be deployed rapidly by elimi-
nating the usual hardware order and setup lead time.

e Portability: In the event that hardware must be relocated, the server
number reduction simplifies the task.

While the benefits of server consolidation are clear, there are some points
of caution:

* The primary server must be sufficiently robust (and therefore expensive).

® Many of the environment management benefits (moving environments
from server to server) are dependent on separate, shared disk storage to
be accessed by all the servers.

e For environments running on a single physical server, there may be bot-
tleneck contention of common physical resources (ports, specialized
hardware devices, disk storage).

* Some applications are not good candidates for virtualization given their
specific requirements (constant access to all hardware, high transaction
volume, known code deficiencies, etc.).

* Many third-party vendors will not support their application running in
a virtualized environment.

e Tier 1 to 3 troubleshooting more difficult because of higher potential
for subtle problems; for example, diagnosing hardware problems that af-
fect all environments, versus application problems that only affect a
single environment.

* Multiple environment management tools are still immature; need abil-
ity to mass change multiple environments simultaneously versus logging
in to each one.

® One physical hardware problem affects multiple environments and ap-
plications simultaneously.

* Production changes (mid-day reboots, maintenance windows) affect
more applications and require wider communication and explanation.

e Introduces additional licensing complexity; application and OS license
structures may not account for virtualized environments and will need
to be renegotiated or restructured.

* Consolidation project may require additional one-time capital expendi-
ture up front to capture future benefits and furthermore may acceler-

ate depreciation on servers that are consolidated; this is an issue that
should be coordinated with the CFO.

IT departments performing server virtualization at this writing will still
be pioneers because only approximately 5 percent of firms have converted to
this model.* There are a number of both commercial and FOSS options for
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creating and managing virtualized server environments that are easy to iden-
tify and apply to a variety of commercial and FOSS operating systems.

BRANCH OFFICE SUPPORT. One final sub-discipline of systems manage-
ment is the responsibility for providing systems support to branch or remote
offices. This is usually a difficult proposition because of the inability to
physically access the systems in question. Remote offices in a significantly
different time zone, or with challenging local requirements (access to power,
network, technology, skilled labor) add to the burden.

The IT team must take care of a few basics to reduce this load. First, they
should establish a reliable method of remote system login. As outlined in the
help desk section, the ability to remotely access end-user systems and other
remote hardware is critical; a number of highly reliable commercial and
FOSS applications are available to solve this problem. Any application chosen
should provide appropriate security for both login and the network commu-
nication between the controller and the controlled device.

Second, establish reliable local support. This will usually be an employee
who has a primary role at the location, but also has interest, willingness, and
ability to participate in limited IT support. The on-site employee can usually
handle simple tasks that need to be completed (server reboot, equipment
moves). For more sophisticated tasks that require on-site labor, identify a re-
liable consulting firm or contract with an agency that can supply skilled
labor on short notice.

The remote office is a good place to substitute capital for labor. Minimize
problems by investing in reliable infrastructure, particularly reliable power,
data communication, and telecommunication services as well as quality net-
working equipment. Also work to minimize the total amount of equipment in
the branch office.

Consolidate branch office vendors for data and telecommunications
where possible, to reduce administrative friction, achieve volume discounts,
and streamline the trouble-reporting process. Standardize process and tech-
nology as much as possible to minimize troubleshooting and break-fix effort.
For desktop support in particular, it is usually easier to ship the desktop
hard drive, or the desktop itself back and do a complete new install of the
standard image software than attempt a remote fix. Recognize when data
will be stored on local hard drives and make accommodations for backup
(see the disaster recovery section in this chapter for a discussion of backup
strategies).

Systems Monitoring

Systems monitoring is the continual evaluation of systems via systematic
means to determine their operating status. Effective systems monitoring en-
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sures that the I'T department will have as much notice as possible to respond
during a systems problem.

A wide variety of FOSS and commercial software is available that provide
systems monitoring capabilities. These systems vary in effectiveness, fea-
tures, and cost. Some important capabilities include:

* Basic “up or down” notification—shows when devices are visible to the
network or not.

e Status on specific processes running on the system or on specific oper-
ational statistics such as number of users logged in, network through-
put, or remaining disk capacity.

* Alerts based on thresholding for process or statistical monitors; thresh-
olds set for green/yellow/red status; alerts should be configured to send
via e-mail or text message.

* Trending and historical reporting information by device; this informa-
tion is useful in establishing appropriate operating and alert thresholds
as well as troubleshooting problems during outages.

e Custom defaults by server types and operating systems; production ap-
plication servers, e-mail servers, database servers, telephone hardware,
and networking equipment all have a variety of specific processes and
statistics that should be monitored.

Exhibit 8.4 shows the output from an enterprise-class monitoring system.
Ideally, monitoring takes place from outside the IT department server envi-
ronment, such as from a separate co-location facility. This eliminates the
possibility of a systemic failure that also affects the monitoring systems and
their ability to generate alerts. A monitoring system that is part of the envi-
ronment it monitors is of limited benefit.

After IT selects and implements a monitoring system, it should be inte-
grated into the problem management system. System monitor alerts should
be assigned severities as described in Chapter 9. Severe alerts for produc-
tion systems problems that last over a certain threshold (minutes) should
auto-generate a problem ticket on the help desk. The help desk, in turn,
should have a clear escalation matrix for informing tier-2, tier-3, and IT man-
agement of issues. In this way, monitoring of systems translates into appro-
priate and rapid action by IT.

Systems monitoring trending information can detect anomalous network
or CPU usage that indicates a security problem. It can also provide system
usage trending information for disk, memory, CPU, and network capacity for
effective capacity planning.

We strongly recommend the implementation of a process and statistics-level
monitoring system for all production equipment. The enhanced information
for troubleshooting, security management, capacity planning, advance notice
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Exhibit 8.4 Sample Systems Monitoring Tool (Source: Monitoring Screen
courtesy of Contego Solutions, www.contego.net.)

for problems and improvement in the perception and reality of proper control
in IT make systems monitoring an essential capability for the well-run IT de-
partment.

The monitoring of employee usage of corporate technology is a separate
issue addressed by policy in conjunction with corporate counsel.

Security Management

Security management includes all of the activities that protect the organiza-
tions IT assets from external and internal threats. These include user admin-



IT Operations and Infrastructure LI}

istration (adding, changing, and deleting system users), security/firewall in-
stallation support and monitoring, virus protection, intrusion detection, se-
curity policies and procedures, organization data protection, and protection
of all organization systems from unauthorized use and abuse.

This function helps ensure that company assets and information are pro-
tected from unwanted intruders and unauthorized users. Security manage-
ment encompasses all activities necessary to secure the network, servers,
and applications. It assures computing security by authorizing and enforcing
the appropriate level of access to applications and data for internal and exter-
nal personnel. It is the primary user and administrator of an enterprisewide
security policy. Three critical components of security management include
the creation of an effective add, change, delete process for users, firewall
implementation, and the rollout and management of virus protection. The
primary goal is to provide easy access to systems and applications for autho-
rized users and to allow authorized information to flow in and out of the net-
work unimpeded, while preventing unauthorized activities and programs
from taking place or running on internal systems.

The diversity of security threats, physical and electronic, and from in-
side and outside of the organization make security management a complex
topic. The specifics of security for a given application, system, network, or
device are beyond the scope of this book. Instead we cover the general
principles that must be considered in establishing a security plan for the
organization.

Systems security cannot be ignored; the costs of systems compromise far
outweigh the investment required to implement reasonable measures. Para-
doxically, the effort for small and mid-sized companies is usually the highest.
While these companies may have fewer devices, locations, and employees,
the equipment they do have is usually just as complex (and therefore vulner-
able) as that found in a large company. An enterprise class firewall used by a
small company may differ only in capacity or number from that used by a
large company.

NonsTorP THREATS. Both the IT environment and the nature of secu-
rity threats are frequently changing. As a result, security management
should be considered an ongoing process, and not something that can be de-
finitively completed. A few factors that have made security management
more challenging:

* Systems are faster, and network bandwidth usually has considerable
extra capacity; as a result, system invasions may be less noticeable and
the compromise can be completed more quickly.

e Easy availability of highly portable large-scale data storage (USB hard
drives, flash-memory drives); this means that large amounts of data can
be very easily transported physically in or out of facilities.
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* More mobility of devices; end-users frequently use mobile phones, lap-
tops, and home computers to access organization network and applica-
tions, meaning that IT security concerns must extend to those devices
as well.

e Higher requirements for remote access; traveling and telecommuting
end-users require remote access to systems, in turn requiring IT to pro-
vide secure options for this access.

* More interactions between internal systems and between separate com-
panies; cross-organization interfaces between systems require architec-
tures that facilitate the communication and limit vulnerability.

While much of the value derived from IT comes from these advances,
each advance usually carries a corresponding security implication as well.

A dramatic illustration of this ever-changing security landscape comes
from the CERT®, a center dedicated to Internet security at Carnegie Mel-
lon University. The center is the first computer security incident response
team. CERT® saw over a six-fold increase in reported incidents from 2000
through 2003 (Exhibit 8.5). In fact, incidents became so numerous after 2003
that CERT® began tracking other more meaningful statistics. Exhibit 8.6
shows the rapid increase in malicious programs targeted against desktops,
laptops, and servers.

SECURITY BREACH CONSEQUENCES. The consequences of compro-
mised systems can range from relatively benign to devastating. The results of
an IT security problem fall into a few general areas:
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Exhibit 8.5 Security Incidents Reported to CERT®, 1992-2003 (Source: CERT®.)
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Exhibit 8.6 Number of Malicious Programs, 2001-2005
(Source: eWeek/Kapersky Labs.)

¢ Unauthorized use of resources.

* Loss of control of system.

* Loss of use of system.

¢ Destruction of data.

Theft of data.

* Fraudulent use of trusted systems/masquerade.

In previous years, companies were primarily concerned with the loss of
use of an asset or destruction of data. More recently, the exposure of cus-
tomer information or other individual personal information has become an
overwhelming concern (Exhibit 8.7). The Privacy Rights Clearinghouse esti-
mates that over a recent 15-month period, security breaches exposed the
personal information of over 55 million individuals.> The embarrassment,
negative publicity, and legal liability that are part of the unintentional re-
lease of such data can be incredibly costly and disruptive to a firm. Examples
of such events have made the headlines dozens of times; the CIO has no ex-
cuse for not protecting confidential customer data.

CoMMON THREAT SOURCES. There are a number of common IT-related
security vulnerabilities in companies. Most of these are related to peripheral
systems and human factors. Centralized servers are usually safe for obvious
reasons: they are easy to identify, control, and protect. The security challenge
comes from the constantly changing electronic perimeter, and the fact that
periphery systems can support important production processes, have data
that must be secured, and can compromise access to the centralized system.
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Threat Internal / External Threat Consequences
E-mail with virus External origination, Could infect system reading e-mail and subsequently
internal use spread thoughout entire organization.
Network virus External Could enter through unprotected ports, compromise whole
network.
Web based virus Internal browsing to external | Could cause compromise on system doing browsing and
site subsequently affect other internal systems.
Web server attack | External to web servers If web server is compromised hacker could gain access to
other systems internal to network.
Denial of service External External services such as web, email and ftp could become
attack unusable.
If router is attacked, whole network could go down.
Network User Attack | Internal to anywhere Traditional border firewalls do nothing for this attack.
(internal employee) Internal segmentation firewalls can help contain damage.

Exhibit 8.7 Typical Threat Types (Source: Christopher Leidigh, Fundamental
Principles of Network Security, © 2005 APC.)

Some of the most common vulnerabilities that the IT department should
guard against include:

e Attacks against end-user systems: End-user desktops and laptops are
inviting targets. They are plentiful, relative to other IT equipment,
they contain considerable data and passwords, and they can provide a
gateway to other corporate server-based applications and data. The
sheer volume of computers with common operating platforms means
that a common exploit can be launched against millions of machines
before it is cured. Common threats against these targets include Tro-
jan programs, viruses, keystroke loggers, browser redirection, spy-
ware, malware, and rootkits. All of these types of threats are
variations on a theme, in which the attacker attempts to subvert con-
trol of the system to its own ends. The challenge for IT is that the at-
tacker only needs to compromise a single system; IT needs to provide
100 percent protection.

* Periphery network devices: Network attached devices such as printers,
thin-client terminals, small switches, and hubs often fall under the
radar for protection, and are therefore vulnerable to attacks. Any device
connected to the network is a potential threat and should have a secu-
rity plan.

* Niche application exploits: Niche applications, used by an individual
department or a few users in the organization are often subject to secu-
rity exploits. Organization attention is often biased toward securing en-
terprisewide applications (which usually have effective security to
begin with). Applications from niche vendors may not have the strin-
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gent security standards of larger applications, but the application may
have been granted a high level of administrative privilege on the cor-
porate network. Compromising these systems can be easy, and may go
undetected.

* Social engineering: Also known as pretexting, this is the attempt to
compromise systems by manipulation of individuals. IT professionals
have long been on guard against classic social engineering techniques
such as calling end-users and pretending to be from IT to get them to
reveal their password. Other classics include sifting through trash, and
gaining physical access by masquerading as an employee. While these
techniques are as dangerous as ever, new social engineering techniques
are constantly emerging. A recent clever example involved a security
audit company leaving small, inexpensive USB flash-storage devices
scattered around a corporate facility. The hapless employees picked up
these “gifts” and promptly plugged them into their desktop computers,
launching a software exploit.

* Unauthorized/unknown platforms: In organizations of any significant
size, invariably unauthorized applications will be deployed by various
departments. Because they are not part of the overall IT architecture,
these servers and systems are unpatched, unmonitored, and vulnerable
to attack.

* Data theft: Customer personal and business data is an increasingly valu-
able commodity to thieves seeking to exploit identity theft. Business-to-
consumer companies are at particular risk to be targeted. The business
consequences for customer data theft are devastating. Over 20 U.S.
states have legislation that requires notification of customers in a rea-
sonable amount of time.® Companies doing business with residents of
other states may be subject to the regulations of those state. For exam-
ple, California SB1386 requires public disclosure of security breaches
exposing information of CA residents.

e Insider threats: Most IT threat management is focused on eliminating
outside threats; however, insiders (employees, vendors, other trusted
parties) can pose an intentional or inadvertent threat. IT must take rea-
sonable precautions against insider compromise of systems and data.

* Fuzzy network perimeters: Traditionally, networks could be controlled
by ensuring physical control. Systems now have ready availability out-
side the physical boundaries of the company, via mobile devices and
laptops with access to the corporate network. Further, the network can
be extended inadvertently by end-users by simply adding a wireless net-
work hub that broadcasts beyond the walls of the organization.

* New technology: New technologies deployed can create unanticipated
security risks; for example, voice-over-IP (VOIP) requires special secu-
rity considerations not previously needed.
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CoMMONSENSE IT SECURITY PRECAUTIONS. There are a number of
commonsense and technical precautions that the IT department should take.
While most IT departments regard the odds of a security beach as remote,
the damage that can be done is enormous and all reasonable steps must be
taken. There is little defense left to IT departments that suffer a breach
while ignoring easy-to-implement actions, such as:

e Implement full suite of standard protection: The CIO should be edu-
cated regarding the standard threats facing IT departments and the
common techniques to avoid them (antivirus, antispam, malware man-
agement, firewalls, systems threat monitoring, intrusion detection,
etc.). Tools to manage these threats are commonly available in both
commercial and FOSS licensing. The IT department should ensure that
a security plan is in place for all devices—desktops, laptops, servers,
network equipment, and mobile systems.

* Build multiple layers of defense: Building a hardened secure network
perimeter is insufficient. Experts recommend building multiple de-
fenses: for example, use of firewalls to protect the network from exter-
nal threats, and additional server-level and application-level protection
in the event the firewall is defeated.

® Ensure physical security: Secure IT physical environment appropri-
ately, particularly the data center (if on-site) and all IT equipment
rooms throughout the facility. Remote facilities should have adequate
security as well; at a minimum, door locks on all IT equipment closets.
The section on Data Center Management in this chapter has additional
information on physical security for IT assets.

e Shred printed information: All potentially sensitive information on
paper must be shredded; IT should contract with a shredding service
and place locked disposal bins at convenient spots throughout the IT
department.

o Implement reasonable password management and policies: End-users
typically like easy-to-remember and therefore insecure passwords.
Implement password policies that require reasonably secure pass-
words (e.g., mix of upper and lower case, some non-alphabetic charac-
ters required), and periodically expire passwords. Enlist end-users to
aid in security through education of password sharing risks. Cultivate
a culture of accountability/responsibility for passwords. Find ways to
help users remember password; if end-users find password rules too
onerous they will simply write their passwords down and stick the
note to their display for anyone to see.

* Build appropriate authentication methods: Systems authentication
rigor should correspond to risk. For users logging in from an internal
network device, a secure password may suffice. For users logging in
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from outside the network, additional verification may be needed. Iden-
tity verification methods range from passwords to physical tokens
(swipe cards, RFID tags) to biometric identification. Use single sign-on
technology when and where possible. This simplifies user administra-
tion, end-user experience, and reduces the potential for error in setting
user security privileges.

e Use automatic discovery tools: Use network device interrogation tools
to identify all devices on the network. Periodic auto-scans of the net-
work should be compared to previous results to identify rogue (and po-
tentially dangerous or insecure) servers, desktops, and devices. Of
particular concern are unauthorized wireless network hubs. A good
CMDB tool (discussed elsewhere in this chapter) will have an auto-
discovery scanning tool.

» Work with niche vendors: For niche applications deployed in the orga-
nization, meet with vendors to understand their security model. They
may have a list of known weaknesses and working together will usually
identify unknown issues. Use network security to cordon off niche ap-
plications when necessary, which will avoid a single application com-
promising the entire network.

* Manage patches and monitoring: As outlined elsewhere in this chapter,
rigorous patch management is essential to covering known exploits in
systems. Monitoring systems and network usage help identify poten-
tially compromised systems by spotting unusual trends.

® Encrypt data, e-mail, and network traffic: For added security,
consider use of encryption for especially sensitive data, e-mail,
and network traffic. A wide variety of consulting and third-party
products exist for this purpose. These products provide varying levels
of security at equally varying costs of computing capacity and com-
plexity.

* Evaluate theft protection services for mobile devices: Mobile devices
such as laptops or PDAs with network access and sensitive data are one
of the most significant security risks. Services that can remotely re-
move the data (and potentially report the missing items whereabouts)
should be evaluated and deployed where appropriate.

* Appropriate detail logging of access and events on systems: Ensure that
systems are generating the appropriate level of detailed log files to per-
form forensics in the event of a system breakin. For instance, data cen-
ter key card access logs, database access logs, system login date/
time/username logs.

* Define and implement appropriate user security privileges: Applica-
tions and O&I systems must be architected to provide a compartmen-
talized security based on role. End-user (and IT user) system privileges
should be established based on their role. This will limit the damage if
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an end-user or IT staff account is compromised, and will minimize the
risk from insider malfeasance.

e Change vendor-default passwords: Most systems, applications, and de-
vices come with default passwords set by the vendor. IT must change all
of these passwords, even seemingly unimportant ones such as peripher-
als. Any device on the network that can be subverted represents a po-
tential threat. Individuals have shown great ingenuity in exploiting even
small security holes to cause mischief.

e Eliminate nonessential services running on systems: Operating systems
often run network services and application processes that are nonessen-
tial to the core operations of the server. These add to environment com-
plexity and add another point of risk. They should be turned off in
every configuration.

* Set a policy for compromised equipment: When equipment is compro-
mised, it should be completely rebuilt. Most often it is impossible to be
certain that the equipment has been resecured, and the labor to accom-
plish a thorough cleaning is unjustified. This is particularly true for end-
user desktops and laptops that are infested with malware or viruses.

* Dispose of equipment properly: Equipment thrown out will often have
proprietary data or security configuration information. See the asset
management section of this chapter for details.

¢ Educate end-users: End-user education is a critical line of defense be-
cause their actions are one of the most common sources of security
breaches. They should be educated on e-mail security (do not open sus-
pect attachments), good Internet browsing hygiene (use caution when
downloading programs from the Internet), use of good passwords, why
sharing logins/computers is a risk, how to avoid social engineering ef-
forts. Above all they should be cautioned against adding devices to the
network without clearance from IT.

® Perform periodic audits: IT should engage a reputable outside consult-
ing firm specifically focused on security to perform periodic audits;
this helps identify vulnerabilities, quantify the cost to cover those vul-
nerabilities, and provide evidence of proper governance regarding se-
curity issues.

* Evaluate outside-party security risks: Large IT departments have a va-
riety of other constituencies involved—outsourced service providers
(labor or applications), contractors, offshore workers, and consultants to
name a few. The CIO must be sure that contracts and agreements with
them appropriately cover firm security concerns and nondisclosure re-
quirements. The CIO should ask tough questions before establishing a
new relationship and do the same with existing vendors.

e Accommodate visitors: Be aware that visitors on-site in an organiza-
tion can compromise security when they are allowed free use of the
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network. Vendors, customers, and friends of the organization may be
on site every day. Open access to the network (wireless or wired) can
result in serious inadvertent or intentional security breaches. IT
should make arrangements in advance for visitor network access,
printing, and Internet access that do not compromise internal security
arrangements.

e Escrow system passwords: One to two corporate officers should have
access to and knowledge of all IT asset passwords and keys. This pre-
vents the potential of the CIO or systems administrator departing with
all the knowledge and presenting a potential server lockout.

PLANNING FOR DAra THEFT. As part of the disaster recovery plan,
the CIO should work with the ITSC and legal counsel to build some basic
plans and policies for what to do in the event of data theft. This team can
help identify what sorts of data theft may occur, and what response should
be made in each instance (e.g., what to do if a laptop with sensitive data
is missing versus what to do in the event of a known loss of data to a net-
work attack).

The organization should identify a public relations (PR) firm in advance
with experience in such matters, or identify individuals at the company re-
tained PR firm who will be available during such an event. The organization
should also determine who the proper spokesperson will be, and under what
circumstances will a data breach be made public.

Circumstances under which law enforcement will be notified and in-
volved should also be determined. A recent FBI study found that while 25
percent of organizations notified law enforcement in the event of a data se-
curity breach, 65 percent of organizations said it was likely that they would
report future cybercrimes to the FBI.”

Finally, the steps taken to secure systems and data must be documented
in an easy-to-understand form. The IT department should also keep a log of
third-party security audits undertaken. During a public data breach, this
demonstrates that reasonable precautions were taken.

As with any emergency, having even a broadly defined plan in place will
be invaluable during a chaotic public relations and IT emergency.

OTHER CONSIDERATIONS. The CIO, legal counsel, and the ITSC should
be aware of any regulations that apply to systems and data security for the or-
ganization. A number of common U.S. regulations include:®

e Sarbanes-Oxley: Defines corporate information retention duration and
content.

* Health Insurance Portability and Accountability Act of 1996 (HIPAA):
Regulates patient healthcare information access, retention, and format.
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® Family Educational Rights and Privacy Act (FERPA): Regulates stu-
dent records’ privacy.

e Gramm-Leach-Biley Act (GLBA): Governs customer information of fi-
nancial institutions.

A helpful resource for security management comes from the Computer
Security Resource Center (CSRC), part of the National Institute of Stan-
dards and Technology (NIST) Information Technology Laboratory. The
CSRC mission includes raising awareness of IT vulnerabilities, researching
and advising on techniques for IT security and data privacy, and developing
validation programs for IT security. The CSRC provides helpful information
through its series of frequent special publications that cover emerging secu-
rity problems. CIOs should also look to CERT at Carnegie Mellon Univer-
sity, mentioned earlier in this section. Finally, the ISO 17799 standard,
covered in Chapter 4 provides compliance guidelines for IT security.

Data Center Management

Data center management includes establishing and maintaining a safe and re-
liable physical location for the centralized equipment managed by IT. It in-
cludes selecting facilities, determining appropriate physical deployment of
servers, cabling, and the equipment racks that hold them. It also encom-
passes ensuring proper power availability and conditioning, providing effec-
tive cooling, ventilation and environmental controls, as well as physical
security and fire prevention, detection, and suppression.

Data center management is an important component of providing reliable
enterprise computing services. It requires a variety of non-IT oriented skills
and knowledge and is therefore an often neglected area. The responsibility
for establishing and managing the data center usually falls to the IT organiza-
tion, which is much more comfortable with software and systems hardware
than data center management (DCM). DCM terminology is usually unfamil-
iar and the knowledge required is different, particularly for designing cool-
ing, ventilation, and power subsystems. There are also numerous local, state,
and national building, fire, and environmental regulations that must be incor-
porated into the design. These can vary considerably from site to site.

Establishing a good data center is expensive, time consuming, and diffi-
cult. There are significant one-time capital and ongoing operating expendi-
tures. For a data center of significant size (over 5 to 8 racks), we strongly
recommend an outsourced hosting solution. The company benefits from engi-
neers with specific expertise in cooling, ventilation, power distribution, envi-
ronmental management, fire suppression, physical security, code compliance,
and the other diverse requirements.

Furthermore, outsourcing avoids wasted data center space, and expan-
sion space is generally readily available. Research shows that most data
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centers are over designed with regard to capacity, which has significant
up-front and steady-state budget impacts. Over 70 percent of data centers
are under 50 percent utilized compared to their ultimate capacity.” In an
outsourced model, the IT department can add data center capacity as it is
needed. Further, as IT equipment requirements change through growth or
server consolidation, the IT department avoids the laborious process of re-
calculating all of the associated data center design characteristics (see Ex-
hibit 8.8).

In every case, the CIO must understand the critical components in data
center design, whether building a small equipment room (where the knowl-
edge will help identify and be aware of any appropriate shortcuts taken),
building a full-scale data center, or selecting an outsourced hosting facility.
We address the key elements for effective data center management in this
section, covering physical site selection, power, cooling, and ventilation, and
fire prevention, detection, and suppression.

In large organizations, data center design decisions are often the joint re-
sponsibility of both the IT department and the facilities group. If primary
responsibility is borne by the facilities group or other department, IT should
ensure that their unique requirements are reflected in facility engineering
decisions that affect power availability and condition, cooling, ventilation,
and physical and fire security.

For data center management and design issues in general, and power and
cooling engineering issues specifically, we strongly recommend the excellent
series of whitepapers from APC (www.apc.com) and available through APC’s
Data Center University (www.datacenteruniversity.com). The papers are writ-
ten by expert engineers with a thorough grounding in theory and practice and
cover the full spectrum of relevant topics in comprehensive detail.
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Exhibit 8.8 Ultimate Utilization Fraction of Typical Data Centers (Source: APC.)
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PaysicaL S1TE. The first decision in establishing a data center is where it
will be located. For in-house data centers, the location can be any of the cor-
porate offices (although the best candidate is the office with the largest
number of users, the best facilities, or the corporate office). If an out-
sourced data center is used, there are many potential geographic options.

The focus for a data center is continuity of operations. The site should
be selected to minimize the impact of natural disasters such as hurricanes,
tornadoes, earthquakes, floods, and severe weather. Also to be avoided
are locations with likelihood of civil unrest or war. The biggest risk to
data centers is from flooding; the location should be evaluated for flood
risk. U.S. Federal Emergency Management Agency (FEMA) resources are
helpful.

Once a geography is determined, the specific building to be used is se-
lected. The age of the building has a major impact on its performance as a
data center (ease of fire and flood protection, wiring for monitoring and se-
curity systems, availability of blueprints, ease of upgrading, etc.). Newer
buildings are better, and will have the least degradation of internal plumb-
ing, power, ventilation, and cooling infrastructure.

Prefer buildings with good proximity to transportation infrastructure and
reliable power delivery. In the event of emergency evacuation of equipment
or post-emergency deployment of staff, transportation is critical. Locations
near emergency services (police, hospital, and especially fire) are also help-
ful for quick deployment. The building should also have lightning rods and
appropriate electrical grounding to deal with severe weather. Finally, nearby
businesses should be evaluated as both good and bad neighbors.

In addition to avoiding flood-prone areas, the building itself should be
flood proofed, with walls and a roof that resist water penetration. The full
evaluation of flood worthiness of a facility is beyond the scope of this book,
but important. In every case, the CIO should understand the related building
codes and be certain they are met or exceeded.

Within the building, the data center should be located in the core, prefer-
ably with no outside walls. If the room has an outside wall, it should not have
windows. If windows are present, they should be sealed with storm shutters
or otherwise secured against access and exposure to the outside. If the
building is shared with other tenants, the data center should be located away
from shared walls. The adjoining tenants should be evaluated for likelihood
of fire or flood. The data center should also be located away from any walls
containing plumbing. If should be placed away from any possible flooding
from above (e.g., an upstairs kitchen or bathroom above or nearby).

The data center should be placed to provide for adequate future expan-
sion with a minimum of equipment moves and room demolition.

Within the facility, items should be secured to withstand building shaking
from seismic activity or severe weather. The team should secure everything,
and avoid any loose items, top-heavy shelving, or heavy equipment that is not
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tied down. All equipment cabling and interconnects should have a small
amount of slack to provide room for movement during seismic activity.

Physical security for the building is another consideration. The building
design must support secure access policies. The IT department should deter-
mine who is allowed access, under what conditions, and to which pieces of
equipment. The access control mechanism should have the appropriate bal-
ance between determining identity and cost (it is more costly to precisely de-
termine identity). Options range from an open door (no determination), a
keypad (need to know the number), to a key (limited distribution), a swipe
card (theoretically identifies an individual), a password, to a biometric scan
(fingerprint, etc. which provides total identity determination).

The building design should also avoid typical social engineering ruses such
as piggybacking (waiting at the entrance for “help” with entry from an au-
thorized user) or tailgating (following an authorized user closely to catch the
door before it closes). A “mantrap” (vestibule between two doors with room
for only one person) can avoid this. Finally, recording or motion-activated
cameras should be deployed covering entrances and exits to the facility and
the server room.

In the extreme case, the building may employ security guards. The Inter-
national Foundation for Protection Officers (IFPO) Security Supervisor
Training Manual is a good reference for the typical responsibilities of facili-
ties security guards.

Additional security considerations that should be evaluated include:"

* Position the data center door in such a way that only traffic intended for
the data center is near the door.

e Use steel doors and frames with solid doors instead of hollow-core
doors. Make sure that hinges cannot be removed from the outside.

e Data center walls should use materials sturdier than the typical sheet
rock used for interior walls. Sensors can be imbedded in the walls to de-
tect tampering.

* The room used for the data center should not abut any outside walls.

¢ Allow long and clear lines of sight for any security stations or cameras
within the data center.

® Make use of barriers to obstruct views of entrances and other areas of
concern from the outside world. This prevents visual inspection by peo-
ple who wish to study the building layout or its security measures.

* Be aware of the placement of ventilation ducts, service hatches, vents,
service elevators, and other possible openings that could be used to
gain access. Tamper-proof grills should be installed on all openings that
exceed 12 inches in width, to prevent human entry.

* Avoid creating spaces that can be used to hide people or things. For ex-
ample, the space beneath raised floors could be a hiding place. Make
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sure that potential hiding places are secured and not easily noticed by
someone walking through the facility.

e Install locks and door alarms to all roof access points so that security is
notified immediately upon attempted access. Avoid points of entry on
the roof whenever possible.

e Take note of all external plumbing, wiring, HVAC, etc. and provide ap-
propriate protection. If left in plain sight or unprotected, these infra-
structure components can be used to sabotage the facility without
having to disable security measures.

¢ Eliminate access to internal runs of wire, plumbing, and ventilation
ducts inside the facility. You may have a data center thoroughly se-
cured, but if a person waking down a corridor can gain access to a run
of power cabling or data cabling, the data center is compromised.

¢ Consider the placement of the data center within the building when
retrofitting an existing facility or constructing a new data center within
an existing structure. Avoid vulnerable locations or man-made risks. For
example, avoid placing a data center underneath or adjacent to kitchen
facilities, manufacturing areas with large machinery, parking lots, or
any area with frequent traffic or vehicular access. Anything from
kitchen fires to car bombs or traffic accidents can pose a threat.

* Protect the central security monitoring station by enclosing it with bul-
letproof glass.

e If the data center is housed in its own building, keep the exterior of the
building plain. Do not use identifying marks such as company names or
logos that would imply that a data center lies within.

¢ Use concrete bollards or other obstructions to prevent unwanted vehi-
cles from getting any closer than a predetermined distance from the

building.

ENVIRONMENTAL AND SECURITY MONITORING. Within the data cen-
ter, the IT department may want to implement a monitoring regimen to pro-
vide security from inadvertent, accidental, and intentional physical threats.
The basic threats in the data center include temperature, humidity, liquid
leaks (water or coolant), personnel access, smoke or fire, and hazardous air-
borne contaminants.!’ There are commercially available sensors for monitor-
ing, evaluating, and alerting staff to each of these types of threats. As with
all security-oriented decisions, the design should be consistent with any gov-
erning regulations such as Sarbanes-Oxley or HIPAA.

Advanced monitoring can include rack-level sensors (rack door open,
vibration sensors for equipment removal), motion sensors, glass break
sensors, and video cameras with recording devices. As with systems moni-
toring, data center monitoring involves determining threat levels, imple-
menting monitoring equipment, determining appropriate threshold levels
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for each threat monitored, and establishing alerting and escalation
processes for each threat type.

EMERGENCY POWER OFF SWITCHES. An emergency power off (EPO)
powers down all equipment in the data center with a single button push.
EPOs can be required by a number of national regulations and local codes,
most importantly National Fire Protection Association (NFPA) 70®. An EPO
can be required for a facility if it qualifies as an IT space, which in turn
gives other code leniency (e.g., installation of cabling under raised floors).'
It is of particular use in an emergency because it allows firefighters to turn
off all power to the room and avoid personal risk during firefighting opera-
tions. If an EPO is required or recommended in a given installation, then it
brings about the obvious risks of sudden power outage for sensitive equip-
ment and applications. If installed, it should be positioned by the door of the
installation. It should be protected from accidental triggering by a cover, and
carefully labeled. It can also be wired to the monitoring system to provide
alerts and a date/time stamp in the event of a trigger. It is also helpful to
have video camera coverage of the EPO to dissuade sabotage or unautho-
rized usage. EPOs should be periodically tested, preferably in a mode that
does not actually impact production equipment.

PoweR. The availability of adequate uninterrupted power is a clear pre-
requisite for data centers of any size or type. A study by the Electric Power
Research Institute documented that U.S. industrial and digital firms lose
over $45 billion per year due to power interruptions.'® Nonetheless, commer-
cial power is subject to disruptions from a large number of sources, including
weather, equipment failure, traffic accidents, local construction, power con-
sumptive neighboring firms, and even routine maintenance. After proper site
selection, arranging for a highly available source of power is the next step in
establishing a data center.

First, the CIO must have an understanding of the range of power con-
sumed by the IT equipment. This is usually easy to calculate, as the power
consumption for all IT equipment is specified by the manufacturer in watts.
As shown in Exhibit 8.9, IT equipment accounts for about 44 percent of all
power used in the data center. The sum total of all IT equipment power mul-
tiplied by 2.3 gives an approximation of total data center power consumption.
The number can be reduced proportionately to account for nonessential
equipment that would be powered down in the event of an emergency.

It is in the interest of IT to minimize total power consumed. A number of
methods exist for reducing total data center power requirements. Old, dis-
used systems can be retired, servers can be consolidated, and current produc-
tion systems can be moved to newer energy efficient platforms. One of the
most important ways to use less power is to ensure that cooling systems are
not overengineered—a topic discussed later in this section. Reducing power
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Power System, 15%

Lighting, 3%

IT Loads, 44%

Cooling, 38%

Exhibit 8.9 Electricity Consumption Sources in Typical Data Center (Source: APC.)

consumption also reduces ongoing costs directly, by lowering current power
bill, and indirectly, by lowering cooling requirements for the data center.
Power usage reduction has received more attention as the cost per kilowatt-
hour has increased and environmental concerns have asserted themselves.

The ideal location for the data center will be in an area with ready access
to reliable power. The mechanism for distributing power to the building
should be evaluated. Above ground power distribution is more vulnerable to
weather and other outages, but is also more quickly repaired. Below-ground
power has the opposite characteristics.

To ensure power availability at all times, the facility should have avail-
able alternate sources of power. This is typically done via a combination of
uninterruptible power supplies (UPS) that are usually battery based and
standby generators that are natural gas, gasoline, or diesel fuel driven.
UPSs are used for short-term outages (a few hours or less) while generators
provide longer-term power. The economics of each option differ with
the amount of run time required during an outage. UPSs require incremen-
tal batteries to provide additional time, while a generator system has a
relatively high up-front fixed cost, with low incremental cost of fuel once
in place.

In some cases, using a generator for standby alternate power may be infea-
sible. This can happen due to emissions or noise restrictions, local code com-
pliance, ordinances, shared building infrastructure, or other local
constraints. In these cases, alternative standby power options such as fuel
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cells or microturbines should be evaluated. These options are usually less
cost-effective than generators, but can serve as reasonable stand-ins.

Depending on the total load of the data center, the economic cutover
point can be as little as 15 minutes for a 12kW load or as long as 1:15 for a
2kW load.' The larger the total power load for the center, the more quickly
an external generator becomes economical. In the extreme high load case,
UPSs should simply be relied on to provide coverage for extremely short out-
ages and generator start-up time, and the organization should rely on using
generators almost immediately. For extremely small loads (less than 1kW),
batteries may be adequate for as much as 7 to 12 hours.

When planning for outages, the primary decision to be made is when a
cutover should be made from UPS power to generator power. Small data
centers may forgo a standby generator in favor of a graceful shutdown in an
extended power outage. If the center is in operation during a power outage
then provision must also be made for adequate cooling as well. High-density
equipment can shut down from overheat within five minutes, and even low
density equipment can overheat in under one-half hour.'®

The implementation of stand-by power subsystems can create a number of
physical plant issues. For instance, UPSs use a variety of lead-acid battery
types, depending on application. The battery type (vented vs. VRLA/MBC),
building codes, and simple proper health and fire safety may require a spe-
cific kind of ventilation for gases given off. The IT department should con-
sult with the material safety data sheets and facilities engineers to ensure
that the proper environmental design is followed.'®

Furthermore, in the United States, large UPS implementations may re-
quire reporting to the Environmental Protection Agency (EPA) and possibly
OSHA as hazardous materials. Significant penalties (both civil and criminal)
can result from failure to appropriately declare and comply with regulations
relative to the hazardous materials (such as lead and sulfuric acid) that are
contained in these batteries. The IT department should be aware of these
regulations and make a determination of whether or not they should report.
A good starting point is the white paper “Battery Technologies for Data Cen-
ters and Network Rooms: Environmental Regulations” by Stephen McCluer
available from APC.

The selection and management of a stand-by generator must account for a
number of factors as well. Each locale will have specific guidelines on allow-
able noise and vibration. Environmental agencies (the EPA in the United
States) may also have regulations on the allowed emissions from the equip-
ment. Once the equipment is selected and installed, its ongoing maintenance
regimen will include engine cooling, lubrication, air and fuel filters, starter
motor and battery checks.

Similarly, the appropriate stand-by generator selection will ensure that the
generator is easy to use. The IT team must avoid learning generator operation
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fundamentals on the fly, and should have ready answers to seemingly mun-

dane questions as:!?

* Does the team have physical access to the generator?

* Does the staff know how to start it?

e Can the staff tell when it is on?

* Does it have indicator lights or readouts that show successful operation
or the indicate the nature of any problems?

* Does it display fuel remaining or the more relevant measure, time
remaining?

* Are the service logs easy to read and understand?

e Is the maintenance vendor easy to reach?

* Does the team know what kind of fuel the generator uses?

* Does the team know how to procure more fuel and refuel the generator?

Because the power generator is unlikely to see frequent use, it should be
tested periodically to ensure that not only does it work, but also that the IT
team understands how to operate it. The most common generator problems
are related to start up. The IT team risks looking unprepared when it turns
out that their costly generator is locked behind a fence to which only the fa-
cilities team has access, or when IT cannot procure additional generator fuel
(or cannot find the gas tank fill lid when it does).

Conditioning the power to avoid equipment damage is another important
consideration. There are a wide variety of power disturbances as defined by
the IEEE such as transients, interruptions, sags, swells, waveform distor-
tions, voltage fluctuations, and frequency variations. There are a number of
UPS designs that incorporate both back-up power as well as power condi-
tioning. These designs vary in cost, reliability, and amount of power sup-
plied. The details of selecting the appropriate UPS and power conditioning
system are outside the scope of this book. In every case, the data center
must invest in both data center design and the proper equipment from a rep-
utable vendor that will deal with all of these power problems.

The investment decision for power coverage and conditioning relative to
the costs of system downtime and damage (cost benefit analysis) should be
done on an ROI basis as described later in this chapter, and in Chapter 17.
Every business will have a differing profile for its cost of downtime, which is
the main determinant of the appropriate power availability design.

One method for quantifying the cost of outages is the revenue per em-
ployee per hour. Exhibit 8.10 has a chart detailing some of these rates, by
industry.'®

CooLING. Heat is detrimental to the operation of IT equipment. It re-
duces the lifespan of the computer, and those around it. It increases the odds



INDUSTRY SECTOR REVENUE ($)/ EMPLOYEE/HOUR

Banking 130
Chemicals 194
Construction and engineering 216
Consumer products 127
Electronics 74
Energy 569
Financial institutions 1,079
Food/Beverage processing 153
Health care 142
Hospitality and travel 38
Information technology 184
Insurance 370
Manufacturing 134
Media 119
Metals/Natural resources 153
Pharmaceuticals 167
Professional services 99
Retail 244
Telecommunications 186
Transportation 107
Utilities 380
Average 205

Exhibit 8.10 Costs of Downtime by Industry (Data courtesy
APC, Network Computing Magazine and META Group.)

227
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of hardware failure and can produce difficult-to-diagnose problems. Swings
in temperature are also damaging to equipment; a steady temperature (and
humidity) is as important as a low temperature. The need for steady, low tem-
peratures in the DC drive specialized cooling and ventilation requirements.

Data center cooling needs have increased over time. High-powered
servers and network equipment use more energy and therefore produce more
heat. A trend toward server consolidation and blade servers has increased the
density of equipment in the data center. Higher utilization of existing
servers consumes more energy and also produces more heat.

In general, the maximum density of equipment that can be placed in a
room or on a row of server racks is dictated by the available maximum cool-
ing capacity and airflow. Low density data centers will find that hard floors
and low-end air conditioning systems are adequate. However, medium-to-
high-density data require sophisticated air-flow design such as perforated-
tile raised floors, and server room specific air conditioning. At the high-end,
there is considerable mathematical design that goes into something even as
seemingly simple as the perforation style of the flooring."

Cooling is not only important for keeping IT equipment functioning. Cool-
ing consumes about 40 percent of data center power. Because of this con-
sumption ratio, even small improvements in cooling efficiency can result in
material reductions in both one-time and ongoing costs.?

When selecting a cooling system, IT must also evaluate future require-
ments and flexibility to change out pieces of the AC unit. IT equipment
turnover (typically a 3 to 4 year lifespan) and low turnover in cooling equip-
ment (a 5 to 10 year lifespan) means that cooling equipment should be mod-
ular and expandable.

One of the first tasks in sizing up cooling needs is to get to common defi-
nition of heat energy output; it is typically measured as joules, BT Us, calo-
ries, tons, or watts per unit time. One of the difficulties in determining heat
loads and commensurate cooling power is this diversity of terminology. The
most standard definition is a watt and most industry solutions are trending to-
ward this usage.?! A conversion table of common heat load measures is found
in Exhibit 8.11.

GIVEN A VALUE IN MULTIPLY BY TO GET
BTU per hour 0.293 Watts
Watts 341 BTU per hour
Tons 3,530 Watts
Watts 0.000283 Tons

Exhibit 8.11 Conversions between Common Heat
Load Measures (Courtesy of APC.)
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The total data center heat output in watts dictates the cooling require-
ments for the data center, not including environmental sources such as win-
dows, walls, and the roof, which may or may not be significant depending on
the amount of sunlight or outside heat received.

IT equipment that requires 1 watt of power consumption will require 1
watt of cooling. Some nonserver items (UPS systems, power distribution sys-
tems, lighting, people) do not adhere to this rule. A helpful rule of thumb for
estimating the total cooling requirements is that the overall IT heat load in
watts accounts for about 70 percent of the overall cooling requirement (see
Exhibit 8.12).% Multiplying the IT heat load by 1.3 yields the approximate
required total cooling capacity. Additional cooling systems may be required
to provide backup capacity.??

VENTILATION. Raw cooling power is only one component of proper cool-
ing design. Air flow within the data center has an equally important impact
on cooling (Exhibit 8.13). Suboptimal ventilation will result in the purchase
of expensive additional air conditioning capacity to solve overheating issues
that can be easily addressed through improved air circulation. Use of this
brute-force method of cooling needlessly adds to capital expenditures and
ongoing power and maintenance costs. Proper air circulation makes existing
cooling capacity effective.

Other, 2%

UPS, 13%

Lighting, 9%

Power Distribution, 6%
IT Loads, 70%

Exhibit 8.12 Data Center Thermal Output by Source (Source: Neil Rasmussen,
“Calculating Total Coding Requirements for Data Centers,”
©APC white paper rev.2003-1 (2003), p.6.)
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Legend
<4— Arrows indicate direction of airflow

Air return back to A/C unit

Perforated floor tile delivering cool air from A/C

Server rack Server rack Server rack Server rack
Row 1 Row 2 Row 3 Row 4

“Cold Aisle” /\ “Cold Aisle”

“Hot Aisle”

Exhibit 8.13 Data Center Layout for Optimal Air Circulation
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A few rules of thumb apply in properly ventilating equipment:

* Use rack configurations that promote proper air flow (blanking panels,
server density): Good racks that facilitate proper airflow will require a
small incremental upfront investment but provide a good return in re-
duced cooling capital and ongoing expense; blocked intakes, obviously
constricted airflow; unused rack space (allows hot air to get back over
to the intake side); if you don’t have equipment, use blanking panels to
cover all the unused spots in the rack.

¢ Organize equipment cabling; keep server cabling organized.
* Minimize dust; keep things clean, dust free (dust coats cooling devices,

reduces effectiveness, and traps heat); put in air cleaner; if raised floor,
check subfloor for excessive dirt/dust.

* Create hot and cold aisles: likewise, face racks/equipment the same way
so that hot air coming off the back isn’t blowing right into the intake of
other equipment; construct overall room airflow to pull hot air away
from the back of the properly oriented equipment, and blow cold air to
its intakes; use additional equipment on racks to pull away hot exhaust
air and move it to the return intake for the room cooling system.
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* Properly position AC vents; position air conditioning supply and return
vents to pull from hot aisles and supply cold aisles.

e Cables should be well organized and run to the side of the rack, rather
than hanging down behind equipment where they can inhibit the flow
of hot air away from the equipment; cut cables to appropriate length.

* Remove extraneous equipment from room and under floor; it also con-
stricts airflow.

® Make sure existing airflow systems don’t have gaps cracks—plenum,
under floor, pipes, conduit, returns.

HumipiTy. Data centers need carefully controlled humidity; too much
moisture is damaging to equipment, too little moisture promotes dangerous
static discharge. Most IT equipment has manufacturer recommended humid-
ity requirements. The ideal level in the data center is between 35 percent
and 50 percent relative humidity.

Data center humidity can be difficult to keep level because the cooling
units will constantly work to remove humidity. Simply adding a separate hu-
midifier will result in a constant balancing act between the cooling and hu-
midifying equipment. Multiple AC units will have differing humidity levels
and will work against each other.

The preferred solution for data centers is a precision cooling unit, which
works differently with humidity than air conditioners designed for human
comfort. Such systems are expensive, typically costing as much as 10 times
more than a regular office air conditioner; however, they are designed to op-
erate throughout the year under much higher loads and provide appropriate
control over data center humidity.**

Finally, the data center should have a vapor barrier in its construction that
prevents the exchange of water vapor from in or outside the room.

EQuipMENT DISTRIBUTION. The average IT equipment rack consumes
less than 2kW of power; high-density racks (propelled by ever-shrinking
equipment sizes, blade servers, and server consolidation/virtualization) can
consume 10kW or more.* This means special cooling needs and precise de-
livery of cooled air. In many cases, the power and cooling requirements for
ultra-high density racks are simply more than can be fiscally or physically ac-
commodated. In every case, the most inexpensive solution is to encourage IT
to spread out the power load distribution throughout the server room to fa-
cilitate the efficient provision of proper power and cooling.

Conventional wisdom in data center management is that the primary
driver of costs is square footage consumed, which in turn indicates that sys-
tem consolidation reduces costs. However, due to the increasing costs of
power delivery and cooling for high-density enclosures, there are diminish-
ing marginal total-cost-of-ownership returns to equipment consolidation



PP Managing the IT Department

after a power density of 3kW per rack, and negative returns after 6 to 7TkW
per rack.?® The bottom line is that server consolidation, decreasing the num-
ber of total servers used, delivers clear benefits; server compaction, co-locat-
ing multiple high-density servers within one rack within the data center,
does not beyond a certain point.

For extremely high-density equipment loads, some manufacturers such as
APC have a self-contained rack that incorporates all cooling, power, and fire
suppression equipment.

The most up-to-date cooling strategies are geared to the individual rack
and row of equipment, instead of the traditional approach of cooling the en-
tire room. This pinpoint strategy, while requiring more up-front capital, has
a lower cost of ownership and mitigates most of the airflow, cooling, power,
and humidity problems with a whole-room approach. A rack or row-oriented
approach requires specific equipment and design, but provides a signifi-
cantly higher percentage of usable capacity from the total capacity of the air
conditioning units (and commensurately lower one-time capital and ongoing
electricity and maintenance costs).*’

FIRE PREVENTION, DETECTION, AND SUPPRESSION. A fire in the data
center is catastrophic to the IT and the business, and can potentially be fatal
to the organization. Fire loss statistics show that over 40 percent of busi-
nesses that are closed by a fire never reopen, and 29 percent of the busi-
nesses that do return are gone within three years.?

Data center fires usually start with power problems in concealed areas
such as raised floors or in walls. They can also be the result of natural occur-
rences such as lightning, or intentional sabotage, or arson.?’

In every case, the CIO must take a three-part approach to mitigating fire
risks, through:

1. Prevention: Avoiding conditions conducive to fire or that create fire
hazards.

2. Detection: Ensuring that when fires do happen they are detected rap-
idly before they can do material damage.

3. Suppression: Building the capability to minimize or stop fires once
detected.

The National Fire Protection Association (NFPA, www.nfpa.org) has cre-
ated a standard for data center fire protection, known as NFPA 75. The stan-
dard contains best practices for fire prevention, detection, and suppression
and should be used in the data center fire mitigation design.

The CIO has a variety of fire detection mechanisms to choose from, in-
cluding smoke detectors and heat and flame detectors. The most effective
equipment is the smoke detector, particularly when properly placed for full
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coverage. A specific type of smoke detector, the Very Early Smoke Detec-
tion (VESD) device is highly sensitive and can distinguish dust particles
from combustion particles.*

While a large number of fire suppression systems are available for gen-
eral use in buildings, only a few of them are appropriate for the data center.
The majority of them, while effective against fire, ruin the equipment they
are intended to protect in the process. Data centers generally use total
flooding fire extinguishing systems, which work by eliminating the oxygen
required by fire. The system floods the room with a gaseous agent. Data
centers are generally well sealed and self-contained and can hold the gas
long enough to extinguish the fire. The gaseous agent has the additional ad-
vantage of infiltrating every niche and hard-to-access area in the data cen-
ter. It can later be vented from the room with little long-term impact to the
equipment.

In the past, various forms of Halon gas were used in these systems. With
the advent of various environmental regulations, Halon is no longer used. A
number of gaseous agents have replaced Halon, including carbon dioxide, In-
ergen (IG-541), HFC-23 (FE-13), and HFC-227ea (FM-200). Each of these
agents has its own characteristics with regard to required space, effective-
ness, hazard to personnel, and cost.

Finally, the data center should have an adequate supply of fire extinguish-
ers. These are effective against fire by providing a means of stopping the
blaze before it spreads. Further, the center should have ready access to pull
stations as a means of triggering a facility-wide alert to any fire.

An abridged list of best practices for fire prevention, detection, and sup-
pression, courtesy of the NFPA and APC follows:*!

* The data center should be built far from other buildings that pose a fire
threat.

* Emergency procedures should be posted on all fire alarm pull stations.
* A smoke purging system should be installed in the data center.
 All electrical panels should be free of obstruction.

e EPO buttons and fire alarm pull stations should be clearly and consis-
tently labeled.

* Fire extinguisher locations should be clearly labeled with instructions
about which type of fire the extinguisher will handle best.

* Openings in data center walls should be sealed with approved fireproof
sealant.

e All data center exits should have a list of emergency phone numbers
clearly posted.

* A strict no smoking policy should be implemented in the data center.
¢ EPO switches should not be activated by fire alarms.
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* Fire dampers should be installed in all air ducts in the data center.

e Fire marshal approval should be obtained for operation of data center
AC units when the fire system is alarmed. (IT equipment especially
needs cooling to mitigate the heat during a fire.)

e Trash receptacles should be eliminated from the data center.

e All data center furniture should be constructed of metal (chairs may
have seat cushions).

* On-site magnetic media should be stored in a fire vault with a rating of
at least one hour.

* Essential supplies such as paper, disks, wire ties, and so on should be
kept in completely enclosed metal cabinets.

e UL approved extension cords used to connect computer equipment
should not exceed 15 feet in length.

e The use of acoustical materials such as foam, fabric, and so on for sound
absorption should be eliminated.

* Do not run extension cords or other power cords under equipment,
mats or other covering.

* All cables passing through the raised floor should be protected against
chafing by installing edge trim around the floor opening.

Messaging Management

Messaging management includes all electronic systems used for interactive
communication within the organization, not including telephones. This cov-
ers e-mail, instant messaging, and text messaging. The most important sys-
tem is e-mail.

E-MAIL SYSTEM SUPPORT. E-mail system support is a unique operations
area because of the heavy reliance most companies have on e-mail systems.
In the past decade, e-mail has graduated from a utility application to a busi-
ness mission-critical service. As such, e-mail should be managed as an enter-
prise application, even though responsibility typically falls to the O&I team.
Keeping e-mail up and running is perceived by many organizations as a sim-
ple task; in reality, it is quite difficult.
A number of factors make e-mail management challenging, including:

¢ E-mail is open to receiving information from nearly anyone in the world
with the ability to send an e-mail; nearly anyone can force the e-mail
system to consume resources (network, CPU, storage, and memory) at
will. This creates enormous security, volume, and management prob-
lems that other applications do not experience.
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* E-mail is an easy target for unsolicited commercial e-mail (UCE) or
spam; estimates are that nearly 60 percent to 80 percent of all e-mail
communications are spam.*

e E-mail is an easy target for security threats such as malware, Trojans,
and viruses.

* E-mail will usually have the maximum number of possible users in the
organization. Most other applications only have a limited subset of orga-
nization users.

* E-mail is often used for file storage and other purposes not in its origi-
nal design.

e E-mail is often the communication medium of record for disputes in-
volving litigation, human resources, client contracts, insurance filing,
and internal decisions.

e E-mail is easiest to operate centrally; yet the data must often be dis-
tributed for speed performance reasons, leading to complex architec-
tures that attempt to solve for management and performance issues.

* In most organizations, e-mail is used 24 hours per day, 7 days per week,
meaning that it must have the highest levels of availability.

e E-mail is important to traveling executives and business staff, meaning
that it needs to be available remotely.

e E-mail must be accessible through any number of end-client software
on a variety of devices—from mobile applications such as Blackberries
to VPN connections, to web-based access from home or Internet-café
computers.

* E-mail usage is difficult to govern and is subject to considerable non-
business communication.

* Some industries, such as financials services, legal, or medical, have
strict compliance guidelines regarding the usage, control, and retention
of e-mail.

In sum, e-mail is one of the most difficult to manage enterprise applica-
tions yet its operation must be nearly perfect. Ensuring effective e-mail op-
erations should be the top priority of the CIO and O&I team.

E-mail systems are often segregated and organized based on geography
differences, so that users in a given geography can enjoy the maximum per-
formance from the e-mail system. Each geographic location should have a
support plan in place, even in a centralized IT department. The approach for
e-mail support is similar to application support, which is discussed in Chap-
ter 10. However, because of unique aspects of e-mail management—such as
user administration, security, virus protection, a dedicated e-mail server,
and a variety of other unique technical specifications—it is included as a
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major operations area in this chapter. A number of best practices have
emerged in this area:

* Architect e-mail environment (server capacity, network capacity,
power) to maximize reliability, availability, and security.

* Ensure that e-mail is covered in the disaster recovery plan.

e Standardize on a single e-mail application (server and client). Adopt
new versions of the e-mail application on a trailing basis, to avoid any
potential problems with new releases. Lagging the release of a new ver-
sion by 6 to 12 months is a conservative approach to ensure most criti-
cal bugs have been addressed in maintenance releases.

e Establish systems monitoring specifically customized for e-mail sys-
tems; monitoring should cover message queues, length, number of
users, storage capacity, CPU and memory usage, in and out-bound mes-
sage rates; the best monitoring will periodically test the systems ability
to go through the complete process of successfully sending and receiv-
ing e-mail to an external site.

* Set policies for organization of employee e-mail appropriate usage.

* Set policies for e-mail retention (how long can individuals retain e-mail,
how long should the organization retain e-mail) consistent with external
regulations or corporate policies; a number of industries (financial ser-
vices, legal, health care) may have specific requirements on retention
and content of corporate communications; if there are specific compli-
ance issues regarding e-mail communication, ensure that the e-mail sys-
tem is effectively capturing all communications; the CIO should work
with legal counsel to ensure proper compliance. Considerable penalties
have been levied against firms that do not follow these regulations.

* Set policies for individual e-mail box sizes (number of messages or total
storage space consumed); evaluate setting limits on maximum size of
individual e-mails that can be sent and/or received. Provide other easy-
to-use methods for moving and storing large files—public folders, FTP
access, or web-accessible file management systems for moving large
files between users.

¢ Provide e-mail access over the Internet via a web client interface. This
helps alleviate some of the remote computing issues and help desk sup-
port burdens within the company.

e For environments where secure communications are critical, consider
e-mail encryption; a number of third-party systems provide this capa-
bility; e-mail traveling over public networks should not be considered
secure.

e Ensure that a virus protection application is installed on the e-mail sys-
tem, filtering attachments and detecting e-mail virus activity.
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* Determine if e-mail tagline disclaimers are required or desirable for
the firm (usually for law and financial services firms), and implement
the automatic addition of these taglines to e-mail; consult with legal
counsel to determine requirements and precise verbiage.

e Standardize the signature line and format for all e-mails and provide
templates to end-users.

e Implement a system that will filter out unwanted e-mails (UCE or
spam); the best filtering systems will produce relatively few false posi-
tives, let individual users allow e-mail from specific sites or users, pro-
vide periodic list of e-mails that have been filtered out to users so that
they can ask for delivery, filter dangerous attachments, and constantly
update their internal engine for scanning e-mail content; we do not rec-
ommend sender-verification systems that require users to register or
need a response from the sender before delivering an e-mail message.

* Consider implementing a two-tier server architecture for e-mail—The
first tier should have a dedicated hardware appliance or server that
utilizes e-mail management software that accepts inbound e-mail
connections and filters e-mail for virus, UCE, and other dangers as
well as rejects repeated multiple connections from the same servers
(denial-of-service attacks); the second tier is the e-mail server that ac-
cepts the now-clean stream of e-mail message from the first-tier sys-
tem; the e-mail server on the second tier should not be accessible
outside of the internal network for inbound e-mail.

e Build and periodically test rigorous back-up procedures; evaluate tools
and systems for back up that allow the entire e-mail server to be re-
stored, or a single users e-mail box.

e Perform periodic health and performance checks on the e-mail system
by running diagnostic tools; a large and robust third-party marketplace
exists for most major e-mail platforms.

e Periodically, reduce the e-mail storage required by evaluating the
usage of the top 10 or 20 users and asking them to reduce their storage
requirements.

OTHER MESSAGING. Other messaging systems that are in use in companies
should be governed by IT as well. In the past few years, instant messaging
(IM) and text messaging (usually done from a mobile phone) have become
popular alternatives to phone calls and e-mails. According to the Radicati
Group, there are over 816 million consumer IM accounts world wide.**

IT must work to provide governance and support of these alternative mes-
saging functions for two reasons. First, use of unsanctioned IM systems on
the organization network can expose the organization to security risks from
viruses and other attacks that come through an unguarded system. Second,
many firms have policies or regulation that all internal communications be
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retained. Rogue systems that do not properly capture the information can ex-
pose the firm to liability.

Telecom Equipment and Administration

Telecom equipment and administration is a unique operations area because of
its tight integration with outside service providers (local telcos, long-distance
providers, and equipment suppliers) and its necessary geographic segregation.
Each geographic location generally has its own phone system (key system,
PBX, or other switch); thus, a local support plan should be in place to manage
each location’s telecom needs. The support and management for telecom
equipment is based on size and employee footprint of each organization. In
some cases, if support size is small, telecom equipment support could be han-
dled by a network administrator or a help desk person. In a large company, or
if turnover is high in an organization, more people or a separate unit of peo-
ple may be needed to manage the telecom changes. Telecom support is
needed in an organization to ensure that phone communication is up and
available and that phone numbers in a system are accurate. For companies
with large numbers of offices with small employee counts, a centralized in-
ternal support staff combined with an outside provider that can work in each
local office on an as-needed basis works best:

® Telecom user administration should be tied to system user administra-
tion and to security. HR initiates a new hire and the request flows to
telecom and IT security.

¢ Negotiate regularly with your telecom provider; often the telecom
provider provides bundled services-frame relay, ISP, local telephony,
and long distance, necessitating a combined team pricing and contract
negotiation process.

* Understand clearly what volume commitments are being made to the
telecom provider, and provide for the ability to renegotiate pricing in
the event of material adverse changes to the business.

* Avoid multiple contracts with varying end dates; telecom providers will
use noncontemporaneous end dates, combined with volume commit-
ments to make canceling an agreement with them difficult. Having dif-
fering end dates for various contracts, but an overall organization
commitment for dollar volume gives the telecom vendor significant ne-
gotiating power. For instance, take the simple example of a company
with a single telecom vendor, providing voice and data services under
two separate contracts, with differing end dates, but an overall agree-
ment to spend a certain dollar volume with the vendor. When the voice
contract expires, the data contract is still in place; unless the voice con-
tract is renewed, the total dollar volume commitment goes down, and



IT Operations and Infrastructure P-B}!]

the data contract pricing escalates; the only way to get back to adequate
dollar volume, then, is to re-sign a telecom contract. When the data
contract expires, in turn, the reverse pressure is applied. The result is
an inability to ever change telecom vendors without paying a stiff can-
cellation fee.

Voice OVER IP. An important new topic in this area is voice-over (VOIP).
Estimates show VOIP usage rising significantly, from 16 million in 2005 to 55
million by 2009.** VOIP phones provide considerably improved manageability
and options from traditional telecom equipment. VOIP systems integrate well
with other IT systems and provide advanced features such as web conferenc-
ing, video conferencing, and teleconferencing. In fact, VOIP is seeing the
highest usage in call centers, which usually lead the way in telecom innovation
because they can achieve the most significant benefits from improvements.
However, the technology also comes with additional network management
considerations such as capacity management (it generates significant addi-
tional network traffic) and traffic prioritization (voice quality transmission
over IP requires speedy and consistent delivery of network information).
VOIP implementation also comes with new and emerging security vulnerabili-
ties. While choosing and implementing a VOIP system is beyond the scope of
this book, an immense amount of literature on the topic is widely available.

Disaster Recovery

Planning for disaster and subsequent recovery is widely recognized as criti-
cal to any company’s technology operations. A disaster is generally described
as an event that makes the continuation of normal system functions impossi-
ble. A disaster recovery plan, also known as a business continuity plan,
should be in place to outline steps to take in the event of a disaster. A disas-
ter recovery plan helps to minimize the negative effects and rapidly restore
critical business functions. Businesses have a number of reasons for needing
a good disaster recovery plan. The primary reason is to ensure the continu-
ing operations of the business. Other factors include regulatory compliance,
the need to protect the company’s image with the public, and senior manage-
ment’s accountability for risk management.®

Nearly half of all U.S. businesses do not have a business continuity plan,
while nearly 45 percent suffered an IT failure during the year.*® An increas-
ing percentage of companies are developing plans, but there is an even more
significant relative decrease in business tolerance for downtime. Nearly 75
percent of respondents found that 24 hours was the maximum acceptable
downtime, and 12 percent had zero tolerance.”

Disaster recovery plans are often neglected in organizations because cre-
ating a comprehensive plan is regarded as too complex. The result is a dan-
gerous framing of disaster recovery plans as an all-or-nothing choice.
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Medium and small businesses often believe that due to their size, they
cannot afford a reasonable disaster recovery plan. A study by Infonetics Re-
search found that mid-sized businesses (between 100 and 1,000 employees)
suffering an IT downtime lost an average of $867,000 in revenue and experi-
enced 140 hours of downtime.®® A basic plan, along with measuring and
monitoring tools described elsewhere in this chapter, can provide sufficient
coverage to reduce such numbers dramatically.

We advocate a commonsense, practical approach to disaster recovery
planning, which seeks to provide the maximum benefit for a minimized in-
vestment in capital, time, and operating expense. This means examining the
systems that must be up for the business to function, and ensuring that they
can be recovered in a matter of hours. A minimal disaster recovery plan
should include:

* Server and necessary network hardware with duplicate configuration
(does not have to be as powerful as production hardware, but OS and
tools must be configured identically).

* Copies of most recent code base for all critical applications (should be
installed on the back-up server and ready to go live).

* Backups of application data that can be loaded to the back-up servers.

* A plan for when and how the systems will be cut over.

* An alternative location for operating both the equipment and the busi-
ness operations in the event of a disaster that renders the current loca-
tion unusable.

In a poorly run IT department, the CIO will have elected to do nothing
about disaster recovery, often claiming lack of budget or time. In the event
of a disaster as simple as a broken pipe that floods the server room, not hav-
ing purchased an inexpensive redundant server and made a good backup of
application code and data is foolhardy and negligent.

The most effective means of disaster recovery is a well-designed
redundant infrastructure that may help avoid or quickly recover from a
disaster. With fail-safe hardware, backup network services, and redun-
dancy of mission-critical infrastructure either on-site or in a different loca-
tion, the chance of a seamless system recovery increases significantly. A
disaster recovery plan, however, entails much more than redundant hard-
ware and backup procedures. It encapsulates the steps and processes the
staff will take to reinstate business functions. A good disaster recovery plan
forces the IT department and the business users to think through the spe-
cific actions they would take in each anticipated event, so that during
the event their focus can be on execution and recovery instead of planning

and thinking.



IT Operations and Infrastructure PZ3|

CREATING A Di1sasTER RECOVERY PLAN. The disaster recovery plan-
ning process should start with anticipating the range of possible events that
can cause service interruptions. These can be natural disasters such as hurri-
canes, earthquakes, tornadoes, or floods, or manmade such as civil unrest
and terrorism, or simply electronic such as power outages, cooling system
failures, system outages or external network attacks. The plan should con-
template all likely disaster scenarios and devise a specific response to each
potential event. The plan should include the contingencies, as well as the cost
for covering the contingency. The IT steering committee can help the team
in assessing the likelihood of each event, and the cost/benefit analysis to de-
termine how much risk the company can accept. This in turn dictates the in-
vestment the IT team makes to ensure proper recovery. Risk management
and planning are detailed in Chapter 16.

The CIO and ITSC should decide which systems must have immediate
availability, which can afford to be down for a limited period and which can
wait indefinitely. The IT department will then design a disaster recovery ar-
chitecture that provides systems availability according to priority—"hot”—
immediate failure over to alternative hardware/software, “warm”—delayed
failure (usually 4 to 24 hours) and cold (usually 24 to 100 hours). Each of
these options has significantly differing investment implications. The CIO
should also interview their applications and hardware vendors to understand
possible additional options for systems recovery. Further, the CIO should
evaluate the option of retaining a disaster recovery vendor. A number of
vendors provide facilities, processing power, and other services on a sub-
scription-fee or one-time basis.

The CIO and company senior management must also decide a number of
nonsystem disaster recovery-related things including:

® Who has authority to declare a disaster of each type (recover systems
on-site, recover systems off-site, etc.).

¢ How will internal communications take place (phone tree, faxes, exter-
nally hosted web site postings).

e Inventory of essential staff (business and IT) that will work in the event
of a disaster.

o Identification of alternative work locations.

e Identification of telephone options for ongoing operations during the
disaster.

* Notification policy and process for customers and vendors.

The IT portion of the disaster plan should focus on doing much of the an-
ticipated work resulting from a disaster in advance. If the team knows they
will need a properly configured Linux server with a certain application
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installed during a disaster, they should build it far ahead of time and ensure
that it is easy to locate when needed. Every component of the required sys-
tems should be evaluated to determine how to minimize the amount of ef-
fort required to duplicate and recover them after the disaster strikes. This
effort will likely highlight the benefits of locating the equipment in a third-
party data center, which, as mentioned previously in this chapter, we
strongly recommend.

For the disaster recovery plan to be truly effective it must be tested peri-
odically. At a minimum, the test should be annual and preferably will take
place every six months. There is no substitute for an actual test for fleshing
out the details of the plan and identifying small but critical details that will
hinder or even stall recovery. A real disaster is not the time to find that a
missing patch cable, a recovery room with insufficient powe