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MULTIVARIABLE SYSTEMS

MULTIVARIABLE LINEAR SYSTEMS

Introduction

With the development of miniaturized, cheap, sensor, and ac-
tuator technology, many of today’s control problems must co-
ordinate the actions of multiple actuators, based on multiple
output signals from diverse sensors. Such systems, illustrated
in Fig. 1, are referred to as multi-input, multi-output (MIMO)
systems. An important class of MIMO systems is linear
MIMO systems, whose relationship between input and output
signals is represented by linear transformations.

This article introduces the basic concepts for analyzing
linear time-varying and time-invariant MIMO systems for
continuous time input and output signals. Extensions of the
concepts in this article to discrete time signals are straight-
forward and are found in the references at the end. The chap-
ter discusses input-output and state-space models of linear
MIMO systems and introduces the concepts of controllability
and observability for state-space models. It also discusses
modal analysis for state-space models of time invariant
MIMO systems, MIMO poles and zeros, and singular-value
analysis for characterizing the frequency response of linear,
time-invariant MIMO systems.

Input-Output Models

Input-output models capture the essential relationships be-
tween inputs to a system and the outputs of that system. In-
stead of focusing on the internal representation and operation
of a system, input-output models represent these internal ef-
fects implicitly within a transformation from inputs to out-
puts, as illustrated in Fig. 1. In this section, we review results
on input-output models of linear MIMO systems in continu-
ous time.

Consider a system with input u and output y, where the
relationship between input and output is denoted by the map

System
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um

y1

yp. .
 . 

. .
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Figure 1. Multi-input, multi-output system.
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y � H(u). A system is linear if it satisfies the following prop- so that
erties:

1. Homogeneity. For any scalar multiple a, the response
y(t) =

∫ t

−∞
H(t, τ )u(τ ) dτ (5)

to a scaled input is equal to the scaled output response.
Another important property of the example is that the im-That is

pulse response depends only on the difference t � �. This
property is known as time invariance.H(au) = aH(u)

Definition. The input-output system Eq. (1) is time-invari-2. Superposition. Given two inputs u1, u2, the response to
ant ifthe combined input u1 � u2 is the sum of the individual

output responses. That is
H(t, τ ) = H(t − τ, 0) ≡ H(t − τ ) (6)

H(u1 + u2) = H(u1) + H(u2)
for all t and �. The last equality is a slight abuse of notation
introduced by convenience. If Eq. (1) is time-invariant, thenFor MIMO continuous time systems, the inputs consist of
y(t) is the convolution of H(t) and u(t):vector-valued signals u(t) � Rm and the outputs consist of vec-

tor-valued signals y(t) � Rp, both of which are functions of the
continuous time parameter t. Assume that such a system is y(t) =

∫ +∞

−∞
H(t − τ )u(τ ) dτ =

∫ +∞

−∞
H(τ )u(t − τ ) dτ (7)

well behaved, in that small changes in the input signals over
a finite time result in small changes in the output signal over Such a system is called a linear time-invariant (LTI) system.
the same interval. The general form of the input-output de- An LTI system is causal if and only if H(t) � 0 for all t � 0.
scription of such systems is given by

State-Space Models

In contrast with input-output models, state-space models pro-y(t) =
∫ ∞

−∞
H(t, τ )u(τ ) dτ (1)

vide an explicit representation of the internal operations of
a system, leading to the transformation between input timeIn the previous integral equation, H(t, �) is the p � m impulse
functions and output time functions. The state of a system atresponse or weighting pattern, that is, if the components of
a given time provides a complete summary of the effects ofu(t) are impulses of the form
past inputs to the system, which is sufficient to uniquely char-
acterize system output responses to future inputs. This articleuj (t) = δ(t − t0), uk(t) = 0, k �= j (2)
focuses on linear MIMO systems where the state takes values
in a finite-dimensional space of dimension n. Such models are

then
analyzed with concepts from linear algebra and matrix differ-
ential equations.yi(t) = hi j (t − t0), i = 1, . . ., p (3)

The general form of a state-space model for a linear system
with m inputs u(t) � Rm and p outputs y(t) is given by the

where hij(t, �) is the ijth element of H(t, �). matrix differential equation

Example. Consider a two-input, two-output system de-
scribed by the following impulse response:

d
dt

x(t) = A(t)x(t) + B(t)u(t) (8)

y(t) = C(t)x(t) + D(t)u(t) (9)

with initial condition specified at time t0 as x(t0) � x0. In Eqs.
(8–9), x(t) � Rn is the system state at time t, A(t) is the n �

H(t, τ )

=
[
δ(t − τ ) + 0.5 ∗ e−(t−τ )u−1(t − τ ) 0

δ(t − τ ) + e−2(t−τ )u−1(t − τ ) e−3(t−τ )u−1(t − τ )

]
n system matrix, B(t) is the n � m input matrix, C(t) is the
p � n output matrix, and D(t) is the p � m feedthrough

where u�1(t) is the unit step function, which is 0 for t � 0 and matrix.
1 otherwise. The output of the system is given by

Example. Consider the state-space model specified by the
following matrices:

[
y1(t)
y2(t)

]
=

∫ ∞

−∞
H(t, τ )

[
u1(τ )

u1(τ )

]
dτ

In the previous example, note that the impulse response
H(t,�) is zero for � � t. Thus, the output y(t) depends only on
inputs up to time t. Systems with this special property are
known as causal.

A =




−1 0 0
0 −2 0
0 0 −3


 ; B =




1 0
1 0
0 1




C =
[

0.5 0 0
0 1 1

]
; D =

[
1 0
1 0

]
Definition. The input-output system Eq. (1) is causal if

This state-space model is equivalent to the input-output
model in the previous subsection, as seen later.H(t, τ ) = 0 for t < τ (4)
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An important property of state-space models is that they If the initial time at t0 � �� and it is assumed that the
system starts at rest, the output y(t) becomesgenerate causal input-output maps, because past inputs affect

only future outputs through the value of the current state. To
determine the implied relationship between inputs and out-
puts in Eqs. (8–9), we need expressions for the solution of the y(t) =

∫ t

−∞
C(t)�A(t, τ )B(τ )u(τ ) dτ + D(t)u(t) (14)

vector differential equation in Eq. (8). First consider solutions
of the unforced (homogeneous) equation which is a causal input-output model for the system. Thus,

every state-space model leads to a corresponding input-output
model for the system. The question of whether input-outputd

dt
x(t) = A(t)x(t) (10)

models have a finite-dimensional state-space representation
is addressed in the next section.

starting from arbitrary initial conditions x(t0) at time t0. Un-
der the assumption that the matrix A(t) is piecewise continu- Example (continued). Because of the special diagonal,
ous, there exists a unique continuous solution of Eq. (10) time-invariant form of the A matrix, it is straightforward to
given by compute the state transition matrix as

x(t) = �A(t, t0)x(t0) (11)

for some n � n matrix continuous matrix �A(t, t0). The matrix
�A(t, τ ) =


e−(t−τ ) 0 0

0 e−2(t−τ ) 0
0 0 e−3(t−τ )




�A(t, �), known as the state transition matrix, has the follow-
ing properties: Because C, B do not depend on time, the product C�A(t, �)B

is written as
1. �A(t, t) � I, where I is the n � n identity matrix.
2. If A(t) � A is time-invariant, then

C�A(t, τ )B =
[
0.5e−(t−τ ) 0
e−2(t−τ ) e−3(t−τ )

]
�A(t, τ ) = eA(t−τ )

Substituting Eq. (14) yields
where the matrix exponential is defined by the series

eAt =
∞∑

i=0

(At)i

i!

y(t) =
∫ t

−∞

[
0.5e−(t−τ ) 0
e−2(t−τ ) e−3(t−τ )

]
u(τ ) dτ +

(
1 0
1 0

)
u(t)

=
∫ 5

−∞

[
δ(t − τ ) + 0.5e−(t−τ ) 0
δ(t − τ ) + e−2(t−τ ) e−3(t−τ )

]
u(τ ) dτ

3. �A(t, t0) is the unique continuous solution of the n � n
matrix differential equation which is equivalent to the input-output model in the previ-

ous subsection.d
dt

X (t) = A(t)X (t)
State-space models have important qualitative properties

which are useful for control design. Of particular interest arewith initial condition X(t0) � I.
the properties of stability, controllability, and observability,

4. For every t, �, t0, the following compositional property discussed in greater length in the articles by Sontag, Freude-
holds: nberg and Vidyasagar. Some of the relevant concepts are

summarized here.
�A(t, τ )�A(τ , t0) = �A(t, t0)

Stability. Given an n-dimensional state-space model with
matrices [A(t), B(t), C(t), D(t)], there are two types of stability5. ∂

∂t �A(t, τ ) = A(t)�A(t, τ ).

properties of interest, internal stability and input-output sta-
Given the state transition matrix �A(t, �), the general solu- bility. Internal stability is the stability of trajectories of the

tion of Eq. (8) is written as homogeneous system Eq. (10) and thus involves only the ma-
trix A(t). Different types of internal stability are possible. As-
ymptotic stability corresponds to all solutions to Eq. (10) con-
verging to 0 as t � �, and exponential stability corresponds

x(t) = �A(t, t0)x(t0) +
∫ t

t0

�A(t, τ )B(τ )u(τ ) dτ, t ≥ t0 (12)

to all solutions converging to zero exponentially fast, that is,

It is straightforward to use the properties of �A(t, �) to verify ‖x(t)‖ ≤ Ke−at (15)that Eq. (11) satisfies Eq. (8). Using Eq. (9), the input-output
relationship of a state-space model is written

for some K, a � 0, where the vector norm � � is the standard
Euclidean vector magnitude. Exponential stability is equiva-
lent to

‖�A(t, τ )‖ ≤ Me−a(t−τ ), t ≥ τ (16)

y(t) = C(t)�(t, t0)x(t0)

+
∫ t

t0

C(t)�A(t, τ )B(τ )u(τ ) dτ + D(t)u(t)
(13)
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where �M� is the matrix norm corresponding to the square Conversely, assume that the system is controllable but
root of the largest eigenvalue of the matrix MTM. that the matrix WC(t0, t1) is not invertible. Then, there must

Input-output stability refers to the full input-output map exist a nonzero vector z � Rn such that zTWC(t0, t1)z � 0, that
in Eq. (13). A MIMO system is said to be bounded-input/ is,
bounded-output (BIBO) stable if bounded inputs lead to
bounded outputs, that is, if �u(t)� 	 K1 � � for all t 
 t0 im-
plies �y(t)� 	 K2 � 0 for all t 
 t0. For state-space models, if

∫ t1

t0

zT�A(t0, τ )B(τ )BT (τ )�T
A (t0, τ )z dτ = 0

B(t), C(t), D(t) are bounded, then exponential stability guar-
antees BIBO stability. However, the converse is not true, as Since the integrand is nonnegative, it follows that zT�A(t0, t)
shown by the example below: B(t) � 0 for all t � [t0, t1]. Controllability implies that a control

exists which yields x(t1) � 0 for x(t0) � z. From Eq. (17), this
requires that

d
dt

x(t) = x(t) + u(t)

y(t) = u(t)

In this example, the state x does not affect the output y. Thus, z = −
∫ t1

t0

�A(t0, τ )B(τ )u(τ ) dτ

the system is internally unstable although it is BIBO stable.

Because of the choice of z, it follows thatControllability and Observability. The concepts of controlla-
bility and observability of state-space models characterize the
degree to which inputs and outputs determine the internal
state trajectory of a state-space model. This section presents

zTz = −
∫ t1

t0

[zT�A(t0, τ )B(τ )]u(τ ) dτ = 0

an overview of these concepts for linear, state-space models.
For a more detailed exposition of these concepts see CONTROL- implying that z � 0.
LABILITY AND OBSERVABILITY. The controllability Gramian has many properties. It is

Consider a linear system with a state-space model whose symmetric, positive-semidefinite for all t1 � t0, and satisfies
matrices are A(t), B(t), C(t), D(t), which are assumed to be the following matrix differential equation:
continuous functions of time. The system is said to be control-
lable on the interval [t0, t1] if, given any initial state x0 at t �
t0 and any desired final state x1 � t � t1, it is possible to
specify a continuous input u(t), t0 	 t � t1 so that if x(t0) �

d
dt

WC(t, t1) = A(t)WC(t, t1) + WC(t, t1)AT (t) − B(t)BT (t)

WC(t1, t1) = 0
(19)

x0, then x(t1) � x1. The system is observable on the interval
[t0, t1] if, given knowledge of u(t), t0 	 t � t1 and y(t), t0 	 t 	 Direct integration of this matrix equation is preferred to the
t1, the initial state x(t0) (and thus the entire state trajectory integral expression for numerically computing the controlla-
x(t), t � [t0, t1]) is uniquely determined. bility Gramian.

Conditions for verifying controllability and observability In the special case that the matrices A, B do not depend
are determined from the explicit representation of the trajec- on time, there is a simple algebraic test for controllability.tories of state-space models in Eqs. (11) and (13). Using Eq.

Define the matrix(11), controllability is equivalent to finding a control u(t), t �
[t0, t1], which solves Mc(A,B) = (B AB A2B · · · An−1B)

where n is the dimension of the state. The state-space modelx(t1) − �A(t1, t0)x(t0) =
∫ t1

t0

�A(t1, τ )B(τ )u(τ ) dτ (17)
is controllable if and only if the rank of Mc(A, B) is n.

Observability is characterized similarly. Using Eq. (13), itfor any pair of states x(t1), x(t0). is sufficient to consider the case where u(t) � 0 for t � [t0,Define the controllability Gramian as the n � n matrix
t1], so that the output response is given by

y(t) = C(t)�(t, t0)x(t0), t > t0 (20)WC(t0, t1) =
∫ t1

t0

�A(t0, τ )B(τ )BT (τ )�T
A (t0, τ ) dτ (18)

Define the observability Gramian as the n � n matrixThe system is controllable on [t0, t1] if and only if the matrix
WC(t0, t1) is invertible. To establish this, if the inverse exists,
then the control u(t) � �BT(t)�T

A(t0, t)W�1
C (t0, t1)[x(t0) � �A(t0,

t1)x(t1)] is continuous and, when substituted in Eq. (17) yields
W0(t0, t1) =

∫ t1

t0

�T (τ , t0)CT (τ )C(τ )�(τ, t0)x dτ

The observability Gramian is again symmetric, positive-
semidefinite, and satisfies the matrix differential equation

d
dt

W0(t, t1) = −AT (t)W0(t, t1) − W0(t, t1)A(t) − C(t)TC(t)

W0(t1, t1) = 0
(21)

The system is observable on [t0, t1] if and only if W0(t0, t1)
is invertible. If the system is observable, then, in the absence

∫ t1

t0

�A(t1, τ )B(τ )u(τ ) dτ

= −
[∫ t1

t0

�A(t1, τ )B(τ )BT (τ )�T
A (t0, τ ) dτ

]

W−1
C (t0, t1)

[
x(t0) − �A(t0, t1)x(t1)

]
= −�A(t1, t0)WC(t0, t1)W−1

C (t0, t1)[x(t0) − �A(t0, t1)x(t1)]

= x(t1) − �A(t1, t0)x(t0)
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of external inputs, the initial condition is given by additional extraneous states can be added which do not affect
the input-output behavior of the system. It is important to
identify realizations with minimal numbers of states. If a re-
alization with state dimension n exists and no other realiza-

x(t0) = W−1
0 (t0, t1)

∫ t1

t0

�T (τ , t0)CT (τ )y(τ ) dτ

tion exists with dimension less than n, then realizations with
state dimension n are known as minimal realizations.In the special case where the matrices A, C are indepen-

The following result provides an answer to the realizationdent of time, observability is determined from the matrix
problem:

Mo(A,C) = Mc(AT ,CT )T

Theorem (3). There exists a state space realization of di-
mension n for the weighting pattern G(t, �) if and only if thereThe state-space model is observable if and only if the matrix
exists a p � n matrix matrix function H(t) and an n � mMo(A, C) has rank n.
matrix function F(t), both continuous for all t, such that

State-Space Realization of Input-Output Models
G(t, τ ) = H(t)F(τ )

An important question in MIMO systems is determining
when a causal input-output model of the form for all t, �.

The proof of this theorem is straightforward. The inverti-
bility properties of the state transitional matrix guarantee

y(t) =
∫ t

t0

G(t, τ )u(τ ) dτ + D(t)u(t) (22)

that, for a state-space model, its input-output relationship is
[where G(t, �) does not contain generalized functions such as factored as
impulses] is represented by a finite-dimensional state-space
model of the form C(t)�(t, τ )B(τ ) = C(t)�(t, 0)�(0, τ )B(τ )

so that H(t) � C(t)�(t, 0), F(t) � �(0, t)B(t). Conversely, given
H(t), F(t), the state-space model

d
dt

x(t) = A(t)x(t) + B(t)u(t)

y(t) = C(t)x(t) + D(t)u(t)
(23)

where x(t) � Rn, u(t) � Rm, y(t) � Rp and A(t), B(t), C(t), D(t)
ẋ(t) = F(t)u(t)

y(t) = H(t)x(t)
(24)

are continuous matrices.
The converse of the question is straightforward. State- is a realization for H(t)F(�), because the state transitional

space models correspond to causal input-output models of the function �(t, �) is the identity.
form Next, consider the problem of determining whether a state-

space realization is a minimal realization. The answer is tied
to the concepts of controllability and observability of state-
space models discussed in greater depth in CONTROLLABILITY

y(t) =
∫ t

t0

C(t)�A(t, τ )B(τ )u(τ ) dτ + D(t)u(t), t ≥ t0

AND OBSERVABILITY.
In the problem of realizability, it is straightforward to

identify the correspondence between D(t) in Eqs. (22) and Theorem (3). Suppose the linear system Eq. (22) is a realiza-
(23). Thus, the focus is on identifying matrices A(t), B(t), C(t) tion of the weighting pattern G(t,�). Then, Eq. (22) is a mini-
in Eq. (23) from G(t,�) in Eq. (22). Two variations of this prob- mal realization if and only if for some t0 and tf � t0, Eq. (22)
lem are of interest. In the first variation, the function G(t,�) is controllable and observable on the interval [t0, tf].
is continuous and known for all values of t, �. This informa- Another important question is determining the existence
tion corresponds closely to that provided by a state-space of a time-invariant realization for a weighting pattern. The
model, because the term C(t)�A(t,�)B(�) is defined for all t and answer is provided in the following result.
� and is continuous by the assumptions for a state-space
model. In the second variation, the function G(t,�) is known Theorem (3). A weighting pattern G(t,�) is realizable by
only for values t 
 �, corresponding to causal observations of a time-invariant linear system Eq. (23) if and only if it is
impulse responses of the system. In this variation, the real- realizable, continuously differentiable in both t and �, and
ization problem is more complex and requires additional G(t,�) � G(t � �, 0) for all t and �. Under these conditions,
smoothness assumptions on G(t,�). In this overview, we focus there exists a time-invariant minimal realization of G(t,�).
on the first variation where G(t,�) is known and continuous
for all t, �. The interested reader should consult (1,2,3) for

Linear Time-Invariant MIMO Systemsfurther details on realization from impulse responses.
The analysis of linear MIMO systems in the time domain is

Definition. A state-space model Eq. (23) is a realization of a greatly simplified in the time-invariant case by using results
weighting pattern G(t,�) if, for all t, �, G(t,�) � C(t)�A(t,�)B(�). from linear algebra. Furthermore, the time invariance prop-

erty allows applying transform techniques to represent the
behavior of the system in the frequency domain, as illustratedThere are many possible realizations corresponding to a

specific weighting pattern G(t,�). Any change of basis in the in the next subsection. This subsection discusses the analysis
of causal LTI MIMO systems described by state-space modelsstate space results in an equivalent realization. In addition,
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in the time domain. Relevant concepts from linear algebra are chapter, assume that right and left eigenvectors are scaled so
that the inner product of eigenvectors for the same eigenvalueintroduced as needed.

Consider a MIMO LTI system described in state space is 1, that is, uH
i vi � 1 for all i � 1, . . ., n. A useful property

of eigenvectors is that the right and left eigenvectors corre-form as
sponding to different eigenvalues are mutually orthogonal.
Let ui and vi denote, respectively, the left and right eigenvec-
tors corresponding to eigenvalue �i. Then,

d
dt

x(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(25)

uH
i v j = 0

where the state x(t) � Rn, the input u(t) � Rm, the output
y(t) � Rp, and the matrices A, B, C, D do not depend on time. whenever �i � �j.
The algebraic structures of the matrices A, B, C, D completely Now consider a matrix M � Cn�n with n distinct eigenval-
determine the qualitative behavior of the system, as is evi- ues �i, i � 1, . . ., n, and, with corresponding left and right
dent after some concepts from linear algebra are reviewed. eigenvectors ui, vi, i � 1, . . ., n. It can be shown that the n

eigenvectors vi form a basis for the space Cn. In this case, the
Eigenvalues and Eigenvectors. Let Cn denote the space of n- matrix M is represented in terms of these eigenvalues and

dimensional, complex-valued vectors. Consider a vector v � eigenvectors in a dyadic expansion as
Cn of dimension n, expressed in terms of its real and imagi-
nary parts as M =

n∑
i=1

λiviu
H
i (26)

This expansion is useful for computing powers of M, becausev =




v1
...

vn


 =




a1
...

an


 + j




b1
...

bn


 = a + jb

Mk =
n∑

i=1

λk
i viu

H
i

where ai, bi, i � 1, . . ., n are real-valued. Denote by vH the
Hermitian of the vector v, defined as the complex conjugate of

resulting from the orthogonality property of left and right ei-the transpose of v:
genvectors corresponding to different eigenvalues.

vH = aT − jbT

System Modes. Consider the LTI state-space model in Eq.
(25). In the absence of inputs u(t), the response of the systemGiven two vectors u, v � Cn, the inner product of u and v
is determined by the initial condition x(0) and the system ma-is defined as the complex-valued scalar product �u, v� � uHv.
trix A, asThe Euclidean norm of a vector v � Cn is given by

x(t) = eAtx(0)

Assume that the matrix A has distinct eigenvalues �i, i �
‖v‖2 =

√
vHv =

√
n∑

i=1

(a2
i + b2

i )

1, . . ., n, with corresponding left and right eigenvectors ui,
vi, i � 1, . . ., n. A treatment of the general case with re-The norm � � �2 is used to determine the size of vectors v � Cn

peated eigenvalues is found in (12). Using Eq. (26) in theand corresponds to the standard notion of vector length.
expansion of eAt yieldsDenote by Cn�n the space of (n � n)-dimensional, complex-

valued matrices. Let M � Cn�n be a square matrix. An eigen-
value � of M is a complex number which is a root of the char-
acteristic polynomial of M:

det(λI − M) = 0

Associated with each distinct eigenvalue are nonzero left and
right eigenvectors u, v � Cn, which satisfy the linear equa-

eAt = (At)0 + At + A2 t2

2
+ · · ·

=
n∑

i=1

(λit)
0viu

H
i +

n∑
i=1

(λit)viu
H
i +

n∑
i=1

(λit)2

2
viu

H
i + · · ·

=
n∑

i=1

eλi tviu
H
i

tions
Thus, the unforced system response is given as

x(t) =
n∑

i=1

eλi tvi[u
H
i x(0)]

Mv = λv

and

uHM = λuH

This is interpreted as follows: The initial condition x(0) is de-
composed into its contributions along n different systemIn the special case where the matrix M is real-valued (M �

Rn�n), if � is an eigenvalue of M with a nonzero imaginary modes using the left eigenvectors. The ith system mode is de-
fined as e�itvi and has its own characteristic exponent �i. Whenpart, then its complex conjugate is also an eigenvalue of M.

Because the previous equations are linear any multiple of the initial condition x0 corresponds to a right eigenvector vi,
the state response x(t) � e�itvi is focused along the same direc-an eigenvector is also an eigenvector. Thus, eigenvectors can

be scaled to have any nonzero magnitude. In the rest of this tion vi.
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The system modes are also used to understand the output MIMO Transfer Function Matrix. One of the powerful tools
of classical single-input, single-output (SISO) control theory isresponse of the system in the presence of input signals u(t).

Substituting the dyadic expansion of eAt into the output re- frequency-domain analysis using transform methods for LTI
systems. SISO systems are often characterized by their trans-sponse Eq. (13) yields
fer functions relating input signals to output signals in the
frequency domain with Laplace transforms. Transform tech-
niques are also applied to LTI MIMO systems to obtain gener-
alizations of system transfer functions to MIMO systems, as
follows.

Consider an LTI MIMO system, characterized by the im-
pulse response matrix-valued function H(t), which describes
the input-output behavior of the system as

y(t) = CeAtx(0) +
∫ t

0
C(t)eA(t−τ )Bu(τ ) dτ + Du(t)

=
n∑

i=1

eλi t [(Cvi)(u
H
i x(0)]

+
n∑

i=1

(Cvi)(u
H
i B)

∫ t

0
eλi (t−τ )u(τ ) dτ + Du(t)

The term uH
i B indicates how the control action affects the ith

mode. Similarly, the term Cvi shows how much the ith mode
y(t) =

∫ ∞

−∞
H(t − τ )u(τ ) dτ (27)

affects the system output y(t). Thus, modal analysis of LTI
where H(t) includes generalized functions, such as the unitsystems decomposes the performance of MIMO systems into
impulse �(t).a superposition of n independent modes which are exited by

Let X(s) denote the bilateral Laplace transform of the func-the input signals and initial condition.
tion x(t):Based on Eq. (27), one can derive intuitive conditions for

controllability and observability of LTI systems using the sys-
tem modes. In particular, note that the ith mode is uncontrol-
lable if uH

i B � 0, because the input has no effect on the ith
X (s) =

∫ +∞

−∞
x(t)e−st dt (28)

mode trajectory. Thus, controllability requires that uH
i B � 0

for all modes i � 1, . . ., n. Similarly, the ith mode does not For the MIMO LTI system Eq. (27), application of Laplace
affect the output if Cvi � 0. In this case, an initial condition transforms on both sides yields
of vi yields an identical output to an initial condition of 0 and
thus is unobservable. Observability requires that Cvi � 0 for Y (s) = H (s)U (s) (29)
all modes i � 1, . . ., n.

where Y(s) is the p-dimensional, two-sided Laplace transform
Example. Consider the state-space model specified by the of the output y(t), U(s) is the m-dimensional, two-sided La-
following matrices: place transform of the input u(t), and H (s) is the p � m two-

sided Laplace transform of the impulse response H(t), called
the system transfer function matrix. In coordinates, this rela-
tionship is given by

Yi(s) =
m∑

k=1

Hik(s)Uk(s), k = 1, . . ., p

where H ik(s) is the Laplace transform of Hik(t).
For causal LTI systems described in state-space form, as

in Eq. (25), the transfer function matrix is obtained directly
from the state-space representation. Assume that the system
is at rest with no initial conditions. Taking bilateral Laplace
transforms of both sides in Eq. (25) yields

A =




−1 1 2
0 −2 1
0 0 −3




B =




1 0
1 0
0 1




C =
[

0.5 0 0
0 1 1

]

D =
[

1 0
1 0

]

The eigenvalues of A are �1 � �1, �2 � �2, �3 � �3. A set of
left and right eigenvectors is given by

sX (s) = AX (s) + BU (s)

and
Y (s) = CX (s) + DU (s)

Solving these equations simultaneously,

Y (s) = [C(sI − A)−1B + D]U (s)

which yields the transfer function matrix H (s) � C(sI �
A)�1B � D. Note that, although there can be different state-

u1 =




1
1

1.5


 , v1 =




1
0
0


 ; u2 =




0
1
1


 ,

v1 =




−1
1
0


 ; u3 =




0
0
1


 , v1 =




−0.5
−1
1




space models for a given LTI system, the transfer function
matrix H (s) is unique.Using these modes, it is straightforward to verify that Cvi �

0 and uH
i B � 0 for i � 1, . . ., 3, which establishes that the There are some special properties of system transfer func-

tion matrices of MIMO LTI systems. First, the variable s en-system is controllable and observable.
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ters into the expression in the inverse (sI � A)�1. If A is an u(t) � ukeskt gives the following equations after dividing by the
term eskt:(n � n) matrix, this means that the entries of H (s) are ratio-

nal functions, ratios of polynomials, with denominator degree
no greater than n. Furthermore, the numerator degree is no
greater than n either and is strictly less than n for all entries

skxk = Axk + Buk

0 = Cxk + Dxk
unless D � 0. Transfer function matrices with entries as ra-

Rearranging these equations as a set of linear equationstional functions with numerator degree less than or equal to
in the unknowns xk, uk yieldsdenominator degree are known as proper. If the numerator

degree is strictly less than the denominator degree for each
entry, the transfer function matrix is known as strictly proper.

(
skI − A −B

−C −D

)(
xk

uk

)
=

(
0
0

)

Multivariable Poles and Zeros. For SISO LTI systems, the
This is in the form of a generalized eigenvalue problem. In-poles and zeros of the system are determined from the trans-
deed, under the assumption of a minimal realization, thefer function, consisting of a ratio of a numerator polynomial
MIMO transmission zeros are obtained as the roots of the fol-and a denominator polynomial. The roots of the numerator
lowing equation:polynomial determine the zero frequencies of the system, fre-

quencies which, if present at the input, are blocked by the
system and are thus not present at the output. Similarly, the
roots of the denominator polynomial determine the poles that

det

[
s

(
I 0
0 0

)
−

(
A B
C D

)]
= 0

are frequencies appearing at the output in response to initial
For a given transmission zero sk, the generalized eigenvectorconditions with no external input.
associated with that transmission zero provides the initialAlthough a rich theory exists for generalizing the SISO
condition and input directions xk, uk which yield zero outputtransfer function decomposition to transfer function matrices
at that input frequency.of MIMO systems using polynomial matrices and matrix frac-

tion descriptions (see e.g. [12]), the simplest definition of
Example. Consider the MIMO LTI system described byMIMO poles and zeros is given in terms of state-space models.
state-space matricesConsider the LTI state-space model of Eq. (25). The poles of

the system are the complex frequencies that appear in the
output in response to initial conditions. Based on the discus-
sion of the previous subsections, these frequencies are the ei-
genvalues of the matrix A. This is also seen directly from the
transfer function matrix H (s) � C(sI � A)�1B � D. Using the
expression for inverting a matrix, it is clear that the denomi-
nator of all of the entries in the transfer function matrix is
given by det(sI � A). Thus, the poles correspond to roots of
the equation det(sI � A) � 0, which are the eigenvalues
of A.

In contrast with multivariable poles, there are several
ways in which zeros have been defined for LTI MIMO sys-
tems. First consider a system with equal number of inputs

A =




−1 0 0
0 −2 0
0 0 −3




B =




1 0
1 0
0 1




C =
[

0.5 0 0
0 1 1

]

D =
[

1 0
1 0

]
and outputs (m � p), and assume that the state-space model
in Eq. (25) is minimal (thus controllable and observable). The transfer function matrix for this two-input, two-output
Multivariable transmission zeros are defined as complex fre- system is given by
quencies where, given a particular nonzero combination of in-
put directions at that frequency and initial conditions, there
is no output generated by the system. The formal definition

H (s) =
[

s+1.5
s+1 0
s+3
s+2

1
s+3

]
is given here:

Because A is diagonal, the poles of the system are easily de-
termined as �1, �2, �3. Solving the generalized eigenvalueDefinition. The system Eq. (25) has a transmission zero at
problem, one obtains two transmission zeros, at frequenciesthe complex frequency sk if there exist complex vectors uk �
�1.5 and �2. In particular, the inputCm, xk � Cn, one of which is nonzero, such that the system Eq.

(25) with initial condition x(0) � xk, and input u(t) � ukeskt,
t 
 0 has the property that y(t) � 0 for all t � 0. u(t) =

[
1

−4.5

]
e−1.5t

The initial condition xk must be chosen carefully to ensure
with initial conditionthat the state trajectory does not contain modes other than

those of the input eskt, because those modes are observable (the
minimality assumption) and lead to nonzero outputs. Thus,
x(t) � xkeskt is a solution for the trajectory of the system. Sub-
stituting this solution in the system Eq. (25) with input

x(0) =




−2
2

−3



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yields output y(t) � 0. Similarly, the input uncontrollable. Then, any uncontrollable mode of the system
�k with left eigenvector uk is a left transmission zero with di-
rection �k � 0, �k � uk. Any unobservable mode of the system
with right eigenvector vk is a right transmission zero with di-u(t) =

[
0
1

]
e−2t

rections xk � vk, uk � 0. Thus, the presence of unobservable
and uncontrollable modes gives rise to transmission zeros inwith initial condition
the same directions as the modes of the system, leading to
pole-zero cancellations.

Singular Values and MIMO Frequency Response
x(0) =




0
−1

1




Consider an LTI MIMO system, specified by its transfer func-
tion matrix H (s). Assume that the system is bounded-input,also yields y(t) � 0 for t � 0. Note the presence of both a zero

and a pole at �2, without a pole-zero cancellation. Note also bounded-output stable, with no initial conditions. The trans-
fer function H (s) can be interpreted as the complex gain ofthat the zero at �2 is not a zero of any individual transfer

function entry in the transfer function matrix. the linear system in response to bounded inputs of the form
est. That is, if the input is defined as u(t) � ves0t for t 
 0 for

Now consider the general case where the number of inputs some complex number s0 with nonpositive real part and some
m is different from the number of outputs p and the state direction vector v � Rm, the output y(t) is given by
space model Eq. (25) is still controllable and observable. If
the number of inputs is less than the number of outputs, the y(t) = H (s0)ves0 t

appropriate generalization is the concept of a right transmis-
sion zero, as defined here: The frequency response of the system is the set of transfer

functions H ( j�) for all frequencies � � R. Thus, the fre-
Definition. The system Eq. (25) has a right transmission zero quency response of the system defines the outputs corre-
at the complex frequency sK if there exist complex vectors uk sponding to sinusoidal inputs of the form e j�t.
� Cm, xk � Cn, both of which are not identically zero, such In single-input, single-output (SISO) systems, the transfer
that function is a scalar. Thus, the frequency response is charac-

terized by the complex-valued function H ( j�), which is repre-
sented by a magnitude and phase. In contrast, the frequency

skxk = Axk + Buk

0 = Cxk + Dxk response of MIMO systems is a complex, matrix-valued func-
tion of the frequency, which has a range of gains, depending

In essence, a right transmission zero is a complex fre- on the direction a of the sinusoidal input. To understand how
quency where, for an appropriate input direction and initial to represent this effect, it is useful to review some concepts of
condition, the output is identically zero. When the number of gains for complex-valued matrices.
inputs m is greater than the number of outputs p, there are
additional complications, because there can exist nonzero

Complex Matrices and Gains. At a specific frequency, theproper (m � 1) transfer functions U(s) such that H (s)U(s) �
transfer function matrix H ( j�) is a complex-valued matrix of0 for all s! Instead of declaring every complex frequency a
dimension p � m. Denote by Cp�m the space of complex-valuedtransmission zero, one defines the concept of a left transmis-
matrices of dimension p � m. Any matrix M � Cp�m, is decom-sion zero, as follows:
posed into its real and imaginary parts, as

Definition. The system Eq. (25) has a left transmission zero
at the complex frequency sk if there exist complex vectors �k

M = A + jB

� Cm, �k � Cn, both of which are not identically zero, such
where A, B � Rp�m. In a manner similar to a vector, the Her-that
mitian of a matrix is defined as the complex conjugate of its
transpose, that is,skα

T
k = αT

k A + βT
k C

0 = αT
k B + BT

k D
MH = AT − jBT

that is, a left transmission zero is a right transmission zero
of the state-space model Given a matrix M � Cp�m, the spectral norm of the matrix,

denoted as �M�2, is the maximum amplification of any input
unit vector, defined asd

dt
x(t) = AT x(t) + CT u(t)

y(t) = BT x(t) + DT u(t)
(30)

‖M‖2 = max
‖v‖2

‖Mv‖2

For square systems, any frequency that is a left transmission
A complex-valued square matrix is called Hermitian ifzero is also a right transmission zero.

MH � M. A nonsingular, complex-valued matrix is called uni-
tary if M�1 � MH, which implies MMH � MHM � I. HermitianAs a final note on this topic, consider a state-space realiza-

tion that is not minimal, so that it is either unobservable or matrices have the property that all of their eigenvalues are
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real-valued. This can be readily derived by noting that, for an a nearly diagonal transformation. Define the matrix of singu-
lar values � aseigenvalue � with right eigenvector u,

(uHMu)H = (λuHu)H = λHuHu

= uHMHu = uHMu = λuHu

which establishes that � is equal to its complex conjugate and
thus is a real number. Hermitian matrices also have the prop-
erty that repeated eigenvalues have a full complement of ei-

� =







σ1 0 · · · 0
0 σ2 · · · 0
...

...
. . .

...
0 0 · · · σk


 0k×(m−k)

0(p−k)×k 0(p−k)×(m−k)




genvectors, and thus Hermitian matrices are represented as
Note that k 	 min(m, p); if k � m or k � p, some of the zerodiagonal matrices with an appropriate change of basis.
blocks in the above matrix are removed. The singular valueThe eigenvalues of unitary matrices have unit magnitude,
decomposition states the following:as is readily seen from

Theorem. Given a matrix M � Cp�m, there exist a p � p uni-
tary matrix U and m � m unitary matrix V such that

(uHMH )(Mu) = (λHuH )(λu) = |λ|2uHu

= uH (M−1M)u = uHu

Thus, unitary matrices acting on vectors preserve the Euclid-
M = U�V H

� = UHMVean norm. Let M � Cp�p be unitary and u � Cp be an arbitrary
vector. Then

The column vectors of U are called the left singular vectors
of M, and the column vectors of V are called the right singular
vectors of M. Because U and V are unitary, they correspond‖Mu‖2 =

√
(Mu)HMu =

√
uH (MHM)u =

√
uHu

to an orthogonal change of basis in Cp and Cm, respectively. It
is easy to show that the left singular vectors of M are theNow consider an arbitrary matrix M � Cp�m. The square
normalized right eigenvectors of the p � p matrix MMH andmatrices MHM and MMH are Hermitian and thus have real-
that the right singular vectors of M are the normalized rightvalued eigenvalues. They also have the additional property
eigenvectors of the m � m matrix MHM. Reliable and efficientthat the eigenvalues are nonnegative, and the nonzero eigen-
numerical techniques for computing singular-value decompo-values of MMH are equal to the nonzero eigenvalues of MHM.
sitions are available in commercial software packages.Let � denote an eigenvalue of MMH with eigenvector v. Then,

The singular-value decomposition allows us to estimate the
gain of the matrix M when acting on an input u of unit Eu-vH (MMH )v = λ‖v‖2

2 = (MHv)HMHv = ‖MHv‖2
2 ≥ 0

clidean norm, as follows. Let y � Mu denote the output of M
with input u. Using the singular-value decomposition yields

which shows that � 
 0. If � is a nonzero eigenvalue of MMH

with eigenvector u, then y = U�V Hu = U�v

MH (MMH )u = MHλu = λ(MHu) = (MHM)MHu where v is also a unit norm vector because V is unitary. Then,

which establishes that � is also an eigenvalue of MHM with ‖y‖2 = ‖UHy‖2 = ‖UHU�v‖2 = ‖�v‖2
eigenvector MHu. Note that MHu must be nonzero if � is
nonzero. This establishes that

For a general matrix M � Cp�m with rank k, the singular
values of M are the k square roots of the nonzero eigenvalues ‖M‖2 ≤ σ1(M)

of MHM or MMH. Let 
i(M), i � 1, . . ., k denote the k singular
values and �i(MHM) denote the corresponding k nonzero ei- If u is the first column of V, the unitary property of V gives
genvalues of MHM. Then,

σi(M) =
√

λi(M
HM) =

√
λi(MMH ), i = 1, . . ., k

Because the k nonzero eigenvalues of MHM are real and

V Hu =




1
0
...
0




positive, the singular values are also real and positive. As-
sume that the singular values are ordered in descending or- which shows that
der, that is,

‖M‖2 ≥ σ1(M)
σ1(M) ≥ σ2(M) ≥ . . . ≥ σk(M) > 0

which establishes that the spectral norm of M is equal to the
maximum singular value.The singular-value decomposition of a matrix M � Cp�m

states that there are convenient changes of bases in Cp and It is also possible to establish a lower bound on the gain of
the matrix M under the condition that the number of outputsCm, so that the linear transformation M can be visualized as
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p is greater than or equal to the number of inputs m. Let in radians/second on a semilog scale. Figure 2 illustrates the
MIMO frequency response plot for the transfer function ma-m � min(p, m). When the rank of M is less than m, define

the singular values 
k�1 � . . . � 
m � 0. Then, a similar trix
argument as previous establishes that, for unit norm vec-
tors m,

H(s) =
[

s+1.5
s+1 0
s+3
s+2

1
s+3

]
‖Mu‖2 ≥ σm ≥ 0

The information contained in such a Bode plot provides
If the rank of M is m, the lower bound is strictly positive. direction-independent information concerning the magnitude
When the number of outputs is less than the number of in- of the frequency response at specific frequencies. In particu-
puts (p � m), M must have a nontrivial null space, and thus lar, at frequencies where the minimum singular value is
the lower bound is always 0. large, all of the singular values of the system are large, and

thus the system has a large gain in all directions. In regions
Singular-Value Representation of MIMO Frequency Re- where the maximum singular value is small, all of the singu-

sponse. Now consider the MIMO frequency response of a lar values are small, and the system has a small gain in all di-
bounded-input, bounded-output stable system with transfer rections.
function matrix H (s). Assume that the number of inputs m is At other frequencies, it is necessary to use the direction
less than or equal to the number of outputs p. When the input of the input a to determine the magnitude of the frequency
vector is a complex exponential of the form u(t) � aej�t, the response. The maximum and minimum singular values pro-
output vector is given by vide bounds on the range of gains which are possible. The

unitary matrix V( j�) is a change of basis transformation on
the input space. Thus, VH( j�)a is an m-dimensional complexy(t) = H ( jω)u(t) = H ( jω)aejωt = bejωt

vector which is a decomposition of a into components along
the right singular vectors which form a new basis in the inputfor some complex vector b � H ( j�)a. A useful characteriza-
space. The magnitude and phase of the frequency responsetion of the MIMO frequency response is provided in terms of
for each singular direction are readily evaluated from the ma-bounds on the gain of complex matrix H ( j�) as a function
trices �(�) and U( j�).of frequency.

For each frequency �, the singular-value decomposition of
H ( j�) is obtained as
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