
SYSTEM INTERCONNECTS

Due to the rapid advances in microprocessor, storage, and
communication technologies, it has become feasible to de-
velop increasingly more complex computing functions such
as high performance computing, broadband multimedia
(e.g., virtual reality, digital library, video on demand), mas-
sively multiparty online gaming, and business applications
(e.g., data mining, data warehouse, content and knowledge
management). However, the unrelenting demand for per-
formance and quality in these applications creates pres-
sure for further performance improvement on the Central
processing unit (CPU) and the communication bandwidth
within the system. Performance improvement thus far has
been realized by advances in (1) processor architectures,
such as the use of pipeline, superscalar, and parallel pro-
cessing structures, and (2) Very Large Scale Integration
(VLSI) technologies, such as the feature size reduction of
CMOS. Yet speed of devices is not the only criterion that
determines the acceptance of a technology. When these de-
vices are used in a computing or communication system,
problems of parasitics, circuit design, power consumption,
and packaging often dominate over sheer speed. Therefore,
it is insufficient to improve the performance of a system
simply by choosing a faster device technology or a better
system architecture. In particular, a number of factors such
as the reflections due to electrical discontinuities of the
transmission lines, crosstalk, skin effect, signal engineer-
ing, such as the use of a controlled-impedance transmis-
sion line, fully differential signaling (P1394, PCI express,
InfiniBand), and limiting the interconnection structure to
point-to-point (P1394, PCI express, InfiniBand) can push
the metal interconnection technology to higher bandwidths
than could be supported with existing technology. Never-
theless, the cost of the new technology is initially high, and
there is no guarantee that the solutions can be scaled to
clock speeds higher than their present limits. If any of these
interconnection technologies is going to succeed, it must be
available at low cost in high volume, and must be able to
evolve to support future clock speeds of 3∼5 GHz and be-
yond.

Optical interconnections provide an alternative tech-
nology to solve the interconnection problem. The multi-
gigabit bandwidth allowed by this technology is more than
sufficient for applications such as communications within
a multimedia system for the foreseeable future. Further-
more, it is easier to control reflections in this technology for
both point-to-point and multidrop structures than in metal
links (1). Optical links generally exhibit less ground-loop
noise because fibers do not carry currents as do metal links.
For these reasons, optical interconnections may be an at-
tractive alternate technology for building high-speed board
and backplane interconnections in future multimedia sys-
tems.

An optical link can be designed to be an almost one-
to-one replacement for metal point-to-point or multidrop
connections. The conventional line driver is replaced by a
laser driver and an edge-emitting or surface-emitting laser
diode/Light Emitting Diodes (LED), or a laser diode and
an external modulator such as a Mach–Zehnder interfer-

ometer, directional coupler, total internal reflection (TIR)
modulator spatial light modulator (SLM), self-electro-optic
device (SEED), or vertical-to-surface transmission elec-
trophotonic device (VSTEP) at the transmission end. The
conventional line receiver is replaced by a light-sensitive
device such as a PIN or metal–semiconductor–metal
(MSM) photo detector and an amplifier at the receiving
end. The light can be guided from the transmission end to
the receiving end through single-mode or multimode fiber
ribbon cable, polyimide, or silica-on-silicon channel waveg-
uides, or free-space microlenses and/or holograms.

This article will survey a number of promising optical
interconnect architectures and technologies. The goal is to
investigate the potentials and limitations of optical inter-
connects. The organization of the rest of this article is as
follows:The next section describes the existing metal inter-
connection hierarchy and potential impairments at high
frequency. The advantages and drawbacks of optical in-
terconnects are then discussed. Then a number of optical
interconnect architectures and technologies are surveyed.
Some of the research activities in this area during the past
decade are then reported. The article concludes with a brief
discussion.

EXISTING INTERCONNECTION HIERARCHY

Currently available packaging and interconnect technol-
ogy at various packaging levels (as shown in Fig. 1)
are chips, single-chip modules (SCM), multichip mod-
ules (MCM), cards, boards, backplanes, and cables be-
tween/among backplanes (2):

� Chip-to-Package Interconnections. These technologies
include wirebonding, tape automated bonding (TAB),
and flip-chip bonding using solder ball.

� Ceramic and Plastic Chip Modules. Each module
made of ceramic or plastic encapsulation contains a
single chip (single-chip module or SCM) or multiple
chips (multichip module or MCM). The interconnec-
tions on these modules can have multiple signal layers
using thin-film or thick-film processing techniques.
(Thin-film packaging refers to packages in which the
conductor and insulators are fabricated using deposi-
tion and patterning techniques similar to those used
for fabricated integrated-circuit chips.)

� Package-to-Board Interconnections. Existing tech-
nologies can be categorized as pin-through-hole
(PTH), leadless chip carrier (LLCC), and surface-
mount technology (SMT). A through-hole on the
printed circuit board is provided for each pin of a
chip package in PTH. Both mechanical joint and sol-
der joint are feasible for this technology. On the other
hand, both LLCC and SMT, which are more area effi-
cient and provide better signal quality, requires older
joint between each lead of a package and the pad on
a circuit board.

� Printed-Circuit Board. This technology has been
around since before 1960. The progress over the past
30 years includes the decrease in the through-hole di-
ameter (∼840 µm to ∼350 µm), the increase in the
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Figure 1. A typical packaging hierarchy, from
bottom to top includes chips, multichip modules
(MCM), cards, boards, and backplanes.

through-hole density (∼9/cm2 to 64/cm2), the increase
in the number of signal planes (∼4 to 50), and the
decrease of the interconnect width (∼250 µm to ∼50
µm).

� Connectors and Cables. A connector can be defined as
a separable interface between the boundaries of two
electronic elements. These elements may be unalike,
similar, or identical. A connector usually provides con-
nection inside component case, from component to PC
board or wire, from PC board to wire or another PC
board on a chassis, from internal chassis to another
internal chassis in the same housing, case, or cabi-
net, or from one piece of equipment to another. An
electric cable can be defined, in general, as a flexible
(discrete or multiple) conductive path or link that has
as its elemental building unit at least two conductors
spaced uniformly apart by an internal dielectric, a sin-
gle conductor, and a ground-return conductor. Cables
can be further divided into open wire, where there
is no shielding of the signal conductor, and closed
wire, where there is shielding that provides enhanced
noise immunity. The recent progress in this area in-
cludes smaller size, higher-reliability, zero-insertion
force (ZIF) design, and various new materials which
provide lower dielectric constants and low-dispersion
signal propagation.

As the speed of devices increases, existing metallic in-
terconnect technology is no longer adequate due to its per-
formance degradation at high-frequency.

Sources of performance degradation include

� Reflections,
� Ground-loop noise,
� Crosstalk among adjacent interconnects,
� Frequency dependent signal distortion.

Reflections

A high performance system requires more than one level
of packaging and interconnects to accommodate compli-
cated logic functions. A typical packaging hierarchy in-
cludes chips, single-chip modules (SCM), multi-chip mod-
ules (MCM), cards, boards, and backplanes. However, elec-
trical discontinuities exist between any two packaging lev-
els. Discontinuities may be primarily inductive (such as
electrical connectors) or capacitive (such as stubs in a
multidrop net and 90-degree bends in a microstrip line).
Depending upon the nature of the discontinuities and
impedance changes, the resulting reflections may be either
positive or negative.

Various methods exist to reduce the reflections result-
ing from impedance mismatch. For example, a termina-
tion resistor is usually placed at the receiving end of an
interconnect in order to reduce the reflections. However, a
perfect matching between the characteristic impedance of
the interconnection and the impedance of the load is diffi-
cult to achieve because of the parasitic capacitance and in-
ductance. If the round-trip propagation time between the
source and the discontinuities is less than the rise time
of the signal, these reflections can be absorbed by the in-
terconnect driver with a net effect of an increased signal
rise time. On the other hand, the waveform of the signal is
severely degraded by the multiple reflections if the round-
trip propagation time is longer than the rise time of the
signal, resulting in a reduced noise margin or/and false
switching.

Ground-Loop Noise

The ground plane of a packaging system usually cannot
achieve zero resistance and inductance. Any local injec-
tion of current from the devices changes the electrical po-
tential at that point. For a single-ended interconnection,
the receiving side has to rely on the potential of the local
ground plane as a reference to determine the amplitude of
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the incoming signals. Any disturbance of the ground plane
is therefore coupled in to the received signal.

One way of alleviating this problem is to transmit differ-
ential signals so that the signal can be interpreted unam-
biguously at the receiving end of an interconnect. However,
the required interconnect density has to be doubled and
thus more signal layers are necessary to accommodate the
increased interconnect complexity. Some of the chips that
are already pin-count-limited cannot afford this option ei-
ther.

Crosstalk Among Adjacent Interconnects

For a given interconnect density, crosstalk between adja-
cent interconnects increases as the rise time of the sig-
nal decreases. Furthermore, crosstalk of the transmission
lines with a TEM or near-TEM structure, such as slotted
lines and microstrip lines, usually couples with switching
noise and may consume the entire noise margin if they are
not carefully controlled (3). TEM mode is the fundamental
mode supported by a transmission line such as a coaxial
cable. The transmission line structures that can support
TEM mode are said to have TEM structures. Therefore, ei-
ther the interconnects have to be spaced farther apart or
additional shielding lines have to be inserted between sig-
nal lines to reduce crosstalk to an acceptable level. In both
cases, the effective interconnect density is reduced.

Frequency-Dependent Signal Distortion

Packaging discontinuities introduce frequency-dependent
signal distortion as a result of the inductive or capacitive
nature of the discontinuities. Additional signal distortion
is introduced by the dispersion and the skin effect of metal
interconnects.

The microstrip lines on a printed circuit board are in-
herently dispersive, since they are incapable of supporting
a pure TEM mode (4). The mode’s effective dielectric con-
stant is a function of frequency, causing different frequency
components of the signal to travel at a different speed. This
effect becomes significant when the rise time of the wave-
form is smaller than 100ps and the signal has to travel
more than a few centimeters.

The skin effect also contributes to frequency-dependent
signal distortion for metal interconnects when the thick-
ness of the interconnects is large compared to the skin
depth. Due to the skin effect, high-frequency components
within the signal experience higher attenuation, yielding
nonnegligible waveform distortion. In order to reduce the
skin effect, the thickness of the metal has to be less than
the skin depth of the metal. The skin depth of copper is
2 µm at 1 GHz, and becomes 0.7 µm at 10 GHz. A wider
transmission line is thus required to accommodate signals
with higher data rate while maintaining an acceptable DC
and low-frequency loss, resulting in a net reduction of the
interconnect density.

SYSTEM INTERCONNECT STANDARDS

The system level interconnects among processors, and be-
tween processors and I/O’s that have been widely used com-

mercially at various packaging levels include:

� PCI:The original PCI bus debuted more than a decade
ago at 33MHz with 32-bit bus and peak bandwidth of
132MB/s.

� PCI-X: The PCI-X was an attempt to update PCI to
allow it to extend its useful life for a few more years.
It essentially doubles the bus width from 32 bits to 64
bits, and increases the clock rate from 66 MHz to 133
MHz and boost the bandwidth to 1GB/s. The latest
version of PCI-X (PCI-X 266) also double-pumps the
bus so that the data is transmitted on the rising and
falling edges of the clock.

� PCI Express (PCIe): The PCIe spec was finalized in
2002. As opposed to the original PCI and PCI-X, PCIe
adopts point-to-point topology, and a shared switch
replaces the shared bus to route traffic among PCIe
devices. PCIe links can be composed of from 1 lane (x
1 link at 2.5 Gb/s) to 32 lanes (x32 link at 80 Gb/s or
10 GB/s).

� InfiniBand (http://www.infinibandta.org): Similar to
PCIe, Infiniband is also based on point-to-point bidi-
rectional serial link. The serial connection’s band-
width is 2.5 Gb/s in each direction per connection. In-
finiBand supports double and quad data speeds at 5
Gb/s and 10 Gb/s, respectively. The links can be ag-
gregated in units of 4 or 12 (denoted as 4X and 12X,
respectively). Most of the InfiniBand products in the
market today are based on 4 X 2.5 GB/s connections.

OPTICAL INTERCONNECTS

Because of the bandwidth bottleneck associated with the
existing interconnect and packaging technology, optical in-
terconnect using free-space, optical waveguides, or optical
fiber thus becomes a viable and attractive alternative to
increase the total system throughput. In this section, is-
sues associated with using optical interconnect for high-
speed digital systems are investigated. In particular, we
will examine the potential problems and solutions of using
dense optical interconnects for high-performance multime-
dia systems. In such systems, serialization of data cannot
be employed to increase the channel density if the data
rate of each channel is very high before serialization is in-
troduced. Therefore, an interconnect technology with the
capability of providing high density and high bandwidth is
necessary for acceptance in digital systems.

Potential Advantages

Dense optical interconnects have the potential of offering
the following advantages:

� More sophisticated interconnection pattern: Light
beams from different sources do not interfere with
each other upon crossing. Very sophisticated 2-D and
3-D interconnect patterns based on planar optical
waveguide and free space interconnect technologies,
respectively, can thus be built from this principle,
achieving a higher packaging density and shorter av-
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erage signal propagation distance.
� Electrical reflection reduction: The reflections due to

electrical discontinuities of a packaging system does
not seriously affect the signal waveform, as long as
the round-trip propagation delay is less than the rise-
time of the signal waveform. Therefore, multiple re-
flections due to impedance mismatch between differ-
ent levels of packaging can be reduced or eliminated
by replacing metal interconnects on higher packaging
levels (such as the boards and the backplanes) with
optical interconnects so that the round-trip propaga-
tion delay of any metal interconnects is shorter than
the signal rise time.

� Higher bandwidth:The bandwidth of the optical inter-
connects is mainly limited by the interface electronics
and has the potential to achieve a multi-gigabit data
rate with very little signal distortion.

� Higher spatial density: The potential spatial density
of either optical-waveguide or free-space interconnect
technology is an order of magnitude higher than what
can be achieved by the current metal interconnect
technology (line spacing between two thin-film metal
interconnects is ≥25 µm with a propagation distance
less than 7 cm and increases to ≥100 µm for longer
distance in order to avoid large crosstalk between ad-
jacent interconnects (2)).

� Freedom from electromagnetic interference (EMI). The
propagation of light does not generate EMI to inter-
fere with the surrounding circuit,nor can it be affected
by the EMI produced by the environment. As we will
show in later chapters, optical crosstalk between ad-
jacent optical interconnects is usually negligible.

� Breaking of ground-loops: By using optical intercon-
nects, current is no longer transferred between the
transmitters and receivers, and thus the disturbance
on the ground plane is reduced. In addition, optical
signals in an optical interconnect can not be disturbed
by the noise of the ground plane and therefore the sig-
nal quality is improved.

� Greater flexibility: Currently, many printers, Personal
Digital Assistants (PDA), digital cameras, and virtu-
ally all of the new notebook computers are equipped
with the IrDA (infrared Data Association)-compliant
transceivers. These low bit rate (usually less than 4
Mbps) free-space infrared links provide a very inex-
pensive and convenient alternative to those heavy ca-
bles.

Potential problems

On the other hand, we also have to be aware of the potential
problems if optical interconnects are used to replace metal
interconnects:

� Modal noise (5): When multimode waveguides or
fibers are used in conjunction with highly coherent
lasers, the coherent interference of different spatial
waveguide or fiber modes give rise to a speckle pat-
tern. Fluctuations of the speckle pattern due, for ex-
ample, to fluctuations in the spectrum of the optical

source, can lead to modal noise if a mode-selective loss
(such as a bad connector) is present in the optical link.
Modal noise can cause a bit-error-rate (BER) floor
which might not be tolerable in applications which
require extremely low BER. Modal noise problem can
be solved by either using a laser diode with large
linewidth or premodulating the laser at a frequency
comparable to the relaxation oscillation frequency of
the laser diode (6).

� Optical reflections (7): Index discontinuities are also
unavoidable in waveguide or fiber interconnects. Re-
flections from the laser/waveguide interface might in-
crease the linewidth as well as the relative intensity
noise (RIN) of the laser. Other reflections due to the
discontinuities along the optical path degrade the sig-
nals arriving at the receiver by reducing the eye open-
ing and increasing the RIN.

� Optical crosstalk: Optical crosstalk can occur at the
coupling between laser array and optical waveguide
array, between adjacent waveguides, or between the
waveguide array and the photodetector array as a re-
sult of the high packaging density required by the sys-
tem.

� Threshold uncertainty (8): The large number of inter-
connects within a digital system require all of the re-
ceivers to be set at the same threshold. In practice,
this threshold cannot be individually adjusted accord-
ing to the characteristics of the source. This means
there is no feedback between the driver and the re-
ceiver to adjust the laser output, which deteriorates
with time. Local feedback might be able to correct for
this problem, but the added logic circuitry would com-
pete for chip area with other logic circuitry.

� High density required for optoelectronic components:
Each typical single-chip module (SCM) may have over
100 signal-I/O’s, while a multichip module (MCM)
can have several hundreds to several thousands of
signal-I/O’s. In order to provide optical interconnect
in this environment, we have to be able to fabricate
equally dense optoelectronic devices such as LD/LED,
PIN/APD arrays, driver arrays and receiver arrays.

� Propagation delay (8): The propagation delay of light
in a waveguide is unlikely to reduce below the 5.0
ps/mm value currently available. This compares un-
favorably with the 3.5–4.0 ps/mm for metal intercon-
nects if suitable fabrication processes are developed
to use expanded PTFE type material as an insulator
in multi-chip modules and boards. This seems to be
a fundamental limitation for waveguide optical inter-
connects. However, metal interconnects suffer addi-
tional delay at each discontinuity, as well as require
longer settling time due to switching noise, crosstalk,
and reflections. Therefore, propagation delay alone
cannot be used to evaluate the performance of an in-
terconnect technology.

� Conversion delay: Signals are useful only in their elec-
trical forms. Therefore, electrical-to-optical (E/O) and
optical-to-electric (O/E) conversions are necessary for
every interconnect, which always involve nonnegligi-
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ble conversion delay.
� Sensitivity to noise during E/O and O/E conversion:

Existing optical interconnect technology has more
loss than metal interconnection for such distances,
due to the insertion loss of the connector and scatter-
ing loss of the surface defects of a waveguide. There-
fore, more amplification and a higher sensitivity to
both power supply noise and electrical crosstalk are
experienced by the receiver. This problem is further
aggravated by the high density required by a dense
optical interconnect environment. In such an environ-
ment, there could be significant electrical interference
either through the shared common power supply or
through the parasitic inductance and capacitance.

� Thermal interactions: Laser characteristics, such as
the wavelength, threshold current and differential
quantum efficiency, are strongly affected by the op-
erating temperature. Thermal interactions between
adjacent lasers in a dense laser array could thus sig-
nificantly degrade the system performance.

ARCHITECTURE OF OPTICAL INTERCONNECTS

Figure 2 shows the structure of a typical optical intercon-
nect, which consists of a driver array, a laser diode or LED
(LD/LED) array, a waveguide or fiber ribbon array, a pho-
todetector array (p-i-n or MSM),and a receiver array. Using
optical interconnects for high-bandwidth communication
channels between boxes has been demonstrated, for exam-
ple, in (9). It is conceivable that optical interconnect can
also be used within a box (both at the board and backplane
levels), shown in Fig. 3.

In this section, possible architectures for dense optical
interconnects at the board and backplane levels are inves-
tigated. The constraints for designing the architecture of
an optical interconnect systems are:

� Compatibility with existing packaging technology,
� Flexibility in fitting into the architectures of digital

systems,
� Fault tolerance,
� Easy engineering change and fault diagnostics.

In what follows, first the available interconnect forms will
be examined. Possible interconnect architectures at back-
plane, board, and multi-chip module level will then be in-
vestigated. Possible E/O and O/E conversion schemes will
also be evaluated.

Interconnect Media

Possible media that can be used for optical interconnects
include:

� Free-space interconnect: Light travels fastest in free
space. In addition, free-space interconnects also offer
the highest density and the most sophisticated inter-
connection patterns. Currently, implementations of
free-space optical interconnects range from very low
bit rate links such as the majority of TV/VCR/Cable

remote controls to low bit rate links such as those
IrDA-compliant infrared links between notebooks and
printers. For high-speed optical links, unfortunately,
bulk optical elements such as lenses, holograms, beam
splitters, etc., are usually unavoidable in free-space
optical interconnects and thus make the alignment of
optical beams very difficult and unstable with respect
to environmental disturbances.

� Optical fiber ribbon: Optical fiber has the least loss
compared with the other two media, and most of the
technologies used in fabrication are already mature.
Fiber ribbon cable also has the potential of providing
reasonable interconnect density with regular inter-
connection pattern. However, fibers are incompatible
with the existing packaging technology at the board
or MCM level and they are not suitable for intercon-
nects with very short distance or complicated patterns
due to the possibly excessive volume occupied by the
fiber cable. A lot of research effort has thus been de-
voted to develop compatible connector and packaging
technologies to interconnect fiber ribbon and optical
transceiver array.

� Planar optic waveguide: Passive planar optic waveg-
uides are emerging as a viable alternative to optical
fiber for very short distance interconnects. It has a
higher propagation loss than optical fiber (0.01∼0.5
dB/cm as compared to 0.2 dB/km) but uses technolo-
gies that are compatible with existing PCB or MCM
technology. Therefore, it is more suitable for short-
distance dense interconnect applications. However,
coupling of light into and from the waveguides is also
difficult and careful alignment cannot be avoided.

Backplane Optical Interconnects

The function of a backplane is to provide a logical bus for
all of boards connected to it. Free space, fibers, and planar
waveguides are all suitable for backplane interconnects.
An optical backplane can be achieved through using of star
couplers, as shown in Fig. 4. Each board in the architecture
occupies one input port and one output port from each of
the star couplers so that signals input to any of the input
port will be broadcast to all of the output ports. The total
number of star couplers required can be greatly reduced
by multiplexing several channels into a single waveguide
with each channel using a different wavelength.

On the other hand, a topological bus can also be used to
interconnect from one board to another, as shown in Fig.
5. The bus is either folded back at the end or two indepen-
dent buses are used because a unidirectional optical bus
structure is usually easier to implement.

Board and Multi-Chip-Module Optical Interconnects

Board-level optical interconnects have to provide inter-
connects between different SCM’s or MCM’s while MCM-
level optical interconnects have to provide interconnects
between unpackaged wire-bonded or solder-ball-bonded
flipped chips. At the board level, the E/O and O/E conver-
sion can be performed within an SCM/MCM, or through
separate special-purpose E/O and O/E chips. Similarly, the
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Figure 2. Structure of an optical interconnect sys-
tem.

Figure 3. A packaging structure uses optical in-
terconnect at board and backplane levels.

Figure 4. Optical backplane interconnects. Star
couplers are used to combine and redistribute the
data signals.

E/O and O/E conversion at the MCM level can be performed
within the chip where the logical signals are generated
or via separate special-purpose E/O and O/E chips on an
MCM.

If the E/O and O/E conversion is performed before the
package is connected to the next higher level, as shown in
Fig. 6, the electrical discontinuity can be minimized but the
optical alignment is more difficult. On the other hand, more
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Figure 5. Optical backplane interconnects. A topological bus is
used to provide communication path between any two boards con-
nected to the backplane.

Figure 6. E/O and O/E conversion. Conversion is performed at
the same packaging level as the electric signal is generated.

Figure 7. E/O and O/E conversion. Conversion is performed at
the next higher packaging level.

electrical discontinuity and thus more signal distortion is
introduced if the E/O and O/E conversion is performed after
the package is connected to the next level, as shown in Fig.
7. However, this is acceptable for applications that require
only moderate data rates.

In both cases, there already exist multiple layers of
metal interconnect to provide signal lines as well as power
and ground plane. Optical interconnects can be developed
on top of these metal interconnect layers to allow opti-
cal signals to propagate from one chip/module to another
chip/module. In some cases, more than one optical layer
may be necessary in order to provide sufficient intercon-
nect density (such as at the MCM level) just similar to its
electrical counterpart.

Figure 8. A fully differential optical interconnect architecture.

Fully Differential Optical Interconnect

As discussed earlier, optical interconnects for a digital sys-
tem has the following potential problems:

� Threshold uncertainty,
� Latency due to serialization/deserialization, encod-

ing/decoding,
� Sensitivity to the switching noise and power supply

noise.
� Sensitivity to the thermal interactions.
� Sensitivity to the DC level of the data at the receiver.

A fully differential optical interconnect architecture, as
shown in Fig. 8, was proposed in Refs. 10–12 to minimize
the detrimental effects arising from these potential prob-
lems. In this architecture, complementary optical signals
are generated, transmitted, and received along two inde-
pendent optical channels.

In a fully differential optical interconnect, the threshold
voltage at the output of the receiver is always located at dif-
ferential zero, which is half way between two signal voltage
of approximately equal amplitude but opposite sign, as-
suming two lasers at the differential transmitter have ap-
proximately the same average power and the attenuation
along the differential path is similar. The threshold voltage
is then independent of the actual power output of the lasers
and the attenuation of the channel. Since the laser drivers
and receivers are both fully balanced, the fluctuation of the
current demands from the power supply is minimized, and
thus the switching noise is reduced. An offset voltage is
incurred when the laser output power or the attenuation
is not balanced along the differential path. Furthermore,
the differential structure for both drivers and receivers in-
creases the common-mode rejection and thus reduces the
sensitivity to the power supply noise. Therefore, differen-
tial optical interconnect is very attractive in a dense optical
environment.

TECHNOLOGIES FOR OPTICAL INTERCONNECT
SYSTEMS

In a dense optical interconnect, electrical interactions
among elements in a transmitter or receiver array due to
high density requirement might limit the system perfor-
mance, and will be the subject of this section.

Transmitter Array

A transmitter array usually consists of a driver array and
a laser diode array (or LED array). These two components
might be monolithically or hybrid integrated on the same



8 System Interconnects

substrate. Among possible interactions in a dense trans-
mitter array are

� Electrical crosstalk between laser diodes due to the
sharing of a common substrate,

� Electrical crosstalk due to parasitic capacitance and
mutual inductance between adjacent channels,

� Switching noise due the sharing of a common power
supply and ground.

These interactions increase with the increase of channel
density, modulation speed, and modulation current of the
transmitter.

Crosstalk among laser array elements has been a sub-
ject of continuous interest. Fabrication and characteri-
zation of one-dimensional individually addressable laser
or LED array has been reported in Refs. 13–16. Dur-
ing the past 5 years, two-dimensional vertical cavity sur-
face emitting laser (VCSEL) diode arrays or surface emit-
ting LED arrays have already reached commercialization
and have emerged as a very promising light source for
two-dimensional optical interconnects. The performance of
these LED’s and laser diodes is reported in Refs 17–21.
Modulation speed up to 10 Gb/s has already become com-
mercially available for 10 Gb/s Ethernet and Fiber Chan-
nel for both directly modulated laser arrays (22) and laser
arrays integrated with external modulators (23).

Most of the laser or LED driver circuits were published
in the late 70’s and early 80’s (24–30). Recent laser driver
circuit designs usually include monitoring circuits which
calculate the peak and average of the laser output power
in order to maintain a constant extinction ratio. Based on
these designs, a driver array can be built by replicating
the same design N times. Both monolithic integration (31)
and hybrid integration (32, 33) of the driver array with
the laser array have been exploited. Companies such as
Vitesse and Broadcom are offering laser driver up at data
rates up to 10 Gb/s. Crosstalk in these works is usually de-
termined through experiments or simulations, but a sys-
tematic study of the crosstalk due to switching noise is
yet to be addressed. However, this issue is important for
choosing suitable driver architecture to minimize overall
interference.

Waveguide

It has been shown that passive waveguides based on sil-
icon nitride (35) and polymers (36, 37) are attractive for
very short distance interconnections, such as those be-
tween chips on a multi-chip module or on a printed-circuit-
board, or as backplane interconnections. Although suffer-
ing more loss than fiber, waveguides have the potential of
providing much closer spacing and planar crossover geome-
tries and can integrate modulators, optical amplifiers and
receivers on the same substrate as well (38). The density
of a waveguide array is limited mainly by the coupling-
induced crosstalk between adjacent waveguides. In order
to achieve the maximum density allowed by the required
bit-error-rate (BER), it is necessary to determine the power
coupling among waveguides in an array structure and thus
the incurred system penalty.

Receiver Array

Both hybrid integration and monolithic integration tech-
nology can be used to package a photodetector array with
an amplifier array. Hybrid integration allows separate op-
timization of the processing technology for the photode-
tectors and the amplifiers. This technology usually gives
better device performance, at the expense of greater ad-
jacent channel crosstalk and signal distortion introduced
by the bonding wires. The photodetector array in a hybrid
receiver array usually has a p-i-n structure and is made
of Si, GaAs, or InGaAs/InP, depending on the wavelength
of the light signals (32, 39). The amplifier array is made
of Si bipolar (40) or GaAs MESFET. In a monolithic inte-
gration environment, both the photodetector array and the
receiver array are integrated on the same semiconductor
substrate. A planar process for the photodetectors is usu-
ally preferable for easier monolithic integration with other
electronic circuits. A p-i-n structure usually has a verti-
cal structure, which requires growing of a thick epitaxial
layer in order to accommodate the intrinsic region of the
p-i-n structure. The thickness of the intrinsic region is at
least 2 µm in GaAs and 10 µm in silicon for efficient ab-
sorption of the light signals at λ = 0.8 µm. This process
is usually incompatible with the processing steps used for
electronic circuits that usually only require a thin epitaxial
layer (< 2 µm). Metal-semiconductor-metal (MSM) with its
planar structure has thus far emerged as the most popular
structure for the photodetector array (41–56).

There have been a number of receiver array designs us-
ing either hybrid integration (32,40,57) or monolithic in-
tegration (33,58–62) technology. Up to 32 and 12 chan-
nels/chip have been achieved thus far with monolithic (63)
and hybrid technology (64), respectively.

Electrical crosstalk between photodetectors in a p-i-n
array has been previously examined in Refs. 39 and 65. It
was concluded in Ref. 65 that the common substrate of a
p-i-n array introduces negligible DC crosstalk. A majority
of the crosstalk came from the parasitic coupling between
the bonding wires connecting between photodetectors and
receivers.

RESEARCH ACTIVITIES ON OPTICAL INTERCONNECTS

Using optics for interconnections between VLSI systems
was first suggested in Refs. 66 and 67. Early systems are
mostly based on free-space interconnects with the use of
holographic optical elements (HOE) and spatial light mod-
ulators (SLM) to establish interconnect patterns. More re-
cent systems have begun to use both optical fibers and
planar waveguides (68). An interprocessor optical link has
been demonstrated between processor blocks in the Think-
ing Machines CM-2 at 400 Mbps (69). The feasibility of
board-level optical interconnect using polymer (70, 71) and
silica (72) have also been demonstrated. Both of these pro-
totypes can demonstrate a bit rate higher than 300 Mbps. A
DC-coupled, fully differential optical interconnect system
was proposed, analyzed and simulated in Refs. 10 and 11
for connections within high-speed digital systems, specifi-
cally for board and backplane level interconnections. A chip
set consisting of a 2.5 Gb/s bipolar differential laser driver,
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an 800 Mb/s GaAs MSM-preamp array, an 800-Mb/s GaAs
MSM-preamp-postamp array, and a GaAs MSM-preamp
array with each preamp having a different bandwidth
varying from 300 Mbps to 2 Gbps has been designed, fab-
ricated, and tested to serve as a vehicle for verifying the
concept (12).

Between 1991 and 1994, ARPA has supported the Opto-
electronic Technology Consortium (OETC), which consists
of Martin Marietta, AT&T, Honeywell, and IBM, to develop
a 32-channel bus with a data transfer rate of 500 Mb/s (63).
This system uses 850 nm VSCEL for the transmitter array,
MSM for the photodetector array, and GaAs E/D MESFET
for the AC-coupled receiver and driver array. The data is
Manchester coded due to the ac-coupled design at the re-
ceiver. A 32 × 1 multi-mode fiber ribbon cable with 62.5 µm
core diameter, 125 µm cladding diameter, and 140 µm pitch
is used between the transmitter and the receiver. A NIST-
funded consortium consisting of IBM, 3M, and Lexmark,
has developed a 20-channel parallel optical interconnect,
with a total throughput of 1 GB/s.

An ARPA-sponsored collaborative effort by the parallel
optical link organization (POLO), consisting of HP, AMP,
DU Pont, SDL, and the University of Southern California,
operated between 1994 and 1997. The objective of this pro-
gram is to provide a 10–20 Gb/s parallel channel with a
manufacturing cost of $10/channel (73). A 10-channel DC-
coupled parallel optical link, with each link operating at
more than 500 MHz, using VCSEL polymer waveguide, and
bipolar receiver has already been demonstrated (74).

Another ARPA-sponsored consortium consisting of GE,
Honeywell, and Allied Signals is the POINT project (75).
This project focuses on the batch processing and passive
alignment between optical waveguides and traceivers for
board and backplane applications.

In Europe, the European Strategic Programme for Infor-
mation Technology (ESPRIT) has sponsored the OLIVES
(Optical Interconnections for VLSI and Electronic Sys-
tems) between 1989 and 1992, and HOLICS (Hierarchical
Optical Interconnects for Computer Systems) immediately
after OLIVES. In HOLICS, 4-channel edge emitting laser
diode arrays, InGaAs/InP p-i-n photodetector array, and 8-
channel and 12-channel 1 Gb/s receiver arrays have been
developed to be used in conjunction with 250 µm-pitch fiber
ribbon cable (64).

SUMMARY

In this chapter, we have surveyed a number of promis-
ing optical interconnect architectures and technologies
that can significantly improve the performance of high-
throughput multimedia systems. These optical intercon-
nect systems have already reached very high density, high
data rate low insertion loss, as well as low optical and elec-
trical crosstalk. Some of these technologies have already
reached commercial maturity (such as fiber ribbon cable,
MACII connectors, monolithically integrated photodetec-
tor and receiver array). Other technologies, such as pack-
aging and transmitter array, still have a long way to go
before they can reach the same level of reliability.
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