
VIDEO TELEPHONY

With the developments in modem technology and audio
and video compression, real-time transmission of video and
audio over the telephone network, also known as general
switched telephone network (GSTN) or Public Switched
Telephone Network (PSTN), is possible. The International
Telecommunications Union (ITU) Recommendation V.92
takes advantage of the direct digital connection of an Inter-
net service provider (ISP) to attain 56 kbits/s downstream
(from the ISP to the user). For the upstream (from a user
to the ISP), although the user has an analog connection to
the telephone network, V.92 takes advantage of the pulse
coded modulation used in digital telephone networks to at-
tain upstream speed above 40 kbits/s [1], [2]. In this arti-
cle, we concentrate on video and audio transmission over
PSTN. Voice compression techniques can allow the trans-
mission of speech at a rate of about 6–8 kbits/s with a qual-
ity that is comparable to that of 64 kbits/s pulse code modu-
lation that is used in standard digital telephone networks.
Video compression standards like H.264/AVC [21, 22] allow
transmission of high quality video more efficiently than
older video coding standards. Apart from H.264/AVC, the
earlier video coding standard H.263 is popularly used in
video telephony due to its ability to send acceptable quality
video with bit rates below 20 kbits/s. Thus, real-time two-
way video phone communication over the GSTN is feasible.
This has led to the development of multimedia transmis-
sion standards like H.324. These standards can be imple-
mented using general-purpose personal computers or spe-
cialized hardware.

In this article, we cover the fundamental technologies
used for video phones. Since H.324 is the standard for video
telephony over the GSTN, we use it to illustrate the under-
lying theories.

The Modem

Digital data cannot be transmitted directly over a tele-
phone line. The reason for this is that the telephone net-
work was originally designed for voice transmission only.
Thus, the data have to be transformed to a form that is
suitable for transmission over the telephone network. The
device which accomplishes this is called a modem. The pro-
cedure that is performed at the transmitting end is called
modulation. At the receiving end, the modulated signal has
to be transformed back to digital data. This procedure is
called demodulation. Since the communication is two-way,
the modem has to be able to do both jobs. Actually, this is
how modem got its name: modulation–demodulation.

As mentioned earlier, the V.92 modem stan-
dard of the International Telecommunications
Union–Telecommunications Standardization Sector
(ITU-T) Recommendation takes advantage of the direct
digital connection of an Internet service provider (ISP) to
attain 56 kbits/s downstream (from the ISP to the user).
However, for upstream the V.92 takes advantage of the
pulse coded modulation connections to attain upstream
speed above 40 kbits/s, which is higher than the 33.6

kbits/s, that was available using the older V.90 and V.34
standards. The actual bit rate achieved is highly depen-
dent on the quality of the telephone connection and the
capabilities implemented in the particular modems. At the
beginning of the connection, the modems test the line and
jointly agree on a bit rate. If the maximum bit rate of 56
kbits/s is not feasible, a lower bit rate is agreed upon and
used. Clearly, in video telephony, users will typically not
be connected to the telephone network digitally (like some
ISPs), so a bit rate of 56 kbits/s will not be available. For
these users, the available bit rate can be over 40 kbits/s, if
V.92 is used, or up to 33.6 kbits/s, if V.90 or V34 is used.
More information about the V.92 modem standard can be
found in Refs. 1 and 2.

Video Compression

It is well known that the representation of images in digital
form requires a large amount of bits. For example, the rep-
resentation of true color images requires 24 bits or 3 bytes
per picture element (pixel).Thus,a 1024 × 1024 pixels color
image requires 3 Mbytes of memory! In video telephony,
much smaller image formats are used, such as QCIF, which
corresponds to a size of 176 × 144 pixels. Even then, such
an image would require 176 × 144 × 3 = 76,032 bytes or
608,256 bits. If we want to transmit this information over
a telephone line using V.92 modems (assuming a 40 kbits/s
connection), this would take 608,256/40,000 = 15.2 seconds!
Clearly, in order to transmit image and video information
over a telephone line, we need to reduce the amount of bits
to be sent. This is the task of video compression. Compres-
sion is concerned with the minimization of the bits needed
to represent digital data.

Compression techniques are divided into two categories:
lossless and lossy. With lossless compression, no informa-
tion is lost and the original image can be reconstructed
exactly; while with lossy compression, information is lost
and the original image cannot be recovered exactly. Lossy
compression is far more efficient than lossless compression
in reducing the number of bits needed for the representa-
tion of an image. The human eye can tolerate certain image
imperfections, such as slight loss of chromatic information.
However, other types of imperfections, such as edge blur-
ring and image sequence flickering, are unacceptable. In
this article, we will concentrate on lossy compression for
both image and audio data. More information about image
processing and image compression can be found in Refs. 3–
5. Information on speech processing and compression can
be found in Ref. 6.

Clearly, in most cases the intensity values of pixels that
are close to each other in an image are highly correlated.
Thus, some of the information that is contained in the im-
age is redundant. In image and video compression we use
techniques to reduce this spatial redundancy. Another type
of redundancy found in digital video is temporal redun-
dancy. We expect that two consecutive frames look quite
similar. Thus, coding each one of them independently is
not efficient. Video compression standards use methods to
reduce both the spatial and temporal redundancy.

In motion-compensated video compression, what we try
to do is code the motion that is present in the scene. Figure
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Figure 1. Motion-compensated video compression codes the mo-
tion that is present in the scene.

1 shows an object (a circle) which appears in three consec-
utive frames, but in different places. In this very simple
case where the only object in the picture is a circle, we only
need to code this object in the first frame and just code
its motion in subsequent frames. This will lead to a much
smaller number of bits to represent the sequence than re-
quired if each frame is coded independently. However, most
video sequences are not so simple. Thus, more elaborate
methods have been invented to code the motion efficiently
and compensate for the fact that objects and background
can appear and disappear from the scene. The motion esti-
mation problem is a challenging one. Although the motion
is three-dimensional, we are only able to observe its two-
dimensional projection onto each frame. In addition, most
motion estimators assume that pure translation can de-
scribe the motion from one frame to the next. Because the
estimation of the motion is imperfect, we should also code
the error that remains after we compensate for the motion.

A very important category of video coding algorithms
are block-based algorithms. Such algorithms are used in
most standards. It is interesting to note that the same ba-
sic algorithm can be used for either low (H.263) or high
(MPEG-2) bit rates. Only the details of the algorithm
change. In the following, we will describe the basics of the
block-based algorithms.

The first frame in the video sequence is coded indepen-
dently, just like a regular image. This is called an Intra
frame. The compression is done as follows: First, the image
is divided into blocks (usually of size 8 × 8) and the dis-
crete cosine transform (DCT) of each block is taken. The
DCT maps each block to another 8 × 8 block of real num-
ber coefficients. This is done to decorrelate the pixels. Then,
the DCT coefficients are quantized; that is, they are repre-
sented by a finite set of values, rather than the whole set of
real numbers. Clearly, information is lost at this point. Fi-
nally, the quantized coefficients are coded into bits using a
lossless variable length coder and the bits are transmitted.

After the first frame, subsequent frames are usually
coded as Inter frames; that is, interpicture prediction is
used. This technique uses the same concept as differential
pulse code modulation. A prediction image is formed based
on the previously reconstructed frame and some informa-
tion on the relationship between the two frames, which is
provided by the motion vectors. The difference between the
actual frame and the prediction is then coded and trans-
mitted.

At the beginning of the transmission of an Inter frame,
the picture is divided into blocks (usually of size 16 × 16).
Unless there is a scene change in the picture,we expect that

each of the blocks in the current picture is similar to an-
other 16 × 16 block in the previously reconstructed frame.
Clearly, these two blocks do not have to be in the same spa-
tial position. Thus, the coder uses a technique called block
matching to identify the block in the previous frame that
best matches the block in the current frame. The search is
performed in the vicinity of the block in the current frame.
Usually, the allowed displacement is up to 15 pixels. Block
matching returns a vector which shows the relative spatial
location of the best matching block in the previous frame.
This vector is called the motion vector. Thus, we obtain a
motion vector for each 16 × 16 block in the current frame.
Now, we can obtain a prediction of the current frame using
the previously reconstructed frame and the motion vectors.
The prediction for each block of the current frame will be
the block which is pointed to by the corresponding motion
vector. Then, the prediction error—that is, the difference
between the actual frame and the prediction—is coded us-
ing a method similar to the one described above for the In-
tra frames. The prediction error is transmitted along with
the motion vectors. The decoder reconstructs the predic-
tion error and builds the prediction image using the pre-
vious frame and the motion vectors. Finally, it produces
the reconstructed frame by adding the prediction error to
the predicted frame. If the prediction is good, we expect
that the coding of the prediction error will require far less
bits than the coding of the original picture. However, in
some cases, the prediction for some blocks fails. This is the
case when new objects are introduced in the picture or new
background is revealed. In that case, certain blocks or the
entire picture can be coded in Intra mode.

Speech Compression

The default speech compression standard for the multi-
media communication standard H.324 is ITU Recommen-
dation G.723.1. This standard belongs to a class of linear
prediction analysis-by-synthesis coders. It can operate at
two different bit rates, 6.3 and 5.3 kbits/s.

It should be emphasized that G.723.1, like all speech
coders, is designed for compression of speech only. It is
able to compress music and other audio signals as well,
but the sound quality will be much lower. Speech codecs
were developed by first understanding how speech is pro-
duced and then trying to establish models which can be
used in a digital signal processing context to compress the
speech signals. These models fail when nonspeech signals
are used and, therefore, sound quality is degraded.

Speech is produced when air is expelled from the lungs
and the resulting flow of air is passed through the vocal
tract. The vocal tract begins at the opening between the vo-
cal cords, which is called the glottis, and it ends at the lips.
In between, there is the pharynx (the connection from the
esophagus to the mouth) and the oral cavity (the mouth).

Speech is the acoustic wave that is radiated from this
system when an air flow is perturbed by a constriction
somewhere in the vocal tract. Speech sounds are classi-
fied into three classes according to their mode of excitation.
These classes are voiced sounds, unvoiced sounds, and plo-
sive sounds. In voiced sounds, the excitation is produced by
forcing air through the glottis so that quasiperiodic pulses
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Figure 2. Block diagram of a simplified model for speech produc-
tion. The excitation signal (impulse train for voiced speech and
random noise for unvoiced speech) is input to the time-varying
digital filter.

of air are created to excite the vocal tract. In unvoiced
sounds, a constriction is formed at some point in the vo-
cal tract, usually toward the mouth end, and air is forced
through the constriction at a high enough speed to produce
turbulence. Plosive sounds are created by making a com-
plete closure of the vocal tract, building up pressure behind
the closure and abruptly releasing it.

Digital speech processing researchers have established
a relationship between the physical properties of the vocal
tract and digital filters. Thus, they were able to model the
vocal tract as an infinite impulse response (IIR) digital fil-
ter. A digital filter takes numbers as input and produces
numbers as output. It performs multiplications and addi-
tions using the current and previous input values and, in
the case of IIR filters, previous output values. Actually, this
filter is an all-pole IIR filter, which means that only previ-
ous output values and the current input value are used.
Figure 2 shows the block diagram of a simplified model for
speech production. As seen in the figure, for voiced speech,
we use an impulse train generator as the excitation signal.
An impulse train is simply a sequence of samples that is
zero except at multiples of the period where it is one. For
unvoiced speech, the excitation signal comes from a ran-
dom noise generator. The parameters of the digital filter
vary slowly in time in the same way as the human vocal
tract changes in shape. It should be stressed that this is
a simplified model for speech production. Reference 5 de-
scribes this model in detail.

From the above discussion, we can see that if we know
the excitation and the filter parameters, we can use a model
that is similar to the above to reproduce the speech digi-
tally. Thus, speech coders try to transmit the excitation and
the filter parameters in an efficient way to achieve low bit
rates.

MULTIMEDIA COMMUNICATION STANDARDS

Videophone communication consists of video and speech
channels. Both of these channels have to share the band-

width that is made available by the modem. Standards like
H.263 and G.723.1 are defined as if they are the sole user
of the communication channel. Thus, there should be de-
fined in a way in which all channels can be transmitted
simultaneously. There are also other things that have to
be taken care of, such as audio–video synchronization, the
transmission of control information, and error protection.
All of these are addressed by multimedia communication
standards. The standards also accommodate other types of
channels, such as data channels and control channels. The
current standard for low bit rate multimedia communica-
tion is ITU-T Recommendation H.324 (7, 8). Other stan-
dards exist for different applications. For example, H.310
is intended for asynchronous transfer mode networks and
H.323 is designed for packet-switched local area networks.
H.323 can also be used over any packet data network, such
as the ones using the Internet protocol (IP). Thus, it can be
used for multimedia communication over the Internet.

As mentioned earlier, a standard is needed that can com-
bine video, audio, control, and other channels into a sin-
gle bit stream which is to be transmitted over the modem.
This procedure is called multiplexing and H.324 uses the
H.223 multiplexing standard. The goal of this standard is
to combine low multiplexer delay with high efficiency and
the ability to handle bursty data traffic from a variable
number of sources.

The H.245 multimedia system control protocol is used
by H.324. The control channel carries messages govern-
ing operation of the H.324 system including capabilities
exchange, mode preference requests, and opening and clos-
ing of logical channels.These are unidirectional bit streams
with defined content which are identified by a unique num-
ber. There is always one control channel in the H.324 sys-
tem. There can be any number of video, audio, and data
logical channels.

THE H.263 VIDEO COMPRESSION STANDARD

The H.263 video compression standard (9, 10) employs the
same general principles mentioned previously, but it is tar-
geted at very low bit rates. The basic structure of the H.263
coder is shown in Fig. 3. It can be seen that it is very similar
in principle to a DPCM system. The switch indicates the
choice between Intra and Inter pictures or macroblocks. In
the Intra case, the DCT of the image is taken and the co-
efficients are quantized. In the Inter case, the difference
between the predicted and the actual picture is transmit-
ted along with the motion vectors. It can be seen from the
picture that the encoder actually includes the decoder. This
is because the prediction has to be made using information
that is available to the decoder. Thus, every encoded frame
has to be decoded by the coder and be used for the predic-
tion of the next frame instead of the original frame, since
the actual frame is not available to the decoder. Finally, in
both the Intra and Inter cases, the quantized coefficients
are variable length coded.

Basic Structure of H.263

Pictures are made available to the coder as luminance and
two color difference components (Y, CR, and CB). H.263 sup-



4 Video Telephony

Figure 3. The basic structure of the H.263 coder. For Intra
pictures, the DCT of the image is taken and the coefficients
are quantized. For Inter pictures, the difference between
the predicted and actual picture is used instead of the ac-
tual picture, and motion vectors are also transmitted. Vari-
able length coding or arithmetic coding is used to encode
the quantized DCT coefficients and motion vectors before
transmission.

ports five standardized picture formats: sub-QCIF, QCIF,
CIF, 4CIF, and 16CIF. For each of these formats, the lumi-
nance picture consists of dx pixels per line and dy lines per
picture. Each of the color difference components consists of
dx/2 pixels per line and dy/2 lines per picture. This means
that the color difference components have been subsam-
pled by a factor of two in both dimensions. This is done
because, as mentioned previously, the human eye is not as
sensitive to slight losses of chromatic information as it is
to losses of luminance information. Thus, the chrominance
information can be subsampled before it is made available
to the coder. Table 1 gives the values of dx, dy, dx/2, and
dy/2 for each of the picture formats.

Each picture is divided into groups of blocks (GOBs).
A GOB consists of k × 16 lines, depending on the picture
format: k = 1 for sub-QCIF, QCIF, and CIF; k = 2 for 4CIF;
and k = 4 for 16CIF. Each GOB is divided into macroblocks.
A macroblock relates to 16 pixels by 16 lines of Y and to
the spatially corresponding 8 pixels by 8 lines of CR and
CB. It also corresponds to four luminance blocks and the
two spatially corresponding color difference (chrominance)
blocks. Each luminance or chrominance block consists of 8
pixels by 8 lines of Y, CB, and CR.

There are two main coding modes in H.263 depending
on whether prediction is used or not. The coding mode in
which prediction is applied is called INTER. The mode in
which no prediction is applied is called INTRA. The INTRA
coding mode can be signaled at the picture level (INTRA
for I-pictures or INTER for P-pictures) or at the macroblock
level for P-pictures. That is, a picture designated as INTER
can contain some INTRA blocks if necessary. It should also
be noted that the coder has the option not to code a specific
macroblock if it determines that it is advantageous to do so.
There also exists an optional PB-frames mode in which a
PB-frame consists of two pictures being coded as one unit.
Its name comes from the names of picture frames in rec-
ommendation H.262 (MPEG2) where there are P-pictures
and B-pictures. Thus, a PB-frame consists of a P-picture
which is predicted from the previous decoded P-picture or
I-picture and one B-picture which is predicted from both
the previous decoded P-picture and the P-picture which
is currently being decoded. The “B” in B-pictures means
“Bi-directional” because B-pictures may be bi-directionally

Figure 4. The candidate predictors for the differential coding of
the motion vectors.

predicted from the past and future pictures. B-pictures are
always coded in INTER mode.

Motion Compensation

The coder will produce one motion vector per macroblock,
or, if the advanced prediction mode is used, one or four
motion vectors per macroblock. If the PB-frames mode is
used, one additional delta vector can be transmitted for
each macroblock in order to adapt the motion vectors for
prediction of the B-macroblock. All optional modes will be
described later in this article.

The motion vectors are coded differentially due to their
redundancy. The difference between the actual motion vec-
tor and a predicted motion vector is coded and transmitted.
The decoder obtains the actual motion vector by adding the
transmitted vector difference to the predicted vector. The
predicted vector is the median value of three candidate pre-
dictors MV1, MV2, and MV3. The candidate predictors are
determined as shown in Fig. 4. Normally, MV1 is the pre-
vious motion vector, MV2 is the above motion vector and
MV3 is the above right motion vector. However, there are
certain exceptions: Candidate predictor MV1 is set to zero
if the corresponding macroblock is outside the picture. The
candidate predictors MV2 and MV3 are set to MV1 if the
corresponding macroblocks are outside the picture. Finally,
we check if the above right macroblock is outside the pic-
ture. In that case, MV3 is set to zero.

A positive value of the horizontal or vertical component
of a motion vector indicates that the prediction is based
on pixels in the referenced frame that are spatially to the
right or below the pixels being predicted.

The H.263 standard does not specify how the motion
vectors are determined. The standard essentially specifies
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the decoder and a valid bit stream. It is up to the coder to
decide on issues such as the determination of the motion
vector, mode selection, and so on.

DCT and Quantization

A separable two-dimensional discrete cosine transform
(DCT) of size 8 × 8 is used for each block. The DCT is given
by the following formula (3,4,11):

with u, v, x, y = 0, 1, 2,. . . , 7, where

x, y are the spatial coordinates in the original block domain
and u, v are the coordinates in the transform domain.

For INTRA blocks, the DCT of the original sampled val-
ues of Y, CB, and CR are taken. For INTER blocks, the DCT
of the difference between the original sampled values and
the prediction is taken.

Up to this point, no information has been lost. How-
ever, as noted earlier, in order to achieve sufficient com-
pression ratios, some information needs to be thrown away.
Thus, the DCT coefficients have to be quantized. There is
one quantizer for the first coefficient of each INTRA block
and 31 quantizers for all other coefficients. Within a mac-
roblock, the same quantizer is used for all coefficients ex-
cept the first one (the transform dc value) for INTRA blocks.
The dc value is quantized with a step size of eight. Each of
the other 31 quantizers use equally spaced reconstruction
levels with a central dead zone around zero and a step size
in the range 2–62.

The quantization parameter (QP) is used to specify the
quantizer. QP may take integer values from 1 to 31. The
quantization step size is then 2 × QP. QP has to be trans-
mitted along with the quantized coefficients. The following
definitions are made:

� /Integer division with truncation toward zero.
� //Integer division with rounding to the nearest integer.

Thus, if COF is a transform coefficient to be quantized
and LEVEL is the absolute value of the quantized version

of the transform coefficient, the quantization is done as
follows:

For INTRA blocks (except for the dc coefficient) we have

For INTER blocks (all coefficients, including the dc) we
have

For the dc coefficient of an INTRA block we have

The quantized coefficients along with the motion vectors
are variable length coded.

Procedures Performed at the Decoder

The following procedures are done at the source decoder
after the variable length decoding or arithmetic decoding:

� Motion compensation
� Inverse quantization
� Inverse DCT
� Reconstruction of blocks

Motion Compensation. The motion vector for each mac-
roblock is obtained by adding predictors to the vector differ-
ences. In the case of one vector per macroblock (i.e., when
the advanced prediction mode is not used), the candidate
predictors are taken from three surrounding macroblocks,
as described previously. Also, half pixel values are found
using bilinear interpolation, as shown in Fig. 5. The inte-
ger pixel positions are indicated by the X’s and the half
pixel positions are indicated by the O’s. Integer pixel posi-
tions are denoted with the letters A, B, C, and D, and the
half pixel positions are denoted with the letters a, b, c, and
d. It should be noted that pixel A is the same as pixel a.
Then, the half pixel values are
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Figure 5. Half-pixel prediction is done using bilinear interpola-
tion.

Inverse Quantization. It should be pointed out that the
term “inverse quantization” does not imply that the quan-
tization process is invertible. The quantization operation
is clearly not invertible. This term simply implies the pro-
cess of obtaining the reconstructed transform coefficient
from the transmitted quantization level. Thus, if COF′ is
the reconstructed transform coefficient and LEVEL is the
absolute value of the quantized version of the transform
coefficient, the inverse quantization is done as follows:

For INTRA blocks and INTER blocks, except for the dc
coefficient, we have

Otherwise,

The sign of COF is then added to obtain |COF′ |:

For the dc coefficient of an INTRA block:

Inverse DCT. After inverse quantization, the resulting 8
× 8 blocks are processed by a separable two-dimensional
inverse DCT of size 8 × 8. The output from the inverse
transform ranges from –256 to 255 after clipping to be rep-
resented with 9 bits.

The inverse DCT is given by the following equation:

with u, v, x, y = 0, 1, 2,. . . , 7, where

x, y are the spatial coordinates in the original block domain
and u, v are the coordinates in the transform domain.

Reconstruction of Blocks. After the inverse DCT, a recon-
struction is formed for each luminance and chrominance
block. For INTRA blocks, the reconstruction is equal to the
result of the inverse transformation. For INTER blocks, the
reconstruction is formed by summing the prediction and
the result of the inverse transformation. The transform is
performed on a pixel basis.

THE G.723.1 SPEECH COMPRESSION STANDARD

The G.723.1 (12) standard, like almost all recent speech
coding standards, belongs to the class of linear prediction
analysis-by-synthesis (LPAS) coders. Other members of
that class are ITU Recommendations G.728 and G.729, as
well as the current standards for digital cellular telephony
in Europe (GSM) and North America (TDMA and CDMA).

Figure 6 shows a block diagram of an LPAS coder. LPAS
coders use a model similar to the one described in the in-
troduction for speech production. In this case, we have two
filters instead of one: a long-term (LT) predictor synthesis
filter and a short-term (ST) predictor synthesis filter. The
decoded speech is produced by filtering the signal produced
by the excitation generator through those two filters. The
excitation signal is found by minimizing the mean-squared
error over a block of samples. The error is simply the differ-
ence between the original and decoded signals. This means
that the error for each sample is squared and the results
are averaged over the block of samples.

As it can be seen in the figure, the error is weighted
by passing through a weighting filter. The reason for this
is that the auditory system is less sensitive to distortion
which occurs at frequencies where the speech signal has
high energy. If we do not use a weighting filter, minimiza-
tion of the mean-squared error results in equal distribu-
tion of the error energy over all frequencies. This is not
desirable since we can tolerate more error energy in fre-
quency bands where the speech energy is high but we do
not want a lot of error energy in frequency bands where the
speech energy is low. The reason for this is that the speech
signal will be “buried” by the noise in frequencies where
the speech signal energy is not much larger than the error
energy. In order to achieve the desired distribution of the
error energy in the frequency spectrum, we pass the error
signal through the weighting filter which amplifies the er-
ror signal in frequencies where the speech signal has low
energy and attenuates it in frequencies where the speech
signal has high energy. This makes the minimization pro-
cedure to shape the error signal energy as desired.

The short-term (ST) predictor filter is the IIR filter dis-
cussed in the introduction and models the short-term corre-
lations (spectral envelope) in the speech signal. The predic-
tor coefficients are determined from the signal using linear
prediction techniques. The coefficients are adapted in time
with rates varying from 30 to 400 times per second.

The long-term (LT) predictor filter models the long-term
correlations (spectral fine structure) in the speech signal.
Its parameters are a gain coefficient and a delay. For peri-
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Figure 6. Block diagram of an LPAS coder. A long-term pre-
dictor (LT) and a short-term predictor filter (ST) are used. The
filter coefficients are found using a minimization procedure.
The excitation information along with the filter parameters
are transmitted.

odic signals, the delay corresponds to the pitch period or an
integral number of pitch periods. For nonperiodic signals,
the delay is random. The LT predictor filter parameters are
also adapted in time. The adaptation rates vary from 100
to 200 times per second. In many implementations, the LT
predictor filter is replaced by an adaptive codebook. This
codebook contains the previous excitation at different de-
lays. The members of the codebook are searched and the
one that provides the best fit is selected. Also, an optimal
scaling factor is selected.

Clearly, we need to transmit the excitation information
along with the filter parameters. We would like to do that
using as few bits as possible. G.723.1 uses code-excited lin-
ear predictive (aceLP) coding to reduce the number of bits
required for the transmission of the excitation information.
Both the encoder and the decoder store the same set of C
possible excitation sequences of length L in a codebook.
Thus, the excitation for each frame is completely speci-
fied by an index to a vector of the codebook. This index
can be found using an exhaustive search over all possible
codebook vectors. We select the vector which produces the
smallest error between the original and decoded signals.

As mentioned previously, G.723.1 can work in a 5.3
kbits/s mode and a 6.3 kbits/s mode. The 5.3 kbits/s mode
uses algebraic codebook-excited linear prediction (ACELP).
Only a few nonzero unit pulses are used in each codebook
vector. Thus, more efficient search procedures can be used
for the determination of the best vector instead of an ex-
haustive search.

In the 6.3 kbits/s mode, multipulse excitation with a
maximum likelihood quantizer (MP-MLQ) is used. The
frame positions are grouped into even-numbered and odd-
numbered subsets. A sequential multipulse search is used
to find the best vectors for the even-numbered subsets and
the odd-numbered subsets. The set that results in the low-
est total distortion is selected for the excitation. More in-
formation about the current speech compression standards
can be found in Ref. 13.

THE H.324 MULTIMEDIA COMMUNICATION
STANDARD

H.324 is the ITU-T standard for low bit rate GSTN net-
works (7, 8). The basic structure of H.324 is shown in
Fig. 7. The basic parts of the standard are a multiplexer
which mixes the various media types into a single bit
stream (H.223), an audio compression algorithm (G.723.1),
a video compression algorithm (H.263), and a control pro-

tocol which performs automatic capability negotiation and
logical channel control (H.245).

Multiplexing

H.324 uses a multiplex standard, H.223, to mix the vari-
ous streams of audio, video, data and the control channel
together into a single bit stream for transmission over the
V.92 modem [1].

Time division multiplexers (TDM) were considered un-
suitable for H.324 because they cannot adapt to dynami-
cally changing modem and payload data rates easily. Also,
they are difficult to implement using software since they
require complex frame synchronization and bit-oriented
channel allocation.

These problems are avoided by using packet multiplex-
ers. However, those suffer from blocking delay,where trans-
mission of urgent data is delayed because the transmission
of a large packet which has already started has to be com-
pleted first.

The H.223 multiplexer combines the best features of
both TDM and packet multiplexers. It incurs less delay
than them, has low overhead, and is extensible to multiple
channels of each data type. H.223 consists of a lower multi-
plex layer and a set of adaptation layers. The lower multi-
plex layer mixes the different media streams, whereas the
adaptation layers perform logical frame, sequence num-
bering, error detection, and error correction by retransmis-
sion. Each adaptation layer is suitable for a different type
of information channel. There are three adaptation layers
in H.324, AL1, AL2, and AL3. AL1 is intended primarily
for variable-rate framed information. AL2 is primarily in-
tended for digital audio and includes an 8 bit cyclic redun-
dancy code (CRC). CRC is used to identify transmission
errors. AL3 is primarily intended for digital video and in-
cludes provision for retransmission and a 16 bit CRC.

The Control Channel

The H.245 multimedia system control protocol is used by
H.324. The control model of H.324 is based on the concept
of logical channels. These are independent unidirectional
bit streams with defined content. Each one is identified by
a unique number which is arbitrarily chosen by the trans-
mitter. There may be up to 65,335 logical channels. One of
these channels is the control channel. There is exactly one
control channel in one direction within H.324. It is carried
on logical channel 0, a separate channel out-of-band from
the various media streams. Logical channel 0 is considered
already open when the H.324 starts up.
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Figure 7. The basic structure of H.324. The basic parts of the standard are a multiplexer which
mixes the various media types into a single bit stream (H.223), an audio compression algorithm
(H.263), and a control protocol which performs automatic capability negotiation and logical channel
control (H.245).

The control channel carries end-to-end control mes-
sages governing the operation of the H.324 system, includ-
ing capabilities exchange, opening and closing of logical
channels, mode preference requests, multiplex table en-
try transmission, flow control messages, and general com-
mands and indications.

Video Channels

H.324 can send color motion video over any desired frac-
tion of the available modem bandwidth. The H.324 stan-
dard uses H.263 as the preferred video coding algorithm,
but H.261 is also supported to allow Internetworking with
ISDN H.320 videoconferencing systems without the need
to convert video formats.

H.324 video should achieve 5–15 frames per second, de-
pending on picture format, bit rate, H.263 options in use,
and the amount of complexity and movement in the scene.
An H.245 control message allows the receiver to specify a
preference for the tradeoff between frame rate and picture
resolution. Video channels use H.223 adaptation layer 3
(AL3), which includes a 16 bit CRC and provision for re-
transmission at the option of the receiver.

Audio Channels

The baseline audio mode for H.324 is the G.723.1 speech
compression standard. This standard supports two bit
rates, a high rate at 6.3 kbits/s, and a low rate at 5.3 kbits/s.
It provides near-toll-quality speech using a 30 ms frame
size and a 7.5 ms lookahead. The audio channel uses adap-
tation layerAL2,which includes an 8 bit CRC on each audio
frame or group of frames.

Audio–Video Synchronization. The H.263 and H.261
video codecs require some processing delay and transmis-
sion delay, while the G.723.1 speech codec involves much
less delay. Thus, additional delay needs to be added in
the audio path to achieve speech synchronization. H.245
is used to send a message containing the average time
skew between the transmitted video and audio signals.

This skew allows the receiver to calculate the correct audio
delay, since the receiver is aware of the decoding delay of
each stream.

Call Setup

There are seven phases in the call setup procedure, desig-
nated by the letters A through G. In Phase A, an ordinary
telephone connection is established. In Phase B, a regu-
lar analog telephone conversation can take place before
the actual multimedia communication. When either user
decides to start the multimedia communication, Phase C
takes place. The two modems communicate with each other
and digital communication is established. Then, in Phase
D, the H.324 terminals communicate with each other using
the H.245 control channel. Detailed terminal capabilities
are exchanged and logical channels are opened. In Phase E,
the actual multimedia communication takes place. Phase
F is entered when either user wishes to end the call. The
logical channels are closed and a H.245 message is sent to
the far-end terminal to specify the new mode (disconnect,
back to voice mode, or another digital mode). Finally, in
Phase G, the terminals actually enter the mode specified
in the previous phase.

COMMERCIAL IMPLEMENTATIONS

There are many commercial video phone implementations.
Some of them conform to standards and others are propri-
etary. Also, some are software-only and can be used with
any general-purpose PC, with the addition of course of a
camera, a video capture card, and a microphone. Others
come with specialized hardware as well.

It should be noted that many of the commercial imple-
mentations use the H.323 standard instead of the H.324
standard. This is done because they can be used for commu-
nication over the Internet, even though both parties may be
connected to the Internet via a telephone line and modem.
The point-to-point protocols (PPP) are commonly used for
TCP/IP communication (the protocol used by the Internet)



Video Telephony 9

over a telephone line. TCP/IP is packet-based and it turns
out that significant overhead is required for the packet
headers. Thus, some of the bandwidth that is made avail-
able by the modem is wasted. However, using the Internet,
we can achieve multimedia communication without incur-
ring any long distance charges. The usage of cable modem
along with DSL technology has enabled broadband Inter-
net access in many countries. A cable modem is used to
deliver broadband Internet access taking the advantage of
the unused bandwidth of the cable television network. The
bandwidth of the cable connection varies from 3 Mbits/s to
30 Mbits/s and the upstream speed ranges from 384 Kbits/s
to 6 Mbits/s. The DSL modem on the other hand takes ad-
vantage of the unused frequencies in the telephone line and
varies in speed from hundreds of kbits/s to few Mbits/s.

Some companies that currently offer software and/or
hardware products for IP based video telephony are: Eye-
ball Networks, VocalTec (Internet Phone), ADIR VOIP
Technologies, Microsoft Corporation (NetMeeting), Intel
(Internet Video Phone), Creative Labs, Polycom, 3COM,
and Target Technologies.

ADVANCED TOPICS

In this section, we give an introduction to the H.264 video
coding standard and briefly cover IP based video telephony.

The H.264/AVC advanced video coding standard

This article has focused on the H.263 video compression
standard. Although H.263 is still widely used in video
telephony, the H.264/AVC is the latest video coding stan-
dard jointly developed by the Video Coding Experts Group
(VCEG) of the ITU-T and the Moving Picture Experts
Group (MPEG) of ISO/IEC. It uses state of the art coding
tools and provides enhanced coding efficiency for a wide
range of applications, including video telephony, video au-
thoring, digital camera, etc. It uses Fidelity Range Exten-
sions (FRExt), which provides a number of enhanced capa-
bilities relative to the base specification. It is primarily tar-
geted at providing significant improvements in coding effi-
ciency for higher fidelity video materials. Some of the key
techniques that provide this improvement are: Enhanced
motion-compensated prediction (MCP), multiple reference
pictures and generalized B-pictures, spatial intra predic-
tion, small block-size transform in integer precision, con-
tent adaptive in-loop deblocking filter, advanced error ro-
bustness and suitability for use in wide variety of networks
etc.

H.264/AVC has been developed to address a large range
of applications, bit rates, resolutions, qualities, and ser-
vices. Different applications have various requirements in
terms of functionalities, i.e., error resiliency, compression
efficiency, delay and complexity. In order to cater to the
needs of various applications, H.264/AVC defines profiles
and levels. A profile is a set of coding tools. There are three
profiles viz. Baseline profile, Main profile and Extended
profile. A level is a specified set of constraints imposed on
values of the syntax elements in the bit stream.

The reader is referred to [21], [22], [23] for further read-
ing on video coding.

IP Video Telephony

This article has focused on video telephony over the Pub-
lic Switched Telephone Network. Thus, the available bit
rates are, in the best case, in the neighborhood of 40
kbits/s. Nowadays, cable modems and Direct Subscriber
Line (DSL) connections are widely available in many coun-
tries and offer Internet connections at much higher bit
rates. Thus, IP video telephony in conjunction with DSL
and cable modems can now offer video communications at
a much higher quality than before.

IP video telephony [26] transmits the audio and video
data over data networks using the Internet Protocol. Such
networks can be the Internet or corporate Intranet. Data
networks use packet switching that chops the data into
small packets with an address to specify where to send
them. Inside each packet is a header and payload. The pay-
load specifies the packet content.

IP Video Telephony uses the H.323 standard that can
be used over any packet data network, such as the ones us-
ing the Internet protocol (IP). Due to the interest in video
telephony over IP, many of the existing commercial imple-
mentations use the H.323 standard.

Broadband

Broadband refers to the signaling method where the entire
frequency range is divided into channels or frequency bins.
Using broadband communications, multiple pieces of data
can be sent simultaneously to increase the effective rate
of transmission. Digital Subscriber Line (DSL) connection
and cable Internet connection are both referred as broad-
band since they use different channels to send the digital
information simultaneously with the audio signal or the
cable television signal.

The cable Internet service is provided to a neighbor-
hood by a single coaxial cable line. Hence, connection speed
varies depending on how many people are using the ser-
vice. On the other hand, a DSL connection uses a dedicated
line from the subscriber to the telephone company. The ex-
amples of DSL technology include the High Data Rate Digi-
tal Subscriber Line (HDSL), Symmetric Digital Subscriber
Line (SDSL), Asymmetric Digital Subscriber Line (ADSL),
etc.

Cable modems send the data signal over the cable tele-
vision infrastructure. They are used to deliver the broad-
band Internet access, taking advantage of the unused ca-
ble network bandwidth. DSL on the other hand uses con-
ventional twisted wire pair for data transmission. ADSL
[14] uses two frequency bands known as upstream and
downstream bands. The upstream band is used for com-
munication from the end user to the telephone central of-
fice while the downstream band is used for communicating
from the central office to the end user. ADSL provides ded-
icated local bandwidth contrary to the cable modem which
gives shared bandwidth. Hence, the upstream and down-
link speed varies depending on the distance of the end user
from the telephone office. Conventional ADSL has down-
stream speed of approximately 8 Mbits/s and upstream
speed around 1 Mbits/s. Thus, improved quality video tele-
phony is possible using the advances in modem technology
and audio and video compression. As in the case of dial-up
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modems, the upstream speed is the one that constrains the
quality of video communications.

Further details can be found in [24], [25].
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