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Image processing maps the original image to a new image,
usually in order to highlight some specific information from
the original image. These images may have noise suppressed,
blurring removed, edges enhanced, contrasts enhanced,
thresholding sharpened, or color palettes remapped. Most im-
age processing techniques are based on linear systems theory.
Some of the techniques of image processing are useful for un-
derstanding the limitations of image formation systems and
for designing preprocessing modules for computer vision.

Beyond basic image manipulation, it may be necessary to
identify an object or group of objects in an image. Image un-
derstanding techniques are used to describe what is observed.
Usually the pattern is given as a set of numbers representing
measurements of an object, essentially elements or features
extracted from the image using image processing. A classifier

COMPUTER VISION will generally assign an object to one of a number of classes;
this act is usually referred to as object recognition. Research-

Computer and machine vision is an important field in com- ers concerned with classification have created simple methods
puter and electronics engineering, overlapping many different for obtaining measurements from images. These methods of-
skills and disciplines. Most complex animals use vision as ten treat the image as a two-dimensional array of intensities.
their primary source of information about their environment Primitives extracted using image processing and or pattern
because vision provides some of the richest data of any possi- classification algorithms are combined to describe complex ob-
ble sensor system. Generally, there is too much information jects, and objects are grouped to describe situations. A classi-
contained in the image (e.g., surroundings, lighting, and cal illustration of scene analysis is the interpretation of line
noise) that is irrelevant to the current application. In addi- drawings. In this case, the image is described as a set of poly-
tion, images contain much more information about the objects gons, which in turn are given as a collection of line segments.
being observed than is necessary. Even a modest camera and Before these descriptions can be used for a task, the topology
frame grabber can achieve resolutions of 640 � 480. The re- must be discovered—specifically, which regions bounded by
sulting objects in the image are then composed of hundreds the lines form objects. It is also important to know how ob-
or thousands of pixels. The main focus of computer vision is jects relate to one another. Scene analysis therefore extracts
to extract and reduce the relevant characteristics of the image a meaningful symbolic representation from image data.
to a small enough set that the information can be used by The generation of descriptions from images can often be
other processes, human or machine. conveniently broken down into two stages. The first stage pro-

The input to a computer vision system is one or more im- duces a sketch, a detailed but undigested description. Later
ages, the output of the system describes the objects in the stages produce more parsimonious, structured descriptions
image in the context of a given task. In general, computer suitable for decision making. Processing in the first stage will
vision must be task oriented to reduce the number of possible be referred to as image processing, whereas subsequent pro-
image interpretations to a reasonable level. For specific im- cessing of the results will be called image understanding.
ages, it is possible to describe the type of preprocessing, ex-
traction, and recognition required. General computers that
match the kind of processing exhibited by humans are still FRAME GRABBERS
far from realization.

An object in the real world does not have a unique descrip- Visual images come in a variety of types such as a three-
tion; many descriptions at varying levels of detail and from dimensional scene captured into two dimensions by a video
several points of view can be defined. It is computationally camera and stored on a tape medium. Images can also origi-
impossible to describe an object completely. Fortunately, we nate outside of the visual electromagnetic spectrum—
can avoid this potential philosophical snare by considering encompassing ultraviolet light, X rays, and radio waves (1).
the task for which the description is intended; we do not want Such images can be generated by radio astronomy as per-
just any description of what is imaged, but one that allows us ceived by a radio telescope. On the acoustic end of the fre-
to take appropriate action. quency scale, ultrasonic signals are used to generate ultra-

Computer vision can be divided into two main disciplines, sonic images of the fetus within a mother’s womb.
image processing and image understanding. Image processing Subacoustic signals such as sonar are used to map out fea-
is concerned with the pixel-level manipulation of images, pro- tures deep within the ocean and within the earth’s crust.
ducing new images with specific information in the image Regardless of the source or type of image, image processing
highlighted or suppressed. Image processing is closely linked requires the acquisition of the visual-based information and
with signal analysis and discrete mathematics. Image under- transfers it into the computer’s memory or other storage me-
standing relates conditioned images to models of the world. dium. The process of acquisition is most-often achieved with
Image processing works on the pixel level; image understand- frame-grabber hardware. As the name indicates, frame grab-
ing works on the image and object level, attempting to match bers capture or ‘‘grab’’ individual frames of a video signal into
what is observed with what is known. Image understanding the computer’s memory—converting the video signal through
is closely linked with pattern matching theory and artificial digitization into a format that can be used by the computer

hardware and software (2). This format constructs the imageintelligence.
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as a two-dimensional array of picture elements, or pixels,
with each pixel associated with a brightness or color value.
Computer processing of the image operates on these pixels,
which constitute the picture. Although images come from a
staggering variety of sources, from a visual scene from a CCD
camera to an X-ray image generated from a scanning-electron
microscope, by far the most popular means of transmitting
these images is via standard analog video signals. Hence, the
majority of image acquisition hardware in use today consists
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of digitizing frame-grabber hardware that retrieves such
Figure 2. Analog-to-digital conversion of a scan line.video signal information into the computer (3).

The process of digitizing video is relatively straightforward
but is complicated by the standardized video signal formats.
Monochromatic composite video used in North American tele- the number of possible intensity values, bandwidth limita-

tions imposed on the composite video signal used in broadcastvision is perhaps the most common video signal format em-
ployed to encode brightness or luminance images through a television effectively constrain the number of discernible volt-

age values to around 330. Complete acquisition of a videosingle wire. Also known as the RS-170 video signal conven-
tion, brightness information is encoded as a voltage varying frame results in a digitized image that is usually either 512

� 512 or 640 � 480 pixels in size. The latter image size isover a 0.7 V range as referenced from the black level shown
in Fig. 1. preferable because its width-to-height ratio matches the stan-

dard 4 : 3 aspect ratio of composite video frames. Acquired im-The horizontal sync pulses separate each horizontal scan
line into 63.5 �s intervals with a full video frame consisting ages thus exhibit minimal spatial distortion.

The introduction of color into the imaging equation in-of 525 such scan lines. Each frame, however, is interlaced into
odd and even horizontal scan lines resulting in a complete creases the complexity of the acquisition process. In addition

to brightness or luminance information, color or chrominanceframe every 1/30th of a second.
Digitization of the composite video signal requires analog- information is detected and transmitted with the image. In

the composite color video format, chrominance and luminanceto-digital conversion (ADC) hardware as well as circuitry to
clock the ADC properly and to account for the vertical retrace signals are combined into a single signal for transmission

through one wire in the NTSC color-encoding scheme. Itsthat signals the end of a interlaced frame. Clock circuitry sub-
divides each scan line into the horizontal resolution of the time-varying signal is practically identical to the monochro-

matic composite signal for compatibility with broadcast televi-final grabbed image—typically 512 or 640 pixels. The number
of usable scan lines counted by the frame grabber determines sion. This scheme packs additional color information into the

already narrow bandwidth of the signal, resulting in boththe vertical resolution of the final image. Although it is con-
ceivable to use a 525 pixel vertical resolution, a 512 or 480 poor color reproduction and inferior spatial resolution. By

transmitting the luminance and chrominance on separate sig-pixel resolution is usually chosen because of technical limita-
tions or for hardware simplicity. A 480 pixel vertical resolu- nals, spatial image quality is increased. This method is used

by the S-video or Y-C video format found in Hi-8 and S-VHStion is commonplace because, out of the 525 horizontal scan
lines in a complete frame, only 480 are typically usable in video recorder systems. Some imaging systems also provide

separate red, green, and blue composite video signals for dig-reality (1).
With proper clocking, typical frame grabbers employ a itization, which result in improved color reproduction (1).

A number of schemes exist for encoding color into an ana-flash ADC to convert the time-varying analog voltage signal
to a stream of bit values of intensity associated with the dis- log video signal. Nevertheless, the techniques for digitizing

the color image information through a frame grabber remaincrete pixels that make up a horizontal scan line. The process
is illustrated in Fig. 2. more or less the same. In the case of NTSC color encoding,

the single composite signal can be digitized in an identicalEach digitized pixel value is between 0 and 255, where 0
represents black and 255 represents white in the image. Al- manner as in the case of the monochromatic composite signal.

Color information, however, will need to be decoded by addi-though high-resolution ADC hardware can be used to increase
tional hardware. In the case of the multiple color signal for-
mats, digitizing the video is even simpler. The multiple sig-
nals, such as the luminance and chrominance, are merely
monochromatic composite signals that encode the different
components of color. As such, they can be digitized by the
previously described frame-grabber hardware via parallel
ADCs.

The use of standard analog video in both monochromatic
and color image transmission certainly lends compatibility
and flexibility to its use. For technical applications, however,
such flexibility constrains the resolution and accuracy of the
acquired images within the limited bandwidth of the analog
video signal. More rigorous applications, such as astronomy,
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produce high-resolution images with luminance ranges that
exceed the encoding ability of standard analog video. SuchFigure 1. RS-170 composite video signal.
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specialized applications require high-end frame grabbers that the image shown in Fig. 3, a balanced histogram can be cre-
ated automatically. This process is known as histogramcan digitize 16 to 24 bits of luminance range. Some imaging

systems, in fact, forgo the conversion of image information equalization. In general, histogram equalization attempts to
fit a constant distribution to the gray-scale image, whichto video for transmission and its subsequent digitization by

delivering the image as a digital stream from the source. This means that the total occupancy of the gray-scale values in-
creases linearly. Fitting this form of distribution to the histo-process reduces the noise introduced from both signal conver-

sions and the complexity of transmission and digitization gram can be expressed by using the following equation:
hardware.

in = ih,n − il,n

ih,o − il,o
(io − ih,o) + il,n (1)

IMAGE PROCESSING

where ih is the highest intensity value, il is the low intensityImage processing is generally the first step of a computer vi-
value, io is an intensity in the previous distribution, and in ission algorithm. Image processing performs preprocessing on
an intensity in the new distribution (4). It should be apparentthe image to highlight specific features, eliminate noise, and
that Eq. (1) is derived from the linear equation of the totalgain basic pixel-level information about the image. Image pro-
gray-scale distribution. An example of histogram equalizationcessing is used to reduce the amount of information in an
is shown in Fig. 3.image from raw pixel data to a more cohesive subset that the

image understanding algorithms can use. Image processing
Thresholdingtechniques are closely tied with digital signal processing and

signal analysis theory. Thresholding is used to reduce the number of gray scales used
to represent the image. The reduction of gray-scale values can

The Histogram often eliminate extraneous information or noise from an im-
age. A thresholded image is usually reduced to a binary formOne of the simplest operations that can be performed on an
(black and white) to accentuate certain features and reduceobject is the computation of its gray-level histogram. The
the computation required for scene analysis. Thresholding isgray-level histogram of an image is a graphic representation
often based on the intensity or gray-scale histogram of theof the distribution of intensity values within the image. The
image (1).histogram is created by plotting the number of pixels in the

The simplest thresholding operation is mapping an imageimage corresponding to each possible gray-scale value. The
from a gray-scale image to a binary image. The image ishistogram can provide valuable information on the composi-
scanned left to right and top to bottom. Any pixel with a gray-tion of the image. An image with good contrast will have sev-
scale value greater than the threshold is changed to white,eral peaks in the histogram with pixel gray-scale levels cov-
and any pixel with a gray-scale value less than the thresholdering the entire possible intensity range. The brightness of an
is changed to black, as shown in Eq. (2). A more general ver-image can be determined by examining the number of pixels
sion of the thresholding operation is shown in Eq. (3) (2). Theat the high and low end of the spectrum. If the image is com-
operation will turn a pixel white if it belongs to set F andposed of a single object on a background, as is often found in
black if it does not. This type of threshold is useful for appli-industrial settings, the histogram can illustrate the gray level
cations where the image may contain more than one graycorresponding to the best threshold (3).
scale:Even though the histogram as a visual construct is not

used directly in image processing, the data of the distribution
of the gray-scale values can give valuable information on the
image for automatic contrast and brightness adjustment. The

Iij =
{

1 if Iij > T

0 if Iij < T
(2)

derivative of the histogram can give valuable information on
the gray-scale boundaries for objects in the image, which can and
be used to determine thresholding levels for segmentation.

An example of an image and its histogram is shown in Fig.
3. The histogram can be analyzed to determine the level of
contrast in an image. If the image is not ideally contrasted as

Iij =
{

1 if Iij ∈ F

0 otherwise
(3)

Figure 3. Example of histogram equal-
ization: (a) original image of lab, (b)
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Figure 4. Example of thresholding: (a) original
image, (b) thresholded image with T � 128. (a) (b)

The thresholding operation is useful in a number of situa- Filtering is generally the first step in automated image pro-
cessing.tions. If an object has a high degree of contrast with the back-

ground, a thresholding operation can effectively segment an Image filtering is based on ideas borrowed from digital sig-
nal analysis. Specifically, the signal (image) is convolutedimage. Thresholding can also be used to remove noise from

an image after an edge detection algorithm has been em- with an ideal digital filter to suppress some characteristics
and accentuate others. An image filter is a matrix instead ofployed. An example of binary thresholding is shown in Fig. 4.

Often the exact gray-scale value of the threshold cannot be a vector as used in digital signal analysis, because much of
the image’s information is stored in two-dimensional relation-determined beforehand and must be determined by the com-

puter. This is known as adaptive thresholding. There are ships. The matrix that encodes the filter is generally called a
kernel. The kernel is generally 3 � 3 to reduce computationalmany adaptive thresholding techniques; the common tech-

niques are highlighted here. Perhaps the most common tech- intensity, but larger kernels are possible. Figure 5 shows a
kernel and its matrix representation.nique is a valley-finding approach based on the histogram. If

the image has a bimodal (two-peaked) histogram, as a dark For image processing operations the current pixel is the
center element of the matrix. The result of the filtering opera-object on a light background would have, then the best loca-

tion for the threshold is between the two peaks (5). However, tion for pixelxy having intensity Ixy is the dot product of the
matrix and the neighbors of pixelxy (5):this is often difficult to determine because noise can create

several local peaks and valleys, and it becomes necessary to
determine the ‘‘peakedness’’ of each peak before assigning a
threshold. The situation becomes much more complicated for

Ixy(n + 1) = aIx−1,y−1 + bIx,y−1 + cIx+1,y−1 + dIx−1,y + eIx,y

+ f Ix+1,y + gIx−1,y+1 + hIx,y+1 + iIx+1,y+1
multimodal peaks because aliasing from neighboring distribu-
tions may make the peak almost impossible to detect. The effect of the filter is changed by varying the coefficients.

The image is filtered when the mask has been convoluted
Texture-Based Thresholding. A texture is simply a repeated with every pixel in the image. This is in essence an approxi-

pattern of pixels over the surface of an object. Textures can mation of the discrete convolution given by
be caused by surface characteristics such as painted polka
dots or geometric characteristics such as crystal structure in
metals. Texture detection is used where the gray levels are h[i, j] = f [i, j]∗g[i, j] =

n∑
k=0

m∑
l=1

f [k, l]g[i − k, j − l] (4)
the same, and distinct edges are difficult to locate because the
edge detector will be limited by the small high-gradient areas

Most filters are linear and therefore can use the convolutionin the image due to the texture itself (3). Textures can be
equation directly; however, there are exceptions like the me-a useful tool in highlighting different regions of the system;

however, they can also be very difficult to detect robustly.
Textures must be detected using statistical methods that take
both spatial and gray-scale levels into account because tex-
ture is a spatial phenomenon. Textures are decomposed into
texture primitive of texels, which describe the texture in
question. The texel is one of the repeated elements in the pat-
tern, and these texels can be combined into complex textures
using a cell and array grammar (1). Measurements such as
entropy and autocorrelation can describe the appearance and
periodicity of a texture (2).

Filters

Filters are used in image analysis to perform pixel-level ad-
justments. Common applications of filtering include noise re-

a  b  c
d  e  f
g  h  i

M =

Ixy

duction and edge enhancement. Filtering can also be used to
adjust an image to cut down glare or other undesirable ef- Figure 5. Example of a 3 � 3 neighborhood and its matrix represen-

tation.fects, making the image easier or more appealing to examine.
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dian filter and the Canny edge detector, which are nonlinear therefore smearing is determined by the size of the matrix.
Even though 3 � 3 is the most common, larger matrices withoperations, usually implemented as step-by-step algorithms.

In general, there are two major classes of filters: smoothers greater filtering effects can be used to eliminate noise and
remove partial edges.and enhancers. The smoothing filters are generally two-di-

mensional versions of low-pass filters. They are used to elimi-
Median Filters. The median filter is actually not a true lin-nate noise and rough edges caused by sampling. Enhancers

ear filter; however, it is convenient to think of it as one, andbelong to two classes: contrast enhancers and edge detectors.
it will be treated with the rest of the filters. The median filterBoth accentuate high-frequency information, but contrast en-
is actually a simple algorithm. The median algorithm simplyhancers work on the entire image, whereas edge detectors
changes the current pixel intensity to the median of the inten-only detect regions of very high-intensity gradients. Types of
sity of the surrounding pixels. Median filtering is very effec-filters are explained in more detail in the following sections
tive at removing salt and pepper noise, isolated spots of noise(4).
in an otherwise uniform field of view. A mathematical inter-
pretation of the median filter follows:Smoothing Filters. Smoothing filters remove noise and

rough edges by approximating low-pass filters. The three
most common smoothing filters are mean, median, and Ixy = Î/I ∈ N
Gaussian. Mean and Gaussian filters are linear and obey the

where Ixy is the current pixel intensity and N is the neighbor-general convolution laws described previously. The median
hood of I. Like the mean filter the value of N can be increasedfilter is not linear but is easy to implement using similar
to alter the amount of filtering, although the result is lessideas to those already developed. There is a trade-off in using
dramatic than with the mean filter.smoothing filters to eliminate noise: smoothing can eliminate

noise, but it also blurs the image, obscuring edges and mak-
Gaussian Filtering. A Gaussian filter is generally used toing object detection less accurate (3).

eliminate Gaussian noise. The Gaussian filter is one of the
most powerful filtering types because of the characteristics ofMean Filters. The mean filter does precisely what its name
the Gaussian function. The advantages of Gaussian filteringimplies, it takes the mean of a set of values. In this case, the
follow:mean filter changes the value of the pixel to the average of

the pixel and its neighbors. This filter is equivalent to a mov-
1. Gaussian functions are rotationally symmetric.ing average filter in traditional signal analysis. Like a moving
2. Gaussian weighting decreases with distance from theaverage filter, it is not a perfect low-pass filter, but it is very

current pixel.effective at reducing the amount of noise in a image. Mean
3. The Fourier transform of a Gaussian function is afilters can be normal mean filters or weighted mean filters. In

Gaussian function.a normal mean filter, the value of the each cell is one [or 1/
(number of cells) for floating point]. In a weighted mean filter, 4. The degree of smoothing can be altered with by chang-
some of the cells, usually the center cell (which corresponds ing a single parameter.
to the center pixel) are given a higher proportional weight. 5. Gaussians are separable and can be decomposed into
Examples of kernels follow (5): horizontal and vertical components (6).

A discrete two-dimensional Gaussian filter is given by the fol-
lowing equation:normal :




1 1 1
1 1 1
1 1 1


 weighted :




1 1 1
1 c 1
1 1 1


 (5)

g[i, j] = e−(i2+ j2 )/2σ 2
(7)

In practice, mean filtering is generally a two-step process.
where i and j are the coordinates of the current pixel and � isBecause images are usually encoded as arrays of integers, it
the width of the function (5). The size of � determines theis preferable to use integer math rather than floating-point
degree of smoothing by changing the shape of the Gaussianmath. Even though mean filtering can be accomplished in a
generated. A larger � results in a flatter Gaussian with moresingle step using rational values for the cells, it can be faster
even weightings. As the Gaussian approaches a square func-to use integral cell values as shown and divide by the number
tion, the filter performs more like a mean filter (6).of cells, thus getting an average. The true 3 � 3 mean filter-

Gaussian functions are important for filtering applicationsing operation would be
because they yield a weighted average where the weightings
drop monotonically with distance from the current pixel. This
behavior reduces the amount of edge blurring because pixels
at the edge of a gradient are given less weight than pixels at
the center of the gradient as the filter passes over the gradi-

Ixy = 1
9




1 1 1
1 1 1
1 1 1


 Iij (6)

ent. In addition, Gaussians can be separated into horizontal
where Iij is the matrix or window containing the current pixel and vertical components. This saves computational cycles be-
and its neighbors. Although mean filtering can be an effective cause the filter can be implemented as two single-dimensional
method of removing noise, it has the undesirable side effect convolutions instead of a single two-dimensional convolution.
of blurring edges by reducing the intensity gradient in the
region of the edge. The result is weaker edges when passed Enhancement. Sharpening is a contrast-enhancing filter

that behaves like a high-pass filter. Like most types of high-through an edge-detecting filter. The degree of filtering and
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(a) (b) (c) (d) (e)

Figure 6. Examples of gradient edge detection: (a) original image, (b) vertical Roberts filter, (c)
horizontal Roberts filter, (d) Sobel edge enhancement c � 2, (e) Sobel edge enhancement c � 2,
prefiltered with a mean (moving average) filter.

pass filters, a sharpening operation is very sensitive to noise. ous surfaces generally have uniform intensity levels and
small local gradients.Sharpening filters can be used to accentuate portions of the

imagelike boundary regions (5). Gradients are generally approximated from pixel data us-
ing the difference operator. Because the gradient is being
computed for a surface, the gradient has two components, an
x component and a y component. The magnitude of each gra-
dient is computed using the difference operator in a local re-
gion. Table 1 shows the three most common edge detectors,

type 1




0 −1 0
−1 5 −1

0 −1 0


 and type 2




−1 −1 −1
−1 9 −1
−1 −1 −1



(8)

their convolution kernels, and the equivalent algebraic ex-
pression for the operation. All operators are illustrated with

Edge Detection 3 � 3 kernels, although larger kernels are possible (4).
The x component of the gradient Gx calculates the hori-Image analysis is the exercise of extracting a small precise

zontal slope and tends to enhance vertical edges. The y com-description of an image from a large number of pixel ele-
ponent of the gradient Gy calculated the vertical slope andments. One of the simplest ways to accentuate images is to
tends to enhance horizontal edges. The kernels will actuallyextract edge information from the image. Edges can be used
highlight all edges, but the degree of enhancement dependsto discover external and internal boundaries of objects and
on the direction of the edge. Like any gradient, the intensitycan, consequently, be used for image segmentation, feature
gradient can be expressed as a magnitude and direction. Theextraction, and object recognition. Edge detection is often one
magnitude and direction of the gradient are given by (5)of the first steps employed with image analysis.

Edge detection is usually performed by detecting rapid
changes in intensity. Geometric edges of objects or features
usually correspond to areas in the image containing rapid

Gm =
√

G2
x + G2

y Gθ = tan−1
(

Gy

Gx

)
(9)

changes in intensity. There are several ways to detect the
change in intensity, but most are based on examining the lo- Laplacian Edge Detectors. Even though edge detection using
cal derivatives of the image. In most edge detection algo- the gradient is simple and the most commonly used, it often
rithms, the edge is detected by convoluting the image with a does not highlight edges enough for identification. Using the
kernel designed to highlight the edges of the image, resulting second derivative of the intensity function, or the Laplacian, it
in a new image that contains only detected edges. is possible to detect weaker edges. However, the Laplacian, like

Because most edge detection algorithms use derivatives to most second derivatives, is very sensitive to noise. Edge detec-
detect the edges, they are sensitive to noise. To compensate, tion with the Laplacian can result in many extraneous edges.
edge detection is often accompanied by filtering or thresh- To eliminate the extraneous edges, prefiltering is often
olding operations to eliminate noise in the image before or used, as in the Canny edge detector. In the Canny edge detec-
after filtering. As with most low-pass filtering, noise reduction tor, the image is filtered with a Gaussian filter; then a gradi-
comes at the cost of sensitivity. The more noise eliminated, ent or Laplacian edge detector is applied, and the result is
the less distinct the edges will become. See Fig. 6 for exam- thresholded to highlight the desired edges. A special case of
ples of edge detection (3). this operation is the Laplacian of Gaussian approach, where

the second derivative of a Gaussian function is computed and
used as the convolution kernel to detect edges directly. TheGradient-Based Edge Detection. The most common method

for detecting edges in an intensity map is to use a gradient Laplacian of Gaussian approach is valid because the separate
convolution of Gaussian and Laplacian operations are com-enhancer. The gradient enhancer is a special filtering process

that highlights edges by returning the magnitude of the gra- mutative and combinable. The resulting function is a Mexican
hat function that can be approximated with a single kernel.dient of the image. Edges tend to be characterized by rapid

changes in intensity and have high local gradients. Continu- The Laplacian of Gaussian function provides both filtering



COMPUTER VISION 59

Table 1. Examples of Edge Detection Operators

Filter Algebraic
Name Gx Kernel Gy Kernel Equivalent Remarks

Gx � Ix�1 � Ix The most basic operator, which takes a very simple�
0 0 0

0 �1 1

0 0 0
� �

0 1 0

0 �1 0

0 0 0
�Roberts

Gy � Iy�1 � Iy approximation of the gradient.

The most common edge detector. I computes the gra-
Gx � I02 � cI12 � I22 � I00 � cI10 � I20�

�1 0 1

�c 0 c

�1 0 1
� �

�1 �c �1

0 0 0

1 c 1
�Sobel dient with a weighted sum. The pixels nearest the

Gy � I20 � cI21 � I22 � I00 � cI21 � I22 current (center) pixel are weighted higher.

Gx � I02 � I12 � I22 � I00 � I10 � I20�
�1 0 1

�1 0 1

�1 0 1
� �

�1 �1 �1

0 0 0

1 1 1
�Prewitt Special case of the Sobel filter with c � 1.

Gy � I20 � I21 � I22 � I00 � I21 � I22

and edge detection in a single filter, saving computational cy- in a usable format. The image must be analyzed again to iso-
late higher-order shapes and edges. After an edge detectioncles over the multiple-step Canny edge detector (4).
operator has been applied to the image, the detected edgesLike all other forms of filtering, Laplacian edge detection
must be expressed as lines, arcs, or shapes. Only after anrelies on the convolution of kernels that approximate the
image has been reduced to geometric primitives can meaning-Laplacian. The kernels are iteratively convoluted with the lo-
ful shape-based analysis be performed. Most commonly, edgescal pixels of the current (center) pixel to achieve the edge fil-
are approximated by a sequence of linear segments, althoughtering. Table 2 contains examples of kernels used for Lapla-
in special cases other curves or even complex shapes can becian edge detection.
used (3).Because the Laplacian operators are very sensitive to

There are three basic types of contour detection: masknoise, they are not as common as gradient operators. The
matching, graph searching, and voting mechanisms. In masknoisy behavior of the operators can be seen in Fig. 7.
matching, a primitive of a known object is passed over the
image. If a match between the shape of the primitive and aContour and Shape Detection
shape within the image is found, then the contour of the ob-

Even though edge detection can isolate regions of high gradi- ject is expressed as the primitive. Graph searching is a gen-
ent intensity, the image is still expressed as a matrix of pix- eral computing technique found in many applications. In im-

age processing, the algorithm starts with a point known to beels, and additional processing is required to express the image

Table 2. Examples of Laplacian Edge Detectors

Filter Name Kernel Derivation Remarks

�I
�x

� Ix,y�1 � 2Ix,y � Ix,y�1 Approximation of the second de-�
0 1 0

1 �4 1

0 1 0
�Laplacian 4 rivative of the intensity. Sus-

ceptible to noise.�I
�x

� Ix�1,y � 2Ix,y � Ix�1,y

Approximation of the second de-�I
�x

� Ix,y�1 � 2Ix,y � Ix,y�1
rivative of the intensity. More�

1 4 1

4 �20 4

1 4 1
�Laplacian 20

weight placed on the center�I
�x

� Ix�1,y � 2Ix,y � Ix�1,y pixel than in Laplacian 4.

Approximation of the second de-Discrete approximation of Mexican
rivative of the Gaussian func-hat function:�

0 0 �1 0 0

0 �1 �2 �1 0

�1 �2 16 �2 �1

0 �1 �2 �1 0

0 0 �1 0 0

�Laplacian of Gaussian tion. Performs edge detection
and smoothing simultane-�2 � �x2 � y2 � 2� 2

� 4 � e
�(x2�y2)

2� 2

ously.
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cause the curve-fitting algorithm should select the best fit for
the curve. If the purpose of the graph-following algorithm is
for discrete boundary isolation, then the evaluation algorithm
is more complex because the graph-following algorithm must
determine the best representation of the curve itself (3).

If the purpose of the graph search is to create a discrete
best-curve description, the system should use a form of tree
search. All possible paths through the pixels should be com-
puted and assigned a cost function. This cost function could
be based on line length, curvature, intensity, or many other
metrics or combinations of metrics. The search can be per-(b)(a) (c)

formed iteratively, combining steps likeFigure 7. Frame (a) contains the results of a Laplacian 4 filter.
Frame (b) contains the results of a Laplacian 8 filter. Even though

1. Find all pixels with intensity � IT.the Laplacian 8 gave better results, it was also the most sensitive to
2. Find the path from the preceding result that mini-noise. Frame (c) contains the results of a Laplacian of Gaussian filter.

mizes curvature.

In this example, the search is global; that is, all possibleon an edge and searches iteratively through all adjoining pix-
paths are searched, and the lowest curvature path is selected.els until it has found all the pixels on an edge. The algorithm
However, this can be computationally intensive for long pathsthen uses a mathematical process such as least mean squares
with wide gradients. Often it is preferable to trim branches ofor splining to fit a curve to the given set of points. The final
the path that are not promising, limiting the search. Themethod takes a set of points known to form an edge and finds
search may not reach a global minimum, but the computa-the optimal fit by paramatizing the pixel set into shape space,
tional load would be much less. Typical tree-search algo-and finding the shape that best describes the set. This method
rithms found in computer science areis called a voting mechanism. The most commonly used voting

mechanism in image processing is the Hough transform (3).
• Tree pruning,

Masking. One of the simplest algorithms for detecting a • Depth-first searches,
specific contour in an image is masking. In this step a mask • Modified heuristic searches.
is passed across an image, and the difference is computed.
When the difference is sufficiently close to zero, the mask and If the purpose of the graph following is merely to select a set
image match, and the contour of the group of pixels is known of data points for subsequent curve fitting, the requirements
to be the mask. This method is not very general but can be on the graph search are much less stringent and generally
very powerful if there is a finite set of expected shapes. Con- involve the gradient intensity and direction. After a set of
sider the example where the purpose of the vision system is points has been selected, one of several curve-fitting algo-
to recognize the numerical codes printed on the bottoms of rithms can be employed (3).
cheques. There are a finite number of possible masks—the
digits 0–9 and some assorted special bar codes. The digits will Traditional Best-Fit Algorithms. Algorithms that fit a curve

to a set of points have existed for hundreds of years. Althoughalways appear in exactly the same place and with the same
orientation so the masking search is quite reliable (2). traditional best-fit algorithms usually deal with a functional

approximation for a given set of data, they can be extended
to computer vision. If the pixels along an edge are consideredGraph Following. Graph-following algorithms use simple

tree-search-like steps to find the best digital or geometric rep- data points, it is possible to find a curve that approximates
them. Examples of traditional curve-fitting algorithms areresentation of an edge. Graph following is more properly an

intermediate step where regions of an image likely to belong least mean squares, linear interpolation, and splining. For
brevity, we will deal only with fitting lines to the data.to the same contour are isolated. The pixels are stored in an

array and processed again using one of many traditional line- Depending on the required accuracy of the representation,
all the points generated by the search algorithm may not beor curve-fitting techniques. A graph-following algorithm is

usually executed after an edge detection algorithm. The required to obtain an accurate geometric description of the
contour. If a rough approximation is sufficient, an algorithmgraph-following algorithm starts at a pixel known to be on a

contour (usually just the gray-scale value) and adds pixels to can be used to follow the inside or outside the thresholded
gradient of a detected edge. Two examples of linear approxi-the edge list based on a heuristic. The heuristic may be sim-

ple (e.g., ‘‘add all pixels with an intensity greater than IT’’) or mation algorithms are the split algorithm and the merge algo-
rithm.complex (e.g., ‘‘add all pixels such that the curvature of the

resulting line is minimized’’). In the merge algorithm, the contour starts at a given point
and is followed until the break condition is reached. When theGraph following can have two results—detecting the mem-

ber pixels of a curve for interpretation using a curve fitting break condition is reached, a line segment is calculated from
the start point to the break point; then a new line is started,algorithm or storing a minimum number of points along a

boundary in order to perform discrete segmentation and fea- and the contour tracing continues until the end point is
reached. At the end, another pass can be made over the lineture extraction. The complexity of the evaluation function de-

pends on the use of the data. If data are being collected for segments, merging together adjacent line segments that are
similar in slope.curve fitting, the algorithm is generally somewhat simpler be-
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In the split algorithm, a line segment is drawn between age for easier recognition. The major difference between fil-
tering and morphological operations is that filtering changesthe start and end points of the contour. The contour is then

traced until a break condition is reached (e.g., if the curve is the image based on frequency characteristics, and morpholog-
ical operations change the object on the basis of shape charac-a specific distance from the line segment). When the break

condition is reached, the original line segment is broken, so teristics. Because morphological operations are based on
shape, they are useful if there is a good deal of a priori knowl-there are two line segments connected at the break point and

end points. The process continues until the entire curve has edge about the expected shape of the object.
The morphological approach has the additional advantagebeen traced. The split algorithm is very similar to the merge

algorithm only it operates from global to specific instead of of mathematical rigor. Instead of each image being expressed
as the result of a convolution filter as with the frequency case,specific to global. An example of split-and-merge algorithms

is shown in Fig. 8. morphological operations are built from primitive operations
and allow the user to express imaging processing as a kind
of algebra.The Hough Transform. The Hough transform is another

Morphological operations are based on set theory, wheremethod for finding the equation of a line through a set of
the main set (the image) is compared with a subset to deter-points. The Hough transform deals with the line in parameter
mine values such as shape. Morphological operations arespace instead of variable space. The equation is expressed as
performed on binary images, but they can be performed ona set of coefficients instead of points. The Hough transform
gray-scale images as well. Basic set operations for binary andessentially considers all possible lines, and picks the one that
gray-scale images are defined in Table 3 (7).best fits the data. For example, the Hough transform for a

All morphological operations are built from the precedingline is
set operations. The remainder of this article will deal only
with the binary (black-and-white) versions of morphologicaly = mx + b Linear equation (10)
operations, but in general the processes are valid for gray-b = y − mx Hough transform (11)
scale images using the preceding primary relations.

In the first equation, the x and y are variables, and m and
Translation-Based Morphological Operators. Translation-b are constant. In the Hough transform, b and m are vari-

based morphological operations can be described in twoables, and x and y are constant. A set of lines in Hough space
ways—rigorously using the definitions from set theory oris chosen and assigned accumulators. After the parameter
qualitatively describing how they affect an image. Qualita-space has been quantized, every point in the set believed to
tively, translation-based morphological operations work as lo-be on the line is transformed into Hough space. Every line
cal neighborhood operators, changing the state of a pixelthat satisfies the current point is incremented by 1. When
based on the state of its neighbors. Functionally, this is simi-all points have been analyzed, the accumulator array can be
lar to the median filter where the value of the current pixelexamined. Peaks in the accumulator array correspond to
is changed to the median gray-scale value of the neighboringgood-fit lines for the data (3).
pixels. Morphological operations are slightly more sophisti-
cated because they allow the user to define those pixels in the

Morphology
vicinity of the current pixel.

Mathematically, a translation-based morphological opera-Mathematical morphology can provide an extensive set of
tools for analyzing an image. Morphological operations occupy tion is defined as the union or intersection of a pixel with a

set of surrounding pixels defined by a structuring element orthe same image processing niche as filtering operations. They
are generally used as a preprocessing tool to condition an im- stelt. The structuring element is an array of vectors describ-

Figure 8. Examples of linear interpola-
tion algorithms. Top: merge algorithm
creates an interpolation from front to end.
Bottom: split algorithm creates an inter-
polation by continually dividing the origi-

Merge algorithm progression

Split algorithm progression

nal interpolation.
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Table 3. Examples of Morphological Operations

Operator Expression Binary Evaluation Gray-scale Evaluation

Union A � B C � A OR B C � max(A,B)
Intersection A � B C � A AND B C � min(A,B)
Complement A	 C � not A C � (MAXVAL � A)

ing which pixels relative to the current pixel are relevant for the object in the image has areas with the same shape charac-
the current computation. A structuring element can also be teristics as the stelt.
viewed as an image or matrix. If the structuring element is Dilation and erosion can be iterated on an image if several
viewed as a matrix, then every element in the matrix that is levels of expansion or reduction are required to fill holes or
1 (or TRUE) corresponds to a relevant pixel in the list of vec- eliminate noise. However, the more iterations performed, the
tors. The image/matrix stelt must have a defined origin, usu- more the object begins to resemble the stelt. If too many itera-
ally the center of the stelt, corresponding to the current pixel tions are performed, valuable feature information about the
in question. Although the image and matrix representations object may be lost (7).
are the simplest to understand, the vector list is the most
computationally efficient. An example showing the equiva- Opening and Closing. Dilation and erosion also form the ba-
lence of the array, matrix, and image representations of a sis for most of the more complex morphological operations
stelt is shown in Fig. 9. used in image processing. Sequential iterations of erosions

The selection of stelt determines the behavior morphologi-
and dilations can produce much more powerful operators for

cal operations. The stelt can be used as a probe to determine
image analysis. The most common types of operations per-the type of shape that the current image has, or it can be
formed using combinations of erosions and dilations are open-used to accentuate certain features in the image based on its
ing and closing. Opening is the operation that results fromshape (7).
performing one or more erosions, followed by an equal num-
ber of dilations using the same stelt. Closing is the operationErosion and Dilation. A stelt by itself is useless; the stelt
that results from one or more dilations followed by an equalmust be defined over an operation. The simplest morphologi-
number of erosions using the same stelt. As the names sug-cal operations are erosion and dilation, which are, respec-
gest, opening tends to accentuate convex regions of the image,tively, defined as the intersection and union of the current
whereas closing tends to eliminate them. Mathematical defi-pixel with the stelt. If the union between the current pixel
nitions of opening and closing are shown in the followingand a pixel in the stelt evaluates to true, then the dilation is
equations (3).true, and the current pixel is set to one. If the intersection

between the current pixel and every pixel defined by the stelt
is true, then the erosion evaluates to true. Erosion and dila- (A �B) = ((A � B) ⊕ B) Opening (14)

tion are expressed mathematically (2): (A � B) = ((A ⊕ B) � B) Closing (15)

Opening and closing operations can be used to eliminate
Dilation A ⊕ B =

⋃
∀bi∈B

Abi
(12)

noise, sampling errors, or thresholding errors. Opening elimi-
nates white on black noise, and closing eliminates black on
white noise. Noise elimination using opening or closing works

Erosion A � B =
⋂

∀bi∈B

Abi (13)

like a size filter. It is assumed that the object of interest in
the image is much larger than any random error. By per-Dilation as an operation has a tendency to expand (dilate)
forming successive iterations of opening or closing, all pixelsthe foreground of the image, filling in holes and accentuating
corresponding to the error will be eliminated, whereas all pix-noise. Erosion has the tendency to thin (erode) objects in the
els corresponding to the object of interest will remain un-image, enlarging holes but removing noise. Dilation and ero-
changed. Examples of opening and closing operations aresion can be used with specific stelts to probe the shape of an

object as described previously. Erosion can be used to see if shown in Fig. 10.

A = {(-1,1),(0,1),(-1,-1),(0,-1)} 0  org  0
  

11 0

11 0

(a) (b) (c)

Figure 9. Stelt representations: (a) list of vectors representation; (b)
binary image representation (gray relevant pixel, black origin), (c)

(a) (b) (c)

(d) (e) (f)
matrix representation, center pixel is the origin.

Figure 10. Examples of morphological operations: (a) original image,
(b) dilation, (c) erosion, (d) closing, (e) opening, (f) skeletonization.
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Thinning. A special kind of erosion operator is called thin- Segmentation
ning. Even though erosion normally causes an object to disap- The segmentation includes two steps: processing and labeling.
pear with continued applications, the thinning operator con- Processing was discussed earlier in the article in the context
tinues to thin an object until the last pixel is reached. The of basic image processing; labeling is the set of methods for
result is a single pixel wide abstraction or skeleton of the orig- grouping like pixel areas into objects. Common approaches
inal image. In thinning, the computer performs a sequence of to image processing for segmentation are thresholding, edge
erosions subject to the following constraints (2): detection, and texture detection. These approaches divide the

image into several regions that can then be analyzed individ-
1. Pixels must be connected to at least one other pixel. ually by object recognition algorithms.

The choice of which processing algorithm to use depends2. End pixels must not be eliminated to preserve length.
on the scene under consideration and the type of segmenta-
tion the process requires. Simple thresholding is appropriate

The result of a thinning operation is a skeleton one pixel for very simple scenes like one or more nonoverlapping dark
thick. This skeleton is the core most representative of the ob- objects on a light background or a collection of radically differ-
ject. The skeleton can then be used in pattern matching with ent colored objects such as different crystals in a metal ma-
a much smaller number of pixels required to describe the ob- trix. For more complicated scenes where objects have much
ject. Thinning operations are often used as the first step in the same color or intensity, edge detection or texture separa-
character recognition algorithms because different type styles tion are more appropriate. The fundamentals of thresholding,
generally alter the weight of the characters, not the general texture analysis, and edge detection were described pre-
appearance. If the analysis is done on a skeleton of the char- viously.
acter instead of the original image, there is a better chance of If the image is to be segmented using thresholding opera-
recognizing a wider array of type styles. Thinning algorithms tions, it is normal to use an adaptive thresholding technique
are not generally suitable for a wide application in image unless the image has high contrast and can be thresholded
analysis because they are very sensitive, especially when the with a constant threshold value. The thresholded image
object is composed of rectangular segments instead of long should contain only two intensity values representing inside
sweeping segments (7). the object and outside the object. If there are multiple objects

in the scene, it is often useful to map the objects to different
gray-scale values. For example, if there are three objects in

IMAGE UNDERSTANDING the scene, the thresholding operation should output four gray
levels, one for each of the objects and another for the back-

Image understanding is concerned with the formation of hy- ground (4).
pothesis about the contents of a captured image. The image Texture-based segmentation proceeds in much the same
must be segmented and analyzed; then the objects within way as threshold-based segmentation. For each area of tex-
each segment of the image must be individually analyzed and ture detected, the pixels are marked as belonging to that
identified. The effortless segmentation and recognition power area. However, the marking may be difficult because the ob-
of the human vision system has yet to be duplicated on a com- ject recognition phase usually requires that the texture be left
puter. The segmentation task parcels the image into several intact to aid identification. To avoid this problem, a copy of
frames or regions of interest for further analysis. Although the image is segmented, whereas the original image and its
this can be a difficult step for complex scenes, for simple in- texture information are left intact. The second image defines
dustrial scenes, segmentation can be performed quickly and the regions of interest for the object recognition algorithm,
easily. Object recognition algorithms encompass the entire whereas the first image contains the relevant feature infor-
process of analyzing the segmented image, extracting fea- mation (3).
tures, and matching with a knowledge base about the world. Regions that have been separated generally require post-
Object recognition itself covers many fields including artificial processing before they are supplied to the labeling system’s
intelligence reasoning algorithms, pattern matching, and input. Thresholding and texture segmentation algorithms
world representation. may be corrupted by noise, which must be eliminated with a

The broad class of algorithms that encompass image un- filter. Edge detectors leave regions that have boundaries
derstanding each have limitations. The sum of these limita- greater than a single pixel thick and often have discontinu-
tions make image understanding a very difficult task. Even ities, which must be eliminated. There are two general ap-
though humans can perform these tasks with apparent ease, proaches for postprocessing edge detection boundaries: first,
computers cannot quickly and robustly perform general image to interpret all the edges as geometric boundaries and, sec-
understanding. There are distinct physical differences be- ondly, to create a digital boundary. If the object is represented
tween human and computer processing that may account for by a set of geometric primitives such as line segments, the
the difference, but the lack of computer algorithms for general labeling algorithm can examine closed regions for both primi-
image understanding is not mitigated by the absence of fast, tive and extended segments. Determining the direction of a
massively parallel computing. In general, image understand- boundary (what is inside and what is out) may require addi-
ing algorithms work well in very simple, structured environ- tional gradient direction information to be stored with the ge-
ments where all possible objects of interest are known, mod- ometric primitive. If the objects are to be examined as a single
elable and have distinct feature sets. The more general the pixel wide chain boundary, then the system should endeavor
system, the more unlikely that the image can be parsed cor- to close any gaps in the boundaries. If the chain ends any-

where but at the edge of the screen or at the starting point,rectly.
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then there is a gap that must be filled. Filling gaps can be then refining them by relaxation using the edge information.
Hedley and Yan (10) have suggested a histogram analysis toaccomplished by recursively searching all neighbors for an ad-

ditional edge pixel and then drawing the shortest path line segment pixels with low spatial gradients, while edge pixels
are later assigned to the nearest class computed from non-over the gap. This method of gap elimination usually works

only for very small gaps in an uncluttered image. edge pixels. Chu and Aggarwal (11) presented an optimiza-
tion method to integrate segmentation and edge maps ob-
tained from several channels including visible and infrared,Labeling
where user-specified weights and arbitrary mixing of region

A simple and effective method of segmenting binary images and edge maps are allowed. Saber et al. (7) recently presented
is to examine the connectivity of pixels with their neighbors a new, robust Bayesian region refinement method by region
and label the connected sets. labeling. The proposed approach first computes an intermedi-

Region labeling converts an image of class values into an ate segmentation map, where labels form spatially contiguous
image of connected components. Regions can be considered to clusters, called regions. Then, the class label of each region is
be contiguous using either four-connectivity or eight-connec- optimized under a maximum a posteriori probability (MAP)
tivity contiguity criteria. Four-connectivity involves checking criterion to merge regions whose boundaries are inconsistent
only horizontally and vertically adjacent pixels when forming with spatial edge locations.
regions. Eight-connectivity involves additional checking for
diagonally adjacent pixels. The most popular region-labeling Object Recognition
algorithm is the run-tracking or run-length encoding method,

Object recognition is one of the fundamental aspects of ma-which labels components by tracking runs of 1s (components’
chine vision. In any situation where the target is not distinctinterior points). The procedure can be described in the follow-
and known a priori (for example in an assembly line that onlying six steps:
processes bolts), the individual elements of the scene must be
identified. Many applications of computer vision are con-1. On the first row of the picture that a 1 is encountered,
cerned wholly with the process of object recognition. For ex-each run of 1 is given a distinct label.
ample, satellite images are scanned automatically for enemy2. On the second (and succeeding) rows, runs of 1s are ex-
installations, and medical images can be analyzed for evi-amined, and their positions are compared with the run
dence of tumors. In each of these tasks, the sole goal of theon the previous row.
system is to identify an object in the image. Even tasks such

3. If the run p is adjacent (according to some definitions) as robot-guided vision require at least some image recognition
to no runs on the previous row, p is given a new label. to separate the area of interest out from the rest of the image.

4. If p is adjacent to just one run on the previous row, p is Object recognition can be divided into several steps as
given the label of that run. shown in Fig. 11. There are many different approaches for

each of these steps, sometimes based on extremely different5. If p is adjacent to two or more runs on the previous row,
paradigms (3).p is given the lowest valued of their labels, but a note

Feature extraction creates a list of features for each objectis also made of the fact that these labels all belong to
in the field of view. Objects generally cannot be identifiedthe same component.
from a list of pixels because the computational complexity of6. When the whole picture has been scanned in this way,
matching all pixels in the image to all known models is toothe classes of equivalent labels are determined. If de-
high. Instead, the object is expressed as a set of features suchsired, the picture can be rescanned, and each label can
as length perimeter, mean gray-scale level, and position inbe replaced by the lowest-valued equivalent label.
the image. These features are then passed to the a pattern-
matching algorithm for further processing. The knowledgeUsing this method, individual components can be labeled.
base is a set of objects that the object recognition algorithmThe problems with this kind of approach arise in practice
knows how to identify. Objects in the knowledge base can bemainly from the a priori assumption that parts must be held
represented in many different ways depending on the applica-with string contrast to their surroundings and that they must

not touch or overlap other workpieces. Of course, perfect im-
ages do not exist in real-world environments because noise in
an image is unavoidable—this can easily cause misidentifi-
cation of objects (3).

Recently, many different approaches have been proposed
to increase the robustness of the segmentation by, for exam-
ple, integrating segmentation and edge detection. Methods to
integrate segmentation and edge detection can be classified
as (1) knowledge-based methods, (2) pixel-wise Boolean meth-
ods, and (3) region refinement methods. Most of the recent
work belongs to the third class. Among these, Pavlidis and
Liow (8) describe a method to combine segments obtained by
using a region-growing approach where edges between the re-

Image processingImage acquisition Segmentation

Object 
classification

Feature extractionPattern matching

Knowledge base

Image
Conditioned

image

Verification

Feature vector Object list

Hypothesis

Object recognition

gions are eliminated or modified based on contrast, gradient,
and shape of the boundary. Haddon and Boyce (9) generate Figure 11. Block diagram of object recognition within the larger

computer vision framework.regions by partitioning the image co-occurrence matrix, and
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tion. The knowledge base provides the pattern matcher with • Fourier Descriptors. Fourier descriptors describe the
boundaries of an object using something akin to a two-a set of templates to compare to the current feature vector.

The pattern matcher then generates a best guess or list of dimensional Fourier expansion and describe the shape of
a curved surface. However, the number of terms neededprobable class types for the current feature vector based on

known classes of objects stored in the knowledge base. to describe objects with linear sides and sharp corners
can be prohibitively large.Variations on the basic object recognition strategy are pos-

sible. Feedback can be used if the list of probable class types • Euler Number. Euler numbers are representations of the
is high, using tree-searching techniques and then feeding the number of holes in an object. Euler numbers provide an
results back through the classifier until a final hypothesis is excellent way of distinguishing between disks and wash-
reached. The feature extraction stage may also perform some ers. For homogeneous objects, the Euler number provides
preliminary object recognition by filtering out objects that do no distinguishing information.
not satisfy broad criteria for the object of interest. For exam- • Surface. Surface characteristics are based on gray-scale,
ple, the feature extractor might return only square shapes if texture, and color values. In fact, surface features are
the recognition system were looking for a specific type of direct results of the segmentation methods discussed pre-
building in a satellite image, or the extraction step may re- viously. If objects have different surface characteristics,
turn only large objects if the image is likely to be marred by these measures can provide faster identification, essen-
small speckles of noise. Object recognition may also proceed tially skipping the feature extraction step and proceeding
in several steps, where first geometric primitives are identi- directly to the object recognition stage.
fied and then the primitives are fed through another classifier

• Mean Intensity Value. If the object can be separatedthat determines what object the primitives represent.
based on gray-scale values, and its gray-scale distribu-
tion is approximately normal, then the mean gray-scaleFeature Extraction. Feature selection and extraction are
value of the distribution is a good way to characterize thecritical to the proper execution of an object recognition sys-
object. Under variable lighting conditions, this can be atem. Features must be chosen such that the information en-
problem because the mean gray-scale value will change.coded in the feature data is consistent for all objects of the

• Texture Type. If the object is characterized by a detect-class and sufficiently different from other classes to allow the
able texture, then texture may be used to identify an ob-pattern matcher to distinguish between different classes. Fea-
ject.tures are typically geometric, topological, or intensity based.

• Color Vector. If color input is available, then the objectExamples of different feature types follow:
can be expressed in terms of mean RGB (red, green, blue)
or HSI (hue, saturation, intensity) values. Color values,• Geometric. Geometric properties are primarily used for
like intensity, are susceptible to changes in lighting con-encoding values such as size and position. Geometric
ditions.properties are useful for eliminating noise on the basis of

size and for applications that require the position of the
Objects may also be described as geometric primitives,object, such as vision-guided robotics.

such as linked line, usually as the result of an edge detection• Area. Area is primarily used to determine size in images
algorithm. These representations can be considered featurewhere the objects have known sizes and the scale varies
array, like describing a quadrilateral as four line segments,(moving camera), or object size varies but the scale is
or they could be processed to find different or additional fea-constant (stationary camera). If both size and scale
tures, such as counting the number of sides to distinguishchange, area measurements alone can be misleading.
between triangles and rectangles.

• Perimeter. Perimeter can aid the determination of scale
Features are extracted from the image after segmentation,with area; however, because of the discrete nature of dig-

and the format of the features depend on the type of segmen-ital images, perimeter is very sensitive to noise and sam-
tation performed. If a region-based segmentation is used,pling errors.
then geometric and topological features are expressed as pixel

• Centroid. The centroid or center of area is used to deter- counts. If a geometric boundary representation was derived,
mine the center of the object. Note that the calculation features such as area and perimeter will be calculated using
occurs on the two-dimensional image before any three- geometric relationships between the different features. The
dimensional reconstruction takes place. The measure- type of representation is generally not important as long as
ment may not be valid for objects being observed from the expressions are consistent, and the type of representation
arbitrary angles in three space because of the different is taken into account in the pattern-matching algorithm.
area profiles that are possible. Feature selection is an important step in object recogni-

• Topological. Topological measurements are based on tion. There are several constraints and requirements for good
shape. Topological measurements are useful for classify- features: features must be simple to extract given the hard-
ing objects that have distinct shapes. For example, topo- ware and target objects; features must describe the object re-
logical operators are good for distinguishing between liably; and features must differentiate the object from other
nuts and bolts, but not oranges and grapefruit. possible objects and the background of the image.

The question of feature selection, and especially automated• Number of Sides (for Polygon). The number of sides can
be used to distinguish between simple objects typically feature selection, has received a great deal of attention. Be-

cause most feature selection processes require more thanfound in industrial environments. However, for curved
objects, polygonal approximations can be imprecise; three features to classify all the objects correctly, it is difficult

to graph the relationships between features and objects, espe-therefore, this measure is unreliable.
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cially when the object can be viewed from many different There are several different techniques for recording object-
based models. For two-dimensional objects, or objects on viewangles. For example, looking for a triangular area would help
from a fixed perspective, a simple two-dimensional line draw-locate the roof of a house for a side view but would not work
ing is usually sufficient. The drawing may contain other val-from a top view where the roof appears rectangular. In addi-
ues associated with it such as Euler number and area if thesetion, it is necessary to consider the joint distributions of dif-
values are required for the application. If the object is three-ferent features because additional features could offer more
dimensional and can be viewed from several possible angles,or less information depending on the features already se-
a three-dimensional representation should be chosen. Threelected. For example, if a triangle is characterized by the posi-
commonly used three-dimensional representations are con-tions of each of its vertices, adding the length of each side to
structive solid geometry, boundary surface representation,the feature vector would add less information to the system
and voxel representation. Constructive solid geometry (CSG)than adding the color of the triangle. This is because the
relies on a set of primitive shapes such as cylinders, cubes,lengths of each side are functions of the positions of the verti-
and spheres to create larger, more complicated objects. Theces, whereas the color of the triangle is completely indepen-
primitives are combined using simple arithmetic operationsdent (3).
such as addition and subtraction and logical set operations

Selecting features is usually a pruning exercise based on like union and intersection. CSG can create very compact and
designer knowledge and statistical measurements. The de- intuitive representations of simple objects, but it is quite com-
signer selects a very large number of possible features to mea- putationally expensive for secondary features such as surface
sure and takes a statistically large sample of data. Graphing area or projections. CSG models are best if very precise mod-
the probability density functions of the measured features els of manufactured items are required. A surface model can
shows the independent behavior of each feature. If the distri- also be used to represent a three-dimensional solid. The sur-
bution of the features is unique enough, it may be possible to face model is composed of all the surfaces of an object and a
select a group of features by inspection. Usually the problem normal vector to describe what is inside the object and what
is not so simple, and several statistical measures of the fea- is outside the object. By convention, the normal vector points
ture data must be taken to reduce the feature set to a man- away from the object. Surface models require more storage
ageable size. The data gathered for evaluating the perfor- space than CSG objects but are slightly more computationally
mance of each feature should be gathered in bins efficient when calculating geometric features. Surface models
corresponding to the class of object that was being analyzed, are best for simple objects with rectilinear edges. Finally for

complex objects, voxel representations can be used. A voxel ismaking the generation of the statistical measurements sim-
a small cube and is the three-dimensional equivalent of apler. Statistical measures that should be considered are the
pixel. Voxels approximate objects as collections of smallmean value of the feature for each class, the feature variance
cubes; the smaller the cube, the better the approximation.for each class, the feature covariance with other features on
Voxels are the least accurate and require the most space ofthe same class, and the ability of the feature to distinguish
the three-dimensional representation methods, but they arebetween classes. Ideally, features should have a mean corre-
very effective at representing natural objects with arbitrarilysponding to a single Gaussian peak, low variance, zero covari-
curved surfaces. The type of representation chosen dependsance, and large class separation (4).
on the target type, the available hardware, and the degree of
accuracy required (12).

World Representation Object-centered models require transforms from model
space to feature space. Usually this begins with computingThe techniques of representing the world as computer models
the viewing transform and then calculating the featuresare more properly discussed in the context of computer-aided
based on the two-dimensional projection of the model. Thedesign (CAD) systems. However, the way the world is repre-
computations involve expressing the object not as it is storedsented in the computer does have an impact on how the de-
but as it appears on the screen. This may require additionalsigner must approach the construction of a vision system.
interpretation of the model because the projection may causeTherefore, this section will deal with the basic properties of
some parts of the object to appear as holes or unconnected to

representation and how they affect image understanding. The the main body of the object. Generally, the resulting model in
reader is referred to the sections in this encyclopedia describ- image space must be analyzed using the same methods as the
ing CAD for details on precise implementations of these tech- current image of the external world.
niques. Feature-centered models assume that the transform be-

There are two basic types of world representation: object tween object and features is constant and, therefore, does not
centered and view centered. In an object-centered technique, need to be computed. The object stored is a feature vector and
a physical model of the real world is created in the computer, can be directly compared to the measured features using a
and that model is compared with the current image. Object- pattern-matching algorithm. The absence of a model-to-fea-
centered representation requires a transform from object ture transform makes the feature-based model faster than the
space to feature space or from feature space to object space in object-based model; however, the feature-based model is lim-
order for the comparisons to be made. View-centered repre- ited in scope. If the transform between the features and the

object change, then the feature-centered model can create in-sentations are direct records of the expected feature set. They
correct or erroneous results because the transform is inher-are more efficient than object-centered representations be-
ently part of the model and assumed constant.cause the measured data can be compared directly with the

model without any additional transforms. View-centered rep-
Pattern Matchingresentations are less general than object-centered models be-

cause the transform between object and features is implicitly The process of deciding what object the image contains is per-
formed by a pattern-matching algorithm. Pattern-matchingrecorded and assumed constant (4).
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algorithms are the mathematical interface between the nu- fairly robust. However, the algorithm assumes that all the
classes are distinct and that there are no outliers that wouldmerical feature data and the world representation. Pattern-

matching algorithms can be based on many different mathe- fall into another class. The nearest neighbor class also as-
sumes that an object can be reliably classified by the meanmatical disciplines, fixed or adaptive, human-derived or nu-

merically derived. Although it is outside the scope of this value of its feature set taken over a large number of samples.
Even though this is true for objects with normal distributions,work to present a full discourse on pattern-matching and rec-

ognition algorithms, the general properties of several algo- it is not necessarily true for classes where the distribution is
not normal (3).rithms will be presented in the context of object recognition

for computer vision. A second class of statistical classifiers is a feature space
partitioning. This is somewhat similar to the nearest neigh-There are two fundamental techniques for pattern recogni-

tion: those based on human models and a priori information bor operator operation in that it assumes that a priori models
of the distributions of the classes are known, and it allowsand those based on adaptive numerical approximations.

Model-based techniques are generally statistical, whereas more general boundaries to be defined. The nearest neighbor
approach partitions feature space into hyperspheres centeredadaptive techniques can be based on statistics, fuzzy logic, or

neural networks. Adaptive techniques are best for applica- on the class mean if the Euclidean distance is used as a met-
ric. If the hyperspheres overlap, then a more specific partitiontions with a large input space and uncertain feature-class

mappings. Adaptive classifiers do not work as well for com- of feature space using hypercubes, plains, or conics might be
more reasonable. Every feature vector input during executionplex models involving relationships between the features as

well as the simple numerical feature data because it is hard is viewed as a point in N-dimensional feature space and is
assigned based on the area of N space it occupies. Evento derive interfeature relations numerically. The role of rela-

tions between features in models is discussed in the section though this approach is mathematically valid, it requires the
user to partition an N-dimensional feature space; it is possibleon knowledge-based techniques. Model-based approaches

work well with knowledge-based techniques because they for up to three dimensions but rapidly becomes a very difficult
problem. The second assumption is that each set is perfectlyallow the user to encode all types of a priori information, not

just numerical feature data. Model-based techniques are not separable, which may not be valid for some identification
problems. For example, if the vision system identified differ-as appropriate for systems that are difficult to model, usually

involving a large (� 10 dimensional) feature space with sig- ent types of apples, there would be significant overlap be-
tween Spartan and Macintosh apple classes.nificant correlation between different features for object

classes (3). Bayesian statistics provides a robust tool for estimating
the membership of a sample into a class of objects. BayesianModel-based methods are essentially statistical in nature.

The system is modeled by a set of distributions, mapping the statistics does not require that the feature space be com-
pletely partitioned; instead, it assigns probabilities of setfeature data to a given class. Ideally, it will be represented by

an impulse function, all instances of the class having exactly membership and allows the user to select the most appro-
priate response, Bayes’s theorem states thatthe same features with negligible error due to the image ac-

quisition system. Because this is almost never the case, sta-
tistical models of the feature-class mapping must be derived.
Generally, if the only variations are caused by errors in the
image acquisition or minor differences among objects in a

p(Ci|x1, x2, . . ., xn) = p(x1, x2, . . ., xn|Ci )P(Ci)
m∑

i=1

p(x1, x2, . . . , xn|Ci )P(Ci)

(16)

class, the model should have a normal distribution. This nor-
mal distribution can be considered a cluster by assuming that

or that the probability that the object represented by the cur-
all objects outside a certain probability threshold are not part

rent feature vector is of class Ci is the conditional probability
of the class. If each class is considered a cluster, then several

that the feature vector is a member of Ci divided by the sum
operators can be used to separate them and identify new

over all possibilities that the feature vector belongs to any
classes.

class Ci over all possible m classes. The best class is chosen
The simplest operator is the nearest neighbor operator. If

by minimizing a risk function. The risk function is a weighted
the system is classified by N classes, then each class is re-

sum that encodes the danger of misdiagnosis, essentially forc-
corded as a typical or mean feature set. This feature set is

ing the probabilities from the previous expression to be higher
usually derived as the mean of each feature for the class.

if the current class Ci has a high risk associated with an in-
When the classifier is run, the generated feature set is com-

correct positive result (4). For example, there is very litte in-
pared to each of the mean feature sets for each class using a

herent risk identifying different sorts of apples; if one Spar-
distance metric like the Euclidean distance:

tan is included with one thousand Macintoshes, no one will
suffer. However, if a lab blood sample is diagnosed clean
when the patient actually has a disease, the patient couldd =

√∑
( fm − fci)

2 (15a)
become very sick because the appropriate medication was not
administered. If the risk factor is expressed as a weight vec-

The current object under observation is assigned to the set
tor, the Bayesian risk can be written as

that is closest as defined by the distance metric. The nearest
neighbor operator can be enhanced by allowing the possibility
of an unknown class. If the distance to all classes is above a
threshold, then the algorithm can return the class as un-

R(Ci|x1, x2, . . ., xn) =
m∑

j=1

wij p(Cj |x1, x2, . . ., xn ) (17)

known. This can solve the problem of misinterpretation of
poor data samples. The nearest neighbor operator is a good where wij is the weighted risk factor for the expression. The

best classification is the class where the risk is minimum. Anoperator for simple problems because it is easy to create and
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additional class, unidentified can be added for situations subdivides the feature space into hyperspheres and creates
the best fit for the data for a set of hyperspheres (13).where the risk is greater than a threshold. This class is par-

ticularly useful for avoiding false positives in high-risk situa- The backpropagation neural network is an example of a
supervised neural network. During training, the desired out-tions. If an object is not identifiable, operation can be sus-

pended until a human operator can identify the item put for the classifier must be fed back into the neural network
so that the network can be properly trained using a gradientmanually and resume normal operation.

Even though model-based approaches can be quite accu- decent algorithm. The backpropagation network is typically
three layers—an input layer, a hidden layer, and an outputrate for simple systems, complex systems can be difficult to

model and almost impossible to partition. Many adaptive layer. The input and output layers are generally linear, and
the hidden layer applies a sigmoidal function to its inputs.techniques have been suggested for classifiers that use nu-

merical techniques to create the best approximations for the The backpropagation network provides the most general form
of adaptive pattern recognition described in this article be-feature class mappings. These classifiers come in two general

categories, classifiers that make assumptions about the shape cause it expresses the boundaries as the weighted sum of sig-
moidal functions, which means that the partitioning of theof the probability density functions (pdf) and classifiers that

derive the shape of the probability density function. Adaptive feature space can have a very general shape. It is appropriate
to use backpropagation networks when the correct responsealgorithms are usually created from a training set of data and

then updated during regular processing. can easily be added to the training set beforehand, and the
classes are not clearly differentiable in any way (13).A very simple adaptive technique called maximum-likeli-

hood estimation assumes that the pdf is normal and that the
mean and standard deviation of the distribution are the mean Knowledge-Based Vision
and standard deviation of the training set. As execution com-

Traditional computer vision systems attempt to recognizemences, a running mean and standard deviation are kept and
static objects and their dynamic behavior using bottom-up,update the current mean and standard deviation accordingly.
data-driven processing with minimal use of prior knowledge.Maximum-likelihood can be coupled with the neighborhood
However, such systems are bound to fail for complex domainsoperator to provide a simple adaptive algorithm. If a Bayesian
as the information in the images alone is insufficient for de-classifier is used, then Bayesian updating techniques can be
tailed interpretation or understanding of the objects andused to find the optimal mean value for the conditional pdf of
events. Knowledge-based vision research relies primarily onthe function. The Bayesian technique is much the same as
scene context to overcome this kind of uncertainty. Incorpo-the maximum-likelihood technique, except that the system is
rating knowledge into a computer vision system requiresgiven an a priori estimate of the mean and standard devia-
choice of formalism in which to express this knowledge. Thetion. The estimate of the standard deviation determines the
three principal approaches used are based on (1) formal logic,degree of change of the mean due to the update rule. If the
(2) semantic networks, and (3) production systems (3).initial function width is guessed to be large, the mean of the

Knowledge-based systems are typically domain dependent.pdf will tend toward the mean of the training set. If the stan-
An example is used here to illustrate how they can be devel-dard deviation of the system is small, then the update rule
oped. The system is developed for image segmentation baseddoes not change the a priori estimate of the mean by a large
on the design of a rule-based expert system (14). A rule hasamount. The update function is given by
the following format:

p(x|X ) =
∫ ∞

−∞
p(x|u)p(u|X )du CONDITION.AND.CONDITION . . .

. . . AND.CONDITION ACTIONS
where p(x�X) is the updated pdf, p(x�u) is the a priori pdf, and

The left-hand side is composed of a set of CONDITIONS eval-p(u�X) is the sample training set pdf.
uated on the image data. The ACTIONS on the right-handResearch into artificial neural networks has led to new
side specify particular modifications to the data. The logicaltypes of adaptive classifiers where the shape as well as the
ANDs indicate that the action of the rules will be performedparameters of the feature-class mapping can be determined
only if all its conditions are satisfied. A few samples of thecomputationally. The reader is referred to Ref. 13 for details
rules stored in the rule base are given as follows:of the classifiers discussed here as well as a detailed account

of neural classifier operation. For the purposes of this article,
Rule (908):two neural networks will be discussed—self-organizing fea-

ture maps and backpropagation networks. If (1) The REGION SIZE is NOT LOW
Self-organizing feature maps (SOFMs) are an example of (2) REGION is BISECTED BY LINE

unsupervised neural networks. The neural network provides
(3) The LINE LENGTH is NOT LOWoutput based solely on clustering the input data; the user does
(4) The LINE AVERAGE GRADIENT is HIGHnot need to supply the desired output. The SOFM network

Then: (1) SPLIT the REGION at LINEStakes the feature vector as input and returns the class at out-
put. The SOFM is a two-layer network, with n input nodes Rule (1502):
for the feature vector and m output nodes for the classifica- If (1) The LINE END point is OPEN
tion. The SOFM network essentially performs the same calcu-

(2) The DISTANCE to the LINE IN FRONT is NOTlations as a nearest neighbor classifier except that it derives
HIGHthe best representation itself. This is appropriate when the

(3) The LINE AVERAGE GRADIENT is NOT LOWdistribution is not normal and is difficult to model from the
feature data. Like the nearest neighbor algorithm, the SOFM Then: JOIN the LINES by FORWARD expansion
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