
SEMICONDUCTOR/ELECTROLYTE
BOUNDARIES

Since the development of the first integrated circuit in
1958, progress in fabrication techniques has resulted in
continued improvements in miniaturization and comput-
ing power. Planar integrated circuit technology is based
largely on silicon. Other important semiconductors are III-
V compound materials such as GaAs, InP, GaP and the
many ternary compound materials which are used in op-
toelectronic devices such as light emitting diodes (LED’s),
optical detectors, and lasers. In addition, many II-VI mate-
rials including the oxide semiconductors ZnO and TiO2, as
well as sulfides and selenides such as CdS, ZnSe, have been
shown to exhibit unique electrical and optical properties.
The properties of a wide range of materials ranging from
passive films on metals to organic materials such as con-
ducting polymers have also been analyzed and explained
on the basis of semiconductor physics.

High quality wafers of materials such as silicon are usu-
ally produced from the melt. Large boules of the crystal are
subsequently sliced into thin wafers which are used as the
starting point in the fabrication of electronic devices. With
current processing techniques, the quality of the bulk ma-
terial is very good and the limiting factor determining the
yield of working devices is often related to the surface char-
acteristics of the semiconductor wafer. As a consequence,
much research has been focused on the surface properties
and the semiconductor/electrolyte boundary has become of
great interest, not only from a fundamental point of view
but also for the advance of semiconductor technology (1).

In this paper, we describe the fundamental princi-
ples governing the electrical properties of semiconduc-
tor/electrolyte boundaries. In the first section, the ener-
getics of semiconducting materials are described including
the energy band structure, n-type and p-type doping, and
the concept of the Fermi energy. In the second section, the
structure of the electrical double layers at the semiconduc-
tor/electrolyte interface is treated in detail, and the con-
sequences of the energy band structure for the electrical
processes at the interface are explained. The third section
describes the influence of interfacial layers, electrically ac-
tive surface states, and recombination centers at the sur-
face. Various modulation techniques which can be used to
elucidate the kinetics of surface-related processes are de-
scribed. The main focus is on electrochemical impedance
spectroscopy both in the dark and under illumination, as
well as intensity modulated photocurrent spectroscopy and
potential modulated microwave reflectivity spectroscopy.
Examples of recent results on silicon are given to illustrate
the application of these three methods.

ENERGY BAND STRUCTURE

Crystalline materials form a network of covalent or ionic
bonds which gives rise to a well-defined energy band struc-
ture. This can be understood from molecular orbital theory
which describes the splitting of discrete atomic orbitals
into bonding and anti-bonding orbitals upon interaction

with other atoms. The energy levels of identical overlap-
ping atomic orbitals cannot be equal and, as a result, a
large number of closely spaced energy levels are created
in the macroscopic solid which can be regarded as energy
bands. These energy bands can be several electron volts
wide. The electrical conductivity of the solid and its elec-
trochemical characteristics are mainly determined by the
highest occupied and the lowest empty energy band de-
noted the valence band and the conduction band, respec-
tively. The valence band usually corresponds to bonding or-
bitals and contains the bonding electrons. The conduction
band generally corresponds to anti-bonding orbitals and is
usually empty. The valence and conduction bands may be
separated by a characteristic energy gap, which is a key
parameter in determining the physical properties of the
material, including electrical and optical properties, such
as conductivity and photoconductivity. For a more detailed
description of the band structure of materials, the reader
is referred to References (2, 3).

Electrical conductivity arises when charge carriers can
move through the crystal under the influence of a concen-
tration gradient or an electric field. In metals, the valence
or conduction bands are either only partially filled, or the
valence band and the conduction band overlap. As a conse-
quence, only very little additional energy is needed to pro-
mote electrons to empty energy levels, leading to a large
electrical conductivity. Insulators are characterized by a
large energy band gap (Eg > 3 eV) between the completely
filled valence and empty conduction bands, and a low den-
sity of mobile charge carriers. As a result, the electrical
conductivity of the material is small. Semiconductors gen-
erally have an energy band gap between about 0.1 eV and 3
eV and are characterized by a conductivity between that of
metals and insulators. In addition, insulators can be made
semiconducting by doping the material with electron do-
nating or accepting impurities; this doping process is de-
scribed in more detail in a later section.

In semiconductors two types of charge carrier are
present: negatively charged electrons in the conduction
band (CB) and positively charged “holes” in the valence
band (VB). A hole in the valence band corresponds to the
absence of a bonding electron; motion of a hole can be seen
as consecutive jumps of bonding electrons from their site
in the crystal to the empty site, i.e., the hole. Both types of
charge carrier are delocalized over the entire crystal and
are, therefore, free carriers. Within the conduction band,
an electron will assume the energy of the lowest unoccu-
pied level, while a free hole will be at the energy of the
highest filled level in the valence band. As a consequence,
the energetic position of the conduction and valence band
edges are important parameters for electrical processes.

In an intrinsic semiconductor devoid of defects or im-
purities, free charge carriers can only be formed by excit-
ing an electron from the valence band to the conduction
band. Consequently, the density of holes (VB) and electrons
(CB) are equal. In this case, the energy gap between the
bands determines the conductivity of the material: if the
energy gap is small (Eg < 0.5 eV), the conductivity at room
temperature can be fairly large as thermal vibrations are
sufficient to excite electrons from the valence band to the
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conduction band, while for larger energy gaps the conduc-
tivity at room temperature is small. The conductivity of
intrinsic semiconductors can be enhanced greatly by irra-
diating the material with light of a wavelength sufficiently
small to promote electrons from the valence band to the
conduction band. This principle is the basis of the photo-
sensitivity of semiconductors, which is extensively used in
practical devices such as solar cells and optical detectors
(4).

In general, however, crystals are not perfect and con-
tain impurities which greatly affect the electrical proper-
ties of the material. Impurities may be intentionally in-
troduced in order to change the electrical conductivity, or
may be a result of the crystal growing method. The electri-
cal properties of the material are dependent on the dopant
type, concentration, and distribution. The effect of doping
on the electrical conductivity is easily illustrated using sil-
icon as an example. Silicon is a Group IVA element with
four valence electrons involved in the chemical bonding
structure. Good quality intrinsic silicon has a conductivity
of about 10−4 S cm−1 at room temperature; for comparison,
the conductivity of copper at room temperature is about
106 S cm−1. If a Group VA element with five bonding elec-
trons, such as phosphorus, is incorporated into the silicon
crystal, one electron cannot participate in the lattice bond-
ing and is localized at a relatively high energy, spatially
close to the phosphorus atom. For the case of phosphorus,
the energy of this extra electron is close to the edge of the
conduction band and thermal energy is sufficient to free
the electron from the phosphorus atom and the electron
becomes delocalized in the conduction band. Phosphorus is
called a donor and since no free holes (VB) are created, only
electrons (CB) carry the current and the silicon is doped
“n-type”. In this case, electrons (CB) are called the majority
carriers and holes (VB) the minority carriers. The conduc-
tivity is mainly dependent on the density of built-in phos-
phorus atoms: the conductivity can be adjusted between
10−4 S cm−1 and 104 S cm−1 for doping levels of 1012 cm−3

to about 1021 cm−3; the number of silicon atoms is 5 × 1022

cm−3. If, on the other hand, a Group IIIA element such as
boron is incorporated into the lattice, one additional elec-
tron is required for the bonds, which creates an energy level
just above the valence band edge. An electron from the va-
lence band may be thermally excited to this level which
creates a free, delocalized hole in the valence band; boron
is an electron acceptor. In this case, holes (VB) are the ma-
jority carriers. The silicon is p-type and the conductivity
can be similarly adjusted. The doping process is also ap-
plicable to high band gap materials such as many metal
oxides and diamond, which are insulators in the intrinsic
form.

These concepts are illustrated in Figure 1. Figure 1a
shows the energy band structure of an intrinsic semicon-
ductor; one electron (CB) and one hole (VB) are included
which may have been created thermally or by absorption
of a photon of energy larger than the energy band gap.
Figures 1b and 1c show the energy band structure of
n-type and p-type semiconductors. Note that the electron
donating and accepting atoms are spatially localized; at
room temperature the donor levels will be empty and posi-
tively charged, while the acceptor levels are filled and hold
a negative charge.

Figure 1. Energy band diagrams for (a) intrinsic, (b) n-type
doped, and (c) p-type doped semiconductors. EC and EV represent
the lowest unoccupied and highest occupied levels in the conduc-
tion band and valence band, respectively. The holes in the valence
band and electrons in the conduction band are delocalized over
the crystal, while the ionized donors and acceptors are spatially
localized.

The Fermi energy is an important concept in semicon-
ductor electrochemistry since it is a parameter that can
be controlled by an externally applied potential. Thermo-
dynamically, the Fermi energy corresponds to the electro-
chemical potential of electrons in the material (µe). The
probability that an energy level at the Fermi energy is oc-
cupied is exactly 0.5; the occupancy probability of levels is
described by the Fermi–Dirac distribution:

where f(E) is the probability that a level at energy E is occu-
pied, EF is the Fermi energy, kB is the Boltzmann constant,
and T is the absolute temperature. Equation (1) shows
that the probability of occupancy of energy levels at en-
ergies more than 3kT below the Fermi energy is almost
1, while energy levels above the Fermi energy are most
likely empty. For intrinsic semiconductors the Fermi en-
ergy is close to the middle of the energy band gap. If the
semiconductor is doped, the Fermi energy shifts due to the
presence of the free carriers occupying energy levels in the
conduction or valence band: for n-type doping the Fermi en-
ergy shifts up towards the conduction band edge while for
p-type doping the shift is in the direction of the valence
band edge. The energy difference between the Fermi en-
ergy and the two bands depends on the dopant density and
is given by Eqs. (2a) and (3b) for n-type and p-type mate-
rials, respectively:

where EC and EV are the energies of the conduction and
valence band edge, NC and NV are the effective densities
of energy levels in the conduction and valence band, ND

and NA are the densities of the donor and acceptor atoms,
respectively. Figure 1 illustrates the influence of doping on
the Fermi energy.
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The energy band structure determines many properties
of a semiconductor. However, the surface of a semiconduc-
tor crystal is inherently different from the bulk and it is
important to realize that many specific surface effects may
arise which are difficult to explain with the energy band
model described above. In ultra high vacuum conditions,
the surface atoms of an ideal (111) oriented silicon sur-
face have three instead of four neighboring atoms, hence,
a localized bonding orbital with one valence electron is not
involved in the bonding structure. This is called a “dan-
gling bond” and the associated energy levels may be quite
different from the bulk levels. These surface states can act
as donor levels or acceptor levels, and they may form a two-
dimensional reconstruction so that the crystal structure of
the surface is different from that of the bulk. For crystals
with a more ionic character such as ZnO, the termination
of the periodicity of the charge density at the surface may
also give rise to surface states. In a solution, the dangling
bonds are expected to react with species in the solution to
form new surface bonds. The energy levels associated with
surface states may be in the energy band gap and they may
have a distinct influence on the electrical properties of the
semiconductor (5–7).

SEMICONDUCTOR/SOLUTION INTERFACE

When a semiconductor is introduced into a solution, ther-
modynamic equilibrium is attained when the electrochem-
ical potential of the electrons in the two phases are equal.
The electrochemical potential of the solution is generally
associated with the energy of a redox couple (for instance,
Fe3+/Fe2+). The energy levels corresponding to the reduced
species (e.g., Fe2+) can be interpreted as the occupied lev-
els, and the levels of the oxidized species (e.g., Fe3+) as
the empty levels. Hence, the “Fermi energy” of the solution
is generally taken to be the equilibrium potential of the
redox couple, defined by the Nernst equation. In order to
attain equilibrium in the system, the Fermi energy of the
semiconductor should become equal to that of the solution
and charge transfer will occur across the interface until
this situation is reached. As a consequence, the interface
is characterized by regions with a net charge and an asso-
ciated potential drop. This process is illustrated schemat-
ically in Figure 2 for an n-type semiconductor. Typically,
electrons are transferred from the n-type semiconductor to
the electrolyte in order to attain equilibrium and, as a re-
sult, a surface layer of the semiconductor becomes depleted
of free electrons. As the free electrons are removed from the
surface layer, the uncompensated positively charged donor
atoms give rise to a positively charged layer at the sur-
face of the semiconductor. The width of this space charge
layer depends on the characteristics of the semiconductor
(i.e., doping density and dielectric constant) and the ini-
tial Fermi energy difference of the two phases. The space
charge layer gives rise to a potential drop in the semicon-
ductor between the surface and the bulk; the potential de-
pends quadratically on the distance from the surface which
is represented by the band bending shown in Figure 2. The
band bending illustrates that the free electron density at
the surface is low, as the Fermi energy is lowered further

Figure 2. Before equilibration (a), the Fermi energies of a semi-
conductor and an electrolyte solution are different. In the equi-
librated situation (b), the Fermi energy is equal in both phases,
and a space charge region due to immobile ionized donors has de-
veloped at the semiconductor surface. Electrons in the conduction
band are depleted from the surface.

below the conduction band edge at the surface (see equa-
tion (1)).

On the solution side of the interface a similar process
takes place; negative ions are electrostatically attracted
to the surface to compensate for the positive charge in the
semiconductor. Consequently, a potential drop is generated
between the semiconductor surface and the plane of closest
approach of the ions in solution, which is called the outer
Helmholtz plane. In general, the concentration of ions in
the solution should be larger than about 0.1 M to assure
that the charge of the semiconductor can be fully compen-
sated by ions at the outer Helmholtz plane. For a more de-
tailed description of the electrostatics in the solution phase
see Reference (8). The most important difference between
metal and semiconductor electrified interfaces is the width
of the space charge layer in the solid: for metals, the con-
ductivity is so large that a depletion layer in the solid does
not exist, while in semiconductors the space charge layer is
generally much wider than the thickness of the Helmholtz
layer. Reviews of semiconductor electrochemistry can be
found in References (9–11).

Impedance of Semiconductor/Electrolyte Solution
Interfaces

The charge distribution and the corresponding potential
drops across the semiconductor/electrolyte solution inter-
face can be treated quantitatively. As can be inferred from
Figure 2, both the space charge layer in the semiconduc-
tor and the Helmholtz layer in the solution are charac-
terized by capacitive behavior. In this section, we will de-
rive expressions for the space charge layer capacitance, the
Helmholtz layer capacitance, and discuss the influence of
adsorption of charged molecules at the surface for the case
where water is the solvent.

Space Charge Layer Impedance. Figure 3a shows the
charge density as a function of distance from the surface,
ρ(x), for the situation where electrons are depleted from
the surface, assuming that the dopant density is constant
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throughout the semiconductor crystal. In the semiconduc-
tor, the charge density is constant over a relatively large
width while further away from the surface the density de-
creases to zero since in the bulk all ionized donors are
compensated by electrons (CB). In the Helmholtz layer,
the charge on the surface is compensated by charge in the
plane of closest approach of ions in solution and the oppos-
ing charges are separated by a thin layer of polarized sol-
vent molecules. Note that this is only a schematic picture
of the interface as the effects of specific adsorption, charged
interfacial defects, or the polarization of the first layer of
solvent molecules have not been taken into account. In the
analysis, a high inert electrolyte concentration is assumed.

The potential distribution in the semiconductor space
charge layer will first be calculated, starting from the Pois-
son equation:

where φsc is the electrostatic potential which is a function of
the distance, x, to the surface, εr is the dielectric constant
of the material, and ε0 is the permittivity of free space.
The total charge density contains contributions of ionized
donors or acceptors, free electrons, and free holes. For an
n-type semiconductor (in the absence of illumination), the
acceptor density and the density of free holes are negligibly
small and ρ(x) is given by

where n(x) is the density of free electrons as a function
of the distance from the surface. The electrons (CB) are
in equilibrium throughout the crystal and the Boltzmann
equation can be used to describe n(x):

Assuming complete ionization of the donors so that the den-
sity of free electrons in the bulk is equal to the density of
donors, combining equations (3) to (5) leads to:

At the surface (x = 0), the potential is equal to φs, and the
band bending �φsc is defined as (φb − φs), where the poten-
tial in the bulk, is φb = 0. Integration gives an expression
for the electric field at the surface:

where the negative sign is applied when the density of elec-
trons at the surface is larger than in the bulk and �φsc >

0 (accumulation), and the positive sign holds in the situ-
ation where electrons are depleted from the surface (�φsc

< 0) which is shown in Figure 3. Under depletion condi-
tions, the electric field decreases linearly with the distance
from the surface as illustrated in Figure 3b. The potential
in the space charge layer is obtained by integration of the

Figure 3. The charge (a), the electric field (b), and the electro-
static potential (c) versus distance from the interface for an n-type
semiconductor in solution for the situation where electrons (CB)
are depleted from the surface. Note that the space charge region
in the semiconductor is typically a factor 100 or more wider than
that in the solution, and that the plots are not to scale. The pos-
itive charge in the semiconductor is due to ionized donors, and
the counter charge in the solution is separated from the surface
by a thin solution layer. The electric field, F, calculated from the
Poisson equation is shown in (b) (note that this plot is also not to
scale). Figure (c) shows the corresponding potential, φ, as a func-
tion of the distance from the surface illustrating the quadratic
dependence of the band bending in the semiconductor. The curves
at the solution side of the interface in (a), (b), and (c) show the ideal
situation where the charge trapped at the interface due to surface
states, or specific adsorption is neglected: in general, the potential
is discontinuous at the interface, and is drawn to be higher on the
solution side (see Ref. (9)).

dependence of the field on the distance, hence, it is found
that the potential varies quadratically with distance in the
space charge layer which is shown in Figure 3c. As a con-
sequence, the bending of the conduction and valence bands
shown in Figure 2 also follow a quadratic dependence on x.
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The charge in the space charge layer, Qsc, can be re-
lated to the field at the surface using Gauss’ law, Qsc = εrε0

(dφsc/dx)x=0, and the capacitance of the space charge layer,
Csc, can now be determined as follows:

where Csc is always positive. Equation (8) shows that the
capacitance of the space charge layer depends on the total
band bending, �φsc. It is now convenient to simplify equa-
tion (8) for two specific cases: (i) accumulation of electrons
at the surface with a band bending larger than 3kBT (see
Figure 5a), and (ii) depletion of surface electrons with a
band bending larger than 3kBT (at room temperature kBT
= 25 meV):

Note that �φsc is positive in the case of accumulation and
negative in the case of depletion. Under accumulation con-
ditions, the capacitance of the space charge layer increases
exponentially with the band bending. We will return to the
accumulation case in later sections.

Under depletion conditions, Csc has a square root de-
pendence on the band bending and if Csc

−2 is plotted ver-
sus �φsc a straight line is obtained and the donor density
can be obtained from the slope. This relation is called the
Mott-Schottky equation and it is used extensively to deter-
mine both the potential at which the bands are flat and the
dopant density of the semiconductor. For typical values of
dopant density and band bending, the capacitance of the
space charge layer is in the range from 10 nF cm−2 to 100
nF cm−2. Since the capacitance is not strongly dependent
on the band bending (see equation (9b)), this value gives a
good indication of the low capacitance of the semiconductor
space charge layer.

Helmholtz Layer Capacitance

The Helmholtz layer is analogous to a parallel-plate ca-
pacitor where the charge on each plate is separated by a
thin dielectric layer. In this case, the capacitance is equal
to (εrε0/d), where d is the thickness of the layer and εr is
the dielectric constant of the solvent. The thickness of the
solvent layer is approximately equal to the diameter of a
water molecule, which is about 6 Å. The dielectric constant
of water is about 80, however, this value is much lower for
the water layer close to the surface. In this case, the wa-
ter molecules are strongly polarized in a large electric field
(if �φH = 0.3 V and d = 6 Å; the field is 5 × 106 V cm−1)
and a value of about 7 for εr is more appropriate. This
leads to a value of about 10 µF cm−2 for the Helmholtz
layer capacitance, CH. It is evident that the capacitance
of the Helmholtz layer is generally much larger than that

of the semiconductor space charge layer. In practice, the
capacitance of the electric double layer in the solution is
more complicated than described above (see Ref. (8)). The
most important deviation is caused by (specific) adsorption
of charged species to the surface: adsorbed molecules are
closer to the surface and they affect the bonding structure
and, hence, the energetics of the surface.

Influence of Adsorption

Up to this point, we have not discussed the absolute ener-
getic position of the band edges at the surface which is an
important factor in determining the charge transfer prop-
erties of semiconductor electrodes. The Nernst potential
of a redox couple is usually given versus the standard re-
versible hydrogen electrode (SHE), which corresponds to
the potential of the H+/H2 redox couple in a 1 M H+ solu-
tion at ambient temperature and pressure. SHE is defined
as 0 V and has an energy with respect to the vacuum level
of about −4.5 eV. In principle, one should be able to use the
electron affinity of the semiconductor, however, the semi-
conductor energetics are strongly influenced by the proper-
ties of the electrified interface and the composition of the
electrolyte solution. Therefore, the energetic positions of
the band edges of semiconductor electrodes in solution are
usually also expressed versus the SHE reference level.

In aqueous solutions it is found that the position of the
band edges of many semiconductors is dependent on the
pH of the solution: at high pH the band edges are shifted
to higher energies (i.e. more negative potential versus the
reference potential) than at low pH. This suggests that the
surface charge is affected by specific adsorption of either
OH− or H+, which is translated into a dependence of the po-
tential drop over the Helmholtz layer on pH. In many cases,
the potential drop over the Helmholtz layer and, hence, the
energy of the band edges at the surface are found to shift
by 60 mV per pH unit. This dependence is observed both on
metal oxide semiconductors (TiO2, ZnO) and on silicon and
III-V compound semiconductors. The latter is usually ex-
plained by assuming the presence of a very thin oxide layer
on the semiconductor surface when immersed in solution
(see Ref. (9), Chapter 2).

Electrochemical Cell Impedance. An electrochemical cell
usually consists of a working (WE), a reference (RE), and a
counter electrode (CE). The reference electrode is designed
to have a large impedance so that there is no current flow
and the potential remains constant. In order to allow for
current flow, a counter electrode is utilized which usually
consists of a platinum mesh with a large surface area. The
potential of the working electrode is controlled with respect
to the constant potential of the reference by adjusting the
potential difference between WE and the CE using a po-
tentiostat.

Figure 4 shows a simple electrical equivalent circuit
which will be used as a starting point to describe the
electrical properties of semiconductor/electrolyte solution
interfaces. The circuit consists of a capacitance due to
the semiconductor space charge layer, Csc, in series with
a Helmholtz layer capacitance, CH, and parallel to the
impedance associated with charge transfer (i.e. direct
current flow) across the interface, ZCT. The resistor, Rb,
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Figure 4. Equivalent electrical circuit for a semiconductor/
electrolyte solution interface. Csc and CH are the capacitances
of the semiconductor and the Helmholtz layer, respectively. ZCT
represents the impedance for charge transfer, and Zss and Zrec
correspond to the impedance associated with surface states and
recombination centers. Rb is the uncompensated resistance due to
the solution, leads, and contacts.

represents the resistance arising from leads, contacts, so-
lution, and the semiconductor bulk. The impedance of the
counter electrode can be excluded since a reference elec-
trode is utilized as a potential probe. The impedances Zss

and Zrec correspond to surface processes which will be dis-
cussed later.

It is instructive to consider the situation where there
is no charge transfer across the interface and no surface
state or recombination processes: in this case, the total
cell impedance, Zt, can be evaluated using only the capac-
itances and the resistances involved:

Zt = Rb + (iωCt)
−1 (10a)

Ct = (Csc
−1 + CH

−1)
−1

(10b)

where Ct is the total capacitance, i = √−1, and ω is the
angular frequency of the potential modulation, at which
the impedance is measured. In the previous section it was
shown that the capacitance of the space charge layer un-
der depletion conditions is much smaller than that of the
Helmholtz layer and, hence, the total capacitance is almost
equal to that of the space charge layer. In this case, the
impedance of the electrochemical cell is dominated by the
semiconductor side of the interface. Under accumulation
conditions, the value of space charge layer capacitance may
become close to that of the Helmholtz layer, and Ct may not
be equal to Csc; this situation will be discussed in detail in
the last section.

When a potential difference is applied between the semi-
conductor electrode and the solution, the potential drop
over both capacitors at the semiconductor/electrolyte so-
lution interface will be affected due to a redistribution of
charge. However, from equation (9b) it is clear that under
depletion conditions the main part of the applied potential
will be dropped over the space charge layer. This can be
illustrated using the following set of relations:

�U = �(�φsc) + �(�φH) = �Qsc

Csc
+ �QH

CH

= �Q

(
1

Csc
+ 1

CH

)
(11)

where �U corresponds to an applied potential step and
�φH is the change of the potential drop over the Helmholtz

layer. Since Csc is much smaller than CH, equation (11)
reduces to �U ≈ �(�φsc). One of the most important con-
sequences of this situation is that upon changing the po-
tential drop between the semiconductor electrode and the
solution, the potential drop over the Helmholtz layer re-
mains unchanged and, hence, the conduction and valence
band edges at the surface remain fixed at the same energy.

Figure 5 shows the effect of the applied potential on the
energy band diagrams of a semiconductor. Under equilib-
rium or open circuit conditions (Figure 5c), a band bending
is present and the measured current is zero. If a negative
potential equal to the band bending in equilibrium is ap-
plied (Figure 5b), the bands are flat and this potential is
called the flat band potential, Ufb. The flat band potential
is an important parameter to measure since the knowledge
of Ufb allows us to determine the band bending at every ap-
plied potential (see equation (11)). If the potential is shifted
negative of the flat band potential (Figure 5a), the semicon-
ductor may be in accumulation where the density of elec-
trons (CB) at the surface is larger than in the bulk. This
situation is interesting for many systems and we will give
an example of the formation of an accumulation layer in
the last section. If a positive potential with respect to that
at equilibrium is applied (Figure 5d), the band bending in-
creases further and the surface may be either in inversion,
where the density of holes (VB) is larger than the den-
sity of electrons (CB), or in deep depletion. The impedance
corresponding to inversion can be found in Reference (9),
Chapter 2.

Charge Transfer Reactions

A unique feature of semiconductors is that the transfer of
charge from or to the semiconductor has to flow through
either the valence or the conduction band. The energy of
the electron accepting or donating levels of the redox couple
in solution, Red/Ox, are also at well defined energies. The
equilibrium energy, Eredox, for a redox couple (the solution
“Fermi energy”) is given by the Nernst equation:

where U0
redox is the standard Nernst potential of the cou-

ple, n is the number of electronic charges involved in the
reaction, and cox and cred are the concentrations of Ox and
Red, respectively. Nernst potentials of redox couples can
be obtained from literature (13). An example of electron
transfer to a redox couple in the solution is the reduction
of molecule Ox to molecule Red (note that Ox and Red have
a different net charge, which is left out in this notation):

Ox + ne−
∏

Red (13)

In practice, however, this is a more complex reaction than
suggested by equation (13); molecule Ox is surrounded
by solvent and electrolyte molecules which are oriented
in such a way as to accommodate for the charge of the
molecule. For Ox to accept an electron, this so-called sol-
vation shell needs to be adapted to the electronic configu-
ration of Red. This process requires an energy, called the
reorientation energy, λ. The same reasoning holds for the
reverse process where Red is oxidized to Ox. As a conse-
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Figure 5. In equilibrium, the Fermi energies of an n-type semiconductor and the solution are the same. As illustrated in (c), a band bending
is usually present in the semiconductor. Upon applying a positive potential (d), the band bending increases, and the semiconductor is in
deep depletion or inversion. Inversion corresponds to the situation where at the surface, the density of holes in the valence band is larger
than the density of electrons in the conduction band. Upon applying a negative potential equal to the band bending with respect to the
situation in (c), the valence and conduction bands are flat and, in this case (b), the applied potential corresponds to the flat band potential,
Ufb. Upon applying an even more negative potential (a), the semiconductor may be in accumulation, corresponding to the situation where
the density of electrons at the surface is larger than in the bulk.

quence, the most favorable energies of Ox and Red in order
to be involved in a charge transfer process, EO and ER, are
separated by about 2λ (assuming the process is symmet-
ric; i.e., EO is λ above the Nernst potential and ER is λ

below). EO and ER are not discrete energy levels, however,
due to thermal vibrations in the solvation shell leading to
a probability distribution of the energy of Ox and Red; the
corresponding distribution function has a Gaussian shape
as shown in Figure 6a. For a mathematical treatment of
the energy diagram of the solution we refer to Reference
(13). The width of the distribution function depends on the
magnitude of λ which can vary significantly for different re-
dox couples. For example, the reorientation energy of the
Fe2+/Fe3+ couple is about 1 eV while for the strongly com-
plexed couple Fe(CN)6

4−/Fe(CN)6
3−, λ is only about 0.5 eV.

The electron transfer process corresponds to the iso-
energetic tunneling of an electron from the semiconduc-
tor to the solution or vice-versa. As a consequence, elec-
tron transfer can only take place if, at an energy E, empty
levels are present at one side of the interface and filled
levels at the other side. For instance, in order to transfer
an electron from the conduction band of the semiconduc-
tor to an Ox molecule in solution, there must be empty Ox
levels at the energy of the conduction band edge at the sur-
face. Figure 6b shows the redox potential of various cou-
ples with respect to the band diagram for silicon (at pH
7). For n-type silicon in the dark, electrons from the con-
duction band can be transferred to the solution to reduce
water molecules and the oxidized forms of the redox cou-
ples shown in Figure 6b. Electrons from the valence band
can be transferred to the solution and reduce species such
as Fe3+. This process is usually called hole injection into
the valence band. Under illumination, holes in the valence
band are generated and hole transfer to species such as
Fe(CN)6

4− can occur. Photogenerated holes can also oxi-
dize the semiconductor itself, which is an important side-
reaction that can strongly affect both the electrical and op-
tical properties of the semiconductor/electrolyte boundary.
Similar reasoning can be applied for p-type silicon, where
the majority carriers are holes in the valence band.

The current corresponding to these processes is deter-
mined by the density of electrons and holes at the surface,

Figure 6. The Gaussian shape of the probability function of the
energy of redox species in the solution is illustrated in (a). The
reorientation energy, λ, is 0.45 eV in this figure, which is a rela-
tively small value. Figure (b) shows the redox energies of various
redox couples and an energy diagram for n-type silicon in aqueous
solution of pH 7. Note that band diagrams for semiconductors al-
ways represent energies; the potential axis versus the saturated
calomel reference is included as it is more convenient for the in-
terpretation of experimental results.
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the concentration of Red and Ox, and a rate constant that
incorporates tunneling constants and the overlap integral
of the density of empty and filled levels. In order to under-
stand the current–potential curves of semiconductors in
solution it is important to realize that the applied poten-
tial mainly affects the band bending in the semiconductor,
as described above. In this simple model, the energy of the
band edges at the surface and the overlap integral are in-
dependent of the applied potential. As a consequence, the
current–potential curve mainly reflects the potential de-
pendence of the density of electrons or holes at the surface.

Examples

Figure 7 shows an example of the current–potential char-
acteristics n-type silicon in a 1 M HF solution in the dark.
The redox couple of importance in this case is the H+/H2

couple. The energetics of this case can be inferred from
Figure 6b; note that the pH of the solution is 2, hence, both
the redox potential and the band edges are shifted to more
positive potentials than the values shown in Figure 6b. The
formation of an oxide layer is avoided by the presence of HF
in the solution. The current–potential curve shows that at
positive potentials the current is small; this is due to the
absence of holes in the valence band. At potentials more
negative than −0.7 V(SCE), a cathodic current is observed
which is due to the reduction of H+ to hydrogen. It can be
concluded that at −0.7 V, the density of electrons at the
surface has become sufficiently high to generate a measur-
able current. The density of electrons (CB) at the surface,
ns, can be described by the Boltzmann equation (Equation
(5)): ns is equal to the donor density at the flat band po-
tential and decreases upon shifting the potential to more
positive values. However, from the current–potential curve
the flat band potential cannot be obtained since the value
for the rate constant for the process is not known. There-
fore, impedance measurements as a function of the applied
potential must be performed to determine the flat band po-
tential. As described above, the capacitance of the silicon
electrode is given by the Mott-Schottky equation (equa-
tion (9b)). Using the results from the previous paragraphs,
equation (9b) can be converted to a more convenient form:

where C is the measured capacitance, and U and Ufb are
the applied potential and the flat band potential versus
the reference electrode, respectively. We will use the satu-
rated calomel electrode (SCE) as reference which is 0.24 V
positive with respect to the standard hydrogen electrode.
Figure 7 shows that the plot of Cp

−2 versus potential is
linear at positive potentials, and the flat band potential is
determined to be −0.45 V(SCE). The measured impedance
is analyzed on the basis of a parallel (RC) circuit in series
with Rb, and the measured capacitance is denoted Cp. Un-
der the conditions that CH >> Csc, that ZCT is purely resis-
tive, and in the absence of surface states or recombination
processes, Cp = Csc (see Fig. 4 and Eq. 11). The donor den-
sity is determined from the slope to be 5 × 1013 cm−3 which
corresponds to a resistivity of 90 � cm, in excellent agree-
ment with four point probe measurements. Using equation

Figure 7. The Mott-Schottky plot (a) and the current–potential
curve (b) for n-type silicon (ND = 5 × 1013 cm−3) in 1 M NH4F
at pH 9 in the dark. The donor density was determined from the
slope, and the flat band potential is −0.45 V(SCE). The modulation
frequency and amplitude were 10 kHz and 10 mV, respectively. The
rectifying characteristics of the semiconductor is observed in (b)
as the current at positive potentials is small due to the absence of
holes in the valence band. The forward current at potentials more
negative than −0.6 V(SCE) is due to the reduction of water to
hydrogen, involving the transfer of electrons from the conduction
band.

(2a), the position of the conduction and valence band edges
at the surface are found to be −0.74 eV and 0.38 eV (ver-
sus SCE), respectively. From these results the energetic
scheme shown in Figure 6b can be constructed, and kinetic
parameters such as the rate constants for the involved pro-
cessed can be obtained.

In Figure 8, the current–potential curves for n-type sili-
con in 0.1 M K4Fe(CN)6 + 0.5 M KCl + 1 M NH4F, both in the
dark and under illumination are shown. The K4Fe(CN)6 is
added to stabilize the electrode. As was shown in Figure 6b,
holes in the valence band can be transferred to Fe(CN)6

4−

in solution preventing extensive oxidation of the silicon
surface under illumination. At positive potentials, a cur-
rent plateau is observed where the current is limited by
the light intensity, that is by the generation rate of holes in
the valence band. From comparison with the current in the
dark it is clear that the photocurrent is much larger than
the dark current. The theoretical shape of the photocurrent
potential curve can be obtained from the Gärtner equation
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(see Ref. (9), Chapter 4):

where jp is the photocurrent, I0 is the light intensity at
the interface, α is the absorption coefficient of the semicon-
ductor, L is the diffusion length of the minority carriers,
and W is the width of the space charge layer which de-
pends on the applied potential. This expression assumes
negligible recombination of holes and electrons in the space
charge layer and at the surface and that hole transfer to
the solution is very fast. For silicon, the minority carrier
diffusion length is very large so that α L >> 1. As a con-
sequence, even at the flat band potential where W = 0, the
photocurrent is almost equal to the saturation value. Fig-
ure 8 shows the theoretical photocurrent–potential curve
for silicon (dotted line) under the assumptions of equation
(15). The large discrepancy between experiment and the-
ory is explained by two processes: first, the surface has
been oxidized and the trapped positive charges in the thin
interfacial oxide layer have shifted the band edges and,
secondly, the recombination rate at the surface is large.
Recombination of photogenerated holes with electrons in
the conduction band results in a decrease of the observed
photocurrent. If all holes recombine, the photocurrent is
zero. Surface recombination preferably occurs at centers
in the band gap, where holes (VB) and electrons (CB) are
subsequently trapped. The recombination rate increases
with decreasing band bending as the density of electrons
at the surface increases (see equation (5)). Note that re-
combination can also take place in the dark on an n-type
semiconductor when a hole injecting species such as Fe3+

is present. Figure 8 also shows the Mott-Schottky plots in
the dark (a) and under illumination (b). The band edges
have shifted to lower energy (i.e. more positive potentials)
under illumination confirming the presence of an interfa-
cial layer or positively charged oxidation intermediates. If
the shift of the band edges is taken into account, there
is still a discrepancy between the theoretical and exper-
imental results, indicating that recombination also plays
a role.

In summary, although current–potential and Mott-
Schottky plots are the basis for all research in semiconduc-
tor/electrolyte boundary systems, they are not sufficient to
completely understand the electrical properties of semi-
conductor/electrolyte interfaces. In the following section
we will discuss techniques to determine the influence of
surface states, recombination, and the presence of an in-
terfacial layer.

MODULATION TECHNIQUES

Modulation techniques provide a powerful tool to study
the kinetics of processes occurring at the semiconduc-
tor/electrolyte boundary. In general, a small modulation is
superimposed on a dc signal and the modulated response
is measured. The impedance, Z, is then defined as the mod-
ulated signal divided by the modulated response. Both
the amplitude of the response and a possible phase shift
contain kinetic information and, therefore, the results are

Figure 8. Mott-Schottky plots (a) and current–potential curves
(b) for n-type silicon in 0.1 M K4Fe(CN)6 + 1 M NH4F at pH 9, both
in the dark and under illumination. The modulation frequency and
amplitude were 10 kHz and 10 mV (rms), respectively. Under il-
lumination, a current plateau is observed at positive potentials
where the photocurrent is determined by the light intensity. The
dotted curve shows the theoretical current–potential curve as cal-
culated from equation (14), assuming the ideal situation where
the band edges do not shift under illumination, and that recom-
bination at the surface does not occur. Figure (a) shows that the
band edges have shifted under illumination, indicating the pres-
ence of an interfacial layer and/or trapped positive charge in oxi-
dation intermediates. The flat band potential under illumination
is 0.25 V(SCE), and (b) shows that the photocurrent onset is at 0.4
V(SCE), suggesting that recombination also occurs.

usually expressed in a complex number notation using
the real and imaginary parts of the impedance. The cor-
responding admittance is defined as Z−1. The results of
impedance techniques are interpreted on the basis of linear
models, i.e., that the response is linearly related to the per-
turbation. Requirements of the linear systems theory are
that the system is stable, the response is caused by the per-
turbation, and that the amplitude is sufficiently small. For
a detailed treatment of impedance techniques in electro-
chemistry, the reader is referred to Reference (14). In this
section, we will address three important modulation meth-
ods: electrochemical impedance spectroscopy (EIS), inten-
sity modulated photocurrent spectroscopy (IMPS), and
potential modulated microwave reflectivity spectroscopy
(PMMRS).

In EIS, a sinusoidal potential signal of small ampli-
tude Ũ, is superimposed on the applied potential. The
modulated current at the same frequency, j̃, is then mea-
sured and the electrochemical impedance is defined by Ũ/j̃.
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Electrochemical impedance spectroscopy, therefore, gives
information on processes resulting in a (modulated) cur-
rent in the external circuit. The impedance is measured as
a function of the modulation frequency and time constants
for various processes can thus be determined. For many ex-
periments in semiconductor electrochemistry, impedance
spectroscopy is performed as a function of the applied
potential, for instance, to generate a Mott-Schottky plot.
In IMPS, photoelectrochemical processes are investigated
by superimposing a small modulated light intensity on a
base light intensity and measuring the modulated pho-
tocurrent. This technique is very useful to determine rate
constants for charge transfer reactions, but also provides
quantitative information on the recombination of photo-
generated charge carriers and the majority carriers at the
semiconductor/electrolyte boundary. IMPS gives, in prin-
ciple, the same information as time-domain experiments
used extensively in semiconductor physics and photoelec-
trochemistry. However, IMPS has the advantage that re-
sults can be interpreted in terms of the linear systems
theory and that the base light intensity dependence can
be easily studied. In PMMRS, a small sinusoidal potential
modulation is superimposed on the applied potential as in
EIS, but now the modulated microwave reflectivity is mea-
sured. This is achieved by exposing the semiconductor to a
constant microwave intensity; the reflected microwave in-
tensity at the frequency of the potential modulation is then
determined.

Up to this point, the influence of specific surface-related
processes has not yet been considered. In the following
paragraphs, we provide a quantitative treatment of the
electrochemical impedance due to various kinds of electri-
cally active surface states and comparison to experimental
data. IMPS and PMMRS are discussed in detail and ex-
amples of the characterization of surface-related processes
using these techniques are given.

Electrochemical Impedance Due to Surface States

The surface of a semiconductor is usually associated with
the presence of surface states which are usually located
energetically in the bandgap. These states can act as elec-
tronic donors or acceptors, or as recombination centers. The
influence of the presence of electrically active states in the
bandgap of semiconductors is treated in detail in Reference
(15).

We will use a kinetic approach to calculate the effective
impedances due to the presence and interactions of vari-
ous types of surface states which are illustrated schemati-
cally in Figure 9. First, surface states that trap and de-trap
electrons from the conduction band of an n-type semicon-
ductor will be considered. Since these states only interact
with the majority carriers in the conduction band they are
active in the dark. Figure 9a schematically shows the ki-
netic interactions between the surface states and the con-
duction band, indicated by arrows which are labeled with
their respective rate constants k1 and k2. The interactions
considered here can be written in the following ‘reaction’
schemes:

In impedance measurements, a small harmonic perturba-
tion Ũ = Ua exp(iωt) is superimposed upon the steady-state
applied potential, U, where Ua is the modulation amplitude
and ω is the angular frequency of the modulation. In the
following, we will denote all modulated quantities by ‘∼.’
By using a small perturbation, the modulated parameters
can be approximated by the first terms of their respective
Taylor expansions. The potential modulation results in a
modulated density of electrons at the surface, ns + ñs. Equa-
tion (5) can be adapted to the following, more convenient
expression for ns:

where U is the applied potential and Ufb is the flat band po-
tential,both expressed versus SCE. In this equation it is as-
sumed that the potential drop over the Helmholtz layer is
independent of the applied potential. The modulated den-
sity of electrons at the surface at the applied potential can
be obtained by taking the first derivative of ns:

The modulation of ns leads to a modulated occupancy of the
surface states, hence, a time-dependent rate equation can
be written as follows:

where s− and s0 are the density of ‘filled’ and ‘empty’ sur-
face states, respectively. Since the system is always close
to the steady-state situation, terms that contain products
of two modulated quantities or do not contain a modulated
parameter are omitted. As s− is modulated with the same
period as U, s̃− = s−

a exp[i(ωt + θ)] (where θ corresponds to a
phase shift) and, consequently, ds̃−/dt = iωs̃−. Substitution
into equation (19) leads to:

Using equations (17–20) the modulated current associated
with trapping and de-trapping of conduction band elec-
trons in surface states can be written as:

The impedance corresponding to trapping and de-trapping
of electrons on the surface states is now obtained by di-
viding the modulated potential by the modulated current:
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The impedance corresponds to a series equivalent circuit
consisting of a resistance Rs and a capacitance Cs:

Figure 10a shows the equivalent circuit for the surface
states which is in parallel to the space charge layer capaci-
tance (see Figure 4). The total measured capacitance of the
system includes the space charge layer capacitance and the
surface state capacitance. It is therefore convenient to con-
vert the series equivalent circuit for the surface states into
a parallel one with frequency-dependent components. The
space charge layer and surface state capacitances are then
in parallel, and the sum of the two directly corresponds to
the measured capacitance. The frequency-dependent par-
allel capacitance due to the surface states can be obtained
from equation (23) and is given by:

where st is the total density of surface states. Equation
(24) shows that the surface state pseudo-capacitance de-
pends on both the applied potential (through ns) and the
frequency of modulation. At high frequencies the surface
state pseudo-capacitance is proportional to ω−2, while at
low frequencies the capacitance approaches a frequency
independent value which has a maximum at the potential
where k1ns = k2, and s0 = s− = st/2 (Figure 11):

From this the total density of dark surface states can be
determined. This calculation assumes that the density of
surface states is smaller than about 1012 cm−2; a more rig-
orous analysis is needed when st is larger, which can be
found in Reference (16).

An example of the presence of electrically active sur-
face states is found for n-type silicon (111) in fluoride solu-
tions. Figure 11 shows the measured parallel capacitance,
Cp, versus the applied potential for n-type silicon in I M
NH4F at pH 9 (refer to Figure 7 for the current–potential
and Mott-Schottky curves). A capacitance peak is observed
which can be ascribed to electrically active surface states
at an energy of about 0.4 eV below the conduction band
edge. The density of surface states was determined as a
function of the pH in 1 M NH4F solution, and the results
are shown in the inset. The density of surface states ranges
from a 2 × 1010 cm−2 at low pH to 1 × 1012 cm−2 at high
pH. The de-trapping rate constant k2 for these states was
determined to be about 104 s−1 (17).

The merit of this approach is that the kinetic scheme
can be easily extended to include more processes such as
interaction of surface states with a redox-couple in solution
or with holes in the valence band (16). These calculations
are beyond the scope of this chapter, but we will briefly
discuss the latter possibility in the subsequent section.

Figure 9. The surface states shown in (a) only interact with the
conduction band. The trapping and detrapping of electrons on the
surface states gives rise to a characteristic electrical impedance,
Zss, as shown in Figure 10(a). Recombination centers interact with
both the valence band and the conduction band. Recombination oc-
curs by the subsequent trapping of photogenerated holes (or holes
injected into an n-type semiconductor from an electron accepting
solution species such as Fe3+ (see Figure 6)) and electrons from the
conduction band. The corresponding electrical impedance, Zrec, is
shown in Figure 10(b).

Figure 10. The electrical impedance corresponding to surface
states interacting with the conduction band only (a), and the elec-
trical impedance due to recombination centers (b). The complete
equivalent circuit can be found by placing the impedances Zss and
Zrec in the circuit shown in Fig. 4.

Electrochemical Impedance Due to Recombination

Another important type of surface states are recombination
centers. The impedance due to surface recombination can
be obtained in a similar fashion as discussed above for the
case of surface states which only interact with majority
carriers (see Ref. (18)). The recombination reactions at a
recombination center R can be written as (see Figure 9b):

where R+ and R0 are the positively charged and neutral
recombination centers, respectively, and kn and kp are the
relevant rate constants. The corresponding impedance can
be represented by the equivalent circuit shown in Figure
10b. The components of the equivalent circuit are given by:
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Figure 11. The measured parallel capacitance versus applied po-
tential for n-type silicon in 1 M NH4F at pH 9 in the dark at (∇)
10 Hz, (�) 100 Hz, (◦) 1 kHz, (�) 10 kHz, (�) 100 kHz. The modu-
lation amplitude was 3 mV (rms). The density of surface states is
determined using equation (24) from the maximum in Cp at −0.6
V(SCE) by subtracting the space charge layer capacitance. The in-
set shows that the density of surface states in 1 M NH4F solutions
is about 1010 cm−2 at pH < 7 and about 1012 cm−2 at pH > 7. This
is related to the formation of a thin oxide layer which is almost
completely prevented at low pH due to the high concentration of
HF, while at high pH, the concentration of undissociated HF is too
low to prevent oxide formation.

where r0 and r+ are the densities of filled and empty re-
combination centers, respectively, and rt = r0 + r+. Again it
is convenient to convert this circuit into a parallel equiva-
lent circuit of frequency dependent elements; the parallel
pseudo-capacitance, Cp

R(ω), is given by:

For low frequencies Cp
R(ω) shows a maximum as a function

of the applied potential and the maximum is given by:

It is therefore possible, as for the dark surface states, to
determine the density of the recombination centers and
the relevant rate constants by impedance analysis.

Figure 12 shows an example for this case. The par-
allel capacitance is plotted versus the applied potential
for n-type silicon (111) in 1 M NH4F + 0.1 M K4Fe(CN)6

at pH 9 under illumination (refer to Figure 8 for the
current–potential and Mott-Schottky curves). In the dark

Figure 12. The measured parallel capacitance versus applied po-
tential for n-type silicon in 0.1 M K4Fe(CN)6 + 1 M NH4F at pH 9
under illumination at (∇) 2.15 Hz, (�) 10 Hz, (◦) 21.5 Hz, (�) 46.4
kHz, (�) 100 Hz. The photocurrent in the plateau region was 35 µA
cm−2 and modulation amplitude was 3 mV (rms). The peak at −0.5
V(SCE) corresponds to surface states interacting with the conduc-
tion band only; under illumination, their density has increased by
about a factor of two. The peak at 0.2 V(SCE) is due to recombina-
tion. The density of recombination centers was determined from
the 2.15 Hz curve to be 4 × 1012 cm−2 using equation (28). The
difference in frequency dependence of the responses correspond-
ing to the surface states, and the recombination centers illustrates
the difference in kinetics for the two processes involved.

one peak is observed corresponding to surface states (see
Figure 11), while under illumination two maxima are
found. The peak at 0.2 V can be ascribed to recombina-
tion. Analysis of the impedance showed that the two peaks
are not associated with recombination at the surface states
observed in the dark. The density of the recombination cen-
ters was found to increase with increasing light intensity
up to a value of about 4 × 1012 cm−2. A more detailed anal-
ysis of these results is provided in Ref. (19).

Intensity Modulated Photocurrent Spectroscopy (IMPS)

IMPS is a very useful method to determine the kinetic pa-
rameters of processes involving minority carriers. In an
n-type semiconductor the modulation of the incident light
intensity will directly affect the surface hole concentration,
and the rate constants for hole transfer to the solution and
recombination can be determined (19, 20). An interesting
point is that (at least as a first order approximation) IMPS
will not be influenced by the presence of surface states
which only interact with the majority carriers.

We will consider the reaction scheme given in equations
(30a,b,c). The recombination process corresponds to reac-
tions (a) and (b); the photocurrent is described by reaction
(c):

IMPS measurements are performed at constant applied po-
tential, and the density of electrons at the surface is con-
stant, however, the modulation of the density of holes at
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the surface will modulate the occupancy of the recombina-
tion centers. The IMPS response is usually represented as
an admittance, 
, which corresponds to the ac photon-to-
current conversion efficiency. The real and imaginary parts
for this scheme can be calculated in a similar way as was
shown for the surface states, and are given by:

where jp is the photocurrent, jh is the hole generation cur-
rent (which is proportional to the light intensity), and sym-
bols denoted by ‘∼’ correspond to the modulated quantities.
The parameter β describes the ratio between charge trans-
fer and recombination, and τ is the recombination time con-
stant. β and τ are given by:

If all photogenerated holes recombine and the photocur-
rent observed in the current–potential plot is zero, equa-
tions (31a, b) show that a plot of the IMPS response in
the complex plane will give a semicircle, with a high fre-
quency limit of 1 and a low frequency limit of 0 on the real
axis. This can be explained as follows: at high frequency,
the surface hole density is modulated faster than the time
constant of the recombination process, and the modulated
hole flux through the depletion layer is in phase and equal
to the modulated hole generation flux. At lower frequen-
cies, recombination can take place leading to a decreased
photocurrent and in the low frequency limit, all generated
holes recombine. As a consequence, the observed current in
the steady-state current–potential curve is zero. The fre-
quency at the maximum of the semicircle, ωm, is equal to
τ−1. In most cases, knns >> kpps, and therefore, ωm is equal
to knns and the rate constant for trapping of electrons in
recombination centers can be easily determined.

Figure 13 shows an IMPS spectrum for n-type silicon in
1 M NH4F + 0.1 M K4Fe(CN)6 at pH 9 at a potential of −0.1
V where the dc photocurrent is zero.As described above, the
rate constant for recombination can be determined from
the frequency at the apex of the loop. The inset shows the
dependence of the recombination rate constant on the ap-
plied potential. Upon increasing the electron density (i.e. at
more negative potentials) the recombination rate increases
exponentially with the applied potential. The plateau in
the curve between 0.1 V(SCE) and 0.3 V(SCE) is related to
the shift of the band edges taking place in that potential
region (19).

The potential dependence of the high frequency value
of the admittance 
 follows the theoretical curve shown
in Figure 8, corresponding to equation (15) (after cor-
recting for the shift of the band edges). Thus, at suffi-
ciently high frequency the recombination process cannot

Figure 13. IMPS spectrum for n-type silicon in 0.1 M K4Fe(CN)6
+ 0.5 M KCl at pH 9 at 0 V(SCE) at a dc light intensity correspond-
ing to 15 µA cm−2. The light source was a red LED (λ = 650 nm),
and its intensity was modulated by modulating the driving cur-
rent; the modulation amplitude corresponded to 1 µA cm−2 (rms).
At high frequencies, the quantum efficiency is equal to 1 while at
low frequencies it goes to zero. The dc photocurrent was zero at
this potential. The recombination time constant, kn, can be deter-
mined using equation (32). The frequency at the apex of the loop
is 170 Hz, and the band bending, which determines ns [see equa-
tion (16) ], is 0.15 eV resulting in a value for kn of about 10−9 cm3

s−1. The inset shows the frequency at the apex of the loop as a
function of the applied potential. Upon shifting the potential neg-
ative, ωm increases exponentially, confirming the increase of the
recombination rate with decreasing band bending.

follow the modulation of the light intensity and the “ideal”
current–potential curve is obtained.

Potential Modulated Microwave Reflectivity

Potential Modulated Microwave Reflectance Spectroscopy
(PMMRS) is a relatively new technique for the charac-
terization of semiconductor/electrolyte interfaces (21). In
PMMRS, the applied potential is modulated, as in EIS,
but now the modulated microwave reflectivity is measured.
The experimental set-up required for PMMRS can be found
in Reference (21). PMMRS is especially useful in the poten-
tial regions where the electrochemical impedance is dom-
inated by surface state processes or charge transfer. The
microwave reflectivity only probes the space charge layer
of the semiconductor, and hence the band bending, in po-
tential regions where surface states are active or charge
transfer takes place.

The microwave reflectivity, R, of a semiconductor is pro-
portional to its conductivity, σ. If the applied potential is
modulated, the conductivity is also modulated through the
modulated band bending and, hence, the electron density.
If a small potential modulation, Ũ, is used, the microwave
reflectivity, R̃, for an n-type semiconductor (neglecting the
contribution of minority carriers) is given by:

where S is the sensitivity factor, ñ is the modulated electron
density in the semiconductor (which corresponds to the
modulated density of electrons in the space charge layer)
in units of cm−2, µn is the mobility of the electrons, and e is
the electronic charge. By solving the Poisson equation the
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modulated microwave reflectivity is found to be:

where �φ̃sc is the modulated band bending and Csc is the
space charge layer capacitance (see equations (8) and (9)).
The admittance, YR, of the microwave reflectivity is now
defined as:

The electron density increases as the applied potential is
made more negative and, as a consequence, R̃ is expected to
be 180◦ out of phase with the potential modulation. There-
fore, in complex plane representation, the real component
of YR has a negative value while the imaginary component
of YR is negligible. Equations (34–36) reflect that localized
electrons trapped in surface states, recombination centers,
or in an interfacial layer do not affect the microwave re-
flectivity since they have a very low mobility. Note that the
equilibration process of the majority carriers in the space
charge region of crystalline semiconductors is much faster
than the typical frequency of the potential modulation used
in PMMRS and, therefore, the microwave response does not
provide information on electron transport in the bulk of the
semiconductor.

Equation (36) shows that, under depletion conditions
(where Ũ = �φ̃sc) a Mott-Schottky plot can be constructed
by plotting |YR|−2 versus the applied potential. At poten-
tials close to or negative of the flat band potential, the semi-
conductor capacitance is given by equations (8) and (9a).
As Csc increases to values close to that of the Helmholtz
layer, the applied potential and the applied modulated po-
tential are partitioned over the space charge layer and the
Helmholtz layer (Ũ �= �φ̃sc and �U �= �φsc). As a conse-
quence, the measured microwave reflectivity admittance
is modified. Assuming the simplest case where ZCT corre-
sponds to a large resistor and neglecting Zss and Zrec, it can
be shown that the measured microwave reflectivity admit-
tance, YR,m, is given by:

Equation (37) shows that in the limiting case where Csc

> CH, the measured microwave reflectivity admittance is
determined by CH.

Figure 14 shows plots of the measured capacitance and
the modulus of YR versus the applied potential of n-type
silicon (111) in a 0.01 M NH4F solution (pH 6.8). Note that
|YR| = −Re(YR) since Im(YR) → 0. At potentials between
−0.2 and −0.6 V where surface states are electrically ac-
tive, the measured capacitance corresponds to the filling
and emptying of surface states. The |YR| versus potential
plot, on the other hand, follows the Mott-Schottky equa-
tion, showing that the microwave reflectivity method is
not affected by the presence of surface states. In a nar-
row potential region just negative of the flatband poten-
tial (−0.3 V), the increase in the |YR| signal is exponential
with an inverse slope of 160 mV/decade. The expected po-
tential dependence of the capacitance for an accumulation
layer is 120 mV/decade (see equation (9a)) indicating that

Figure 14. The measured parallel capacitance (�) and the mod-
ulus of the microwave reflectivity admittance (◦) versus the ap-
plied potential for n-type silicon in 0.01 M NH4F at pH 6.8. The
modulation amplitudes and frequencies were 10 mV (rms) and
20 Hz for the capacitance measurements and 20 mV (rms) and
10 Hz for the microwave reflectivity experiments, respectively. A
peak corresponding to surface states is observed in the capaci-
tance plot at −0.4 V(SCE), while the microwave reflectivity ad-
mittance follows the Mott-Schottky relation. This confirms that
the microwave reflectivity method only probes the semiconductor
space charge region and is not affected by electrically active sur-
face states. At potentials just negative of the flat band potential
(Ufb = −0.5 V(SCE)), the microwave reflectivity signal increases
exponentially with the potential which is indicative of accumula-
tion (see Figure 5(a)).

a small fraction of the applied potential is dropped over
the Helmholtz layer. This suggests that the semiconduc-
tor capacitance has increased to a value close to that of
the Helmholtz layer. At potentials negative of −1 V(SCE),
the applied potential is mainly dropped over the Helmholtz
layer and the microwave reflectivity admittance saturates
at a constant value. In this potential region, the band edges
are no longer fixed but shift to higher energy upon applying
a more negative potential.

SUMMARY

The semiconductor – electrolyte interface is described both
in the dark and under illumination. The energy band struc-
ture of the semiconductor, and the energetics of interface
formation upon introduction of a semiconductor surface in
an electrolyte solution are discussed. The potential distri-
bution at the interface is analyzed in detail by solution of
the Poisson equation in the absence of trapped charge at
the interface, resulting in expressions for the space charge
layer capacitance as a function of the band bending un-
der depletion and accumulation conditions. The influence
of the Helmholtz layer capacitance is incorporated in the
analysis, while the influence of specific adsorption is dis-
cussed qualitatively. The semiconductor – electrolyte inter-
face is characterized by electrically active surface states
and recombination centers, which can also affect the po-
tential distribution accross the interface. These processes
are discussed in detail using a quantitative kinetic anal-
ysis, specifically aimed at the experimental methods used
to determine the effects. Electrochemical impedance spec-
troscopy is shown to be sensitive to all processes that upon
application of a modulated potential result in a modulated
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current in the external circuit. Careful experiments as a
function of the applied potential and modulation frequency
give information on the energetics at the interface as well
as processes involving surface states or recombination
centers. Intensity-modulated photocurrent spectroscopy is
very useful for the elucidation of minority carrier processes
including recombination. Potential-modulated microwave
reflectivity spectroscopy is a relatively new method specifi-
cally suited for the separation of free carrier processes and
interface state processes. Examples are given for silicon
surfaces in a variety of electrolyte solutions, illustrating
the applicability of the techniques and the validity of the
calculations.
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