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COST ANALYSIS

Decreasing budgets and increasing international competition
are among the pressures that have focused increased atten-
tion on system cost. As such, cost analysis is a critical compo-
nent of systems analysis, the complementary activity to sys-
tem engineering that considers programmatic issues along
with technical performance. A cost analysis consists of an es-
timate of resources required to realize, sustain, and/or retire
a system; an assessment of the uncertainty inherent in the
estimate; a study of the impact on the estimate of excursions
from a baseline system design; and documentation of the as-
sumptions and methodologies which underpin the estimate.

Cost estimation and analysis are undertaken to address
the paramount economic considerations of affordability and
cost-effectiveness of a system. Affordability answers the key
question: can the system be procured with the funds avail-
able? Cost-effectiveness answers a related but crucial ques-
tion: does the system being specified represent the best use of
available funds? Life cycle cost (LCC) is estimated to reveal
the economic consequence of technical and programmatic
choices, and to guide the engineering process toward a system
definition that is deemed affordable and cost-effective.

A cost analysis should be performed both prospectively to
support decisions and retrospectively as part of project control
throughout a system’s life cycle. During concept exploration,
a cost estimate can be used to discriminate between alterna-
tives. Collecting information for a cost analysis can also result
in the clarification of technical, contractual, programmatic,
and risk issues that might not have been settled. As the op-
tions are narrowed, a cost estimate can serve as a basis for
building a budget.

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.
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Cost analysis gives insight into the resource requirements gram definition, and eliminating duplication or omission of
and risks to both a contractor and a client. Any procurement activities.
organization should have an independent assessment of cost Work breakdown structures are tiered by a hierarchy of
and schedule before seeking bids. On the other hand, the bid- cost elements. A typical electronics system WBS is illustrated
ders should do an analysis to ensure adequate resources to in Fig. 1 (1). Shown are four indentation levels. The first level
execute the contract. When the procuring organization is a represents the entire system (e.g., the air traffic control radar
government agency, a defensible cost estimate is generally re- system). The second level reflects the major cost elements of
quired as part of the bidder’s proposal. the system. In Fig. 1, these elements are prime mission prod-

This article is intended to leave the reader an educated uct (PMP), system engineering, program management, and
consumer of cost analysis rather than an expert practitioner. system test and evaluation.
The next section introduces the work breakdown structure, The following defines these level-two cost elements.
which serves as the framework for any cost analysis. The sec- Prime Mission Product. The PMP element refers to the
tion entitled Cost Estimating and Analysis covers the content hardware and software used to accomplish the primary mis-
of an analysis, the methodologies used, the adjustments made sion of the system. It includes the engineering effort and man-
to an estimate, and the presentation of an analysis. Related agement activities associated with the system’s individual
topics and a bibliography conclude this article. hardware components and software functions. In the system

development phase, PMP includes the efforts to design, de-
velop, integrate, assemble, test, and check out the system’sWORK BREAKDOWN STRUCTURE
hardware and software. In the production phase, PMP in-
cludes the materials, direct labor, and indirect labor to fabri-Careful development of a work breakdown structure (WBS) is
cate, assemble, test, and check out individual hardware com-the most important part of the cost estimating process. The
ponents, and assemble or integrate them as a system.WBS is a framework for organizing a cost estimate, identi-

System Engineering. This element encompasses the overallfying all elements of cost that relate to the tasks and activi-
engineering effort to define the system. This effort includesties of developing, producing, deploying, sustaining, and dis-
translating an operational need into a description of systemposing a system. They are developed according to the specific
requirements and a preferred system configuration. It alsorequirements and functions the system has to perform. Stan-
encompasses the effort to plan, control, and integrate thedardized WBSs, commonly used in government and industry,
technical efforts of design (hardware and software) engi-are defined for classes of systems that, at a high level, identify
neering, specialty engineering (e.g., reliability, maintainabil-the typical cost elements comprising the system. These
ity, human factors, logistics, security engineering, configura-classes include electronic systems, aircraft systems, surface
tion management), production engineering, and integratedvehicles, ship systems, and spacecraft systems.
test planning to produce an operational system.Work breakdown structures are tailored to the program or

Program Management. This element includes all effort asso-project under which the activities are organized. Program/
ciated with the business and administrative management ofproject tailoring captures unique requirements for system
the system. This effort includes cost, schedule, and perfor-testing, training, installation/deployment, data, and support
mance measurement, as well as contract administration, dataactivities. As the framework for estimating a system’s cost,
management, and customer/user liaison activities.WBS completeness and accuracy is most critical to a cost ana-

System Test and Evaluation. This element includes all testlyst to ensure that all program items are included. Careful
engineering, test planning, and implementation and relateddocumentation of the cost element definitions in a WBS dic-
efforts (test mockups, prototypes) to ensure that the deployedtionary is indispensable for delineating the scope of the ele-

ment, ensuring traceability of costs to specific system/pro- system has been tested against its requirements. It includes
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Figure 1. An electronic system WBS.
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efforts to obtain and validate engineering data on the perfor- engineering requirements as well as into their associated
costs. The WBS can facilitate comparison of alternative archi-mance of the system such as data reduction and reporting.

In Fig. 1, PMP is further delineated into its subordinate tectures, allocation of system functions to specific compo-
nents, and design tradeoffs of configuration items by provid-level-three cost elements of hardware, software, and integra-

tion. Further levels of indentation can be defined to identify ing the cost consequences of these choices.
Most important to a cost analyst, a detailed WBS can helpindividual cost elements of a system’s hardware and software,

as illustrated by level four of the hierarchy. Level-four cost identify and isolate the system cost drivers, and items of sub-
stantial technical risk and cost uncertainty, for the attentionelements are often the configuration items of the system. A

configuration item is an aggregation of hardware (e.g., a sin- of the system designers. Simple aggregations or additional de-
tailed elements can be built into the WBS to highlight costsgle electronics box, circuit card, or custom microchip) or soft-

ware (e.g., a custom-developed software program) that satis- of system components that, for example,
fies a particular end-use function of the system.

While Fig. 1 presents a basic framework, a WBS is tailored • Will require significant development or production re-
sources to meet a driving performance requirementto the system under consideration. If constructed properly,

with consistent definition of the efforts represented at each • Will have high materials or labor costs due to immatu-
level, it is infinitely expandable to represent a complex sys- rity of the manufacturing technology, or
tem, and moldable as its definition evolves. For example, level • Will simply require large procurement quantities
two may be used to further identify major system components
or subsystems. In the example of the air traffic control radar A properly tailored WBS is used most effectively by a cost
system, these may include an antenna subsystem, signal pro- analyst working with engineers to feed back information
cessing subsystem, and radar data correlator subsystem. Lev- about high-cost or high-risk components to the design process,
els three and beyond then address the cost elements specific and to explore tradeoffs of design or performance.
to the individual subsystems and are repeated for each sub-
system. The hierarchy of cost elements should unambiguously

COST ESTIMATING AND ANALYSISrepresent the system configuration to be estimated and must
reflect the intended integration at component, subsystem, and

Cost estimating and analysis is the synthesis of information,system levels. Such a subsystem breakout (or any further in-
methods, and skills into a process for forecasting the cost of adenture breakout of system components or activities) is useful
product or activity. The process generally entails the follow-to examine cost impacts of alternative architectures or to seg-
ing steps:regate and track costs that are the responsibility of different

contractors or organizations.
• Developing and outlining a definition of the product orDepending on the analysis, a WBS may encompass one or

activity to be estimatedmore phases of the life cycle—system development, produc-
tion, deployment, operations and support, and disposal. A ge- • Defining the technical, program, and schedule assump-
neric WBS for the full life cycle of an electronic system is tions for which the estimated cost will be valid
shown in Fig. 2. Here, level one identifies the system as be- • Defining the scope of the analysis
fore, but level two aggregates costs by life cycle phase. Level

• Collecting, studying, and organizing data
three is then used to identify the major cost elements of the

• Selecting and applying analysis tools or methodsphase.
• Examining the sensitivity of the results to the environ-The level that identifies the configuration items (typically

mentan electronics box for an electronics system) can be expanded
• Adjusting the results for specific economic or technicalto show the detailed hierarchy of subcomponents, reflect the

factorsrequired levels of integration to the next higher assembly,
identify nonrecurring versus recurring costs, and provide in- • Assessing the uncertainty of the results
sight to materials versus labor costs. This expansion is typi- • Presenting the analysis in ways that can be used effec-
cally used to provide insight into design and manufacturing tively
costs and for examination of trades of technology, design ap-

• Documenting the results of the analysis
proach, and manufacturing method. Figure 3 presents possi-
ble expansions of the cost element ‘‘configuration item 1’’ from

Contents of an Analysis
Fig. 2, first for the development phase and then for the pro-
duction phase, where costs are recurring with production System and Program Description. A system and program de-

scription provides the ‘‘why, what, when, where, and how’’quantity.
The extent of WBS tailoring and expansion of levels to rep- that become the basis for the cost analysis. A system descrip-

tion, noting its purpose and relation to other systems, pro-resent the details of a system design depends on the purpose
of the cost analysis. The detail of the WBS should also be vides the ‘‘why’’ and ‘‘what,’’ and guides the creation and re-

view of the cost analysis. A functional block diagram is oftenconsistent with the planned estimating methods, level of tech-
nical and activity definition, and data availability to support created by system engineers as the first depiction of the re-

quired system functionality and its interrelationships, boththe cost analysis. Developed as part of the system engineering
process and used to organize the cost analysis, a highly de- internally and with external systems. From this, a strawman

design is developed to allocate and translate the functionaltailed structure can provide insight into the system require-
ments allocation into hardware configuration items, computer requirements to the specific hardware and software configu-

ration items whose cost is to be estimated. The system de-software configuration items, test requirements, and system



382 COST ANALYSIS

1.3.2.14 Supply
1.3.2.1.15 Personnel
1.3.2.1.16 Supply Facilities
1.3.2.1.17 Spares, Spare Parts
1.3.2.1.18 Repair Material, Replacement

Tooling
1.3.2.1.19 Inventory Administration
1.3.2.1.20 Packaging and Transportation

Level 2 1.4 Disposal
Level 3 1.4.1 Dismantling/Decommissioning

1.4.2 Hazardous Waste Disposal
1.4.3 Site Restoration

Figure 2. (Continued)

scription should also note key physical (size, weight), opera-
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range, system availability) characteristics as well as require-
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Figure 2. An illustrative electronic system life cycle WBS.
Figure 3. Electronics system configuration item WBS expansion.
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characteristics will impact the cost and also may impact the baseline parameters and applying the same methodologies to
selection of cost methodology for the analysis. calculate the cost change. At a high level, these are instru-

A program description provides the ‘‘when, where, and mental in quantifying the overall uncertainty of the system
how’’ of the activities. A detailed program schedule lays out cost estimate so that one can plan for adequate funds to cover
all the milestones covered by the analysis and shows the criti- contingencies. At a detailed level, what-if analyses can show
cal path for identifying schedule risks. For the design/devel- the cost consequence of alternatives, (e.g., changes in require-
opment phase, the schedule notes key design reviews, assem- ments, design approach, use of different technologies or alter-
bly of prototypes or engineering models, integration and test nate contract strategies). One caution is that what-if analyses
dates, and dates for key deliverables. For production, the should be conducted on an LCC basis. Changes may only shift
schedule shows the establishment of the manufacturing line, the burden of cost to a different phase, (e.g., reducing the re-
purchase of long-lead materials, first and subsequent product quired reliability may save manufacturing cost but increase
deliveries, achievement of target rate production, system in- support costs).
stallation, and attainment of initial and final operational ca-
pability. A program description provides other programmatic

Cost Uncertainty Analysis. An estimate of the cost of a fu-information that may include quantities (prototypes, test
ture system is affected by uncertainty. Uncertainty is prev-units, production units, spares), contractor identification, con-
alent in many areas of a system, particularly in its earlytractor relationships (e.g., prime/subcontractor), the acquisi-
development phase. These areas include the system’s require-tion strategy (competition, sole-source), contract type, and the
ments, as well as its technical definition and cost estimationgeographic location where the activities will be performed.
approach. Identifying the uncertainties present in the system
and measuring their impacts on its predicted cost and sched-Ground Rules and Assumptions. Often the elements of the
ule is known as cost uncertainty analysis. Its prime purposesystem or program description are uncertain, yet they need to
is to bring a system’s cost-risk drivers into clear view. Thisbe specified to provide a basis for the cost estimate. Ground
enables decision-makers to identify, execute, and monitor riskrules and assumptions are established to highlight and docu-
reduction actions from an informed understanding of poten-ment those aspects of the analysis framework that will have
tial cost consequences and benefits.significant impact if they are changed. Ground rules are state-

In this discussion, we distinguish between the terms riskments about the form and content of the estimate (e.g., costs
and uncertainty. Risk is the chance of loss or injury. In a situ-include a competitive development by two contractors up
ation that includes favorable and unfavorable events, risk isthrough system test, and are stated in 1998 dollars). Ground
the probability an unfavorable event will occur. Uncertaintyrules also establish the scope of the estimate, distinguishing
is the indefiniteness about the outcome of a situation. We an-specifically between costs that are included and those ex-
alyze uncertainty for the purpose of measuring risk. In engi-cluded from the analysis. For example, an estimate may not
neering applications, the analysis might focus on measuringaddress support costs after delivery to a customer, or it may
the risk of failing to achieve the performance objectives of annot include the costs of establishing new production facilities.
electronic device, overrunning the budgeted design cost, or de-Assumptions are suppositions about what will happen at
livering the device too late to meet user needs.some future time. Assumptions can be established globally for

Uncertainties are present (to varying degrees) across thethe system or program (e.g., laser technology that meets the
life cycle of a system. In the early phases, a system’s require-requirement will be available before the start of system devel-
ments (e.g., its performance specifications) may be ambigu-opment, contractor A will be the system designer, all software
ous. Furthermore, aspects of the system’s technical definitionwill be written in C��) or they can be established for the spe-
(e.g., the number of microchips to manufacture, or the amountcific cost elements (e.g., a VLSI chip will be used to implement
of software to develop) may not be well understood. In addi-the function, five test units will be needed for performance
tion, there is uncertainty in the models, methods, and factorsevaluation, a software development lab will be established).
(e.g., prices, labor rates, productivities) used to predict theAssumptions change throughout the estimating process; thus,
system’s cost. For these reasons, a system’s predicted costcareful recording and tracing of assumptions and their
should be accompanied by a range of possible costs. One waychanges to cost estimate versions is necessary. Assumptions
to develop this range is through the use of statistical methods.may represent significant cost drivers for a system.
How this is done is discussed later in this section.

Methodology. Once the system and the program descrip-
tion and the WBS are established, techniques for the analysis Methodologies
are selected. Basic cost estimating methods include paramet-

Cost methodologies are selected depending on the requiredric, analogy, bottom-up, engineering assessment, and vendor
level of estimate detail, the level of technical definition ofquote. A primary methodology (for estimate generation) and
what is estimated, the availability of data, and the analysissecondary methodology (for estimate verification) are chosen.
resources (time and labor). A high-level system cost estimateFurther discussion of the selection and application of specific
can be derived by analogy, based on a simple evaluation thatestimating methodologies appear later in this section.
the system under consideration is like another completed sys-
tem in certain performance respects or for certain significantWhat-If Analysis. Once a baseline estimate is created for
cost elements. Adjustments for technology, design, or com-a given system description and set of assumptions, what-if
plexity differences may be based on engineering assessment.analyses are employed to determine the sensitivity of the re-
Where detailed insight into the costs of configuration items issulting cost to changes in the technical definition or the as-

sumptions. This process entails changing one or more of the required (to determine where alternative designs or technolo-
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Table 1. Cost Estimating Methodology Matrix

Parametric Factor Catalog Vendor Quote Tailored Staff Loading Engineering
Contract WBS Itema Modelb Estimate Price or Proposal Analogy CER Estimate Assessment

PME x
COTS Hardware x x x
Developed Hardware x x x x x x
COTS Software x x x
Developed Software x x x x x x

System Test x x x x x x x
Peculiar Support Equipment x x x x x
Training x x x x x x
Initial Spares x x x x
System Engineering x x x x x x x
Program Management x x x x x x x
Data x x x x x x x
Common Support Equipment x x x x x
Operational Site Activation x x x x x x

a The first level WBS elements shown correspond to typical level two elements identified for electronic systems.
b Some parametric models estimate a total development cost that includes most WBS elements.

gies may prove less costly) parametric models or detailed bot- Developing a cost estimate of a future system is benefited
by an understanding of historical costs of similar systems.tom up or grassroots estimates are more appropriate.

Estimating methods are generally selected and applied Historical costs are not guaranteed to be the best predictors
of future costs; rather, they provide points of departure fromuniquely for individual cost elements of the WBS, or group-

ings of cost elements. In any estimate, a variety of methods which to judge the reasonableness of a future system’s esti-
mated cost. Historical cost data provide analogies to the pastwill be used to cost the elements. Certain methodologies are

often better suited and more easily applied to specific cost and a rationale to argue for adjustments that reflect the pres-
ent or future state of knowledge.elements. Table 1 provides a matrix of cost methodologies typ-

ically applied to specific cost elements. Historical work units (e.g., staff-hours) are the best form
of data to acquire. These data are not perturbed by the kindsSelecting an estimating methodology requires analysis of

each cost element to determine the depth of its technical of economic influences (e.g., inflation) that affect dollars. With
historical work units, the consideration is what set of tasksdefinition, its relationship to the technology state of the art,

and the availability of technical and actual cost data for anal- (or activities) are accounted for in the work units. This is
sometimes referred to as work content. For instance, contrac-ogous items. A program early in development that has not

been defined in detail may employ parametric methods or tor A may define software development staff-hours as equal to
the total effort from preliminary design to system integrationanalogy to estimate the majority of its content. A higher level

of technical specification permits the application of paramet- testing. Contractor B might define the same effort to include
all the staff-hours expended in requirements analysis, whichric models, the development of tailored analogies, or the

buildup of detailed engineering assessments. To-be-developed precedes preliminary design. Thus, the work content captured
in the historical data must be well understood so the data canitems that are at or close to the present state of the art may

be estimated by parametric model, analogy, or cost estimating be adjusted for consistency.
The situation is trickier with historical dollars. In thisrelationship (CER). With significant data on analogous sys-

tems, tailored CERs can be developed using statistical regres- case, the consideration is not only the work content of the
dollars but also the economic and cost accounting influencession techniques. This ties the cost estimate to a set of specific

supporting cost and technical data, establishing a higher level that affect dollars. Given this, historical cost data must be
normalized for both considerations before any inferences canof confidence in the overall estimate.

A program entering production may rely on actual recur- be drawn from the information. Normalization, in this sense,
typically includes the removal of inflation to bring the dollarsring costs incurred in the manufacture of development articles

to estimate production costs. For items that are available cur- into a common base year. It might also include removing or
adjusting cost accounting effects such as a company’s over-rently, catalog prices or vendor quotes are used mostly. Grass-

roots estimates of manufacturing materials and labor based head structure or profit margins.
Normalization is an essential aspect of researching, collect-on parts lists and detailed assembly drawings are employed

most often in the electronics industry. ing, and preparing historical cost data for any type of analysis
or inference. When historical cost is suitably normalized, the
result is data that have an understood and near-common eco-Historical Cost Data. Historical cost data are collected to
nomic basis.develop a cost database to derive cost (or schedule) estimating

relationships, study trends in the cost of technology, or evalu-
ate the cost-effectiveness of business processes. Regardless of Parametric Models. A parametric estimate derives costs as

a function of the parameters that characterize the system be-its purpose, the research and use of historical cost data re-
quires special attention. ing estimated. In theory, any WBS element can be estimated
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using a parametric approach. For example, hardware costs problems can arise if a significant amount of microchip devel-
opment is needed during system development.can be estimated as a function of weight or by using a factor

The initial development costs for nonrecurring design engi-for dollars per effective isotropic radiated power (EIRP), soft-
neering and chip prototype fabrication should be estimatedware costs as dollars per line of code, or data costs as a func-
as part of nonrecurring PMP development. ASIC chip unittion of the total estimated pages of data required (dollars per
production costs are estimated based on lot quantity, waferpage). Parametric estimates are frequently used to estimate
size, and yield. These are estimated separately from otherhardware costs. Most software cost models are parametric;
electronics and added to the recurring hardware cost. Severalthey generally estimate effort as a function of lines of code
methods are available for estimating ASIC chip design nonre-and cost-driver attributes that adjust the effort estimate for
curring engineering, prototype fabrication, and productionspecific development and maintenance characteristics.
unit costs. These include parametric models, lookup tablesParametric models can be calibrated, or modified, to more
based on cost experience or contractor data, analogy to simi-closely fit actual data. Some of the automated models have a
lar chips, and general industry cost planning factors. PRICE-calibration routine; the analyst enters not only system param-
M, a parametric microelectronics cost model, can be used foreters, but also actual costs, and the model will compute com-
chip costing, but should be calibrated for the type of chipsplexity factors to be used for estimating the cost of similar
being considered. These costing techniques are applicable tosystems.
VLSI and MMIC chips. Questions often arise over the costSelection and use of a parametric model requires an
savings achievable through the use of monolithic integratedawareness of its limitations, the nature of the data in the da-
circuits versus packaged discrete components. Breakeventabase, and the validity ranges of the input parameters, de-
analysis is useful for determining the minimum productiontermined from the database.
quantity for such a comparison.Hardware Models. Several models have broad use in gov-

ernment and industry. These include Lockheed Martin’s
Analogy. The use of analogy as a cost-estimating methodol-Parametric Review of Information for Costing and Evalua-

ogy, sometimes referred to as comparative cost estimating, istion-Hardware (PRICE-H), Galorath Associates’ System Eval-
based on the premise that if two systems are alike in someuation and Estimation of Resources-Hardware (SEER-H), and
respects, their costs should be similar. Cost estimating bythe US Air Force’s Unmanned Space Vehicle Cost Model, Sev-
analogy combines available system, program, or product de-enth Edition (USCM7). The PRICE-H model estimates prime
scriptions, and applicable historical cost data in a logicalmission hardware costs, as well as total system development
manner to highlight similarities and differences. Analogiesand production costs. For an electronics item, the primary in-
can be used in preparing development, production, and opera-put is the weight of active electronics, which is then adjusted
tions and support cost estimates, and can be applied at manyby complexity factors. The model is proprietary with limited
different levels of the WBS. A gross analogy of total systemvisibility into its equations and databases. SEER-H is similar
or program cost to that of some comparable program is oftento PRICE-H but employs knowledge bases to build up esti-
made for sensibility checks. More detailed analogies for indi-

mates. USCM7 also estimates satellite hardware nonrecur- vidual hardware items or engineering tasks are often devel-
ring and recurring costs parametrically. The equations for the oped as the primary cost methodology.
model and database information are provided in the model’s Analogies can take many forms. They can compare cost to
documentation. cost, labor hours to labor hours, dollars per line of code (LOC)

Software Models. The software cost element usually in- to dollars per LOC, labor hours per month to labor hours per
cludes software design, programming, informal and formal month. The analogy process consists of estimating a new item
testing, documentation, software development management, cost as a function of a known item cost and of relative differ-
quality assurance, independent validation and verification, ences between them. The comparison and extrapolation pro-
and configuration management of individual computer soft- cesses are critical. This method requires that the analyst ob-
ware configuration items (CSCI). Firmware may or may not tain a description of the new system, program, or product and
be included in this WBS element. However, firmware is al- assess the relative differences of the known item as compared
ways either part of hardware (hardware-intensive firmware) to the item to be estimated. Technical specialists familiar
or software (software-intensive firmware) PMP. with both systems make necessary comparisons and develop

There are several commercially available models that pro- quantitative factors and adjustments that characterize the
vide a general framework for estimating effort, cost, and systems’ differences in technology, complexity performance,
schedule for new developments or enhancements to existing function, and physical attributes. This process requires collec-
software. All require estimates of lines of code or function tion of both technical and cost data at consistent levels. An
points. Product attributes and development environment at- analogy should only be made at the level dictated by the level
tributes, such as personnel skill and experience and number of system/product definition (both new and old), the available
of development sites, are also generally required. Some of analog data, and the understanding of differences between
these tools also estimate size and life cycle cost. Versions of the old and new systems by the technical experts.
the PRICE and SEER models have the capability to estimate Analogy as a cost-estimating methodology is best used
software cost. when the new system/product consists of modified or im-

Microcircuitry Cost Analysis. Microcircuits are becoming the proved versions of existing components. However, it is also
pervasive building blocks of electronic functionality in elec- used successfully in other estimating tasks, provided the ana-
tronic systems. It is essential for cost analysts to understand lyst uses the most recent and applicable historical data and
the major cost issues of application-specific integrated circuits follows sound logic in extrapolating from historical cost data

to future activities. In general, the smaller the extrapolation(ASIC) and off-the-shelf microchips. Also, serious schedule
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gap in terms of time, technology, and scope of activity, the time is then adjusted by allowances for personal, fatigue, and
delay time, performance (e.g., variance from standard, re-higher the confidence in the analogy estimate.
work, engineering change), and realization (i.e., adjustment
for a quantity that is different from that on which the stan-Bottom-Up. Bottom-up estimating is the process of estimat-

ing system or item costs from basic material and labor esti- dard is based). Labor, overhead and burden rates are applied
to the resulting time estimates for each labor category.mates. Bottom-up estimating is sometimes called grassroots

estimating, or detailed estimating (engineering or manufac-
turing). Compared to other estimating methodologies, bottom- Engineering Assessment. Engineering assessments are used

when there are insufficient data or technical definition to useup estimating methods generally require more detailed defi-
nition of the item during the estimating process, and there other methodologies such as analogy, bottom-up, or catalog

pricing. Here, experts knowledgeable in the technology orare more data on which to base the estimate. For engineering
and some indirect manufacturing labor, activities are defined functional specialty and often having experience with similar

systems provide their judgment as to the effort required toin a detailed task statement of work, and the hours of labor
required for each task are assessed by specific labor category complete a task. The more detailed the task description, the

better the understanding of the effort required and the abilityand skill level. The assessment is made using historical data
collected from real experience (e.g., design hours per circuit to modify the estimate if the task changes. This estimating

technique is frequently used when the technology is at state-or hours per drawing) or by a quantitative analysis of the
required time for an activity (e.g., hours per cycle of an envi- of-the-art limits and other sources of hardware estimates are

not available.ronmental test). Labor rates specific to those labor categories
(e.g., $X per hour for a level 5 electrical engineer), are applied Staff-loading estimates, based on engineering assessments

of staffing needs over an activity’s schedule, are a specific ap-to the labor estimates to determine the direct labor cost.
Overhead and burden rates (percentages of the direct labor plication. For example, it may be assessed that the design of

a set of circuit cards may require four engineers full-time forcost) specific to the contractor or business/cost center are
multiplied by the direct labor cost and added to derive a fully a period of three months. (Separate estimates of materials or

other direct charges needed for the activity must be made.) Aburdened or wrapped labor cost. Burden includes certain
overhead, material, or product handling, business, and ad- detailed description of the task and estimate of its duration

forms the basis for the judgment as to the number and levelministrative costs and allocation of capital resources that are
determined by a contractor’s accounting structure, current of staff required. A staff-loading projection can also follow a

distribution (e.g., uniform, beta) depending on how the workbusiness base, facility requirements, and current indirect
costs. Burden also includes a contractor’s fee or profit. is expected to be distributed within the schedule. Efforts for

system engineering or project management often follow a dis-Bottom-up estimates are most often and easily prepared
for items in production, where future production costs are tribution related to the project milestones, and these distribu-

tions are replicated and thus predictable for similar projects.based on detailed and recent cost history. They are used ex-
tensively in electronics manufacturing to estimate new jobs A staff-loading estimate can also be a refinement of an anal-

ogy estimate.and monitor manufacturing performance, as well as to pre-
pare labor forecasts, profit and loss statements, and budgets.
A detailed materials list enumerating the quantity of compo- Catalog Pricing and Vendor Quotes. Catalog prices are pre-

ferred for determining the cost of equipment that can benents needed, by part number, for each assembly becomes the
basis for generating both the material and labor cost esti- clearly specified by manufacturer, type, model, or nomencla-

ture. The costs are traceable and there is little ambiguitymates. Such a materials list can be developed from a sche-
matic, or (less accurately) by analogy to a similar item. Unit about product requirements. Such equipment is commercially

available and requires no additional engineering or manufac-prices of the components (e.g., integrated circuits, resistors,
wire assembly, chassis) are obtained from vendor catalogs or turing effort to deliver its specified performance. Equipment

and software catalogs often provide extensive breakdown ofhistorical data. These unit prices are adjusted for quantity
discount (i.e., the stated unit price is based on a specific quan- pricing to facilitate selection of performance options, accessor-

ies, warranties, maintenance agreements, or vendor support.tity that is different from the actual quantity to be purchased)
and then extended by the quantity to derive a total materials Unit pricing as well as pricing at quantity discount break

points is provided.cost for the unit. The total materials cost is adjusted for losses
(assembly allowance, inferior part quality, and obsolescence/ Vendor quotes can be obtained for nonrecurring or recur-

ring efforts (design, product modification, fabrication, test) ormaterial substitution) normally involved in the manufactur-
ing process. for procurement of quantities of specified items. Vendor esti-

mates are subject to the uncertainty of the vendor’s interpre-Direct manufacturing labor is estimated by specific labor
category and manufacturing function (e.g., component prepa- tation of the work for which the quote is requested, and also

the vendor’s motivation for providing the quote.ration, placement, soldering, inspection and test for an elec-
tronic circuit board). Direct manufacturing labor is often esti-
mated using labor time standards and allowances, developed Operations and Support Cost Analysis. Operations and sup-

port (O&S) costs include all costs related to the operation andfrom time/motion studies specific to the component being
acted upon. The standards may be industry standards or upkeep of the system. They include the cost of operating and

maintenance personnel, the cost of power to operate the sys-standards developed for a particular manufacturing facility,
technology and experience. Standard hours per component for tem, the recurring facilities cost, transportation, repair mate-

rials, support equipment, recurring maintenance training,assembly, inspection, and test functions are applied to the
numbers of components to estimate standard time. Standard and spares. A work breakdown structure for O&S costs is gen-
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ability of alternative system solutions, it is necessary to cap-
ture their full LCC.

The LCC model is a mathematical representation of the
system’s design, operation, and logistics support structure.
Life cycle cost models serve many purposes. These include
support to choosing among design alternatives and developing
cost-effective logistics support strategies. Typical tradeoffs
that require an LCC model to properly evaluate are:

• New versus older technology
• COTS equipment versus military standard developments
• Contractor versus organic government maintenance
• Lease versus buy
• Site repair versus factory repair
• System modernization versus replacement

A system’s LCC is affected by many parameters including the
equipment’s design, reliability, and maintainability charac-
teristics; the specific maintenance concept; and the deploy-
ment environment. These parameters are captured in the
LCC model’s cost elements, as illustrated in Table 3. In a de-
tailed LCC model, operations and support costs are generally
computed in a bottom-up fashion based on individual equip-
ment characteristics at either the line replaceable unit (LRU)
or shop replaceable unit (SRU) level. For instance, the con-
demnation spares cost, denoted by CSC, is the total cost to

Table 2. Illustrative Operations and Support Work
Breakdown Structure

Operations

1 Electrical Power (e.g., battery, generator, commercial)
2 Materials (e.g., fuel, paper, computer supplies)
3 Operator Personnel (e.g., pay, allowances, replacement training)
4 Operational Facilities Maintenance
5 Leaseholds (e.g., land, equipment, communications circuits)
6 Software Maintenance (e.g., enhancements and corrections to

operational software)
7 Other Costs (e.g., utilities for ops facilities, transportation of

equipment)

Support

1 Maintenance
a. Personnel (e.g., organizational, intermediate, depot

maintenance)
b. Maintenance Facilities
c. Support Equipment Maintenance
d. Contractor Maintenance Services

2
a. Personnel
b. Supply Facilities
c. Spare Parts
d. Repair Material, Replacement Tooling
e. Inventory Administration
f. Packaging and Transportation

replace failed LRUs (and component SRUs) that will be con-

erally tailored to the program to reflect a system’s deploy-
ment, operations, and logistics support structure. The work
breakdown structure should include all elements of person-
nel, materials, facilities, and other direct and indirect costs
required to operate, maintain, and support the system during
the operational phase. A sample O&S WBS is given in Table
2. Besides the costs of personnel and parts consumed in main-
tenance of the equipment, O&S includes the costs of main-
taining the necessary supply system for parts, equipment,
and maintenance information.

Operations and support costs are not typically included in
a development and production cost estimate, unless that esti-
mate includes interim contractor support, the operation of a
development facility, or O&S of early development models in
the field. However, O&S is frequently a major consideration
in design decisions. In addition, most programs require a life
cycle cost (LCC) estimate to pass major review points. Pro-
grams also make maintenance supportability decisions during
the acquisition phase, and those decisions should be based on
O&S cost criteria.

Life Cycle Cost Models. Historically, the operations and
support costs of electronic systems have often been signifi-
cantly higher than their development and production costs.
A system that is affordable relative to its development and
production may have onerous O&S costs. This situation typi-
cally occurs in evaluating the use of new versus older technol-
ogy. New technology may require higher initial acquisition
costs, but then provide much higher reliability and reduced
operations costs. Older technology often is cheaper to acquire,
since it has benefited from an extended production learning
curve, but may impose frequent maintenance and high
staffing costs. Thus to better understand the relative afford-

Table 3. LCC Model Cost Elements

Development

1 Hardware Design Engineering
2 Software Design Engineering
3 Hardware Prototyping
4 Development Support (e.g., Systems Engineering, Program

Management)

Production

1 Prime Mission Product
2 Production Setup and Installation
3 Production Support (e.g., Systems Engineering, Program

Management)

Initial Logistics Support

1 Base Initial Spares
2 Depot Initial Spares
3 Initial Technical Documentation
4 Test Program Set Software
5 Initial Training
6 Initial Depot Support Equipment
7 Initial Base Support Equipment

Recurring Logistics Support

1 Condemnation Spares
2 Repair Labor
3 Repair Materials
4 Technical Documentation Update
5 Recurring Training
6 Support Equipment Maintenance
7 Stock Fund Surcharges
8 Software Maintenance
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demned at the site or factory-level over the life of the system.
This cost can be computed for each LRU of type I by (2)

CSC(I)

= FAIL(I)∗PIUP∗
�

UC(I)∗LCOND(I)+
UCSRU(I)∗(1 − LCOND(I))∗SCOND(I)

�

(1)

where

FAIL(I) is the estimated number of yearly failures of
LRUs of type I for the total system, computed
by FAIL(I) � NLRUS(I)*YOH/MTBF(I)

fTa
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t
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NLRUS(I) is the number of LRUs of type I deployed in
Figure 5. Beta distribution of an activity duration.the total system

YOH is the yearly operating hours for all system
equipment

activities. For example, in Fig. 4, task f has immediate prede-MTBF(I) is the mean time between failure for LRUs of
cessor activities d and e. The nodes (shown by the circles)type I
represent discrete events (e.g., interim milestones) that resultPIUP is the operational system lifetime in years
when one or more activities are completed. The sequence ofUC(I) is the average cost for LRUs of type I
activities that yields the longest path through the network isLCOND(I) is the proportion of failures of LRUs of type I
called the critical path. Any increase (or delay) in startingthat are condemned on failure
these activities lengthens the overall project schedule. AllUCSRU(I) is the average cost of an SRU within an LRU
other paths through the network have durations less than theof type I
duration of the critical path. Thus, activities along the criticalSCOND(I) is the proportion of failed SRUs within an
path have no slack associated with their start times.LRU of type I that are condemned on failure

Classical approaches for constructing a network-based
schedule are the Program Evaluation and Review TechniqueSchedule Estimating. In a general sense, cost is a function
(PERT) (3) and the Critical Path Method (CPM) (4). Modernof schedule. The cost of a labor-driven activity may be esti-
methods have origins to both approaches. CPM uses deter-mated by assessing the number of staff required over the
ministic estimates of activity durations. Each activity pro-scheduled duration of the activity; also, the cost of an elec-
ceeds to its successor activity with certainty (i.e., with proba-tronic component (or device) will vary according to the time
bility equal to unity). Under CPM, each activity duration isit’s developed (or procured). Program schedule is the usual
estimated by a fixed value.departure point for estimating program cost. Cost analysts

The United States Navy developed PERT nearly coincidentneed to understand a program’s schedule and its implications
to the development of CPM. Although PERT is very similarfrom a cost risk perspective. Cost risks are often linked di-
to CPM, its primary distinction is representing each activityrectly to a program’s planned (or mandated) duration.
duration by a range of values instead of by a fixed value. TheAt the planning stage of a program, schedule may be de-
range is defined by three points. These reflect an optimisticrived using analogy-based approaches, engineering judgment,
time to required for the activity, a most probable time tm re-or a combination of the two. If a detailed schedule is required,
quired for the activity, and a pessimistic time tp required foranalogy-based approaches may be augmented by the use of a
the activity. PERT uses these values to specify a beta proba-schedule model. Schedule models typically require developing
bility distribution (1) of the activity’s overall time duration.a network of activities, determining their precedence relation-
This is illustrated in Fig. 5, where Ta is the overall time dura-ships, and estimating the time required for each activity. An
tion of activity a in a network.example of a schedule network is shown in Fig. 4.

For each activity in the network, PERT computes the meanIn Fig. 4, the activities are shown by the lettered lines
� and variance 	2 of its duration. Formulas for approximating(also referred to as arcs). An activity is a task, or a set of
� and 	2 are shown in Fig. 5. The mean duration of the projecttasks that consumes resources and requires time to complete.
is the sum of all the mean durations of all activities on theThe lines are also used to indicate a precedence ordering of
critical path. The variance of the project is the sum of the
variances of the durations of all the activities on the critical
path, assuming the activity durations are independent. Given
this, the probability distribution of the project’s overall dura-
tion will be approximately normal, in accordance with the
central limit theorem (1).

PERT/CPM networks were developed in the late 1950s.
Since then, techniques for using networks as a tool for sched-
ule estimating have advanced considerably. Advanced net-
work techniques such as Graphical Evaluation and Review

Start

End
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31
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c
g

f
e

d

b

Assume the lines connecting the nodes reflect a left-to-right
precedence ordering of activities a, b, c, d, e, f, and g.

Technique (GERT) (5) and SLAM II (6) provide enormous
modeling flexibility. This includes the ability to build stochas-Figure 4. Example schedule network topology.
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tic networks where activity branching between nodes is prob- each possible event. There are two ways to present a probabil-
ity distribution. It can be shown as a probability density or asabilistic instead of deterministic, where feedback looping to

an earlier event (e.g., because of rework) is permitted, and a cumulative probability distribution. Figure 6 illustrates this
from a cost perspective. The range of possible values for Cost,where the entire network can be simulated to reflect alterna-

tive scenarios. in Fig. 6, is given by the interval a � x � b. The probability
that Cost will not exceed a value x � c is given by �c. In Fig.One of the drawbacks to network-based schedule estima-

tion is its reliance on a well-understood and well-described set 6(a), this probability is the area under f (x) between x � a and
x � c. In Fig. 6(b), this probability is F(c).of activities. For many programs, particularly in their early

conceptual phases, this information is not well known or not In real-world engineering projects, it is often necessary to
define and work with subjective probabilities. Subjectiveavailable. In this case, a network-based schedule model is not

possible. An alternative to network-based schedule models is probabilities are those assigned to events on the basis of per-
sonal judgment. They are measures of a person’s degree ofthe parametric model, which is discussed briefly in the follow-

ing section. belief that an event will occur. Subjective probabilities are
usually associated with one-time, nonrepeatable, events—Parametric Models for Schedule Estimating. In many in-

stances, program schedule is estimated from a parametric those whose probabilities cannot be objectively determined
from a population of outcomes developed by repeated trials ormodel. Parametric models are usually regression equations

developed from a statistical analysis of historical data. Equa- experimentation. Subjective probabilities must be consistent
with the axioms of probability (1). For instance, if a microelec-tion (2) illustrates a parametric model for a software develop-

ment schedule (7). tronics engineer assigns a probability of 0.70 to the event ‘‘the
number of gates for the new processor chip will not exceed
12,000,’’ then it must follow that the chip will exceed 12,000Sched = 5.9(91 + 0.66I1.52)0.25ε (2)
gates with probability 0.30. Subjective probabilities are condi-

In the expression above, the independent variable is the num- tional on the state of the person’s knowledge, which changes
ber of delivered source instructions I (expressed in thou- with time.
sands); the regression error of the model is given by �. The Instead of assigning a single subjective probability to an
output variable is Sched, which is the number of develop- event, subject experts often find it easier to describe a distri-
ment months. bution of probabilities by a mathematical function. Such a

In Eq. (2), a development schedule for software can be esti- function is called a subjective probability distribution. They
mated from just an assessment of its size I. Parametric mod- are common in cost uncertainty analysis and often look like
els are conducive to uncertainty analyses. An analysis could the function in Fig. 6(a). Because of their nature, subjective
be conducted where, in Eq. (2), the variable I takes on a range probability distributions can be thought of as ‘‘belief func-
of possible values instead of just a single value. From this, a tions.’’ Subjective probability distributions are governed by
probability distribution of schedule could be developed. This the same set of mathematical properties associated with prob-
would provide insight into the chance of not exceeding a par- ability distributions (1).
ticular schedule in the set of possible schedules for the activ- Probability distributions result when variables (e.g.,
ity or program. weight, power output, staff level) used to derive cost are al-

Although parametric models for schedule estimating re- lowed to assume values randomly within ranges of feasible
quire less information than network-based approaches, they values. For instance, the cost of a satellite might be derived
can have large errors associated with their predictions. These on the basis of a range of possible weights, with each weight
errors reflect how well the model fits the data upon which it allowed to occur randomly. This approach allows cost to be
was built. Lastly, analysts must pay close attention to the treated as a random variable. It is recognized that values for
scope of activities captured by a particular model. A schedule these variables (such as weight) are not typically known with
model must be sufficiently well documented to distinguish be- sufficient precision perfectly to predict cost, at a time in a
tween the activities that are in scope from those that are out program when such predictions are needed.
of scope. The Process. An overview of the cost uncertainty analysis

process is shown in Fig. 7. The variables X1, X2, X3, . . ., Xn

represent the costs of n WBS elements that comprise the sys-Cost Uncertainty Analysis. Mentioned earlier, the estimate
of a system’s cost can be significantly affected by uncertainty. tem. For instance, X1 might represent the cost of the system’s

prime mission hardware and software; X2 might represent theRecognizing this, any predicted cost should be accompanied
by a range of other possible costs. Statistical methods are rec- cost of the system’s systems engineering and program man-

agement; X3 might represent the cost of the system’s test andommended for determining this range. Statistical methods
provide several advantages. First, a range of possible system evaluation. Discussed above, the values of these variables

typically cannot be predicted with certainty. Therefore, proba-costs can be produced that is a function of the cost ranges of
the components (or elements) that comprise the system; sec- bility distributions are developed for X1, X2, X3, . . ., Xn that

associate probabilities with their possible values. Such distri-ond, statistical methods support determining the probability
that a particular cost in the range of possible costs will not be butions are illustrated on the left side of Fig. 7. These distri-

butions are then summed to produce an overall probabilityexceeded; third, probability information can be directly associ-
ated to the amount of reserve dollars needed to remain within distribution of the system’s total cost. Such a distribution is

shown on the right side of Fig. 7.budget, or within a required threshold.
A traditional way to express a range of possible costs is by The input part of this process has many subjective aspects.

Probability distributions for X1, X2, X3, . . ., Xn are eithera probability distribution. Simply stated, a probability distri-
bution is a mathematical rule associating a probability � to specified directly (subjective) or they are generated from a
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Figure 6. Types of probability distribu-
tions.
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mathematical process. Direct specification relies on expert tion of total cost, illustrated in Fig. 7. However, at times there
are practical limitations with a purely analytical approach. Ajudgment to characterize a distribution’s shape. The probabil-

ity density is the usual way to make this characterization. system’s work breakdown structure can contain cost-estimat-
ing relationships too complex for strict analytical study. InThe specification of probability distributions for X1, X2, X3,

. . ., Xn is usually done around their point estimates. The such circumstances, the Monte Carlo method is frequently
used. This is an empirical method based on the concepts ofpoint estimate of a variable whose value is uncertain is a sin-

gle value for the variable in its range of possible values. From statistical sampling. The Monte Carlo method can be de-
scribed, in this context, as follows:a mathematical perspective, the point estimate is simply one

value among those that are feasible. In practice, a point esti-
• For each random variable defined in the system’s WBS,mate is developed by an analyst before an assessment of other

randomly select (sample) a value from its probability dis-possible values. It provides an anchor about which other pos-
tribution function.sible values are either directly assessed or directly generated.

Analysis Methods and Tools. Techniques for cost uncertainty • Once a set of feasible values for each random variable
analysis fall into two categories. These are analytical ap- has been established, combine these values according to
proaches and the Monte Carlo method. In practice, a combina- the cost estimation relationships specified across the
tion of these approaches is used. Analytical methods rely on WBS. This process produces a single value for total sys-
the axioms and theorems of probability theory to combine the tem cost.
probability distributions of X1, X2, X3, . . ., Xn into a distribu- • Repeat the above two steps k times (k � 10,000 random

samples are usually sufficient to meet the precision re-
quirements of most simulations, particularly for cost un-
certainty analysis). This produces k values with each
representing a possible (i.e., feasible) value for total sys-
tem cost.

• Develop a frequency distribution from these k values.
This distribution is the simulated (i.e., empirical) distri-
bution of total system cost.

With the development of powerful personal computers, a
number of software products are available for conducting
Monte Carlo simulations. Such products include @Risk (8),
Crystal Ball (9), and Analytica (9). The first two products op-
erate in conjunction with electronic spreadsheets. This is a
popular environment for conducting cost uncertainty analy-
ses, particularly since cost models are often developed in
spreadsheets. Analytica is not a spreadsheet application. It
uses influence diagramming techniques, a highly visual envi-
ronment, to define the cost model and its associated interrela-
tionships.

Uses of Cost Uncertainty Analysis in Program Planning. The
cumulative distribution function of a system’s total cost,
shown on the right in Fig. 7, is used to support budget recom-
mendations. The budgeted cost for the system should include
contingency (reserve) dollars. How much reserve is needed? If
the budget was chosen as the cost at the 50th percentile, then
chances are good this cost will be exceeded. Choosing a re-
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serve level around the 70th to 85th percentile is equivalent to
budgeting a cost that has only a 30% to 15% chance of beingFigure 7. Cost uncertainty analysis process.
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exceeded. A useful analysis exercise is showing the cost of Cost Improvement (Learning). Cost improvement has two
different sources. The first is the lowering of vendor pricesincreasing confidence. For example, it might be shown that

increasing the confidence from the 70th percentile to the 85th with increased quantities. This form of cost improvement is
sometimes called material performance and is priced by mate-percentile costs 2.5 times as much as increasing the confi-

dence from the 50th percentile to the 70th percentile. This rial break points for material or component purchases. The
second is the reduction of costs due to increased manufactur-provides the decision maker with a quick sense of the ‘‘up

side’’ cost risk in the system. ing volume. In the literature, this is called learning.
A learning curve, or cost improvement curve, is a relation-A budgeted (or recommended) cost taken as a value from a

cumulative distribution function should be compared to the ship between production cost and production volume. It indi-
cates that the cost to produce each additional unit is decreas-value that is the sum of the individual point estimate costs of

each WBS cost element. The difference is the contingency dol- ing, and the amount of the decrease is less with each
successive unit. The relationship between cost and volumelars needed for the program. In the early phases of a program,

contingency dollars often exceed acceptable levels. Bringing can be described by a power equation of the form shown be-
low. This formula is linear on a logarithmic grid. The relation-this insight to the decision maker is one of the most impor-

tant products of cost uncertainty analysis. It is often the cata- ship corresponds to a unit or cumulative average learning
curve according to whether y is the cost of the xth unit or thelyst behind a series of technical and managerial actions to

reduce risk and keep the program achievable and affordable. average cost of the first x units.
Benefits. Cost uncertainty analysis provides decision mak-

ers many benefits and important insights. These include: y = axb (3)

• Baselining Program Cost Risk. For a given system con- where
figuration, acquisition strategy, and cost-schedule esti-
mation approach, baseline probability distributions of a a is cost to produce the first unit
program’s cost can be developed. This distribution must x is number of units produced
be regularly updated as the program’s uncertainties y is predicted production cost of the xth unit (or average of
change across the life cycle. Generating this distribution first x units)
supports identifying and planning a program cost that
has a specified probability of not being exceeded. This
distribution also provides program managers an assess- b = log r

log 2
(4)

ment of the likelihood of achieving a budgeted (or recom-
mended) cost. r is learning rate expressed as a decimal.

• Estimating Reserves. A basis for estimating and justi-
fying contingency dollars as a function of the uncertain- Each time the total quantity of items produced doubles,
ties specific to a given system can be developed. Sensitiv- the cost per item (either unit cost or cumulative average cost,
ity analyses can be conducted to assess how contingency depending upon the curve selected) is reduced to a constant
dollars are affected by changes in specific program risks. percentage of the previous cost. For example, on a 90% unit
In addition, the relationship between the contingency curve, the cost of the fourth unit is 90% of the cost of the
dollars recommended for specified (or desired) levels of second unit. The usual interpretation of learning as employed
confidence can be examined. by electronics manufacturers or by industrial engineers refers

• Conducting Risk Mitigation Tradeoff Analyses. Cost to unit cost.
probability models can be developed to study the payoff The cost improvement described by learning curves in the
of implementing specific risk-mitigation activities (e.g., electronics industry is typically a result of one or more of the
rapid prototyping) on reducing contingency dollars. Fur- following:
thermore, families of distributions can be generated that
compare the cost and cost-risk impacts of alternative sys- • Workers’ increased ease and familiarity with tasks that
tem requirements, schedule uncertainties, and compet- results from the repetition of manufacturing operations
ing system configurations or acquisition strategies.

• Improvements in tool coordination, shop organization,
and engineering liaison

Adjustments to Estimates
• Development of more efficiently produced subassemblies

Inflation. Cost estimates are normally prepared in con- • Development of a more efficient parts-supply system
stant dollars to eliminate the effect of price level changes over

• Tooling improvement (e.g., correction of tooling errors,time. Inflation indices are used to adjust estimate elements
improved design, refined operation sequencing, normalto the same constant dollars and are also used to inflate con-
development of new technologies)stant dollar estimates to then-year dollars for budgeting pur-

• Product engineering improvements (e.g., clarification ofposes. Inflation indices published by the government, (e.g.,
drawings, correction of engineering errors, design simpli-the consumer and producer price indices), or indices devel-
fication)oped for particular labor classifications, materials, manufac-

tured products or industries can be applied. A company may • Industrial engineering improvements (e.g., time and mo-
tion study, development of manufacturing aids, methodsalso conduct its own analysis of historical price trends and

the sensitivity of its costs to general inflationary trends in the improvement, machine/factory layout improvement, opti-
mum sequences, systems, and procedures improvement)economy to determine a set of company-unique indices.
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Cost Estimate Presentations

Presentations should contain the same general information
as the documentation; however, briefings are usually initiated
to answer specific concerns, and therefore, the format will
vary significantly from one briefing to another. Summary in-
formation and main conclusions/recommendations should be
presented first. Then, details are provided to build confidence
in the estimation process and, in turn, in the estimate. Fi-
nally, a summary of the material presented should be pro-
vided along with any conclusions and recommendations.

If the briefing is describing a large estimate, sample data
should be included in detail, rather than presenting all data
at a summary level. Graphics and illustrations are encour-
aged when they will enable the listener to assimilate the in-
formation more efficiently. Cost data should be presented in
rounded figures.

RELATED TOPICS

Organizations and Certification

Table 4. Outline of Cost Analysis Document

Executive Summary: A high-level view of analysis summarizing
purpose, scope, and estimates of cost and schedule

System Description: Technical information in sufficient detail to
understand and evaluate the cost analysis

Acquisition Strategy: A description of the plan for how the system
will be acquired

Ground Rules and Assumptions: Aspects of the analysis framework
that will have significant impact if they are changed

Estimating Methodologies: An overview of the primary and
secondary methods for deriving the cost estimates

Cost Summary: More detailed summary of estimates than is
contained in Executive Summary

Detailed Cost Derivation: A complete description of the calculation
of the cost estimate in sufficient detail to allow replication

Uncertainty Analysis: A detailed description and quantification of
uncertainties in the system’s cost and schedule estimates

Conclusions and Recommendations: A summary of key insights
and important findings

The two professional organizations dedicated to cost analysis
are the Society of Cost Estimating and Analysis (SCEA), and
the International Society of Parametric Analysts (ISPA). Both

• Production control improvement (e.g., improved dis-
hold local and national conferences and training sessions.patching and shop loading, refinement of manufacturing/
ISPA holds overseas meetings. SCEA sponsors a professionalassembly scheduling, familiarity with routing and usage,
certification program. Upon passing a written examination,correction of erroneous paperwork)
an individual becomes a Certified Cost Estimator/Analyst. In

• Improvement in overall management
addition, the American Institute for Aeronautics and Astro-
nautics includes an Economics Technical Committee that en-Technology Advances. A widely recognized issue with using
compasses cost estimating and analysis. Other organizationshistorical databases as a basis for estimating cost is that they
such as the Military Operations Research Society include ses-do not reflect advances in technology. For example, one would
sions on cost analysis at their conferences.not use systems based on vacuum tube technology to estimate

the cost of a system based on microcircuitry. While the prob-
lem is clearly acknowledged, there is no single solution. Some ACKNOWLEDGMENTS
models use a factor. Others rely on trend curves that plot cost
per some key technical parameter against time. One example The material in the Section entitled ‘‘Cost Uncertainty Analy-
would be plotting price per processor speed of a computer over sis’’ was adapted in part from Chapter One, ‘‘Uncertainty and
time. Regardless of the method used, a clear understanding the Role of Probability in Cost Analysis,’’ from Paul R. Gar-
of what is changing is essential. vey, Probability Methods for Cost Uncertainty Analysis—A Sys-

tems Engineering Perspective, published by Marcel Dekker,New Ways of Doing Business. A trend toward exploring new
Inc., New York, New York, 1999. Permission to use materialways of doing business such as spiral development of a sys-
from this book is granted by the publisher. The authors grate-tem has presented the cost analyst with a challenge not un-
fully acknowledge Patricia Jack, of The MITRE Corporation,like assessing the impact of new technology. Once again, one
for her diligence and professionalism in preparing this articlemust be certain that the data used to generate the resource
for publication.estimate for a new system embody the same characteristics,

and one must have a clear understanding of how the imple-
mentation of the new program will be different. BIBLIOGRAPHY
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